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a b s t r a c t 

Targeted memory reactivation (TMR) has recently emerged as a promising tool to manipulate and study the 

sleeping brain. Although the technique is developing rapidly, only a few studies have examined how the effects 

of TMR develop over time. Here, we use a bimanual serial reaction time task (SRTT) to investigate whether the 

difference between the cued and un-cued sequence of button presses persists long-term. We further explore the 

relationship between the TMR benefit and sleep spindles, as well as their coupling with slow oscillations. Our 

behavioural analysis shows better performance for the dominant hand. Importantly, there was a strong effect of 

TMR, with improved performance on the cued sequence after sleep. Closer examination revealed a significant 

benefit of TMR at 10 days post-encoding, but not 24 h or 6 weeks post-encoding. Time spent in stage 2, but not 

stage 3, of NREM sleep predicted cueing benefit. We also found a significant increase in spindle density and SO- 

spindle coupling during the cue period, when compared to the no-cue period. Together, our results demonstrate 

that TMR effects evolve over several weeks post-cueing, as well as emphasising the importance of stage 2, spindles 

and the SO-spindle coupling in procedural memory consolidation. 
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. Introduction 

The essential role of sleep in memory processing is supported

y a multitude of studies (for reviews see Diekelmann and Born

010 , Rasch and Born 2013 and Dudai 2012 ). Both declarative (sum-

arised in Gais and Born 2004 ) and procedural (summarised in

oganathan 2014 ) memory consolidation benefit from sleep. Memory

eactivation, wherein a pattern of brain activity elicited during learn-

ng re-emerges during subsequent sleep, is thought to be the mecha-

ism underpinning this process ( Born et al., 2006 ). Although first dis-

overed in rodents ( Wilson and McNaughton, 1994 ), the phenomenon

as also evidenced to occur in humans, where its magnitude predicts

he next-day memory improvements ( Peigneux et al., 2004 ). Recently,

 procedure known as targeted memory reactivation (TMR) emerged as

 promising tool to manipulate and study the mechanisms of memory

eactivation. In a typical TMR experiment, a tone or an odour previ-

usly associated with a newly encoded memory is covertly re-presented

uring sleep (e.g., Rasch et al. 2007 , Rudoy et al. 2009 ). This elicits re-

ctivation of the associated memory representation, or rather intention-

lly biases this otherwise spontaneous process towards the memories
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argeted by the procedure (e.g., Bendor and Wilson 2012 ). In humans,

he manipulation has been found to be effective for both declarative

 Rasch et al., 2007 ; Rudoy et al., 2009 ; Fuentemilla et al., 2013 ) and

rocedural ( Antony et al., 2012 ; Schönauer et al., 2014 ; Cousins et al.,

014 , 2016 ) memories, enhancing performance gains on the cued com-

ared to the uncued task items. 

Although TMR research has developed rapidly, becoming one of the

ost used sleep manipulation techniques, only a few studies have ex-

mined how the effects of TMR develop over time ( Hu et al., 2015 ;

hanahan et al., 2018 ; Groch et al.,2017 ; Simon et al., 2018 ). One of

he most recent attempts was made by Cairney et al. (2018) , where par-

icipants encoded pairwise associations, followed by three retrieval ses-

ions: before and after a 90 min nap of cueing, and following a full

ight of sleep with no stimulation. While memory performance did

ot differ between cued and uncued pairs immediately after the nap,

he memory-enhancing effect of TMR was evident the next morning.

airney et al. (2018) argues that, during the TMR-induced windows of

pindle-mediated memory processing, the synapses relevant for the task

ay be ‘tagged’ for plastic changes during subsequent sleep, hence un-

overing TMR benefits the next day. Such a ‘tag’ could potentially also

llow the cued memories to persist for longer than the uncued ones.
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hile long-term effects of TMR were first reported for implicit biases

 Hu et al., 2015 ), neither object-location ( Shanahan et al., 2018 ) nor

motional ( Groch et al., 2017 ) memory seems to benefit a week after

he manipulation. Procedural memory, on the other hand, has to our

nowledge, never been investigated in this context. 

Here, we set out to determine whether the memory-enhancing ef-

ects of TMR on motor memory consolidation ( Antony et al., 2012 ;

chönauer et al., 2014 ; Cousins et al., 2014 , 2016 ) persist over time, by

sing a bimanual serial reaction time task (SRTT) and investigating the

ifference between the cued and uncued sequence of button presses at

ifferent points in time. Participants learned two sequences of 12-item

utton presses, each associated with a different set of auditory tones.

ones associated with one of the sequences were replayed to the partic-

pants during subsequent sleep and the performance was re-tested 24 h,

0 days and ∼6 weeks post-learning. 

We delivered TMR in both stages 3 (N3) and 2 (N2) of NREM

leep due to procedural memory improvements reported following

MR delivery during N3 ( Antony et al., 2012 ; Cousins et al., 2014 ,

016 ) and N2 ( Laventure et al., 2016 , 2018 ). N3, also known as slow-

ave sleep (SWS), has a well-established role in memory processing

 Walker, 2009 ). It is the most common choice for declarative-memories

MR ( Rasch et al., 2007 ; Rudoy et al., 2009 ; Diekelmann et al., 2012 ;

uentemilla et al., 2013 ) as well as TMR in general ( Hu et al., 2020 ).

n the other hand, N2 has been consistently implied in motor se-

uence memory consolidation ( Laventure et al., 2016 ; Nishida and

alker, 2007 ; Walker et al., 2002 ). Likewise, sleep spindles were shown

o play an important role in procedural learning ( Laventure et al.,

018 ; Barakat et al., 2011 ; Antony et al., 2012 ; Cousins et al., 2016 ;

ishida and Walker, 2007 ; Morin et al., 2008 ). Moreover, the interplay

etween the electrophysiological hallmarks of these two stages, i.e., the

recise coupling between the amplitude of sleep spindles that charac-

erise N2 and the phase of slow oscillations (SOs) that characterise N3,

as shown to predict performance improvements for several memory

asks ( Niknazar et al., 2015 ; Mikutta et al., 2019 ; Muehlroth et al., 2019 ;

ahn et al., 2020 ; Denis et al., 2020a ; Schreiner et al., 2021 ). Hence,

ere we aimed to describe the electrophysiology for the two sleep stages

ith a particular focus on sleep spindles and their coupling with SOs, as

ell as to explore their relationship with TMR benefits for both hands

nd each hand separately, and at different points in time. 

. Materials and methods 

.1. Participants 

Twenty-six healthy volunteers signed a written informed consent

orm to take part in the study, which was approved by the Ethics Com-

ittee of the School of Psychology at Cardiff University. All participants

eported being right-handed, sleeping 6–9 h per night, having normal

r corrected to normal vision and no hearing impairment. Subjects who

ad travelled across more than two time-zones or engaged in any regular

ight work one month prior to the experiment were not recruited for the

tudy. Likewise, regular nappers and smokers did not take part. Further

riteria for exclusion included recent stressful life event(s), prior history

f drug/alcohol abuse, neurological, psychological, or sleep disorders.

one of the participants reported taking any medication or substance di-

ectly or indirectly affecting sleep quality. Additionally, they were asked

o abstain from napping, extreme physical exercise, caffeine, alcohol,

nd other psychologically active food from 24 h prior to each exper-

mental session. We also excluded participants with more than three

ears of musical training in the past five years due to a probable link

etween musical abilities and procedural learning ( Anaya et al., 2017;

omano Bergstrom et al., 2012 ). The experimental procedure was ex-

lained, and participants received instructions about the tasks, but no

nformation was provided about the objectives of the study nor the vari-

bles of interest. All participants received monetary compensation for

heir time. 
2 
According to our inclusion criteria, participants must: (1) have no

rior knowledge of the SRTT upon the start of the study; (2) undergo

n uninterrupted TMR procedure; (3) show the SRTT error rate within

 SD from the group mean during all sessions; (4) not classify as outliers

sing the outlier detection method from Cousins et al. (2014) , applied

o the both-hands dataset. Seven participants were excluded from anal-

sis due to these criteria as follows: (1) sudden realisation that they

ad participated in a previous experiment that involved SRTT ( n = 1);

2) an interrupted TMR procedure caused by a high number of arousals

hroughout the night ( n = 1), or reference electrode failure before or

uring the stimulation ( n = 2); (3) a consistently high SRTT error rate

hroughout the study ( > 2 SD away from the group mean) ( n = 1); and

4) being classified as an outlier according to the SRTT outliers detec-

ion method from Cousins et al. (2014) which identified one participant

 n = 1) whose reaction time performance before sleep was > 2 SD from

roup mean and one participant ( n = 1) for whom the disparity between

he reaction time for the two sequences before sleep was > 2 SD away

rom the group mean. One additional participant had to be removed

rom the dataset due to voluntary withdrawal ( n = 1). 

Hence, the final dataset included 18 participants (10 females, age

ange: 18 - 22 years, mean ± SD: 19.7 ± 1.2; 8 males, age range: 18 - 24

ears, mean ± SD: 21.1 ± 1.7). One of the participants ( n = 1) included

n the dataset could not attend the last session and therefore the sample

ize for the analyses concerning the data collected during that session

as 17. The final dataset also included two participants for whom part of

he EEG data were missing due to EEG battery failure ( n = 2). However,

he issue occurred after the TMR procedure had been completed. Thus,

he two participants were included in all the analyses except for the

leep staging analysis, as it would be impossible to state the time these

articipants spent in each sleep stage with a few hours of the recording

issing. 

.2. Study design 

The study consisted of four sessions ( Fig. 1 A), all scheduled for the

ame time in the evening ( ∼8pm). Session 1 (S1) lasted 3 h and was

ollowed by a stimulation night in the sleep lab, during which partic-

pants slept with the electroencephalography (EEG) cap on. Upon ar-

ival, participants first completed a series of questionnaires: short ver-

ion of the Edinburgh Handedness Inventory (EHI) ( Veale, 2014 ) to

ssess their handedness, Stanford Sleepiness Scale Questionnaire (SQ)

 Hoddes et al., 1973 ) to determine their current level of alertness and

ittsburgh Sleep Quality Index (PSQI) ( Buysse et al., 1989 ) to evaluate

heir sleep quality and quantity in the past month. Then, participants

ere asked to prepare themselves for bed before the wire up took place.

ith the EEG cap on, participants performed the SRTT and the imagery

ask. Noise-cancelling headphones (Sony MDR-ZX110NA, Sony Europe

.V., Surrey, UK) were used to deliver the tones during both tasks. Par-

icipants were ready for bed at ∼11.30pm. During sleep (N2 and N3),

he same tones were replayed to the participants through speakers (Har-

an/Kardon HK206, Harman/Kardon, Woodbury, NY, USA) to trigger

eactivation of the associated SRTT memories. Participants were woken

p at a time convenient for them (on average after 8.46 ± 0.45 h in bed)

nd had the EEG cap removed. Before leaving the lab, they were asked

hether they had heard any sounds during the night. 

The remaining three follow up sessions lasted 40–60 min each and in-

luded behavioural testing only. Participants were asked to come back

o the lab 23–25 h (session 2, S2), 6–11 days (session 3, S3) and 6–8

eeks (session 4, S4) after S1. During S2, S3 and S4 participants com-

leted the SQ and the SRTT again. S4 also included an explicit memory

ask. Since the post-learning sleep was shown to enhance consolidation

f memories expected to be retrieved ( Wilhelm et al., 2011 ), participants

ere told to expect SRTT re-test upon completion of each experimental

ession. 

All tasks/questionnaires were presented on a computer screen with

esolution 1920 × 1080 pixels, except for the explicit memory task, com-
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Fig. 1. Experimental methods. (A) Study design. The study consisted of four 

sessions, each requiring participants to complete one or more questionnaires 

and the SRTT. Session 1 also involved EEG recording during the main task, the 

imagery task (IMGT) and the overnight stay in the lab. During sleep, the TMR 

protocol was delivered. After waking up the next morning we asked participants 

whether they had heard any sounds during the night. In addition to the SQ and 

the SRTT, Session 4 also required participants to perform the explicit memory 

task. (B) A schematic representation of the two sequences of the SRTT. Audi- 

tory and visual cues appeared simultaneously. The tones had a fixed duration 

of 200 ms and were either high or low pitched depending on the counterbal- 

ancing condition. The visual cue remained on the screen until the correct key 

was pressed. The next trial appeared after a 300 ms inter-trial interval. (C) TMR 

protocol. Tones associated with one of the SRTT sequences were re-played to the 

participants in N3 and N2 (blue bubbles on the hypnogram). A single sequence 

(blue rectangles) was played, followed by a 20 s break (grey rectangles). Each 

sequence comprised 12 tones (here shown as coloured notes) with the inter- 

trial interval jittered between 2500 and 3500 ms (grey vertical bars). SRTT: 

Serial Reaction Time Task; IMGT: Imagery Task; EHI: Edinburgh Handedness 

Inventory; PSQI: Pittsburgh Sleep Quality Index; SQ: Stanford Sleepiness Scale 

Questionnaire (For interpretation of the references to color in this figure legend, 

the reader is referred to the web version of this article.). 
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leted with pen and paper. Computer-based tasks were executed using

ATLAB (The MathWorks Inc., Natick, MA, USA) and Cogent 2000 (de-

eloped by the Cogent 2000 team at the Functional Imaging Labora-

ory and the Institute for Cognitive Neuroscience, University College,

ondon, UK; http://www.vislab.ucl.ac.uk/cogent.php ). Questionnaires

ere executed using MATLAB and Psychophysics Toolbox Version 3

 Brainard, 1997 ). 
3 
.3. Experimental tasks 

.3.1. Motor sequence learning-the serial reaction time task (SRTT) 

The SRTT ( Fig. 1 B) was used to induce and measure motor sequence

earning. It was adapted from Cousins et al. (2014) and consisted of two

2-item sequences of auditorily and visually cued key presses, learned

y the participants in blocks. The sequences – A (1–2–1–4–2–3–4–1–3–

–4–3) and B (2–4–3–2–3–1–4–2–3–1–4–1) – were matched for learning

ifficulty, did not share strings of more than four items and contained

tems that were equally represented (three repetitions of each). Each

equence was paired with a set of 200 ms-long tones, either high (5th

ctave, A/B/C#/D) or low (4th octave, C/D/E/F) pitched, that were

ounterbalanced across sequences and participants. For each item/trial,

he tone was played with simultaneous presentation of a visual cue in

ne of the four corners of the screen. Visual cues consisted of neutral

aces and objects, appearing in the same location regardless of the se-

uences (1 – top left corner = male face, 2 – bottom left corner = lamp,

 – top right corner = female face, 4 – bottom right corner = water

ap). Participants were told that the nature of the stimuli (faces/objects)

as not relevant for the study. Their task was to press the key on the

eyboard that corresponded to the position of the picture as quickly

nd accurately as possible: 1 = left shift; 2 = left Ctrl; 3 = up arrow;

 = down arrow. Participants were instructed to use both hands and al-

ays keep the same fingers on the appropriate response keys (1 = left

iddle finger, 2 = left index finger, 3 = right middle finger, 4 = right

ndex finger). The visual cue disappeared from the screen only after the

orrect key was pressed, followed by a 300 ms interval before the next

rial. 

There were 24 blocks of each sequence (a total of 48 sequence blocks

er session), where block type was indicated with ‘A’ or ‘B’ displayed in

he centre of the screen. Each block contained three sequence repeti-

ions (36 items) and was followed by a 15 s pause, with reaction time

nd error rate feedback. Blocks were interleaved pseudo-randomly with

o more than two blocks of the same sequence in a row. Participants

ere aware that there were two sequences but were not asked to learn

hem explicitly. Block order and sequence replayed were counterbal-

nced across participants. 

Following the 48 blocks of sequence A and B, participants performed

 random blocks, indicated with ‘R’ appearing centrally on the screen.

hose final blocks contained pseudo-randomised sequences, the same vi-

ual stimuli, and tones matching sequence A for half of them (Rand_A)

nd sequence B for the other half (Rand_B). Blocks Rand_A and Rand_B

ere interleaved, and the random sequences contained within them fol-

owed three constraints: (1) each cue was represented equally within a

tring of 12 items, (2) two consecutive trials could not contain the same

ue, (3) random sequence did not share a string of more than four items

ith either sequence A or B. 

.3.2. Imagery task 

Following the SRTT training, participants were instructed to do the

ame task again but without pressing any keys. Instead, they were told

o imagine doing so, with their fingers resting immobile on the appro-

riate keys. The stimuli remained the same, except that the visual cues

ere presented for 880 ms and the inter-trial delay lasted 270 ms. The

magery task comprised 15 blocks of each sequence, with 5 s breaks in

etween but no performance feedback. The order of the sequence blocks

as the same as during the SRTT but without the random blocks at the

nd. 

.3.3. Explicit memory task 

To measure participants’ explicit memory of the SRTT, a free recall

est was administered during the last experimental session. Participants

ere instructed to mark the sequence order on printed screenshots of

he SRTT, arranged vertically in two columns and with the visual cues

emoved. 

http://www.vislab.ucl.ac.uk/cogent.php
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2  
.4. EEG data acquisition 

EEG was recorded using 64 actiCap slim active electrodes (Brain

roducts GmbH, Gilching, Germany), with 62 electrodes embedded

ithin an elastic cap (Easycap GmbH, Herrsching, Germany). This in-

luded the reference positioned at CPz and ground at AFz. The remain-

ng electrodes were the left and right electrooculography (EOG) elec-

rodes (placed below and above each eye, respectively), and left and

ight electromyography (EMG) electrodes (placed on the chin). Fig.

1 shows the EEG electrodes layout. Elefix EEG-electrode paste (Ni-

on Kohden, Tokyo, Japan) was used for stable electrode attachment

nd Super-Visc high viscosity electrolyte gel (Easycap GmbH) was in-

erted into each electrode to reduce impedance below 25 kOhm. To am-

lify the signal, we used either two BrainAmp MR plus EEG amplifiers

r LiveAmp wireless amplifiers (all from Brain Products GmbH). Sig-

als were recorded using BrainVision Recorder software (Brain Products

mbH). 

.5. TMR during NREM sleep 

Tones associated with one of the learned sequences (A or B, coun-

erbalanced across participants) were replayed to the participants dur-

ng N2 and N3 ( Fig. 1 C), as assessed with standard AASM criteria

 Berry et al., 2015 ). The TMR protocol was executed using MATLAB

nd Cogent 2000. Volume was adjusted for each participant to make

ure that the sounds did not wake them up. One repetition of a sequence

i.e., 12 sounds) was followed by a 20 s break during which no sounds

ere played. The inter-trial interval within repetitions (i.e., between the

ounds in a sequence) was jittered between 2500 and 3500 ms. Upon

rousal or leaving the relevant sleep stage, replay was paused imme-

iately and resumed only when stable N2/N3 was apparent. TMR was

erformed for as long as the minimum threshold of ∼1000 trials in N3

as reached. On average, 1612.59 ( ± SD 162.20) sounds were delivered.

he exact number of sounds played during each sleep stage was deter-

ined offline, with the results summarised in Table S1. Once the sleep

coring procedure was complete (see section 2.6.2.1 Sleep Scoring of this

anuscript), the EEG data were cut into trials (defined as the time inter-

al between cue onset and the end of the inter-trial interval) and if more

han 50% of a trial fell within a given epoch, arousal or movement, that

rial was deemed as being played during the respective period. 

.6. Data analysis 

.6.1. Behavioural data 

.6.1.1. SRTT: reaction time. Performance on the SRTT was measured

sing mean reaction time per block of each sequence (cued and uncued).

rials with reaction time > 1000 ms were excluded from the analysis; tri-

ls with incorrect button presses prior to the correct ones remained. Both

ands (BH) dataset included all SRTT trials, left hand (LH) dataset in-

luded trials performed using left, non-dominant hand only, right hand

RH) dataset included trials performed using right, dominant hand only.

ean performance on 4 chosen blocks (see Fig. 2 A, brown and grey ver-

ical rectangles) was then subtracted from the mean performance on 2

andom blocks to separate learning of the sequence from sensorimotor

apping, thus providing a measure of ‘sequence-specific skill’ (SSS). SSS

as calculated for each sequence and session separately, using either the

rst 4 blocks (early SSS) or the last 4 blocks (late SSS). This is illustrated

elow, with higher outcome values indicating better performance: 

1 Early sequence-specific skill (early SSS) = mean (random blocks) –

mean (first 4 blocks) 

2 Late sequence-specific skill (late SSS) = mean (random blocks) –

mean (last 4 blocks) 

Finally, we calculated the difference between the SSS of the cued

nd uncued sequence, thus obtaining a measure of ‘cueing benefit’, i.e.,
4 
he effect of TMR on the SRTT performance, for each participant and at

ach timepoint. 

.6.1.2. Questionnaires. To identify outliers in the ordinal, PSQI and

Q datasets, a robust Modified Z-Score outlier detection method was

sed ( Iglewicz and Hoaglin, 1993 ), calculated using the following for-

ula: M i = ( 0 . 6745 ( x i − ̃x )) /MAD, where MAD = median { |x i − ̃x |} and

enotes Median Absolute Deviation. Any score above 3.5 would be con-

idered an outlier and removed from the dataset. However, that was

ot the case for any of the questionnaires’ measures. PSQI global scores

ere calculated according to the original scoring system described in

uysse et al. (1989) . Handedness, i.e., laterality quotient based on the

hort version of the EHI, was scored as in Veale (2014) . 

.6.1.3. Explicit memory. To assess the explicit memory of each se-

uence, individual items were scored as correct only if they were both

1) in the correct sequence position and (2) followed or preceded by

t least one other correct item, hence minimising the effect of guessing

s in Cousins et al. (2014) . Chance level was determined by taking an

verage score of 10 randomly generated sequences per participant. The

ean of those scores across all participants was considered the average

umber of items guessed by chance, which was then compared with the

umber of correct items for each sequence to determine if the explicit

emory was formed. 

.6.2. EEG data analysis 

All EEG data were analysed in MATLAB using FieldTrip Toolbox

 Oostenveld et al., 2011 ). 

.6.2.1. Sleep scoring. EEG signal from eight scalp electrodes (F3, F4,

3, C4, P3, P4, O1, O2), two EOG and two EMG channels recorded

hroughout the night was pre-processed, re-referenced to the mas-

oids (TP9, TP10) and scored according to the standard AASM criteria

 Berry et al., 2015 ). Scoring was performed by two trained and indepen-

ent sleep scorers blind to the cue presentation periods using a custom-

ade interface ( https://github.com/mnavarretem/psgScore ). 

.6.2.2. Spindles and slow waves detection. The relationship between

pindles and behavioural outcomes was determined by focusing the

nalysis on 8 electrodes located over motor regions: 4 left (FC3, C5, C3,

1, CP3) and 4 right (FC4, C6, C4, C2, CP4). However, for visualisation

urpose, the rest of the electrodes in the International 10–20 EEG system

ere also pre-processed and analysed as outlined below, and included in

he final figure ( Fig. 5 A). Briefly, the raw data were first down-sampled

o 250 Hz (for them to be comparable between the two EEG data acqui-

ition systems) and filtered using a Chebyshev Type II infinite impulse

esponse (IIR) filter (passband: f = [0.3 – 35] Hz; stopband: f ⟨ 0.1 Hz

 f ⟩ 45 Hz). Then, for each participant, the channels were visually in-

pected and, if deemed noisy for the majority of the night, interpolated

ased on their triangulation-based neighbours. The final pre-processing

tep involved re-referencing the data to the mastoids (TP9, TP10). Al-

orithms for spindles and SOs counting ( Navarrete et al., 2020 ) were

ubsequently employed to detect slow oscillations (0.3 – 2 Hz) and sleep

pindles (11 – 16 Hz) at each electrode and in each sleep stage separately

N2, N3) or combined (N2 and N3). Briefly, for spindles detection, the

ata were filtered in a sigma band using an IIR filter again (passband:

 = [11 – 16] Hz; stopband: f ⟨ 9 Hz & f ⟩ 18 Hz). Then, we used a

00 ms time window to compute the root mean squared (RMS) of the

ignal. Any event that had surpassed the 86.64 percentile (1.5 SD, Gaus-

ian distribution) of the RMS signal was regarded as a candidate spindle.

o fit the final spindle detection criteria (based on Iber et al. 2007 ), an

vent was deemed a sleep spindle if it occurred in the target sleep stage,

asted between 0.5 and 2.0 s and had at least 5 oscillations during that

eriod ( Navarrete et al., 2020 ). For SOs detection, the EEG data were

ltered in the 0.3 – 2 Hz band using the IIR filter (passband: f = [0.3 –

] Hz; stopband: f ⟨ 0.1 Hz & f ⟩ 4 Hz). Waves with negative deflection

https://github.com/mnavarretem/psgScore
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Fig. 2. (A) Mean reaction time [ms] for the BH trials of the cued (blue) and uncued (red) sequence blocks as well as random blocks (green and orange) during all 

experimental sessions (S1-S4). Error bars represent SEM. Vertical rectangles highlight the first (brown) and last (grey) four blocks of each sequence used to calculate 

the early and late SSS, respectively. (B-D) TMR affects late SRTT performance on Session 3 (S3), regardless of the hand analysed. Mean late SSS for BH (B), LH (C) and 

RH (D) dataset plotted against time (S1-S4). Red dots represent mean ± SEM for the uncued sequence. Blue dots represent mean ± SEM for the cued sequence. Grey 

lines represent performance of each subject. Although not marked with p-values, the participants showed significant improvements with time on both the cued and 

the uncued sequence. ns: non-significant; ∗ p < 0.05, uncorrected; when adjusted for multiple comparisons using Holm’s correction the effect of TMR on S3 remained 

significant only for (B) (black ∗ ) but not for (C) or (D) (grey ∗ ). n = 18 for S1-S3, n = 17 for S4. S1–4: Session 1–4; SSS: Sequence Specific Skill. BH: both hands; LH: 

left hand; RH: right hand (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.). 
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etween − 35 and − 300 mV and with zero crossing between 0.13 and

.66 s were considered SOs. The identified spindles and SOs were then

eparated into those that fell within the cue and no-cue periods. The

ue period was defined as the time interval between 0 and 3.5 s after

 tone onset (the longest inter-trial interval allowed), thus essentially

ncompassing the period from the onset of the first tone in a sequence

ntil 3.5 s after the onset of the last one. The no-cue period was defined

s the time interval between the sequences - from 3.5 to 20.0 s after the

nset of the last tone in the sequence. 

Spindle density was calculated by dividing the total number of spin-

les at each electrode by the length (in minutes) of the target period

cue period during target sleep stage, no-cue period during target sleep

tage). Spindle density, together with the number of spindle and SO

vents during the cue and no-cue period of each of the target sleep

tages, are presented in Table S2. Spindle laterality was obtained by

ubtracting spindle density over the right motor channels from the spin-

le density over the left motor channels. 

.6.2.3. Phase amplitude coupling. Trial-based phase-amplitude cou-

ling was calculated for each channel using mean resultant length

MRL), as described in Canolty et al. (2006) . Similarly to the spindle

nalysis, the statistical analyses concerning the phase-amplitude cou-

ling measures were performed on the 8 motor electrodes (FC3, C5,

3, C1, CP3, FC4, C6, C4, C2, CP4), with the rest of the electrodes in

he International 10–20 EEG system analysed only for visualisation pur-

ose ( Fig. 6 A). In short, the phase and amplitude evolving timeseries

as filtered using a zero-shift IIR filter in delta (passband: f = [0.3 –
5 
] Hz; stopband: f ⟨ 0.1 Hz & f ⟩ 4 Hz) and sigma (passband: f = [11

16] Hz; stopband: f ⟨ 9 Hz & f ⟩ 18 Hz) bands, respectively. Hilbert

ransform was then applied to obtain the instantaneous frequency of the

elta- and sigma- filtered signal. Phase-amplitude coupling was com-

uted for concurrent SO and spindles detected using the methods de-

cribed above ( 2.6.2.2 Spindles and slow waves detection ). The number

f SO-spindle events detected during the cue and no-cue period of each

f the target sleep stages is presented in Table S2. MRL was then esti-

ated to assess how well spindles align to the same phase of the SO.

RL equal to 0 reflects no coupling (i.e., random distribution of spin-

les in a slow wave cycle), whereas MRL equal to 1 reflects maximal

oupling (i.e., all spindles occurring at precisely the same time of ev-

ry slow wave cycle). For clarity, the measure is later referred to as

he coupling strength. The coupling strength was compared to a set

f surrogate data (200 permutations), created by shifting the ampli-

ude evolving time series by a randomised time lag from the phase

volving time series. This allowed us to assess the significance of cou-

ling and define a normalised, or z-scored, coupling strength (CS) as

elow: 

CS n = (CS raw 

– μ)/ σ, where 𝜇 and 𝜎 denote the mean and standard

eviation of surrogate’s coupling strength, respectively. The normalised

oupling strength is used throughout this report. To obtain the coupling

hase, i.e., the phase of the SO which the spindles best align to, the

hase of the SO cycle was cut into 100 equally spaced bins between - 𝜋

o 𝜋 radians. The average amplitude of each phase bin was then calcu-

ated for the amplitude evolving time series, and the circular mean was

omputed from the circular distribution to obtain the final value for the
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oupling phase. The coupling phase plots (Fig. S3) were created using

he CircStat toolbox in MATLAB ( Berens, 2009 ). 

Finally, both the mean of the coupling strength and the circular mean

f the coupling phase (in degrees) were calculated for all motor channel,

eft motor channels and right motor channels to obtain the coupling

trength and phase over both hemispheres, left and right hemisphere,

sed in the further analyses. 

.6.3. Statistical analysis 

Statistical analysis was performed in MATLAB, the R environment

 R Core Team, 2012 ) or SPSS Statistics 25 (IBM Corp., Armonk, NY,

SA). Each dataset (LH, RH, BH), stimulation period (cue vs no-cue)

nd sleep stage (N2, N3, N2 and N3 combined) was analysed separately.

ormality assumption was checked using Shapiro-Wilk test and all tests

onducted were two-tailed, with the significance threshold set at 0.05.

esults are presented as mean ± standard error of the mean (SEM), unless

therwise stated. 

To compare two related samples, we used paired-samples t-tests

Gaussian distribution), Wilcoxon signed-rank test (non-Gaussian dis-

ribution) or Watson-Williams test (circular data). Correlations between

EG data and behavioural measures were tested with either Pearson’s

orrelation (Gaussian distribution) or Spearman’s Rho (non-Gaussian

istribution) using the cor.test function in the R environment, or us-

ng the circ_corrcl function in the circStat toolbox ( Berens, 2009 ) if

orrelations between circular and linear variables were evaluated. If a

iven datapoint within a linear variable was more than 1.5 interquartile

anges (IQRs) below the first quartile or above the third quartile, and if

t was deemed an outlier through visual inspection, that datapoint was

emoved from the dataset before the correlational analysis. Multiple cor-

elations were corrected using false discovery rate (FDR) correction ( q

 0.05) ( Benjamini and Hochberg, 1995 ), thus controlling for the ex-

ected proportion of falsely rejected hypotheses. The corrections were

ased on a total of 3 correlations, given the 3 sessions of interest (S2,

3, S4). 

To test the relationship between SSS, TMR and Session we used linear

ixed effects analysis to account for the non-independence of multiple

esponses collected from the participants over time, as well as to avoid

istwise deletion due to missing data in S4. The analysis was performed

n S2-S4 using lme4 package in R ( Bates et al., 2012 ). For both late and

arly SSS, TMR and Session were entered into the model as fixed ef-

ects (without interaction) and random intercept was specified for each

ubject. The final models for BH, LH and RH dataset were as follows: 

 𝑚𝑜𝑑𝑒𝑙 = 𝑙𝑚𝑒𝑟 ( 𝑆 𝑆 𝑆 ∼ 𝑆 𝑒𝑠𝑠𝑖𝑜𝑛 + 𝑇 𝑀𝑅 + ( 1 |𝑃 𝑎𝑟𝑡𝑖𝑐𝑖𝑝𝑎𝑛𝑡 ) , 𝑑𝑎𝑡𝑎 = 𝑑𝑎𝑡𝑎𝑠𝑒𝑡

To assess the effect of hand, LH and RH datasets were combined

nd the model fitted to the data also included hand as one of the fixed

ffects: 

> 𝑚𝑜𝑑𝑒𝑙 = 𝑙𝑚𝑒𝑟 ( 𝑆 𝑆 𝑆 ∼ 𝑆 𝑒𝑠𝑠𝑖𝑜𝑛 + 𝑇 𝑀𝑅 + 𝐻𝑎𝑛𝑑 + ( 1 |𝑃 𝑎𝑟𝑡𝑖𝑐𝑖𝑝𝑎𝑛𝑡 ) , 

𝑑𝑎𝑡𝑎 = 𝑑𝑎𝑡𝑎𝑠𝑒𝑡 ) 

Finally, to explore how the TMR effect evolves over time (i.e., be-

ween S2 and S4) we fitted the following model to each dataset, with

ueing benefit as the dependant variable. This analysis was performed

n the ‘late’ cueing benefit only (i.e., calculated using the late SSS data),

s no TMR effect was found for the early SSS. 

 𝑚𝑜𝑑𝑒𝑙 = 𝑙𝑚𝑒𝑟 ( 𝐶𝑢𝑒𝑖𝑛𝑔 𝐵 𝑒𝑛𝑒𝑓𝑖𝑡 ∼ 𝑆𝑒𝑠𝑠𝑖𝑜𝑛 + ( 1 |𝑃 𝑎𝑟𝑡𝑖𝑐𝑖𝑝𝑎𝑛𝑡 ) , 𝑑𝑎𝑡𝑎 = 𝑑𝑎𝑡𝑎𝑠𝑒

The model fitted to the LH and RH datasets combined, again, also

ncluded hand as one of the fixed effects: 

> 𝑚𝑜𝑑𝑒𝑙 = 𝑙𝑚𝑒𝑟 ( 𝐶𝑢𝑒𝑖𝑛𝑔 𝐵 𝑒𝑛𝑒𝑓𝑖𝑡 ∼ 𝑆𝑒𝑠𝑠𝑖𝑜𝑛 + 𝐻𝑎𝑛𝑑 + ( 1 |𝑃 𝑎𝑟𝑡𝑖𝑐𝑖𝑝𝑎𝑛𝑡 ) , 

𝑑𝑎𝑡𝑎 = 𝑑𝑎𝑡𝑎𝑠𝑒𝑡 ) 

Likelihood ratio tests of the full model against the model without the

ffect being tested were used to obtain the p-values. When a significant

ifference was found, post-hoc pairwise comparisons of least-squares
6 
eans with Holm adjustment were conducted using the emmeans pack-

ge in R ( Lenth et al., 2019 ). The emmeans package was also used to

alculate the effect sizes. 

.7. Data and code availability 

All the data used in the study as well as the software and

cripts used to present the experimental tasks to the participants

nd to perform the analysis have been made publicly available via

he Open Science Framework and can be accessed at: https://osf.io/

sxpw/?view_only = 25ca3eca34004df496302c9dc1cc7580 . 

. Results 

.1. Questionnaires 

The EHI confirmed that all participants were right-handed, as the

aterality quotient score (ranging between − 100 and + 100, where the

egative values indicate left-handers and positive right-handers) was

 100% for all but one subject who scored + 75%. PSQI global scores (on

 21-points scale) ranged between 2 and 6 points across participants,

ith a mean of 4.33 ( ± 0.32), indicating, on average, a ‘good quality’ of

leep ( Buysse et al., 1989 ). The median answer on the SQ (with 1 and

 indicating the highest and lowest level of alertness, respectively) was

 for all sessions ( ± IQR for S1: 1, S2: 2, S3: 1, S4: 1), indicating similar

evels of alertness throughout the study. 

Participants did report hearing experimental sounds during the

ight. On a 3-points scale, the median answer was 3 (IQR: 2), with 28%

f the participants not hearing any sounds (answer 1), 11% of the par-

icipants being unsure (answer 2), and 61% of the participants hearing

hem clearly (answer 3). However, when asked about the number of

ounds they had heard, the median answer was 3 (IQR: 3.5) sounds and

nly 17% of the subjects reported hearing more than 6 sounds. 

.2. SRTT 

.2.1. Reaction time and sequence specific skill 

Before sleep, no difference was found between the average reac-

ion time of the cued and uncued sequence for either BH (t 17 = − 0.35,

 = 0.729), LH (t 17 = − 1.02, p = 0.321) or RH (t 17 = 0.38, p = 0.710)

ataset (paired-samples t-tests for all comparisons). Similar results

ere obtained where comparing random sequences before sleep for

ll datasets (BH: Z = − 0.63, p = 0.528; LH: Z = − 0.72, p = 0.472;

H: Z = − 0.68, p = 0.500; Wilcoxon signed-rank test). Thus, any post-

leep difference between the sequences can be regarded as the effect

f TMR. Furthermore, average reaction times before sleep were signif-

cantly shorter for the last 4 sequence blocks than the random blocks,

onfirming that the participants learned both sequences during S1 (BH

ued: Z = − 3.72; BH uncued: Z = − 3.72; LH cued: Z = − 3.59; LH uncued:

 = − 3.72; RH cued and uncued: Z = − 3.68; p < 0.001 for all compar-

sons, Wilcoxon signed-rank test). Summary statistic for each sequence

nd dataset during S1 are presented in Table 1 . Mean reaction time ( ±
EM) for the BH trials of each block during the full course of the study

s shown in Fig. 2 A. 

Post-sleep SRTT re-test sessions took place 23.89 h (SD: 0.47) (S2),

.89 days (SD: 1.02) (S3), and 43.94 days (SD: 4.43) (S4) after S1 . To

xamine the effect of TMR on SSS (either early or late) over time (S2-

4) we performed a linear mixed effects analysis on each dataset (BH,

H, RH) separately. Results of all the likelihood ratio tests of the full

odel (with TMR and session as fixed effects and participant as a ran-

om effect) against the model without the fixed effect of interest are

resented in Table S3A–C. No effect of TMR was revealed for the early

SS (Table S3Ai–Ci) and therefore we will focus only on the late SSS

Table S3Aii–Cii) for the rest of this report. Likewise, even though we

ound a main effect of hand on the SRTT performance ( p < 0.001; Table

3D, better performance for the dominant hand), the analysis revealed

https://osf.io/ksxpw/?view_only=25ca3eca34004df496302c9dc1cc7580
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Table 1 

SRTT summary statistics. 

Dataset Cued sequence Uncued sequence Cued random Uncued random Cued sequence (last 4 blocks) Uncued sequence (last 4 blocks) 

BH 346.64 ± 6.80 347.93 ± 6.86 375.27 ± 7.19 378.55 ± 4.97 320.13 ± 7.13 312.32 ± 11.41 

LH 358.02 ± 8.22 362.97 ± 7.34 384.50 ± 9.00 387.33 ± 6.82 328.85 ± 7.84 328.78 ± 11.23 

RH 335.28 ± 6.08 332.90 ± 7.40 366.04 ± 6.79 369.83 ± 5.00 311.35 ± 7.74 295.86 ± 12.33 

Mean reaction time ( ± SEM) (in ms) for the BH, LH and RH trials of the cued and uncued sequence blocks (24 per sequence) as well as random 

blocks (2 with tones matching the cued and 2 with tones matching the uncued sequence) during Session 1. Average reaction time ( ± SEM) for 

the last 4 blocks of each sequence are shown as well. BH: both hands; LH: left hand; RH: right hand. n = 18. 
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Table 2 

Sleep parameters. 

Percentage of total 

recording duration [%] 

Mean duration ± SEM 

[min] 

Total recording duration 100% 525.13 ± 10.56 

Total sleep time 89.74% 469.66 ± 9.27 

Wake 10.26% 55.47 ± 9.50 

N1 5.76% 30.34 ± 5.35 

N2 41.65% 219.56 ± 12.28 

N3 21.89% 113.13 ± 7.38 

REM 18.78% 97.72 ± 6.22 

Movement 1.54% 8.22 ± 1.56 

Total recording duration, total sleep time, time spent in each sleep stage and 

time scored as movement presented as average (minutes ± SEM) and as per- 

centage of the total recording duration. Total sleep time was calculated by sub- 

tracting the time spent in wake from the total recording duration. N1-N3: stage 

1 - stage 3 of NREM sleep. n = 16. 
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imilar results for all datasets (BH: Table S3–5A, LH: Table S3–5B, RH:

ables S3–5C), with no interaction between either hand and session or

and and TMR ( p > 0.05; Table S3D). Thus, we will report findings for

he BH dataset only. 

The analysis revealed that the inclusion of session as a fixed effect

ignificantly improves model fit (X 

2 (2) = 47.66, p < 0.001), pointing to

he main effect of session on the late SSS (Table S3Aii). Post-hoc tests

howed a difference (p adj < 0.001) between both S2 and S3, and S3 and

4, suggesting that the participants were getting significantly faster with

ach session (Table S4Aii). 

When the full model was tested against the model without TMR, the

ikelihood ratio test revealed that the inclusion of TMR as a fixed effect

ignificantly improves model fit for late SSS (X 

2 (1) = 6.87, p = 0.009)

cross all sessions (S2–S4) (Table S3Aii). The interaction between TMR

nd session was, however, not significant (X 

2 (2) = 2.39, p = 0.303)

Table S3Aii). The linear mixed effects analysis therefore suggested a

ain effect of TMR on late SSS. Given our previous findings on this task

 Cousins et al., 2014 , 2016 ; Koopman et al., 2020 ), we expected higher

erformance for the cued than uncued sequence on S2 but sought to

etermine if that is also true for the remaining sessions. Hence, we car-

ied out post-hoc pairwise comparisons to reveal the session(s) during

hich TMR significantly affected the SRTT performance. To our sur-

rise, we found a significant effect of TMR on S3 (p adj = 0.045) but

o difference between the cued and uncued sequence performance on

2 (p adj = 0.179) or S4 (p adj = 0.743) (Table S5A, Fig. 2 B–D). The ab-

ence of a TMR effect at S2 could be explained by the fact that our

econd session occurred in the evening (24 h post-stimulation), while

oth Cousins et al. (2014 , 2016 ) and Koopman et al. (2020) who report

ignificant findings on the same task retested their participants in the

orning (12 h post-stimulation). Nevertheless, the TMR effect seems to

re-)emerge following subsequent nights of sleep (i.e., at day 10 post-

timulation) but does not last until 6 weeks later. 

.2.2. Cueing benefit across time 

To explore how the TMR effect evolves over time, we compared the

ifference between the late SSS of the cued and uncued sequence (i.e.,

he cueing benefit) across sessions (S2-S4) using the linear mixed effects

nalysis. Inclusion of session as the fixed effect revealed a trend for im-

roved model fit for the BH dataset ( 𝜒2 (2) = 5.89, p = 0.053; Table

6A), a significantly better model fit for the RH dataset ( 𝜒2 (2) = 6.77,

 = 0.034; Table S6C) but no model improvement for the LH dataset

 𝜒2 (2) = 2.31, p = 0.314; Table S6B). We carried out post-hoc pair-

ise comparisons to reveal the sessions between which the cueing ben-

fit differed. While the cueing benefit was similar between S2 and S3

BH: p adj = 0.347, RH: p adj = 0.334), we found a difference between

3 and S4 for both datasets (BH: p adj = 0.034, RH: p adj = 0.026) (Table

7, Fig. 3 A,C). These results suggest a benefit of TMR 10 days post-

anipulation which then decreases with time. Interestingly, there was

either a main effect of hand nor an interaction between hand and ses-

ion ( p > 0.05; Table S6D). 

.3. Explicit memory task 

Given that TMR was shown to promote the emergence of explicit

nowledge the next morning ( Cousins et al., 2014 ), we also set out
7 
o test whether this is true after a longer period. However, we found

o difference between the free recall of the cued and uncued sequence

 Z = − 1.29, p = 0.196, Wilcoxon signed-rank test), suggesting no TMR ef-

ect on the explicit knowledge of the sequence ∼6 weeks post-encoding

Fig. S2). Nevertheless, performance on both sequences differed from

hance (cued: Z = − 3.39, p < 0.001; uncued: Z = − 3.43, p < 0.001;

ilcoxon signed-rank test), indicating that the participants learned both

equences explicitly over the course of the experiment. 

.4. Correlations with sleep stages 

All sleep parameters obtained through sleep scoring are summarised

n Table 2 . To test whether there was any relationship between sleep

haracteristics and the TMR effect we correlated the time spent in N2

nd N3 (the two target stages for our stimulation) with the cueing ben-

fit at S2, S3 and S4, and for each dataset (BH, LH, RH) separately. All

orrelational results are presented in Table S8. The percentage of time

pent in N2 showed a positive correlation with the cueing benefit at S4

or BH ( R = 0.65, p adj = 0.045, Fig. 4 A) and LH ( R = 0.68, p adj = 0.027,

ig. 4 B) and with the cueing benefit at S2 for RH ( R = 0.66, p adj = 0.018,

ig. 4 C). In other words, the time spent in N2 (but not N3) predicts TMR

enefit for the dominant hand earlier (24 h post-TMR) than for the non-

ominant hand or both hands combined (6 weeks post-TMR). 

.5. Sleep spindles 

Sleep spindles, i.e., short bursts of activity in sigma (11–16 Hz) fre-

uency band, are the EEG signatures characteristic of N2 ( Purcell et al.,

017 ). Thus unsurprisingly, the average spindle density over the task re-

ated regions in N2 was significantly higher than in N3, but only during

he cue (N2: 4.39 ± 0.46 vs N3: 3.75 ± 0.39; z = − 2.765, p = 0.006) and

ot the no-cue period (N2: 3.62 ± 0.43 vs N3: 3.47 ± 0.47; z = − 0.370,

 = 0.711; Wilcoxon signed-rank test). Furthermore, for N2, the aver-

ge spindle density during the cue period (4.39 ± 0.46) was signifi-

antly higher than during the no-cue period (3.62 ± 0.43) ( z = − 2.81,

 = 0.005; Wilcoxon signed-rank test, Fig. 5 ). This, however, was not

he case for N3 (cue: 3.75 ± 0.40 vs no-cue: 3.47 ± 0.47; z = − 1.42,
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Fig. 3. Cueing benefit over time. Mean late SSS on the uncued sequence subtracted from the cued sequence for both hands (A), left hand (B) and right hand (C), 

plotted against time (S2-S4). The effect of time was trending towards significance for (A) and reached significance for (C), with the post-hoc comparisons revealing a 

difference between S3 and S4 in both cases. Blue dots represent mean ± SEM. Grey lines represent TMR effect for each subject. n = 18 for S2-S3; n = 17 for S4. S2-4: 

Session 2–4; ns: non-significant, ∗ p < 0.05 (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.). 

Fig. 4. Positive correlation between the percentage of time spent in N2 and the cueing benefit (late SSS for the uncued sequence subtracted from the cued sequence) 

at S4 for both hands (A) and left hand (B), and at S2 for right hand (C). Grey bands around the regression line represent confidence intervals. Both the uncorrected 

p-values and the p-values adjusted for multiple comparisons are shown. S4: Session 4, S2: Session 2, N2: stage 2 of NREM sleep; SSS: Sequence Specific Skill. n = 14 

for (A,B) and n = 16 for (C). 

Fig. 5. (A) Topographic distribution of spindle density (spindles per min) in N2 and N3 of the cue (left) and no-cue (right) period. (B) Spindle density averaged over 

motor channels (4 left: FC3, C5, C3, C1, CP3 and 4 right: FC4, C6, C4, C2, CP4) during N2 was significantly higher during the cue period than during the no-cue 

period. ∗ ∗ p = 0.005. N2–N3: stage 2 - stage 3 of NREM sleep. n = 18. 

8 
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Fig. 6. (A) Topographic distribution of the normalised (z-scored) strength of the SOs-spindle coupling during N2 and N3 of the cue (left) and no-cue (right) period. 

(B) Coupling strength over motor channels (4 left: FC3, C5, C3, C1, CP3 and 4 right: FC4, C6, C4, C2, CP4) for N2 and N3 was significantly higher during the cue 

period than during the no-cue period. ∗ ∗ p = 0.009. N2–N3: stage 2 – stage 3 of NREM sleep. n = 18. 
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 = 0.157; Wilcoxon signed-rank test). When the two stages (N2 and

3) were combined, the spindle density averaged over the left motor

reas was significantly higher than over the right motor areas, both

uring the cue (left: 3.84 ± 0.42 vs right: 3.44 ± 0.38; t(17) = 3.84,

 = 0.001) and no-cue period (left: 3.36 ± 0.44 vs right: 2.95 ± 0.40;

(17) = 3.77, p = 0.002; paired-samples t -test). This result could relate to

he fact that participants performed better on the task using their right

and, contralateral to the site of the local spindle density increase, as

hown before ( Nishida and Walker, 2007 ; Cousins et al., 2014 ). Overall,

hese results suggest that cueing may elicit sleep spindles in N2, but not

n N3. The immediate surge in spindle density upon stimulation in N2

ould then be followed by a subsequent reduction after the cue period.

his would explain the similar levels of spindle density in N2 and N3

bserved during the no-cue period. 

The literature reports spindle-related changes over brain areas in-

olved in learning ( Cox et al., 2014 ) which often predict behavioural

mprovements ( Bergmann et al., 2012 ; Lutz et al., 2021 ; Fogel et al.,

017 ; Barakat et al., 2013 ). Thus, to test whether sleep spindles relate to

he cued sequence advantage in our study, we correlated cueing benefit

or S2-S4 with spindle density, averaged over motor electrodes. Since

e found no main effect of hand on the cueing benefit, only the BH

ataset was analysed. Given the differential role of sleep spindles dur-

ng different stages of NREM sleep ( Cox et al., 2012 ; Dehnavi et al.,

019 ), spindles in N2 and N3 were analysed both together and sepa-

ately. Nevertheless, there was no correlation surviving FDR correction

p adj > 0.05; Table S9). 

Previous studies using similar procedural learning tasks report

 relationship between spindle laterality and behavioural outcomes

 Cousins et al., 2014 ; Nishida and Walker, 2007 ). Even though the task

sed in this study was bilateral, rather than unilateral as in Nishida and

alker (2007) and Cousins et al. (2014) , we found higher spindle den-

ity over the left vs right motor areas. Thus, we were interested to test

hether lateralised spindle density (calculated by subtracting spindle

ensity over the right motor channels from spindle density over the left

otor channels) correlate with the cueing benefit of either hand (espe-

ially the right hand, contralateral to the left hemisphere). N2 and N3

ere analysed both separately and combined, as before, with all the re-

ults reported in Table S10. We found that during the cue period (N2

nd N3 combined), spindle laterality trended strongly towards a positive

orrelation with the cueing benefit in the BH dataset at S4 ( R = 0.56,

 = 0.017, p adj = 0.051, Fig. S3). No other correlation between spindle

aterality and cueing benefit was revealed (p adj > 0.05). This could sug-

est that lateralised spindles that occur over the task-related regions and

uring the cue period may be able to predict long-term cueing benefit

or both hands, however this should be treated with caution given that

t did not survive FDR correction. 
9 
.6. Phase amplitude coupling 

According to the active systems consolidation theory, memory reacti-

ation (and thus consolidation) involves a coordinated interplay, or cou-

ling, of hippocampal sharp-wave ripples, neocortical slow waves and

halamocortical sleep spindles ( Rasch and Born, 2013 ). At the scalp EEG

evel, coupling between the phase of SOs and amplitude of sleep spin-

les (phase-amplitude coupling) was linked to performance improve-

ents on several memory tasks ( Niknazar et al., 2015 ; Mikutta et al.,

019 ; Muehlroth et al., 2019 ; Hahn et al., 2020 ; Denis et al., 2020a ;

chreiner et al., 2021 ), but not (yet) with the SRTT. Thus, we sought

o investigate phase-amplitude coupling during N2 and N3, and its re-

ationship with our behavioural outcomes from the SRTT. 

Coupling strength was higher in N3 than in N2 both for the cue (N2:

.09 ± 0.21 vs N3: 2.07 ± 0.34; z = − 2.59, p = 0.010) and the no-

ue period (N2: 0.38 ± 0.14 vs N3: 1.39 ± 0.18; z = − 3.64, p < 0.001)

Wilcoxon signed-rank test). For N2 and N3 combined, we found no dif-

erence in coupling strength between the two hemispheres (cue period:

 = − 1.02, p = 0.306; no-cue period: z = − 0.72, p = 0.472; Wilcoxon

igned-rank test). However, coupling strength was significantly higher

uring the cue period than during the no-cue period (cue: 2.29 ± 0.32 vs

o-cue: 1.30 ± 0.23; z = − 2.61, p = 0.009; Wilcoxon signed-rank test;

ig. 6 ). This suggests that cueing may increase the strength of SO-spindle

oupling during both N2 and N3. 

Regarding the coupling phase, i.e., the phase of the SO which the

pindles best align to, with the peak of the SO set at 0°, no significant

ifferences were revealed. Specifically, we found no difference between

he coupling phase in N2 and N3 (cue: F 1, 35 = 0.843, p = 0.365; no-cue:

 1, 35 = 2.05, p = 0.162), no difference between the coupling phase over

he left and right motor regions (cue period: F 1, 35 = 0.08, p = 0.774;

o-cue period: F 1, 35 = 1.16, p = 0.288), and no difference between the

ue and no-cue period (N2: F 1, 35 = 0.05, p = 0.820; N3: F 1, 35 = 0.29,

 = 0.591; N2 and N3: F 1, 35 = 1.11, p = 0.300, Fig. S4) (Watson-Williams

est for all comparisons). 

We then correlated coupling strength with cueing benefit for S2-S4,

oth during the cue and no-cue period. Given that coupling strength did

ot differ between left and right hemispheres, it was averaged over all

otor channels (both hemispheres), and correlated with the BH dataset

Table S11). Unexpectedly, the analysis did not reveal any correlation

etween cueing benefit at S3 and coupling strength during the cue pe-

iod (p adj > 0.05). Instead, we found a negative correlation between

ueing benefit at S2 and coupling strength during the no-cue period,

nly in N2 ( R = − 0.59, p adj = 0.036, Fig. S5). Although the correlation

ould be of interest to future studies, it is hard to justify given both

he existing literature and our findings so far. Furthermore, we found

o correlation between cueing benefit and coupling phase (p adj > 0.05,
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able S12), leaving the relationship between SO-spindle coupling and

ehavioural performance open to debate. 

. Discussion 

In this study we primarily aimed to investigate how the memory-

nhancing effects of TMR on procedural skill learning develop over time,

ith a particular focus on the SRTT. Participants continued to improve

n the SRTT over the total course of the study (6 weeks), with signif-

cantly higher performance from one session to the next, regardless of

he hand used. Overall, participants were also significantly better on

he task with their dominant (right) than the non-dominant (left) hand.

hen all post-stimulation sessions were combined, a main effect of TMR

as apparent. This was true regardless of whether the hands were anal-

sed together or separately, but only for late SSS, with no difference for

arly SSS. Closer examination revealed that late SSS was comparable

etween sequences 24 h post-manipulation but was greater for the cued

han the uncued sequence 10 days later. Six weeks after stimulation the

MR effect had disappeared from all datasets. Furthermore, we found a

ain effect of session on the cueing benefit: while the TMR advantage

as comparable between the first two time points post-stimulation, it

ecreased from 10 days to 6 weeks post-TMR. Thus, our results show

 benefit of TMR 10 days post-manipulation which then decreases with

ime. 

We sought to describe the electrophysiology of N2 and N3 (the two

arget sleep stages for our stimulation) as well as determine whether

leep spindles and their coupling with SOs could predict the behavioural

enefits of TMR. These analyses revealed that (1) the time spent in N2,

ut not N3, predicts cueing benefit; (2) there is a significant increase

n both the average spindle density and coupling strength immediately

fter cue presentation, as compared to a later time period. 

.1. TMR effect evolves over time 

We showed a main effect of TMR on the late SRTT performance

cross all post-sleep sessions. However, the difference between the cued

nd uncued sequence was the strongest at 10 days post-encoding, thus

riving the main effect. The absence of a clear TMR effect the day after

timulation was unexpected, given that it was apparent on the day after

timulation in prior studies ( Cousins et al., 2014 , 2016 ; Koopman et al.,

020 ). This difference could have occurred because our second session

as scheduled in the evening rather than in the morning, immediately

fter a full night of sleep (as in previous studies), thus also prevent-

ng direct comparison with literature. Alternatively, the reason for the

elayed effects could be the jittering of the TMR cues during sleep. Jit-

ering was introduced instead of a fixed inter-trial duration to allow bet-

er characterisation of temporal features of memory reactivation. How-

ver, this also disrupted the temporal dynamics of the cueing, since the

rain could no longer predict when the next cue was due to arrive. Prior

ork has confirmed that cueing specifically acts to consolidate the se-

uence ( Cousins et al., 2014 , 2016 ), and such temporally unpredictable

ueing may have made it harder to consolidate the transitions which

ake up the sequence. Indeed, internalising the regularity of events

ptimises stimulus processing and allows faster learning ( Nobre et al.,

007 ). Therefore, randomising the timing of cues, as opposed to pre-

ious studies that used constant intervals between cues ( Cousins et al.,

014 , 2016 ; Koopman et al., 2020 ), could have delayed the behavioural

ffects of stimulation. 

The significant TMR effect at 10 days post-manipulation suggests

hat TMR starts a process which unfolds over several days after stim-

lation. This is consistent with Cairney et al. (2018) who argue that

ynapses relevant for the task are ‘tagged’ for plastic changes during

leep following cue presentation, allowing the cueing benefits to persist.

lternatively, synapses relevant for both the cued and uncued sequence

ay be ‘tagged’ at encoding, priming them for further plastic changes

hat occur during sleep over the course of several subsequent nights
10 
 Seibt and Frank, 2019 ; Pereira and Lewis, 2020 ). This process could

e facilitated by cue presentation for one of the sequences, allowing

ts memory trace to persist for longer. In other words, cue presentation

ould have preferentially strengthened the cued memory trace which

hereby allowed it to be remembered for longer and gave rise to the ob-

erved effect. Thus, what we here termed as the ‘cueing benefit’ could

e simply regarded as the difference between the strengths of two traces

nd their differential decay time. 

The disappearance of the TMR effect at our last experimental session

uggests that the TMR-related plasticity does not last until, or beyond, 6

eeks. Furthermore, the absence of any TMR benefit to explicit knowl-

dge at 6 weeks is in keeping with the idea that all the TMR benefits fade

y this time. This is not surprising given that neither object-location

 Shanahan et al., 2018 ) nor emotional ( Groch et al., 2017 ) memory

eems to benefit from the manipulation even a week later. Alternatively,

he loss of TMR effect at S4 could have been caused by a ceiling effect

hich prevented further improvement on the task, and thus allowed

he slower consolidating uncued sequence to catch up with the faster

onsolidating cued sequence. Indeed, by the end of the study the av-

rage reaction time on the sequence blocks was below 200 ms, which

s lower than reported by other SRTT studies with less training sessions

 Koopman et al., 2020 ; Cousins et al., 2014 ; Romano et al., 2010 ). On the

ther hand, Verstynen et al. (2012) , who used a far more intensive study

esign than we did, showed that lower reaction times are possible on

he same task. The study reports continuous behavioural improvements

cross 10 days of SRTT training (5 weekdays for 2 weeks) with reaction

ime reaching less than 100 ms by the tenth session ( Verstynen et al.,

012 ). Nevertheless, the reaction times reported in the literature are not

xactly comparable due to several differences in the task design (e.g.,

ifferent number of trials, blocks or hands used) and, to our knowl-

dge, the ceiling values have not yet been estimated. Assuming that the

eiling has not been reached and given the difference in cueing benefit

etween 10 days and 6 weeks post-stimulation, our data suggest that the

MR benefit is present at 10 days post-stimulation, and then decreases

cross the days that follow until it disappears altogether. Unfortunately,

egardless of the reason for the loss of cueing effect at 6 weeks, the max-

mum duration of the TMR impact remains unknown. Future research

hould thus attempt to understand this process more fully, and to de-

ermine the extent of time for which TMR can impact memories, both

he explicit and implicit ones. It will also be interesting to see how these

arameters vary across declarative and procedural tasks. 

.2. TMR benefits both hands 

Even though the overall performance on the task was significantly

etter for the dominant than the non-dominant hand, data from both

ands yielded similar results with respect to TMR. There was also no

nteraction between hand and TMR across time, or significant effect of

and on the cueing benefit. These findings were counter to our expec-

ation, since weaker memory representations with a lot of room for im-

rovement have been shown to be more responsive to TMR than the

trongly remembered ones ( Cairney et al., 2016 ; Drosopoulos et al.,

007 ; Schapiro et al., 2018 ; Tambini et al., 2017 ). Hence, we expected

he non-dominant (i.e., ‘weaker’) hand to benefit more from the stimula-

ion than the dominant one. Given our findings from this and a previous

tudy ( Koopman et al., 2020 ), one possibility could be that TMR is in-

eed more beneficial for the non-dominant hand, but only at first. The

ffect of TMR on the dominant hand could then catch up within 24 h

ost-learning, thus making it impossible for us to observe any difference

etween the hands at our first re-test session which occurred 24 h af-

er the initial training. Another, more probable explanation is that the

andedness effect is so subtle that the results are strongly dependant on

ndividual variations. With two experimental sessions, 14 participants in

he RH and 13 in the LH dataset, Koopman et al. (2020) found a signifi-

ant TMR x time interaction for left but not right hand, although a qual-

tative trend was apparent for the latter. Here, with more power (four
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xperimental sessions, 18 participants in the RH and LH dataset), we

eport a significant main effect of TMR for both datasets. Nevertheless,

urther investigation into the effect of handedness is warranted, with a

articular focus on the first 24 h post-manipulation. Studies analogous

o this one but using left-handed individuals could determine whether

ur findings can be generalised from the right-handed sample to the

hole population. 

Despite the fact that both hands benefitted from TMR, cueing bene-

t for the dominant hand was predicted by N2 earlier (24 h post-TMR)

han cueing benefit for the non-dominant hand (6 weeks post-TMR).

his could suggest distinct consolidation processes for the two hands.

nterestingly, time spent in N3 did not predict cueing benefit. This dif-

erence highlights the importance of N2 in procedural memory consoli-

ation, in line with prior work ( Smith and MacNeill, 1994 ; Smith et al.,

004 ; Korman et al., 2007 ; Fogel and Smith 2006 ; Fogel et al., 2007 ). It

lso suggests that N2 may be a better choice than N3 for this TMR. 

.3. Relationship between EEG features and TMR benefits 

We found a significant increase in the average spindle density (N2)

nd coupling strength (both N2 and N3) during the cue period (0–3.5 s

fter cue onset) as compared to the no-cue period (3.5–20 s after the

nset of the last cue in the sequence). This suggests that auditory stim-

lation can perhaps boost sleep oscillations and thereby induce an im-

ediate processing of memory traces. Our results are consistent with

ther TMR studies, namely Antony et al. (2018) which reports spindle

ensity increase early (0–2 s) relative to later (2–4 s) after TMR cues,

nd Cairney et al. (2018) which likewise observes a surge in spindle ac-

ivity (modulated by the SO up-state) 1.7 to 2.3 s after cue onset. Both

ntony et al. (2018) and Cairney et al. (2018) linked the cue-induced

pindle activity increase to memory reactivation during sleep, as well as

ehavioural performance at retest. 

. Conclusions 

We provide the first report on the long-term impact of TMR on proce-

ural skill learning. While previous studies showed cueing effects lasting

or up to a week ( Hu et al., 2015 ; Simon et al., 2018 ), our findings are

he first to suggest that TMR over one night of sleep can affect procedu-

al memories as far as 10 days post-stimulation, with effects lost by six

eeks post-stimulation. Furthermore, we show that time in N2 but not

3 predicts TMR benefit. Finally, both spindle density and SO-spindle

oupling strength increase upon cue onset, thus drawing attention to the

apid memory processing which may be happening at that time. Future

nvestigation of the mechanisms underlying long-term impact of TMR,

ncluding the plastic changes induced by such manipulation, will help

s to build an understanding of the complex processes linked to memory

eactivation in sleep. 
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