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L1-Adaptive based Robust Control Design for a
Pressurized Water-type Nuclear Power Plant

Vineet Vajpayee, Victor Becerra, Nils Bausch, Jiamei Deng, S. R. Shimjith, A. John Arul

Abstract—This work presents adaptive control based design
strategies for the control of a pressurized water-type nuclear
power plant. An L1-adaptive based state feedback control tech-
nique is proposed using linear quadratic Gaussian control and
projection-based adaptation laws. A novel robust L1-adaptive
control technique is further proposed by integrating L1-adaptive
control with the loop transfer recovery approach to enhance the
effectiveness and robustness capability. The control architecture
offers robust performance and tracks the reference set-point ef-
fectively in the presence of matched and unmatched uncertainties
and disturbances. The multi-input-multi-output nuclear power
plant model adopted in this work is characterized by 40 state
variables. The nonlinear plant model is linearised around steady-
state operating conditions to obtain a linear model for controller
design. The efficacy of proposed controllers is demonstrated by
simulations on different subsystems of the nuclear power plant.
The control performance of the proposed technique is compared
with other classical control design schemes. Statistical measures
are employed to quantitatively analyse controllers performance.

Index Terms—Mathematical Model, Optimal control, Robust
Control, Adaptive Control, Pressurized Water Reactor, Nuclear
Power Plant.

I. INTRODUCTION

A nuclear power plant (NPP) is a complex constrained non-
linear system. Control of an NPP poses challenges due to
parameter variations caused by fuel burn-up, internal reac-
tivity feedbacks, modelling uncertainties, and unknown dis-
turbances. System parameters associated with reactor core,
thermal-hydraulics, reactivity feedbacks, control rod worth,
etc. differ considerably with operating conditions. Uncertain-
ties in the actuator signals and noisy sensor measurements
add further complexities to the control design problem. The
plant control systems must be able to respond promptly and
safely to fast variations in demand. Routine load cycles over a
broad range of power variations can significantly affect system
performance. Consequently, traditional controllers often fail
to deliver desirable performance. Therefore, it is necessary
to develop improved control techniques which can provide
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closed-loop stability in an uncertain environment and enhance
the safety and operability of an NPP.

In the last two decades, various control design techniques
such as state feedback assisted control (SFAC) [1]–[6], H∞
control [7]–[10], model predictive control (MPC) [11]–[15],
sliding mode control (SMC) [16]–[21], and different soft com-
puting technique-based controls [22]–[31] have been proposed
to deal with disturbances and uncertainties in an NPP. In the
earliest work, Edwards et al. [1] proposed the idea of SFAC
to enhance the local stability of the classical control loop
by adding a state-feedback compensating loop. Loop transfer
recovery (LTR) technique has been integrated with linear
quadratic Gaussian (LQG) approach in an SFAC framework
to improve reactor temperature and power controls during
the variation in reactor parameters [2]–[6]. H∞-based con-
trol schemes have been designed for reactor power control
to obtain better robustness over the classical LQG control
scheme [7]–[10]. To deal with system design constraints
in an uncertain NPP system, receding horizon-based robust
MPC approaches, which solve an optimization problem at
each sampling instant, have been proposed [11]–[15]. SMC is
another robust control design technique applied to an NPP sys-
tem, which guarantees robustness to the uncertainties entering
through the input channel, once the system reaches the sliding
manifold [16]–[21]. However, the practical implementation of
an SMC-based design is difficult, as it is susceptible to high-
frequency components and sensitive to uncertainties in the
reaching phase. The aforementioned model-based approaches
require an accurate mathematical description of the NPP a
priori for the effectiveness of the control design. Researchers
have introduced robustness capabilities in the classical con-
trollers through soft-computing techniques. Robust PID con-
troller [22] and fractional-order PID controllers [23], [24] have
been proposed to deal with system uncertainties associated
with changes in operating conditions. Soft-computing based
controllers such as neural network controllers [25], emotional
controllers [26], fuzzy logic controllers [27]–[30], and genetic
algorithms optimized controllers [31] have been proposed to
study the load-following problem of nuclear reactors.

The response and the performance of an NPP differ signifi-
cantly over its lifespan due to noise, component wear, parame-
ter variations, model-plant mismatch, lack of complete physics
knowledge, and other external disturbances. Thus, a constant
gain control strategy designed during the commissioning of an
NPP may not be suitable at a later operation stage or this may
even cause an undesirable, unpredictable, or unstable response.
The requirement of an accurate model becomes quite stringent,
especially when retrofitting new controllers in an aged NPP.
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Thus, the control design should be adaptive to deal with these
issues effectively. Hence, it is necessary to develop simple
adaptive strategies which can provide closed-loop stability
for an NPP. In this regard, some adaptive control approaches
have been well investigated by nuclear engineering researchers
[32]–[42]. In the earliest work, Park and Miley proposed an
adaptive control approach to a simplified pressurized water
reactor (PWR) [32]. Park and Cho applied an adaptive PID
technique by tuning the feedback gains online to deal with
unmodelled reactivity feedbacks in a PWR [33]. Na et al.
proposed a multivariable adaptive control algorithm to control
the axial flux shape in a PWR [35]. Adaptive controllers
combined with soft-computing techniques like online feed-
forward neural network controller [36], adaptive-fuzzy logic
controller [37] and particle swarm optimized adaptive-PID
controller [38] have been proposed for the power control
during the load-following mode of operation. Dong et al.
proposed adaptive control strategies for power-regulation using
dynamic output-feedback control [39] and adaptive PID-based
control [40], [41]. Recently, an adaptive feedback linearization
control using SMC has been proposed for power control in a
nuclear reactor [42].

Adaptive control methods require the adaptation scheme
to be fast, robust, and to guarantee closed-loop stability.
Model reference adaptive control (MRAC) is one of the well-
known adaptive control strategies with all the features. MRAC
approach has been applied to a simplified nuclear power
system [34]. However, the main drawbacks of an MRAC are
the occurrence of high-frequency oscillations in the control
signal and the reduced tolerance to time delays, both of which
can make the gain tuning difficult and can endanger the
stability of the system. To resolve these issues an advanced
version of MRAC, termed L1-adaptive control was proposed
by Cao and Hovakimyan [43]. The architecture of L1-adaptive
control focuses on compensating the low-frequency content
of the uncertainties, as opposed to the entire frequency range
compensated using MRAC. In this paper, an L1-adaptive con-
trol strategy is proposed for a pressurized water-type nuclear
power plant. An L1-adaptive control controller consists of
three parts, state predictor, adaptation law, and control design.
The state predictor estimates the system states. The difference
between the measured states and the predicted states is used
to estimate the disturbance and update it periodically. The
control design is augmented with the adaptation estimates and
a low pass filter in the feedback loop to attenuate the high-
frequency components in the control signal. Thus, the overall
scheme provides the desired transient performance for both
the systems signals, input and output, simultaneously. This
paper further proposes a robust L1-adaptive control strategy
by integrating the L1-adaptive control with the LQG/LTR
approach. Thus, the overall structure has improved system
performance and enhanced robustness while achieving fast
adaptation. Both proposed techniques are applied to different
subsystems of the PWR-type NPP.

In the literature, the coupling effects among the reactor-core,
steam generator, pressurizer, turbine-governor, and different
piping and plenum are ignored while designing the individual
controllers. The dynamics of actuators and sensors are also

omitted. Pragmatically, it is meaningful to develop control
methods for the whole NPP system. However, there are very
few results for controlling an entire NPP [41], [44]. On the
other hand, many works assumed that the complete NPP
state information is available for control design. In practice,
various states are not directly available for feedback and a
state estimator is required to estimate the unmeasurable states.
The proposed work designs state feedback based adaptive
control techniques using estimated states for the integrated
NPP model. In particular, the paper addresses the following
problems: the load-following mode of operation, the steam
generator pressure control, the pressurizer pressure and level
control, and turbine speed control. The efficacy of the proposed
work has been tested using various closed-loop simulations in
the MATLAB/Simulink environment. The proposed schemes
have been further compared with other classical techniques.
The main contributions of the paper are listed below:

• L1-adaptive control and robust L1-adaptive control tech-
niques are proposed to improve system performance
and robustness and to enhance set-point tracking in the
presence of disturbances and uncertainties.

• Design, validation, and testing of the control strategy is
performed for various control loops of a PWR-type NPP.

• The load-following operation, steam generator pressure
control, pressurizer pressure and level control, and turbine
speed control are studied.

• Detailed simulation analysis is done to compare the
proposed technique with other classical control schemes.

The reminder of the paper is organized as follows: Section II
presents the dynamic non-linear model of a PWR-type nuclear
power plant. Section III formulates the control design problem.
Section IV presents the proposed control scheme. Section
V implements the proposed technique on the nuclear power
plant model and discusses its effectiveness through simulation
results. Conclusions are drawn in section VI indicating main
contributions.

II. DYNAMIC MODEL OF A PWR NUCLEAR POWER PLANT

The key variables of the model equations given below are
described near their first occurrence, while the constant model
parameters are all described, along with their units, in the
nomenclature section. Typical parameter values are given in
Table A.1.

A. Reactor Core Model

The core-neutronics model consisting of normalized power
(Pn) and precursor concentration of six group of delayed
neutrons (Cin) is given by,

dPn
dt

=

ρt −
6∑
i=1

βi

Λ
Pn +

6∑
i=1

βi
Λ
Cin, (1)

dCin
dt

= λiPn − λiCin, i = 1, 2, . . . 6. (2)
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The neutronic power in a reactor can be monitored using ex-
core detectors, placed outside the core, and their associated
amplifiers. The ex-core detector current (ilo) is sensed as

τ1τ2
d2ilo
dt2

+ (τ1 + τ2)
dilo
dt

+ ilo = Klolog10 (κloPn) . (3)

The total reactivity (ρt) consists of reactivity due to rod
movement (ρrod), and feedbacks due to variations in fuel and
coolant temperatures and primary coolant pressure as

ρt = ρrod + αfTf + αcTc1 + αcTc2 + αppp, (4)

where
dρrod
dt

= Gzrod. (5)

B. Thermal-Hydraulics Model

The thermal-hydraulics model is governed by the Mann’s
model which relates the core power to the temperature drop
from fuel (Tf ) to coolant nodes (Tc1 and Tc2),

dTf
dt

= HfPn −
1

τf
(Tf − Tc1) (6)

dTc1
dt

= HcPn +
1

τc
(Tf − Tc1)− 2

τr
(Tc1 − Tcin) (7)

dTc2
dt

= HcPn +
1

τc
(Tf − Tc1)− 2

τr
(Tc2 − Tc1) . (8)

The RTDs are used to sense the coolant temperature and its
transmitter at the inlet (Trtd1) and outlet (Trtd2) as,

dTrtd1

dt
=

1

τrtd
(−Trtd1 + 2Tc1 − Trxi) (9)

dTrtd2

dt
=

1

τrtd
(−Trtd2 + 2Tc2 − Trxu) (10)

A current signal (irtd) can be obtained from the sensed RTD
signals as

irtd = Krtd
(((Trtd1 + Trtd2)/2)− Trxi0)

(Trxu0 − Trxi0)
+ 4 (11)

C. Piping & Plenum Model

Hot-leg (Thot) and cold-leg (Tcold) pipings, reactor lower
(Trxi) and upper (Trxu) plenums, steam generator inlet (Tsgi)
and outlet (Tsgu) plenums can be represented by first order
ordinary differential equations as [45],

dTrxu
dt

=
1

τrxu
(Tc2 − Trxu) , (12)

dThot
dt

=
1

τhot
(Trxu − Thot) , (13)

dTsgi
dt

=
1

τsgi
(Thot − Tsgi) , (14)

dTsgu
dt

=
1

τsgu
(Tp2 − Tsgu) , (15)

dTcold
dt

=
1

τcold
(Tsgu − Tcold) , (16)

dTrxi
dt

=
1

τrxi
(Tcold − Trxi) . (17)

D. Steam Generator Model

A U-tube type SG can be represented by five nodes in
which, the primary coolant lump (PCL) (Tp1 and Tp2) and
metal tube lump (MTL) (Tm1 and Tm2) are represented by
two nodes each [46],

dTp1
dt

=
1

τp1
(Tsgi − Tp1)− 1

τpm1
(Tp1 − Tm1) (18)

dTp2
dt

=
1

τp2
(Tp1 − Tp2)− 1

τpm2
(Tp2 − Tm2) (19)

dTm1

dt
=

1

τmp1
(Tp1 − Tm1)− 1

τms1
(Tm1 − Ts) (20)

dTm2

dt
=

1

τmp2
(Tp2 − Tm2)− 1

τms2
(Tm2 − Ts) . (21)

The secondary coolant lump (SCL) represent steam pressure
(ps) by balancing mass, volume, and heat as,

dps
dt

=
1

Ks
[Ums1Sms1 (Tm1 − Ts) + Ums2Sms2 (Tm2 − Ts)

− (ṁsohss − ṁfwcpfwTfw)] . (22)

where,

Ks = mws
∂hws
∂ps

+mss
∂hss
∂ps

−mws

(
hws − hss
νws − νss

)
∂νss
∂ps

(23)

E. Pressurizer Model

The water level (lw) in the pressurizer can be obtained by
applying mass balance equation on water and steam phase as,

dlw
dt

=
1

dsAp

(
Ap (l − lw)K2p −

C2p

C1p

)
dpp
dt

+
1

C2
p1

(
C2p

dpp
dt
− ṁsur − ṁspr

)
+
ṁsur

C1p
(24)

The pressure (pp) can be obtained by applying volume and
energy balances of water and steam mixture with steam
compressibility as [47],

dpp
dt

=

Qheat + ṁsur

(
ppνs
JpC1p

+ hw̄

C1p

)
+

ṁspr

(
hspr − hw + hw̄

C1p
+

ppνw
JpC1p

)
mw

(
K3p +

K4ppp
Jp

)
+

msK4ppp
Jp

−
Vw

Jp
+

C2p

C1p

(
hw̄ +

ppνs
Jp

) (25)

where the intermediate variables are defined as,

C1p =
dw
ds
− 1 (26)

C2p = Ap (l − lw)
dw
ds
K2p +AplwK1p (27)

K1p =
∂dw
∂pp

;K2p =
∂ds
∂pp

;K3p =
∂hw
∂pp

;K4p =
∂νs
∂pp

. (28)

The surge rate (ṁsur) can be represented using coolant
temperatures at different nodes as

ṁsur =

N∑
j=1

Vjϑj
dTj
dt

(29)
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F. Turbine Model

The dynamical model of a turbine consisting of the high-
pressure, intermediate-pressure, and low-pressure turbines is
given by [48],

d2Php

dt +
(
Orv+τip
τhpτip

)
dPhp

dt +
(

Orv

τhpτip

)
Php =

(
OrvFhp

τhpτip

)
¯̇mso

+
(

(1+κhp)Fhp

τhp

)
d ¯̇mso

dt

d2Pip

dt +
(
Orvτhp+τip
τhpτip

)
dPip

dt +
(

Orv

τhpτip

)
Pip =

(
OrvFip

τhpτip

)
¯̇mso

d3Plp

dt +
(
Orvτhp+τip
τhpτip

+ 1
τlp

)
d2Plp

dt +
(
Orv(τlp+τhp)+τip

τhpτipτlp

)
dPlp

dt +
(

Orv

τhpτipτlp

)
Plp = OrvFlp ¯̇mso

(30)
where the steam flow is ¯̇mso = ṁso/ṁsor, ṁsor is the rated
steam mass flow rate. The steam flow rate can be modified
using the turbine-governor control valve coefficient (Ctg) as

ṁso = Ctgps (31)
d2Ctg
dt2

+ 2ζtgωtg
dCtg
dt

+ ω2
tgCtg = ω2

tgKtgutg (32)

where utg is the input signal to the valve. The total mechanical
output of turbine (Ptur) is computed as,

Ptur = Php + Pip + Plp. (33)

where Php, Pip, and Plp are mechanical power outputs of
high-pressure, intermediate-pressure, low-pressure turbine, re-
spectively.

The turbine-generator model also consists of a turbine speed
system which produces the rate of change in turbine speed
(ztur) in accordance with the difference in generator demand
power (Pdem) and turbine output as

dztur
dt

=
Ptur − Pdem

(2π)
2
JturzturItg

. (34)

III. PROBLEM FORMULATION

Consider a linear time invariant system given by

ẋ(t) = Ax(t) +Bmu(t) + σ(t),

y(t) = Cx(t) (35)

where x(t) ∈ Rn is system state vector, u(t) ∈ Rm is
control input, y(t) ∈ Rl is output, and σ(t) = f (t, x(t), z(t))
contains process noise, modelling uncertainties, and external
disturbances where z(t) ∈ Rp represents internal unmodelled
dynamics. The control input is given by

u (t) = uc (t) + ua (t) (36)

where uc (t) and ua (t) represent the nominal control and
adaptive control, respectively. System (35) can be represented
as,

ẋ(t) = Amx(t) +Bm (ωua(t) + σ1(t)) +Buσ2(t), (37)

where Am = A−BmKT
c ∈ Rn×n is state matrix. Kc is state

feedback control gain. Bm ∈ Rn×m is control input matrix
and Bu ∈ Rn×(n−m) is unmatched uncertainty input matrix
such that BTmBu = 0. C ∈ Rl×n is output matrix. σ1(t) ∈
Rm is matched disturbance, σ2(t) ∈ R(n−m) is unmatched

disturbance, and ω ∈ Rm×m is uncertain system input gain
matrix which denotes the cross coupling among different input.
It is considered that Am is Hurwitz, and the system (Am, Bm)
is controllable and system (Am, C) is observable. It is assumed
that σ(t) and its partial derivatives are bounded and stable and
the system input gain is partially known.

The control objective is to design an adaptive state-feedback
controller to ensure that y(t) tracks the output response of a
desired system M(s) defined as

M (s) = C (sI −Am)
−1
BmKg (s) (38)

where Kg(s) is a feed-forward prefilter to a given bounded
piecewise-continuous reference signal.

IV. L1-ADAPTIVE CONTROL DESIGN

For the proposed technique, the total control law consists
of the nominal control and the adaptive control. The nominal
control is designed using state-feedback control approach and
the adaptive control law is designed using the projection-based
adaptation strategy. The block diagram of the proposed control
scheme is depicted in Fig. 1.

A. Nominal Control Design
In this work, the nominal control is designed using LQG

which involves two steps, state estimation using a Kalman
filter and optimal state feedback control using LQR.

1) Kalman Filter: The Kalman filter estimation problem is
to find an optimal state estimate x̂(t) such that the following
error covariance is minimized:

J1 = lim
t→∞

E
{

(x− x̂) (x− x̂)
T
}

(39)

The Kalman filtering problem is estimated by computing the
Kalman gain Kf given by

Kf = PfC
TΘ−1 (40)

where Pf is a symmetric positive semidefinite matrix and can
be computed using the solution of following Algebraic Riccati
Equation (ARE) as

APf + PfA
T + ΓΞΓT − PfCTΘ−1CPf = 0 (41)

where Γ ∈ Rn×m is disturbance input matrix. Ξ and Θ are
covariance of process noise and measurement noise, respec-
tively. Thus, the estimated states x̂(t) for the nominal system
are given by,

˙̂x(t) = Ax̂(t) +Bmu(t) +Kf (y(t)− Cx̂(t)). (42)

2) Linear Quadratic Regulator: The LQR design computes
an optimal control input by minimizing the cost function

J2 =

∞∫
0

(
x̂TQx̂+ uTc Ruc

)
dt (43)

where Q and R are positive semidefinite and positive definite
weighing matrices, respectively. The cost function can be
minimized by finding the solution of the following ARE to
calculate optimal regulator feedback gain

ATPc + PcA+Q− PcBmR−1BTmPc = 0 (44)
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where Pc is a symmetric positive semidefinite matrix. The
optimal regulator feedback gain is computed as

Kc = R−1BTmPc (45)

Thus, the state feedback control law for the system is given
by,

uc(t) = −R−1BTmPcx̂(t) (46)

The optimal state feedback control law is implemented using
the estimated states.

B. Adaptive Control Design

1) Adaptation Law: For the system (37), the state predictor
is given by

˙̂x(t) = Amx̂(t) +Bm (ω0ua(t) + σ̂1(t)) +Buσ̂2(t)

ŷ (t) = Cx̂ (t) (47)

where ω0 = Im. σ̂1(t) and σ̂2(t) are the estimates of
matched and unmatched disturbances, respectively. They can
be estimated by the projection-type adaptation law [43] as

˙̂σ1 (t) = Υ Proj
(
σ̂1 (t) ,−

(
x̃T (t)PmBm

)T)
, σ̂1 (0) = σ̂10

˙̂σ2 (t) = Υ Proj
(
σ̂2 (t) ,−

(
x̃T (t)PmBu

)T)
, σ̂2 (0) = σ̂20

(48)
The projection operator Proj is defined as follows [49]:

Proj (θ, v) =


v if g (θ) < 0
v if g (θ) ≥ 0 and ∇gT v ≤ 0

v − ∇g
‖∇g‖

〈
∇g
‖∇‖g , v

〉
g (θ) if g (θ) ≥ 0

and ∇gT v > 0

(49)

where ∇g is gradient of the convex function g defined as

g (θ) =
(εθ + 1) θT θ − θ2

max

εθθ2
max

(50)

for a convex compact set with a smooth boundary given by
Ωc = {θ ∈ Rn| g (θ) ≤ e} , 0 ≤ e ≤ 1, with θmax is the
norm bound and εθ > 0 is the projection tolerance. Υ is the
adaptation gain, x̃(t) = x̂(t)−x(t), and Pm is the solution of
the algebraic Lyapunov equation, ATmPm + PmAm = −Qm,
for arbitrary symmetric Qm = QTm > 0. The adaptation law
ensures that the closed-loop system is asymptotically stable
by making x̃(t)→ 0.

The disturbance estimates, σ̂1(t) and σ̂2(t), can be written
as [

σ̂1(t)
σ̂2(t)

]
=

[
σ̂1(kTs)
σ̂2(kTs)

]
; t ∈ [kTs, (k + 1)Ts] (51)

Eq. (48) can be computed using (49) as [43],[
σ̂1(kTs)
σ̂2(kTs)

]
= −

[
Im 0
0 In−m

]
B̄−1Φ (Ts)µTs (52)

where

B̄ =
[
Bm Bu

]
(53)

Φ (Ts) = A−1
m

(
eAmTs − In

)
(54)

µ(Ts) = eAmTs x̃(kTs) (55)

Complete Non-
linear Dynamic 

Model

State Predictor

Adaptation Law

Control Law
Reference

L1 Adaptive Controller



Process Noise Measurement
Noise

Fig. 1: Block diagram of the L1-adaptive controller.

The estimates of disturbances are then employed to design the
adaptive control law. The main advantage of projection-type
adaptation law is that they prevent parameter drift in adaptation
schemes.

2) Control Law: The adaptive control law is given by

ua (s) = −KaD (s) η̂ (s) (56)

where Ka and D(s) are the tuning parameters and are selected
such that the transfer function F (s) is strictly proper stable for
all possible ω and is given by,

F (s) =
ωKaD (s)

(Im + ωKaD (s))
;F (0) = Im (57)

The detailed proof of stability of this type of control law can
be found in [43]. η̂ (s) is the Laplace transform of η̂ (t) and
it is given by,

η̂ (s) = ω0ua (s) + η̂1 (s) + η̂2 (s)− rg (s) (58)

where

η̂1 (s) = σ̂1 (s) (59)
η̂2 (s) = H−1

m (s)Hu (s) σ̂2 (s) (60)
rg (s) = Kgr (s) (61)

The transfer function matrices Hm and Hu are defined as

Hm(s) = C (sIn −Am)
−1
Bm (62)

Hu(s) = C (sIn −Am)
−1
Bu (63)

The matched transmission zeros of Hm(s) are assumed to
be stable. The tuning parameters ensure that F (s)H−1

m (s) is
a proper stable transfer function. The feed-forward prefilter
Kg is chosen to decouple the signals such that M(s) has off-
diagonal elements with zero dc gain and diagonal element with
gain one. It is given by

Kg = −
(
CA−1

m Bm
)−1

(64)

C. Robust L1-Adaptive Control

A robust L1-adaptive control approach is proposed using the
concept of LTR. The incorporation of a Kalman filter for state
estimation weakens the robustness, stability, and performance
of the nominal control. To resolve this, either the Kalman
filter gain matrix or the regulator gain matrix can be modified
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using the LTR approach [50]. The gains of the Kalman filter
matrices are shaped so that the resultant filter transfer function
has guaranteed stability margins. The open-loop system with
the LQG return ratio at the input is given by

G(s) = Kc (sI −A+BmKc +KfC)
−1

KfC(sI −A)−1Bm (65)

First, the LQR is designed by suitably selecting Q and R.
Then, Γ = Bm, Ξ = qΞ and Θ = I are selected. The
idea of LTR design is to use a fictitious gain coefficient
q and then gradually increase q → ∞, such that the final
loop-transfer function approximates to the state-feedback loop
transfer function designed by the LQR as

lim
q→∞

G(s) = Kc (sI −A)
−1
Bm (66)

The proposed robust L1-adaptive control scheme first de-
signs the nominal control using LQG/LTR and then inte-
grates it with the L1-adaptive control scheme. Thus, the
integrated approach possess strong robustness capability due
to LQG/LTR and the adaptive features of L1-adaptive control.

V. RESULT AND DISCUSSION

The simulation results test the performance of the designed
controllers under various conditions. The controllers are tested
on the nonlinear PWR-type NPP model under parametric
variations and matched and unmatched disturbances of ramp,
sinusoidal, and chirp nature. Four important control loops are
considered: reactor core power loop, steam generator loop,
pressurizer loop, and turbine speed loop. In each case, the
results of the proposed control schemes are compared with
other classical state feedback techniques such as LQR and
LQG/LTR schemes. The definition of input and output vector
for every single-input-single-output control loop is given in
Table I. The value of tuning parameters of the controllers for
different loops is given in Table I.

A. Reactor Power Loop

The performance of the proposed controller is tested for
typical load-following transients of a PWR-type NPP in the
presence of disturbances and uncertainties. The disturbances
and uncertainties added to the system are given by

ω1(t) = 10−3 sin(2.5× 10−2t) (67)
ω2(t) = −10−5 (r(t− 300)− r(t− 600)

−r(t− 1300) + r(t− 1600)) (68)
ω3(t) = sin

(
10−3πt+ 1.98× 10−5πt2

)
(69)

where the disturbance ω1(t) is added to the rod speed in (5),
the disturbance ω2(t) is added to total reactivity in (4), and
the parametric uncertainty ω3(t) is added to the fraction of
delayed neutrons and decay constant in (1-2).

1) Case I: Initially, the NPP is assumed to be operating at
100% full power (FP). A load-following transient is considered

to study typical power variations in which the reference power
is varied at 6.6%/min in a ramp manner. It is given as follows:

P refn =



1, 0 ≤ t ≤ 50
0.0011(t− 50) + 1, 50 < t ≤ 250
1.22, 250 < t ≤ 700
−0.0011(t− 700) + 1.22, 700 < t ≤ 900
1, 900 < t ≤ 1250
−0.0011(t− 1250) + 1, 1250 < t ≤ 1450
0.78, 1450 < t ≤ 1900
0.0011(t− 1900) + 0.78, 1900 < t ≤ 2100
1, 2100 < t ≤ 2500

(70)

The performance of the proposed controllers, in terms of ex-
core detector current corresponding to measured power is
shown in Fig. 2a. The LQR and LQG/LTR controllers are
unable to reject the disturbances. The outputs of L1-adaptive
control and robust L1-adaptive control can track the variation
smoothly as envisaged in the presence of uncertainties and
disturbances. The robust L1-adaptive control is found to
give better set-point tracking than all other techniques. The
control signal variation of control rod speed is shown in Fig.
2b. All the design approaches take similar control efforts.
The L1-adaptive control and robust L1-adaptive control show
some high-frequency components due to disturbance rejection
whereas the low-frequency disturbances can be seen in the
control outputs of LQR and LQG/LTR controllers.

2) Case II: Another load-following transient is considered
to validate the performance during an emergency operation.
The reference power value is brought down from 100% to 20%
FP, to simulate an emergency operation of 80% step decrease
in load. The reactor power is then slowly brought back to its
initial steady-state value power at 5%/min ramp. The transient
is given as follows:

P refn =


1.0, 0 ≤ t ≤ 50
0.2, 50 < t ≤ 500
0.05(t− 500)/60 + 0.2, 500 < t ≤ 1460
1.0, 1460 < t ≤ 2000

(71)

The purpose of such a large step transient is to test the wide-
range tracking performance of the controllers. The perfor-
mance of the proposed controllers in terms of ex-core detector
current corresponding to measured power are shown in Fig.
2c. The LQG/LTR controller gives better performance than
the LQR controller which gives large overshoot during step-
load rejection. The L1-adaptive control and robust L1-adaptive
control are able to track the sudden 80% load rejection
transient without any overshoot and are able to reject the
uncertainties and disturbances present in the system, out of
which the robust L1-adaptive control gives better set-point
tracking. The control signal variation of control rod speed is
shown in Fig. 2d. The controller signal varies sharply to track
the sudden load rejection transient. The adaptive controllers
show some high-frequency components due to disturbance
rejection. All the control techniques are found to take similar
control efforts in set-point tracking.
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(d) Control rod speed movement.

Fig. 2: Variation of signals during load-following mode of operation.

B. Steam Generator Loop

The performance of the proposed techniques is tested for
a set-point change in steam generator pressure in the pres-
ence of disturbances and uncertainties. The disturbances and
uncertainties added to the system are given by

ω1(t) = 5× 10−2 sin(10−3πt+ 9.9× 10−5πt2) (72)
ω2(t) = 10−3 sin(2.5× 10−2t) (73)
ω3(t) = 10−3 (r(t− 20)− r(t− 120)

+r(t− 350)− r(t− 450)) (74)

where the disturbance ω1(t) is added to the input signal to the
turbine governor valve in (32), the disturbance ω2(t) is added
to valve coefficient in (31), and the parametric uncertainty
ω3(t) is added added to the feed water temperature in (22).

A set point change in the secondary pressure is applied as
follows:

prefs =


7.285, 0 ≤ t ≤ 50
10−3(t− 50) + 7.285, 50 < t ≤ 150
7.385, 150 < t ≤ 300
−10−3(t− 50) + 7.385, 300 < t ≤ 400
7.285, 400 < t ≤ 500

(75)

The performance of the proposed controllers is shown in Fig.

3a. It can be observed that the L1-adaptive control and robust
L1-adaptive control are able to track the variation smoothly in
the presence of uncertainties and disturbances. On the contrary,
the LQR and LQG/LTR controllers are unable to reject the
disturbances. The control signal variation to turbine governor
valve is shown in Fig. 3b. The LQR and LQG/LTR controllers
show the low-frequency disturbance components in the control
signal whereas the L1-adaptive control and robust L1-adaptive
control give smooth variations. The control efforts taken by
L1-adaptive control and robust L1-adaptive control are found
to be lower than that of other approaches.

C. Pressurizer Loop

The pressurizer pressure control is usually achieved by
actuating bank of heaters and by adjusting the spray flow rate.
The disturbances and uncertainties added to the system are
given by

ω1(t) = 103 sin(10−3πt+ 1.998× 10−3πt2) (76)
ω2(t) = 10 sin(2.5× 10−1t) (77)
ω3(t) = −50 (r(t− 50)− r(t− 150)) (78)

where the disturbances ω1(t) and ω2(t) are added to the
input signal and to the surge flow in (25), respectively. The
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Fig. 3: Variation of signals during a set point change in steam generator pressure.

parametric uncertainty ω3(t) is added added to the feed water
temperature in (22).

1) Pressure Control by Heater: A set point change is
applied in the pressurizer pressure as follows:

prefp =

 15.41, 0 ≤ t ≤ 100
10−3(t− 100) + 15.41, 100 < t ≤ 200
15.51, 200 < t ≤ 250

(79)

The increment in reference pressure actuates the heater system
to turn on the heaters to track the pressure. The performance
of the proposed controllers is shown in Fig. 4a. It can be
observed that the L1-adaptive control and robust L1-adaptive
control are able to track the variation smoothly in the presence
of uncertainties and disturbances. On the contrary, the LQR
and LQG/LTR controllers are unable to reject the disturbances.
The rate of heat addition control signal is shown in Fig.
4b. The low-frequency disturbance components are found
in the controller outputs of LQR and LQG/LTR controllers
whereas the controller outputs of L1-adaptive control and
robust L1-adaptive control contain a small amount of some
high-frequency components. The L1-adaptive control and ro-
bust L1-adaptive control are found to take significantly lesser
control efforts than the LQR and LQG/LTR approaches.

2) Pressure Control by Spray: A set-point change is applied
in the pressurizer pressure as follows:

prefp =

 15.41, 0 ≤ t ≤ 100
−10−3(t− 100) + 15.41, 100 < t ≤ 200
15.31, 200 < t ≤ 250

(80)

The decrement in reference pressure actuates the spray flow
system. The performance of the proposed controller is shown
in Fig. 4c. It can be observed that LQR and LQG/LTR con-
trollers are unable to handle the disturbances and uncertainties
present in the system. The L1-adaptive control and robust
L1-adaptive control are able to reject the disturbances and
smoothly track the set-point variation. The rate of spray flow
control signal is shown in Fig. 4d. The LQR and LQG/LTR
contain the low-frequency disturbance components whereas
the L1-adaptive control and robust L1-adaptive control contain

a small amount of some high-frequency components. The L1-
adaptive control and robust L1-adaptive control are found to
require significantly lower control efforts than the LQR and
LQG/LTR approaches.

3) Level Control: The pressurizer level control system
maintains the water level for the reactor core coolant system.
A set point change in the water level is applied as follows:

lrefw =


28.06, 0 ≤ t ≤ 50
−0.05(t− 50) + 28.06, 50 < t ≤ 100
25.56, 100 < t ≤ 150
0.05(t− 150) + 25.56, 150 < t ≤ 200
28.06, 200 < t ≤ 250

(81)

The performance of the proposed controller is shown in Fig.
4e. The L1-adaptive control and robust L1-adaptive control
are able to track the set-point variation smoothly in the
presence of uncertainties and disturbances whereas the LQR
and LQG/LTR controllers are unable to reject the disturbances.
The control signal to the chemical volume and control system
(CVCS) is shown in Fig. 4f. The LQR and LQG/LTR contain
the low-frequency disturbance components whereas the adap-
tive controllers contain a small amount of some high-frequency
components. The L1-adaptive control and robust L1-adaptive
control took significantly lesser control efforts.

D. Turbine Speed Loop

The turbine speed control system regulates the shaft speed
by controlling the steam flow to the turbine through the
turbine governor valve. The performance of the proposed
technique is tested in regulating the demand power using
turbine speed in the presence of disturbances and uncertainties.
The disturbances and uncertainties are given by

ω1(t) = 10−2 sin(0.5t) (82)
ω2(t) = 5× 10−3 (sin(0.5t) + 2 sin(t) + 3 sin(1.5t)) (83)
ω2(t) = 2.5× 105 (sin(0.5t) + 2 sin(t) + 3 sin(1.5t))(84)

where the disturbance ω1(t) is added to the input signal to the
turbine governor valve in (32), the disturbance ω2(t) is added
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Fig. 4: Variation of output and input signals during set point change in pressurizer.
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to valve coefficient in (31), and the parametric uncertainty
ω3(t) is added added to the rate of heat addition in (25). The
demand power from the generator is changed as follows:

P refdem =

 1, 0 ≤ t ≤ 10
0.0042(t− 10) + 1, 10 < t ≤ 50
1.168, 50 < t ≤ 250

(85)

The performance of the proposed controllers for tracking the
set-point change in demand power is shown in Fig. 5a. The
LQR and LQG/LTR controllers track the variation with distur-
bances superimposed. The L1-adaptive control and robust L1-
adaptive control controllers give better set-point tracking and
they are able to handle system uncertainties and disturbances.
The control signal variation to turbine governor valve is shown
in Fig. 5b. It can be seen that the control effort associated with
the different schemes is similar.

E. Performance Assessment

The performance of different controllers is dependent on
the tuning parameters. In the case of LQR, the Q and R
matrices regulate the penalties on the states variables and
control input, respectively. The large value of Q results in
the poles of the closed-loop system far from the origin and
the state tracks the reference rapidly. On the contrary, the
large value of R results in the poles of the closed-loop system
close to the origin and the state tracks the reference slowly.
Thus, the values of Q and R are tuned such that the set-
point can be tracked quickly without any overshoot. In the
case of LTR, the recovery gain q is selected based on the
frequency response of the target feedback loop. The value of
q is selected such that the loop transfer function approaches
the ideal return ratio given by the target feedback loop. The
tuning parameters of adaptive controllers are selected to ensure
that the transfer function F (s) is stable. The values of different
tuning parameters adopted during simulations for each scheme
are given in Table I.

The control performance can be statistically analysed based
on the following measures. Firstly, the percentage root mean
squared error (PRMSE) is calculated on the basis of tracking
error. Secondly, the effect of control action on input is analysed
by computing the total variation of input (TVI) and the L2-
norm of input (L2NI). These are given by,

PRMSE =

√√√√ 1

N

N∑
k=1

(y[k]− r[k])
2 × 100%, (86)

TV I =

N∑
k=1

|(u [k + 1]− u [k])|, (87)

L2NI =

√√√√ N∑
k=1

(u[k])
2
, (88)

where N denotes the total number of samples.
Table II compares the control performance of LQR,

LQG/LTR, L1-adaptive control and robust L1-adaptive control
approaches. It is found that the values of PRMSE for the
adaptive control approaches are lower than those of the other

approaches at least by an order of magnitude of one in all the
cases. The value of TVI and the L2NI are also found to be
lower for the adaptive control approaches. The performance
of LQG/LTR is slightly better than the LQR, however none of
these techniques is able to provide the desired response in the
presence of matched and unmatched disturbances and uncer-
tainties. It can be concluded that the proposed L1-adaptive
control and robust L1-adaptive control controllers provide
better set-point tracking over other control approaches without
increasing control efforts in the presence of disturbances and
uncertainties.

VI. CONCLUSIONS

This work proposes state feedback-based adaptive control
design strategies for the control of a pressurized water-type
nuclear power plant. The proposed L1-adaptive control designs
the nominal control using the LQG technique and the adaptive
control is designed using the projection-based adaptation law.
The robust L1-adaptive control technique combines the L1-
adaptive control with the loop transfer recovery technique to
design an adaptive state feedback control strategy. The control
architecture thus offers enhanced robustness with improved
performance and tracks the reference set-point in the presence
of matched and unmatched uncertainties and disturbances.
The effectiveness of the techniques has been validated using
simulations on different subsystems of the PWR NPP. The
control performances of the proposed approaches have been
quantitatively compared with LQR and LQG/LTR control
approaches using different statistical measures for reactor
load-following mode of operation, steam generator pressure
control, pressurizer pressure and level control, and turbine
speed control. The adaptive controllers can handle severe
disturbances and parametric uncertainties in the system and
they have been found giving better performance over other
controllers.
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APPENDIX

The value of different parameters used in the model are
given in Table A.1 [45]–[48].

NOMENCLATURE

Ap Cross-sectional area of pressurizer (m2)
Cin Normalized delayed neutron precursor concen-

tration (per unit)
Ctg Turbine governor valve coefficient
G Reactivity worth (mK)
H Rate of rise of temperature (0C/J)
I Moment of inertia (kg.m2)
J Conversion factor
K Gain
Pn Normalized power (per unit)
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(b) Control signal to turbine governor valve.

Fig. 5: Variation of signals during a set point change in demand power from generator.

TABLE I: Tuning parameters for different control approaches

Configuration LQG LTR L1-adaptive
Case Input Output Q R Ξ Θ q Ka D(s)

A zrod ilo 1× 10−3In 1× 105 5× 10−3In 1 1× 109 100 1
0.25s+1

B utg ps 5× 10−2In 1× 102 5× 10−3In 1 1× 109 100 1
0.25s+1

C.1 Qheat pp 1× 100In 1× 10−10 5× 10−5In 1 1× 1020 100 1
0.25s+1

C.2 ṁspr pp 5× 10−3In 1× 10−8 5× 10−5In 1 1× 1015 100 1
0.25s+1

C.3 ṁsur lw 1× 100In 1× 10−6 5× 10−3In 1 1× 1012 500 1
0.25s+1

D utg ztur 1× 105In 1× 10−2 5× 10−3In 1 1× 109 100 1
0.25s+1

TABLE II: Performance comparison of different control ap-
proaches

Case Technique PRMSE TVI L2NI

A.1
LQR 1.583× 100 4.563× 10−2 2.569× 100

LQG/LTR 2.799× 100 4.131× 10−2 2.469× 100

L1 8.671× 10−1 8.819× 10−2 2.519× 100

Robust L1 8.666× 10−1 8.926× 10−2 2.545× 100

A.2
LQR 1.173× 101 2.347× 10−1 1.105× 101

LQG/LTR 1.368× 101 2.120× 10−1 7.436× 100

L1 8.487× 100 3.496× 10−1 9.287× 100

Robust L1 8.479× 100 1.310× 100 9.339× 100

B
LQR 2.221× 100 2.050× 100 2.743× 101

LQG/LTR 2.254× 100 2.078× 100 2.711× 101

L1 2.116× 10−1 2.620× 10−1 2.090× 101

Robust L1 2.649× 10−1 2.671× 10−1 2.114× 101

C.1
LQR 3.438× 10−1 2.086× 104 2.663× 104

LQG/LTR 3.217× 10−1 2.091× 104 2.668× 104

L1 1.171× 10−1 3.168× 102 3.973× 103

Robust L1 1.141× 10−1 3.141× 102 4.017× 103

C.2
LQR 2.834× 10−1 2.443× 105 3.437× 105

LQG/LTR 3.170× 10−1 2.451× 105 3.451× 105

L1 1.863× 10−1 3.873× 103 1.044× 105

Robust L1 1.608× 10−1 3.790× 103 1.055× 105

C.3
LQR 2.595× 101 2.007× 105 2.529× 105

LQG/LTR 2.511× 101 2.009× 105 2.531× 105

L1 5.415× 100 1.082× 104 2.304× 104

Robust L1 5.745× 100 1.094× 104 2.312× 104

D
LQR 5.368× 10−1 3.770× 10−2 1.943× 10−1

LQG/LTR 3.617× 10−1 1.223× 100 7.154× 100

L1 5.319× 10−1 1.103× 10−3 1.042× 10−1

Robust L1 3.119× 10−1 1.787× 10−1 4.7043× 100

Qheat Rate of heat addition (kW )
S Effective heat transfer area (m2)
T Average temperature (0C)
U Heat transfer coefficient (W/m2.0C)
V Volume (m3)
cp Specific heat (J/kg.0C)
d Density (kg/m3)
h Enthalpy (J/kg)
i Current (mA)
l Pressurizer length (m)
m Mass (kg)
ṁ Mass flow rate (kg/s)
p Pressure (MPa)
q Torque (J/rad)
z Speed (m/s)
Λ Neutron generation time (s)
α Temperature coefficient of reactivity (0C−1)
β Fraction of delayed neutrons
κ Constant
λ Decay constant (s−1)
ρ Reactivity (mK)
ζ Damping ratio
τ Time constant (s)
ν Specific volume (m3/kg)
ω Natural frequency of oscillation (rad/s)
Subscripts
c1, c2, cin Coolant at node 1, 2 and inlet
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TABLE A.1: Typical Parameters of a PWR Nuclear Power Plant

λ1 λ2 λ3 λ4 λ5 λ6 Λ
1.2437× 10−2 3.05× 10−2 1.1141× 10−1 3.013× 10−1 1.12866 3.0130 3× 10−5

β1 β2 β3 β4 β5 β6 ∂Tsat/∂ps
2.15× 10−4 1.424× 10−3 1.274× 10−3 2.568× 10−3 7.48× 10−4 2.73× 10−4 9.47

Hf Hc τf τc τr τrxu τrxi
71.8725 1.1254 4.376 7.170 0.674 2.517 2.145
τhot τcold τsgu τsgi τp1 τp2 τpm1

0.234 1.310 0.726 0.659 1.2815 1.2815 1.2233
τpm2 τmp1 τmp2 τms1 τms2 ṁsor hss

1.2233 0.3519 0.1676 0.3519 0.3519 2.1642× 103 2.7656× 106

cpfw Ums1Sms1 Ums2Sms2 ms mw αf Ctg
5.4791× 103 1.7295× 108 3.6312× 108 2.0518× 103 1.8167× 104 −2.16× 10−5 2.0481

αc αp τrtd Krtd G τ1 τ2
−1.8× 10−4 1.5664× 10−4 8.2 10.667 14.5× 10−3 5× 10−8 2× 10−3

τ3 τ4 Klo Klr κlo ζtg ωtg
1 1.01 1.95692 47.065 1.1067× 1010 0.4933 14.6253
Ktg Orv τhp τip τlp Fhp Fip
6.25 1.0 10.0 0.4 1.0 0.33 0
Flp κhp dw ds Vw Ap Jp
0.67 0.8 595.6684 100.9506 30.4988 3.566 5.4027
lw l hspr hw hw̄ νw νs

8.5527 14.2524 1.336× 106 1.6266× 106 9.7209× 105 1.7× 10−3 9.9× 10−3

Ks Jtur Itg V1ϑ1 V2ϑ2 V3ϑ3 V4ϑ4

8.1016× 107 5.4040 1.99642× 105 0.5991 0.1814 0.1814 1.3164
V5ϑ5 V6ϑ6 V7ϑ7 V8ϑ8 V9ϑ9 V10ϑ10 Tfw

0.2752 2.776 0.6022 0.6022 0.2776 0.0070 232.2
K1p K2p K3p K4p

−8.152× 10−3 4.708× 10−3 −1.118× 10−4 4.708× 10−3

dem Demand
f Fuel
fw Feed-water
hot, cold Hot and cold leg
hp, ip, lp, High, intermediate, and low pressure steam
i ith group of delayed neutron precursor
lo, lr Logarithmic and Log rate amplifier
m1, m2 MTL 1 and 2
mp1, mp2 Transfer from MTL 1 and 2 to PCL 1 and 2
ms1, ms2 Transfer from MTL 1 and 2 to SCL
p Pressurizer
p1, p2 PCL 1 and 2
pm1, pm2 Transfer from PCL 1 and 2 to MTL 1 and 2
rod Regulating rod
rxi, rxu Reactor lower and upper plenum
s Steam
ss Steam in secondary lump
sg, sgi, sguSteam generator, inlet, and outlet plenum
spr, sur Spray and surge
rtd1, rtd2 RTD 1 and 2
tg Turbine-Governor
tur Turbine
w Water
ws Water in secondary lump
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