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#### Abstract

We have studied the fundamental rotational relaxation and excitation collision of $\mathrm{OH}^{-} J=0 \leftrightarrow 1$ with helium at different collision energies. Using state-selected photodetachment in a cryogenic ion trap, the collisional excitation of the first excited rotational state of $\mathrm{OH}^{-}$has been investigated and absolute inelastic collision rate coefficients have been extracted for collision temperatures between 20 and 35 K . The rates are compared with accurate quantum scattering calculations for three different potential-energy surfaces. Good agreement is found within the experimental accuracy, but the experimental trend of increasing collision rates with temperature is only in part reflected in the calculations.
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## I. INTRODUCTION

Experimental advances in the preparation of ensembles of cold and ultracold molecules have enriched the field of cold chemistry with studies of inelastic and reactive scattering at low temperatures [1-3]. Low temperatures enable rotational state control for molecules and reveal quantum properties of collisions, such as orbiting and shape resonances [4,5]. Furthermore, control over molecular states has potential applications in fundamental precision studies [6-10], quantum information processing [11,12], and many-body physics $[4,13]$.

Cooling molecules, unlike atoms, implies freezing of the internal degrees of freedom. For molecular ions the general way to relax all degrees of freedom is collisional dissipation of energy using buffer gas cooling [14-18]. In standard cryostats, temperatures are limited to above 3 K . Lower temperatures may be reached in hybrid atom-ion traps, where a magnetooptical trap for ultracold atoms is superimposed with an ion trap [15]. Understanding the rotational quenching kinetics and, more specifically, state-specific inelastic collision rates is necessary to be able to control and manipulate the internal state population of trapped molecular ions.

Inelastic collision studies are also of great relevance for astrophysics, to model relaxation kinetics in the early universe or to describe molecular excitation levels in interstellar molecular clouds $[19,20]$. This is particularly important when local thermodynamic equilibrium (LTE) cannot be assumed. Rate coefficients for rotationally inelastic collisions are needed to bring the predicted line intensities into agreement with astronomical observations or to quantitatively correlate deuterium to hydrogen abundance ratios with the conditions in astrophysical environments [21]. Rotational state control is

[^0]also needed for state-selected ion-molecule reaction studies in order to better understand the gas phase ion chemistry that dominates in cold interstellar clouds [22].

Given their importance, numerous theoretical calculations provide rate coefficients for inelastic rotational state-changing collisions of molecular ions, e.g., for $\mathrm{NO}^{+}$[23], $\mathrm{C}_{6} \mathrm{H}^{-}$[24], $\mathrm{H}_{2}{ }^{+}$[25], or $\mathrm{C}_{2} \mathrm{H}^{-}$and $\mathrm{C}_{2} \mathrm{~N}^{-}$[26]. However, only a few experiments have been able to provide absolute rate coefficients, in particular at low temperatures. Schlemmer et al. have investigated rotational cooling of $\mathrm{N}_{2}{ }^{+}$colliding with argon using a laser-induced reaction [27]. Hansen et al. have studied rotational cooling, but did not extract absolute rate coefficients [28]. In Ref. [29] we have introduced a scheme to measure inelastic collision rate coefficients via state-specific photodetachment, which is applicable to negatively charged molecules. With this we have obtained the inelastic collision rate coefficients that link the two lowest rotational states of $\mathrm{OH}^{-}$and $\mathrm{OD}^{-}$anions in collisions with He.

Here we present experimental results for the temperature dependence of the rotationally inelastic collision rate coefficient of $\mathrm{OH}^{-}\left({ }^{1} \Sigma^{+}\right)$colliding with He using state-specific photodetachment [29]. We use the experimental results to benchmark three different quantum scattering calculations. $\mathrm{OH}^{-}$is particularly well suited for such studies due to the simple rotational structure in its ${ }^{1} \Sigma^{+}$ground rotational state, the large rotational constant of 562 GHz [30], and the well studied properties of near threshold photodetachment [31-34].

## II. EXPERIMENTAL PROCEDURE

A detailed description of the experimental setup can be found elsewhere $[35,36] . \mathrm{OH}^{-}$anions are produced in a plasma discharge of a helium water mixture and are loaded in a 22 -pole radiofrequency ion trap after mass selection. The trap is filled with He buffer gas, which collisionally thermalizes the kinetic ion temperatures and internal degrees


FIG. 1. Time evolution of the rotational state population of $\mathrm{OH}^{-}$ at 22 K rotational temperature. The blue dotted line represents the ground-state population $N_{0}$ and the red dash-dotted line the excitedstate population $N_{1}$. The black solid and the green dashed lines show the total population $N_{0}+N_{1}$ and the fraction $N_{1} /\left(N_{0}+N_{1}\right)$, respectively. The graph was simulated with the parameters $\gamma_{\mathrm{PD}}=50 \mathrm{~s}^{-1}$ and $\gamma_{10}=10 \mathrm{~s}^{-1}$. The inset illustrates the relevant states and the rates that couple them.
of freedom. Buffer gas temperature was varied from 9 K to 30 K . The lifetime of the ions typically exceeds thousands of seconds, and thus does not affect our measurements. After a short thermalization period, the photodetachment laser is admitted into the trap with powers between 70 mW and 210 mW . This initiated the ion losses with rates ranging from $0.2 \mathrm{~s}^{-1}$ to about $2 \mathrm{~s}^{-1}$. The laser position was tuned to maximize the photodetachment loss rate and thereby the overlap to the trapped ion cloud. As only relative detachment losses are analyzed in the following, a quantitative characterization of the overlap between laser and ion cloud does not need to be known. The interaction time with the laser was regulated using a self-built mechanical laser shutter.

In the ion trap, $\mathrm{OH}^{-}$ions undergo collisions with the buffer gas, which couples the rotational states of $\mathrm{OH}^{-}$via inelastic collisions and establishes a Boltzmann distribution of the rotational level population at a given temperature. The admission of the photodetachment (PD) laser to the trap initiates the loss of ions from the excited rotational state $J=1$ and higher with a rate $\gamma_{\text {PD }}$ (see inset in Fig. 1). Due to the presence of inelastic collisional coupling of the rotational state $J=0$ and $J=1$ through the thermal collision rates $\gamma_{01}$ and $\gamma_{10}$, the first excited rotational state gets repopulated. Thus the absolute number of anions in the ground state decays as well. For low enough buffer gas density and high enough laser power this coupling becomes insufficient to maintain the original thermal distribution of the rotational state populations. This leads to a nonlinear dependence of the ion losses on laser power.

The time evolution of the rotation state population is calculated by solving the coupled rate equations

$$
\frac{d}{d t}\binom{N_{0}}{N_{1}}=\left(\begin{array}{cc}
-\gamma_{01} & \gamma_{10}  \tag{1}\\
\gamma_{01} & -\left(\gamma_{10}+\gamma_{\mathrm{PD}}\right)
\end{array}\right)\binom{N_{0}}{N_{1}} .
$$

Here $\mathrm{OH}^{-}$is approximated as a two-level system with populations $N_{0}$ (ground state) and $N_{1}$ (excited state). This is a good approximation in the considered temperature range due to the large rotational constant of $\mathrm{OH}^{-}$. The sum of the two
equations provides the instantaneous loss rate of the ions

$$
\begin{equation*}
\gamma_{L}(t)=\frac{1}{\left(N_{0}+N_{1}\right)} \frac{d}{d t}\left(N_{0}+N_{1}\right)=-\frac{N_{1}}{N_{0}+N_{1}} \gamma_{\mathrm{PD}} \tag{2}
\end{equation*}
$$

The rate is time dependent as the relative population of the excited state changes with time, which leads in general to a nonexponential decay of the trapped ion number. This is shown in Fig. 1, which presents a solution of Eq. (1) for the case of a high photodetachment rate compared to the inelastic relaxation rate. The figure shows the general result of a fast initial relaxation of the relative excited-state population $\frac{N_{1}}{N_{0}+N_{1}}$ on a time scale $\tau \sim 1 /\left(\gamma_{01}+\gamma_{10}+\gamma_{\text {PD }}\right)$ after which it stays constant. For times $t \gg \tau$ one can simplify the solution of Eq. (2) to an exponential decay with a constant loss rate:

$$
\begin{align*}
& \gamma_{L}(t \rightarrow \infty) \\
& \quad=\frac{2 \gamma_{01} \gamma_{\mathrm{PD}}}{\gamma_{01}+\gamma_{10}+\gamma_{\mathrm{PD}}+\sqrt{\left(\gamma_{01}+\gamma_{10}+\gamma_{\mathrm{PD}}\right)^{2}-4 \gamma_{01} \gamma_{\mathrm{PD}}}} . \tag{3}
\end{align*}
$$

When the collisional coupling of rotational states is strong compared to the photodetachment rate ( $\gamma_{\text {PD }} \ll \gamma_{01}, \gamma_{10}$ ), the ratio $\frac{N_{1}}{N_{0}+N_{1}}$ stays constant. As a result $\gamma_{L}$ increases linearly with $\gamma_{\text {PD }}$ [see Eq. (2)].

The thermal excitation and de-excitation rate coefficients are coupled by detailed balance, $\gamma_{01} / \gamma_{10}=$ $g_{1} / g_{0} \exp \left(-\Delta E / k_{B} T_{\text {rot }}\right)$, to the temperature $T_{\text {rot }}$ that describes the rotational population ( $g_{0,1}$ are the respective degeneracy factors). This temperature also represents the collision temperature in the center-of-mass frame of the $\mathrm{OH}^{-} / \mathrm{He}$ system [18]. It is determined independently at a low photodetachment rate following the rotational thermometry scheme described in Ref. [35]. Due to radiofrequency heating of the ions in the trap this rotational and collisional temperature is slightly larger than the helium buffer gas temperature [36]. Evidence for radiofrequency heating was also found in Doppler-resolved vibrational overtone spectroscopy of $\mathrm{OH}^{-}$ions [37].

The photodetachment rate $\gamma_{\mathrm{PD}}$ is proportional to the laser power admitted into the trap. It could in principle be determined using an absolute photodetachment cross-section measurement $[38,39]$. However, here we are only interested in the linear dependence of $\gamma_{\mathrm{PD}}$ on the measured laser power $P$ and therefore use a free parameter $\eta$ linking $\gamma_{\mathrm{PD}}=\eta P$ [40]. As a consequence two free parameters remain in Eq. (3), $\gamma_{10}$ and $\eta$, that need to be fitted to the experimental data.

To extract the inelastic collision rate coefficient $k_{10}$ from the rate $\gamma_{10}$, the latter is divided by the absolute helium density. The employed densities range between $2.7 \times 10^{11} \mathrm{~cm}^{-3}$ and $7 \times 10^{11} \mathrm{~cm}^{-3}$. The absolute density calibration is carried out as described in the Supplemental Material of Ref. [29]. The density $n$ is calculated using the ideal gas equation from the helium partial pressure $p_{\mathrm{He}}$, which is measured with a cold cathode gauge in the vacuum chamber,

$$
\begin{equation*}
n=\frac{\alpha p_{\mathrm{He}}}{k_{B} \sqrt{T_{T} T_{\mathrm{out}}}} \tag{4}
\end{equation*}
$$

$T_{T}$ and $T_{\text {out }}$ are respectively the cryogenic temperature of the trap and the ambient temperature of the setup; $k_{B}$ is the Boltzmann constant. The factor $\alpha$ is used to calibrate the

TABLE I. Error budget of the density calibration.

| Parameter | Error | Comment |
| :--- | :---: | :---: |
| $p_{\text {He }}$ | $10 \%$ | Reproducibility of the cold cathode gauge |
| $\alpha$ | $2.5 \%$ | Measured fluctuations over many days |
| $T_{T}$ | $1 \%$ | Estimated precision of the employed silicon temperature diodes |
| $T_{\text {out }}$ | $0.3 \%$ | Upper limit to the laboratory temperature fluctuations |

cold cathode gauge to an accurate capacitive gauge, which measures the pressure directly inside the ion trap, but can only operate at pressures higher than the low helium partial pressures needed in the present experiment. This accounts for the increased particle density inside the cryogenic ion trap compared to the surrounding vacuum chamber.

The contributions to the statistical error of the density originate from the pressure measurement $p_{\mathrm{He}}$, the pressure calibration factor $\alpha$, and the two temperature measurements. These contributions are shown in Table I and amount to an overall error of about $15 \%$. An additional systematic error arises from the presence and the fluctuations of residual helium background gas in the vacuum chamber that has to be subtracted. This error was estimated using a quadrupole mass spectrometer and found to be below $1 \%$ for the present measurements.

## III. THEORETICAL METHODS

## A. Potential-energy surface calculations

To precisely calculate the collisional quenching rates of excited rotational states, we have constructed two new potential-energy surfaces (PESs), which we compare to an existing PES from our earlier work. The two new PESs are computed using coupled-cluster theory beginning with $\operatorname{CCSD}(\mathrm{T})$ at the complete basis set limit and adding the small contribution of electron correlation at the $\operatorname{CCSDT}(\mathrm{Q})$ level. The third PES was obtained using MP4 theory and the rigid rotor geometry of the anion [29,41].

The first new PES (denoted $r_{0}$ ) fixes the OH bond distance at the diatomic ground-state vibrationally averaged distance. It is calculated at the level of (AE)-CCSD(T)/CBS, where (AE) indicates that all electrons were included in the correlation treatment, and CBS indicates that the complete basis set limit was estimated by extrapolation. Here the aug-cc-pwCVQZ and aug-cc-pwCV5Z bases [42] (each with an even-tempered extension adding $s, p, d$, and $f$ functions to the standard basis) were extrapolated using the $1^{-3}$ formula. The OH bond distance was fixed at $r_{0}=0.974275 \AA$, a vibrationally averaged value consistent with the experimental rotational constant of the $\mathrm{OH}^{-}$anion [34]. A computed correction for the contribution of high-order correlation was also added. The correction was defined as the difference between energies at the $\operatorname{CCSDT}(\mathrm{Q}) / \operatorname{AVTZ}$ and $\operatorname{CCSD}(\mathrm{T}) / \operatorname{AVTZ}$ levels. The MOLPRO [43] and CFOUR [44] electronic structure code packages were used for all of the calculations reported here.

The second PES (denoted $v_{0}$ ) was constructed by averaging over the diatomic ground-state vibrational probability density. It employs the same level of electronic structure theory as the first PES, but uses separate calculations at a series of OH bond
distances in order to average over the diatomic ground-state vibrational probability density rather than using a single fixed $r_{0}$ distance. A variational $J=0$ vibrational calculation was performed for $\mathrm{OH}^{-}$using the potential optimized discrete variable representation method [45]. This permits an accurate representation of the lowest vibrational state using just three points located at $0.892135,1.012750$, and $1.146084 \AA$, with respective weights of $0.334001091,0.605332536$, and 0.060666373 . In order to minimize fitting errors, three separate two-dimensional PESs were constructed (one for each of the three necessary bond distances) and then the weights were applied to construct the final vibrationally averaged $v_{0}$ PES.

Both two-dimensional PESs are represented analytically by interpolating high-level $a b$ initio data using the same interpolating moving least squares method used previously for many van der Waals systems [24,46-50]. In this application 475 automatically generated geometries were determined in the center-of-mass distance range of $R=[1.7,15] \AA$. The fit represents all attractive regions and repulsive regions up to $2800 \mathrm{~cm}^{-1}$ above the separate fragments asymptote. A pruned product basis of 39 functions (Legendre and radial) was used for the interpolation. The estimated fitting error with respect to independent test sets is below $0.01 \mathrm{~cm}^{-1}$. To represent the long range, an additional 80 points were computed in the range of $R=[6,25] \AA$ and fit to a Legendre-based analytic representation. A hyperbolic tangent switching function was used to smoothly switch between the short- and long-range representations, which was centered at $9.0 \AA$.

The global minimum of all three employed PESs is found at a collinear configuration with the He atom at the O -atom end of the $\mathrm{OH}^{-}$molecule. For the highest level $v_{0}$ PES, the geometry of the global minimum is $R=2.691 \AA, \theta=$ $0^{\circ}$, and $E=-139.21 \mathrm{~cm}^{-1}$. For the $r_{0}$ PES, the geometry of the global minimum is $R=2.958 \AA, \theta=0^{\circ}$, and $E=$ $-140.96 \mathrm{~cm}^{-1}$. The corresponding data for the earlier PES have been reported in Refs. [41]. Figure 2 shows a plot of the $r_{0}$ PES in Jacobi coordinates. As seen in Fig. 2, a local minimum is found for the other collinear arrangement placing the He atom toward the H atom. The geometry of the local minimum for the $v_{0}$ PES is $R=3.875 \AA, \theta=180^{\circ}$, and $E=-38.62 \mathrm{~cm}^{-1}$. The geometry of the local minimum for the $r_{0}$ PES is $R=3.809 \AA, \theta=180^{\circ}$, and $E=-42.13 \mathrm{~cm}^{-1}$. The vibrational averaging has a fairly significant impact on the locations of the minima, but a fairly small impact on the well depths.

In order to perform the scattering calculations, the PESs were represented as the radial dependence of a Legendre expansion up to the eighth order according to

$$
\begin{equation*}
V(R, \theta)=\sum_{\lambda} v_{\lambda}(R) P_{\lambda}(\theta) \tag{5}
\end{equation*}
$$



FIG. 2. Plot of the $r_{0}$ potential-energy surface. Black contours appear at $2 \mathrm{~cm}^{-1}$ intervals and colored contours (marked with numbers) every $20 \mathrm{~cm}^{-1}$.
where $P_{\lambda}(\theta)$ are the Legendre polynomials. The order of the expansion was confirmed to be sufficient by performing convergence test calculations with an expansion order of 10 . The first four Legendre coefficients $v_{\lambda}(R)$ for the $r_{0}$ PES are plotted in Fig. 3(a). In Fig. 3(b) they can be compared to the first four Legendre coefficients of the third PES [41] that was used in Ref. [29]. We observe from these figures two immediate differences on the even coefficients of the Legendre expansion. While the $l=2$ term is less deep in the expansion of the new PESs than it is in the same expansion for Gonzalez-Sanchez et al.'s [41] PES, the opposite is true for the $l=0$ coefficient. On the other hand, the odd coefficients, those which dominate the action of the dynamical torque causing excitations during the collisions, are very similar in shape and on their repulsive regions. The fact that the $l=1$ coefficient is slightly more repulsive for the PES of Fig. 3(b) than for that of Fig. 3(a) may well be the cause of finding smaller inelastic cross sections when using the former PES in the calculations.

## B. Scattering calculations

Scattering theory for diatomic molecules is well documented in the literature [51-53]. The time-independent collision dynamics calculations were done with the MOLSCAT code [54] for the first two PESs and with the ASPIN code [55] for the third PES. The calculations were performed with the formally exact close-coupling method in the $10^{-6}-10^{3} \mathrm{~cm}^{-1}$ energy range.

We verified that, on the same potential, calculations using the MOLSCAT code or the ASPIN code produce the same cross sections. The MOLSCAT calculations were performed with two different propagators, both yielding the same results: the hybrid modified log-derivative Airy propagator of Alexander and Manolopoulos [56] and the $R$-matrix propagator of Light and Walker [57]. The results reported here are those from the $R$-matrix propagator which was found to complete faster at


FIG. 3. (a) First four Legendre expansion functions of the $r_{0}$ PES for $\mathrm{OH}^{-}-\mathrm{He}$. (b) Same four Legendre expansion functions of the $\mathrm{OH}^{-}-\mathrm{He}$ PES of Gonzalez-Sanchez et al. [41].
very low energy than the hybrid modified log-derivative Airy propagator.

The $\mathrm{OH}^{-}$rotational constant [58] used for the calculation is $B_{e}=18.5701 \mathrm{~cm}^{-1}$ with the system reduced mass of $\mu=3.2399$ a.m.u. The calculations were done in the $10^{-6}-10^{3} \mathrm{~cm}^{-1}$ energy range. The close-coupling calculations are done for every total angular momentum value $J_{t o t}$ and converged when the last four successive $J_{\text {tot }}$ values contribute less than 0.0005 and $0.05 \AA^{2}$, respectively, to the inelastic and elastic cross sections. We used an increasing and sufficient number of basis functions to describe the various energy ranges and ensure convergence of the calculations. A maximum of 11 basis functions for the diatomic rotor, which accounts at $1000 \mathrm{~cm}^{-1}$ of collisional energy to seven open states and four closed states, were used in the final calculations. For the earlier PES, the first 11 asymptotic rotational states were included in the coupled-channel expansion, thus providing at least four closed channels at the highest energies. Total angular momentum values up to 40 were considered in each computational run. More details are given in Refs. [29,41].

## IV. RESULTS AND DISCUSSION

Three sets of measured ion loss rates as a function of the photodetachment laser power are plotted in Fig. 4 for three


FIG. 4. Power dependent loss rate (blue data points) fitted by the solution to the two level rate equation system (black solid line). The insets show selected individual loss rate measurements. The data have been obtained at trap temperatures that yield the specified rotational temperatures $9 \mathrm{~K}, 20 \mathrm{~K}$, and 30 K [36]. Fit parameters and employed buffer gas densities are reported in Table II.
different trap temperatures. Examples for the observed individual exponential decays are shown in the insets. For each trap temperature the rotational or collision temperature of the $\mathrm{OH}^{-}$interacting with helium has been determined separately, as explained above. The loss rates show a clear nonlinear dependence on the power, indicative of the quenching dynamics of the first excited rotational state. To retrieve the inelastic collision rates we fit Eq. (3) to the experimental data (black solid line). The resulting parameters $\gamma_{10}$ are presented for all eight measurement sets in Table II together with their fitted statistical accuracy.

TABLE II. Results of the inelastic rate fits at different trap temperatures and buffer gas densities.

| $T_{\text {trap }}(\mathrm{K})$ | $T_{\text {rot }}(\mathrm{K})$ | $\gamma_{10}\left(\mathrm{~s}^{-1}\right)$ | $\epsilon_{\gamma}^{\Delta T}\left(\mathrm{~s}^{-1}\right)$ | $\rho\left(\mathrm{cm}^{-3}\right)$ | $k_{10}\left(10^{\left.-11 \frac{\mathrm{~cm}^{3}}{\mathrm{~s}}\right)}\right.$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| 9 | $22.0(7)$ | $16.7(20)$ | 1.3 | $3.4 \times 10^{11}$ | $4.9(10)$ |
| 9 | $22.0(7)$ | $16.5(31)$ | 1.2 | $2.4 \times 10^{11}$ | $6.9(18)$ |
| 15 | $25.1(7)$ | $18.1(16)$ | 1.2 | $2.6 \times 10^{11}$ | $6.9(11)$ |
| 15 | $24.1(10)$ | $16.3(30)$ | 1.5 | $1.8 \times 10^{11}$ | $8.9(25)$ |
| 20 | $27.0(8)$ | $17.9(16)$ | 1.2 | $2.3 \times 10^{11}$ | $7.9(13)$ |
| 20 | $27.6(10)$ | $12.0(9)$ | 1.0 | $1.6 \times 10^{11}$ | $7.5(12)$ |
| 30 | $33.5(13)$ | $20.5(18)$ | 1.6 | $1.9 \times 10^{11}$ | $11.0(18)$ |
| 30 | $34.6(15)$ | $16.4(12)$ | 1.3 | $1.3 \times 10^{11}$ | $12.6(19)$ |



FIG. 5. Upper panel: inelastic cross sections for $\mathrm{OH}^{-}+\mathrm{He} J=$ $1 \rightarrow 0$ collisions. The results obtained from the $r_{0}$ and $v_{0}$ PESs are compared with the result from the PES from Refs. [29,41]. Lower panel: elastic cross sections for $\mathrm{OH}^{-}+\mathrm{He}$ collisions in $J=0,1$, and 2 for the $v_{0}$ PES.

In addition to the statistical accuracy we have estimated the influence of the uncertainty of the measured rotational temperature on the inelastic collision rates: the measured power dependent ion loss rate was fitted assuming different rotational temperatures, namely $T_{\text {rot }}, T_{\text {rot }}+\Delta T_{\text {rot }}$, and $T_{\text {rot }}-\Delta T_{\text {rot }}$. The resulting deviations are deduced to be $\left.\varepsilon_{\gamma}^{\Delta T}=\frac{1}{2} \right\rvert\, \gamma_{10}\left(T_{\text {rot }}+\right.$ $\left.\Delta T_{\text {rot }}\right)-\gamma_{10}\left(T_{\text {rot }}-\Delta T_{\text {rot }}\right) \mid$. The values are comparable to the statistical accuracy (see Table II).

The measured inelastic collision rates $\gamma_{10}$ depend linearly on the helium buffer gas density [29]. The rate coefficients $k_{10}$, obtained by division through this density, are therefore subject to a larger uncertainty due to the systematic accuracy of the density measurement. As presented in Table I, several sources add up to a relative uncertainty of the density determination of $15 \%$. The resulting rate coefficients are provided in Table II and in Fig. 6, where they are compared with calculations.

The calculated inelastic cross sections of the $J=1 \rightarrow 0$ transition are depicted in Fig. 5 (upper panel) for the three surfaces discussed here. As one can see, the cross sections from the $v_{0}$ PES are a little smaller than those from the $r_{0}$ PES, while both deviate significantly from the result from the earlier PES. Specifically, the two former cross sections are larger than the latter, in particular in the low-energy regime. The third cross section also shows stronger modifications due to resonance features, which can be linked to differences in the anisotropic parts of the PESs. In addition, Fig. 5 (lower panel) shows elastic cross sections obtained from the $v_{0}$ PES,


FIG. 6. $J=1 \rightarrow 0$ inelastic rate coefficients as a function of the collision temperature (blue dots). The green square shows the measurement from Ref. [29]. The black solid and the red dotted line show the computational results for the $r_{0}$ and $v_{0}$ PESs, respectively, and the green line the theoretical calculation for the earlier PES [29,41]. The inset shows the calculated rate coefficients for the $r_{0}$ and $v_{0}$ PESs over a larger temperature range and on a linear scale.
for the lowest three rotational states of $\mathrm{OH}^{-}$. These elastic cross sections are about one order of magnitude larger than the inelastic cross section, which is evidence for a more efficient cooling of the translation degrees of freedom compared to rotation. The same type of results have been obtained using the earlier PES [29,41].

In Fig. 6 the inelastic collision rate coefficients, obtained from thermal averaging of the calculated cross sections with the different PESs, are plotted as a function of the collision temperature and compared to the experimental rate coefficients. In addition, we also present the experimental rate coefficient determined in Ref. [29]. That value is found to be smaller by a factor of three, which corresponds to a little more than $2 \sigma$ deviation. While the statistical probability for such a deviation is still finite, we also investigated possible systematic sources of this deviation and found the long-term drift of a calibration factor for the density determination in the previous experiment as a possible source.

Overall the agreement between experiment and theory in Fig. 6 is very favorable. Interestingly, however, all three PESs predict slightly different values for the rate coefficients, differing by almost a factor of two. For the first two PES, the values are significantly larger than the experimental values at low temperatures up to 30 K , while they agree well for the two measurements around 35 K . The theoretical rates from the earlier PES agree quite well with experiment at the lower temperatures, but are markedly smaller than the experimental values obtained around 35 K . The vibrationally averaged PES produces reduced rate coefficients by about $10 \%$ compared to the first PES with fixed bond distance, but this does not markedly change the comparison with the experiment.

The trend of a clear increase of the rate coefficients with temperature is observed in the experiment. This is somewhat captured by the calculations using the earlier PES [29,41], but it is not reproduced by the new calculations using the $v_{0}$ and $r_{0}$ PESs. This shows that rather subtle differences of the interaction potentials lead to observable differences in scattering rates. More accurate potential surface calculations or the explicit inclusion of vibrational excitation in three-dimensional scattering calculations may be needed to resolve this. Additionally, experiments at higher temperatures are desired to shed more light on the true shape of this trend. Ideally, then the next higher rotational state $J=2$ should also be measured and compared with calculations.

## V. CONCLUSION

In summary, rotational state-selective removal of ions by threshold photodetachment has been applied to measure temperature-dependent inelastic collision rate coefficients of the $\mathrm{OH}^{-}$anion with helium. A precise analysis of the error budget was carried out including all systematic and statistical error. The experimental data are compared with first-principle theoretical calculations. The present experimental accuracy allowed us to test different rates calculated with three different potential-energy surfaces. While in principle a good agreement was found for all the three surfaces, the calculations produced rate coefficients with two different temperature dependences that were both weaker than the measured temperature dependence. This suggests that more work on the potential surface calculations and comparison of rate coefficients over a broader temperature range are needed in order to gain precise insight in the quantum effects at play.

We expect that the presented progress will also stimulate studies of more complex systems, such as polyatomic and open shell molecules. Recently, we already analyzed the collisional quenching kinetics of $\mathrm{NH}_{2}{ }^{-}$in helium buffer gas [40], which can be extended to extract inelastic rate coefficients. For the $\mathrm{OH}^{+}\left({ }^{3} \Sigma^{-}\right)$cation, which has been detected in the Orion bar and other interstellar environments, rotational stateselective photodissociation may be used to measure inelastic scattering and test recent quantum inelastic-scattering calculations [59].
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