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ABSTRACT

A subset of micron-size meteoritic carbon particles formed in red giant atmospheres
show a core-rim structure, likely condensed from a vapor phase into super-cooled carbon
droplets that nucleated graphene sheets (~40A) on randomly oriented 5-atom loops during
solidification, followed by coating with a graphite rim. Similar particles form during slow
cooling of carbon vapor in the lab.

Here we investigate the nucleation and growth of carbon rings and graphene sheets
using density functional theory (DFT). Our objectives: (1). explore different computational
techniques in DFT-VASP for various carbon structures and compare the results with
literature, (2). investigate the nucleation and growth of carbon rings and graphene sheets
at the experimental 1.8 g/cc density estimate, by supercell relaxation of randomized liquid-
like carbon atom clusters, and (3). Compare carbon cluster energies for combinations of
DFT-VASP and long-range carbon bond order potential (LCBOP) relaxations.

Observations show: (a) that 29 atom diamond clusters relax into the C28 fullerene
with a central carbon atom, (b) new evidence for the instability of an Fm3m carbon phase
with the diamond unit cell, and (c) that pent-loop formation is energetically favored over
hex-loop formation in a relaxed melt. Literature work on the effectiveness of pent-loops as
nucleation seed for graphene structures, plus the fact that each pent-loop can give rise to 5
differently oriented sheets, helps explain electron-microscope data on graphene-sheet

number densities and provides guidance for nucleation/growth models being developed.
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1.INTRODUCTION

Elemental carbon at low (ambient) pressure sublimates to vapor near 4000K
temperature, so that liquid carbon is seldom considered to play a role in nature even though
quenched carbon droplets have been reported in laboratory laser ablation studies [1,2].
However, a subset of pre-solar micron-sized graphite spheres, extracted from meteorites
and containing isotopic signatures of formation in the atmosphere of red giant stars, have
spherical cores that show diffraction rings from atom-thick graphene possibly formed by
solidification of liquid carbon at low pressure [3]. High-resolution transmission electron
microscope (HRTEM) imaging suggests [4] that some of the randomly-oriented (and
unlayered) graphene sheets take the form of faceted pentacones, as though they were
nucleated on pentagonal loops during solidification. Laboratory synthesis, as well as model
studies, suggest that these particles are formed in container-less settings by the slow
cooling of carbon vapor [5]. It remains a challenge to study the properties of liquid carbon
in a lab due to the difficulty of experimentation under extreme conditions like high
temperature and high pressure. Hence, research interest has increased in computational
methods, such as density functional theory (DFT).

This research work crosses three major fields of study in Physics: carbon material
science, astrophysics, and computational atomistic simulations. These fields are introduced
briefly in this section. Section 1.1 will discuss the general background of carbon material,
its properties, why carbon studies are important and carbon-based applications in industry

and science.



Section 1.2 introduces extraterrestrial material (and presolar material) and explains
the relation between this research study and carbon material. The outline ofthis dissertation

will be discussed in Section 1.3.

1.1. ELEMENTAL CARBON

Carbon, the sixth element of the periodic table that is named after the Latin word
“carbo” which means coal. It is one of the building blocks of every living organism and
lifeless things. Figure 1.1 represents the seven allotropes of carbon. The most familiar

states of elemental carbon are graphite, fullerene, graphene, and diamond.

Figure 1.1. Allotropes of carbon; (a). diamond, (b). graphite, (c). Lonsdaleite, (d).
C60 (Buckminsterfullerene), (e). C540 (Fullerene), (f). C70 (Fullerene), (g). Amorphous
carbon and (h). single-walled carbon nanotube. Source: GNU Free Documentation
License by Michael Strock on Wikimedia commons.



Based on the structure, these four categories can be introduced as, each atom
bonded to three others and forming hexagonal sheets categorized as graphite which
contains sp2 hybridization. Under high pressure, each atom is bonded to four other atoms
which shows the hybridization as sp3and built the hardest material on earth categorized as
diamond. A spherical molecule with sp2 coordination formed by 60 or 70 carbon atoms
indicated as fullerene. The youngest allotropes of carbon found in 2004 named as graphene,
is the one atom thick layer having sp2 coordination which is extracted from graphite.

1.1.1. Graphite, Diamond, and Fullerene. Graphene is a 2-dimensional material
consist of a hexagonal array of sp2hybridized carbon. A stack of graphene layers on top of
each other made the most common allotrope of carbon called graphite which is the most

stable form of solid carbon under standard conditions shown in Figure 1.2.

Figure 1.2. Molecular structure of graphene; left: The layering, right: The view of layers
faced up, Source: UMSL wiki

In the molecular structure, three carbon atoms form strong covalent bonds to its

nearest three neighbor atoms leaving the fourth electron to form a weak van der Waals

attraction in order to keep these layers together with an interplanar space of 3.35 A.
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The melting point of graphite is the same as diamond is around 4000K at low or
atmospheric pressure, at which point it sublimates rather than melting. Besides graphite,
the other forms of allotropes are diamond and fullerene. The atomic arrangement in these
three materials is different that makes them have different properties even though they are
all made of carbon atoms.

In diamond, the atoms bonded covalently to four other carbon atoms which show
sp® coordination. Diamond is the hardest known material on earth formed under extreme
conditions like high temperature and pressure normally forms at a depth of hundreds of
kilometers below inside Earth’s mantle. The crystallization of diamond is in the cubic
crystal system while another form of diamond that is packed in a hexagonal lattice is called
lonsdaleite, or hexagonal diamond. Lonsdaleite was first discovered in Canyon Diablo
meteorite in 1967 which was formed because of meteoric graphite hit the earth. Graphite
transforms into diamond but remains in a hexagonal symmetry due to the energy and
pressure upon the impact when uniaxial pressure is applied to liquid carbon during the
solidification [6]. Both diamond and lonsdaleite are composed of sp* coordinated carbon
bonds with the difference of stacking pattern of carbon layers where diamond stacks in the
sequence of ABCABC... and lonsdaleite in the order of ABAB. .. stacking sequence. Recent
studies have predicted that lonsdaleite exhibits many excellent mechanical properties better
than diamond that can be used in areas of high-pressure research and applications [7].

Another form of carbon allotrope which is highly symmetrical is called fullerene.
Fullerene is sp>-hybridized molecule, and each carbon atom is bonded to three others. The
structure is shown in Figure 1.3. There different sizes of fullerenes based on the number of

carbon atoms involved such as Cso buckyball, C79, C76 and Csa.



Figure 1.3. A zigzag fullerene; Source: UMSL wiki.

The structure of fullerene depends on the number of pentagonal and hexagonal
rings involved. The general rule for making a fullerene includes 12 pentagons exactly
without touching or placed nearby. The number of hexagons varies depending on the
number of carbon atoms in a basis of an icosahedral symmetry.

1.1.2. Carbyne. A chemical structure that repeats a chain of carbon atoms. Itis a
long chain of sp- hybridized carbon atoms joined together by alternating single and triple
bonds or by consecutive double bonds as a one-dimensional structure. Carbynes were
detected naturally in interstellar dust and meteorites [8] and also, studies have reported a
long chain up to 44 carbon atoms synthesized experimentally in the lab [9].

1.1.3. Fcc-carbon and Icosahedral Arrangement. The possible arrangements

of carbon atoms in the melt and amorphous carbon are shown in Figure 1.4.



Figure 1.4. Arrangements of nearest neighbors in carbon; a). planar, b). icosahedral, c).
tetrahedral, d). cubic close-packed, e). hexagonal close-packed. Source: UMSL wiki.
Figure 1.4.a) represents 6 nearest neighbors in a plane, b) is the icosahedral with 12
nearest neighbors, mostly presence in some metallic liquids and in quasicrystals, c) 4
nearest neighbors that are common in diamond and many semiconductors, d). is the cubic
close-packed having 12 nearest neighbor arrangements with all spheres touch, and finally
e). is the hexagonal close-packed arrangement with 12 nearest neighbors. Also, compared
to icosahedral cage, a new carbon form with fcc crystal lattice called fcc-carbon, where the
coordination number is 12 and metal-like interatom distances is 2.52 A. In this structure
the density reported is about 1.7 g/cc lower compared to graphite and diamond [10]. This
arrangement is a common feature for amorphous carbon and melt carbon. But in melt, the
arrangements are more favorable to the icosahedral structure than the face centered cubic
[11,12].
1.1.4. Carbon Phase Diagram. The phase diagram of carbon can be seen below

in Figure 1.5.



Figure 1.5. Phase diagram of carbon; Source: UMSL wiki.

The most common solid states form of carbon is graphite and diamond. The liquid
phase of carbon only exists under extreme conditions like high temperature (higher than
4500K) and high pressure (tens of MPa). The gaseous or vapor phase is favorable in the
region of high temperature and low pressures. As a known fact, when carbon heats up it
directly converts the solid state to the vapor phase. But, when carbon vapor cools down,
the vapor phase converts into the metastable liquid and then to the solid phase. Under high
temperature and low-pressure regions, carbon can produce a metastable form of liquid, but
evaporates fast because of the short lifetime. The metastable form of solid (graphite-
diamond) indicates in the regions of high and low pressure. In addition, the coexistence
point of all three phases, solid, liquid and gas appear at around 4600 K and 10.8 MPa and

the sublimation temperature appears at 3915 K at lower pressure.



In a super cooled liquid, the crystallization temperature is below 30% ofthe melting
temperature, 4600 K is 3220 K as seen in the vapor phase diverts to solid-liquid phase line
at low pressure [13].

1.1.5. Carbon Particle Size vs. Carbon Phase Diagram. Carbon clusters are
stable that are smaller sized in the liquid phase below the triple point at very low pressures
in containerless settings. Moreover, carbon vapor can be nucleated as the liquid and
supercooled after the size of a particle above 2 nm in these settings. Another way to look
at it is the possibility of synthesizing nano-diamonds at low pressure. This suggests that
the diamond synthesis is not only under high temperature and high-pressure settings, but
also in a low-pressure region with nanometer-sized particles. Figure 1.6 below represents
the particle size effect on the carbon phase diagram which is the log-log version of the

phase diagram of graphite-diamond [14].

P vs T for bulk & 2nm graphite/diamond from Yang & Li

bulk freezelines at 1/2 and 2/3 TnB)t dotted in green
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Figure 1.6. Log-log phase diagram of carbon; Source: UMSL wiki.



The figure represents the terms D: diamond, G: graphite, L: liquid carbon, V:
carbon vapor, blue line: transition of D-G, black line: transition of G-L, grey line: transition
of D-L. Also, the particle size effect on the phase diagram in bulk (solid line) and 2 nm
size carbon (dot-dashed line) including the vapor phase curve (red-dashed line). Here,
carbon vapor condenses as a stable liquid before the melting temperature in the cooling
process at low pressure settings. This suggests that the nano sized particles diamond might
be more stable than graphite in low pressure and low temperature settings that opens the
possibility of synthesizing nano-diamond and diamond-like carbon at low pressure. In a
previous study it was shown that the laser ablation in liquid is used to synthesize the nano-
diamonds from graphite under water confinement and proposed that the nano-diamonds
nucleate from supercooled liquid carbon [15]. These nano-diamonds can be used for
commercial applications and also found in a variety of extraterrestrial materials [16].

1.1.6. Commercial and Industrial Value of Carbon. Carbon became the most
popular commercial element in the industry due to its remarkable properties that can be
tuned to use in a vast variety of industrial applications. Advanced carbon materials like
graphene and carbon nanotubes became an essential element in the production of a wide
range of technological and industrial applications. According to Adroit Market Research,
in a few years the market for advanced carbon materials will expect the Compound Annual
Growth Rate of 9.1% to hit $12.66 Billion by 2025 [17]. And from the scientific viewpoint,
carbon plays a big role in a wide range of research studies since it is one of the building
blocks of organic lives as well as in inorganics. Not only that, but also studies of carbon

provide the key to understanding the cosmic evolution of the universe.
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1.2. EXTRATERRESTRIAL MATERIALS

Extraterrestrial martial is an object that occurred naturally that can be found on
earth but originated outside the earth or carried from outer space. These materials are
subcategorized for study on earth as cosmic dust, presolar grains, moon rocks, and
meteorites. Cosmic dust and meteorites are the collectibles found on earth, moon rocks
samples are carried from outer space and presolar grains are dust particles extracted from
meteorites or interplanetary objects. Figure 1.7 below is an example of a meteorite found
in 1969 in Australia named ‘Murchison’. According to a study in 2020, silicon carbide
extracted from this meteorite was reported as the oldest material on earth that is 7 billion

years old [18].

Figure 1.7. Murchison-Meteorite in National Museum of Natural History; Source: Art
Bromage - originally posted to Flickr as ‘Murchison Meteorite’.
1.2.1. Presolar Grains. In the categories of extraterrestrial materials, presolar
grains are the most primitive minerals in the solar system. These grains have formed in
outflows in red giant stars or in supernovae that contain the information about the formation

of the solar system. The evolution of presolar grains can be seen in the Figure 1.8.


https://de.wikipedia.org/wiki/National_Museum_of_Natural_History

n

In the formation of the solar system, the dust coming out from many red giant stars
and supernovae formed a molecule cloud that formed the solar nebula. During this nuclear
reaction, the pre-solar particles survived and escaped and remained in meteorites and
interplanetary objects. In other words, presolar particles are minerals that have emerged or
survived from these strong radiant fluxes and extreme environments over the years, and

many studies are now being conducted in the laboratory [19,20].

Figure 1.8. Evolution of presolar grain; Source: Figure from Larry R. Nittler (1997).

Presolar grains include various types of elements with different isotopic ratios.
Some of the minerals that can be found inside these presolar grains are nano-diamonds,
graphite-based compounds, titanium carbide, silicon carbide, silicon nitride. Our solar

system is made up of multiple star sources.
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This suggests that the changes in these minerals indicate evidence of the production
of pre-solar particles in different parent stars and produce information about the mixing of
stars. Therefore, among all types of extraterrestrial matter, the presolar particle is a very
important test object for characterizing the physical and chemical properties of the
atmosphere of its parent star [21,22].

Over the years, the exploration of carbon-based compounds in presolar particles
has become a hot field. Those studies have shown that carbon atoms have been formed in
red giant stars during the first five billion years of the Galaxy's lifetime. These presolar
grains include graphite-only particles formed around carbide seeds, micrometer-sized
silicon carbide crystals, and nano diamonds. [19, 23-26]. The carbon-based presolar
particles separated from the Murchison meteorite contain different density fractions, for
example,

KFA1 (2.05 g/lem®-2.10 g/cm®)
KFB1 (2.10 g/cm® - 2.15 g/cm?)
KFC1 (2.15 g/cm® - 2.20 g/cm?)

The high-density fractions have well-ordered onion like graphite rims which
contain “slow neutron process” isotopes, indicating formation in AGB stars after dredge-
up of carbon formed within the star’s interior and low-density fraction contains disordered
graphite that signified the origin of supernovae [27]. These micron-sized particles were
extracted by University of Chicago’s Murchison-KFC1, and “sliced up” at Washington
University St. Louis were used for this study. Those samples were examined by diffraction
and electron phase contrast (lattice) imaging using the 300kV Transmission Electron

Microscope (TEM) at University of Missouri St. Louis as shown in Figure 1.9.



Figure 1.9. TEM image of KFC1A:7E of presolar onions taken by EM430ST TEM ie
William L. Clay Center for Nanoscience at University of Missouri St. Louis; Source: 2
Fraundorf, UMSL wiki.

These micron-size particles in the high density (KFC1) fraction with frozen liquid

cores & graphite onion rims shown in the Figure 1.10.

Figure 1.10. Pre-solar carbon core/rim particles; Source: UMSL wiki-Refrence:3
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These structures have demonstrated evidence for randomly oriented onion-like
graphitic rim particles formed by the condensation of super-cooled carbon droplets from
the vapor phase. The electron powder diffraction patterns of a selected area of these
particles showed that the cores contain unlayered graphene sheets, with 40 A coherence
widths. The lattice imaging confirmed and suggested that these sheets are a part of faceted
pentacones [3-5].

The Figure 1.11 below is the composite illustration of the research work done in

UMSL about presolar onions.

Figure 1.11. Road map of red giant stars to unlayered graphene in the lab; Source: UMSL
wiki-Reference:3-5.

Figure 1.11b. shows the sliced core-rim presolar graphite onion extracted from

Murchison meteorite and 1.11c. is the high-resolution TEM image of intersecting line

segments of edge-on graphene sheets. These line segments are around 2-5 nm long. The
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intersection angle between 39' - 65 degrees. As seen in Figure 1.11le, the electron
diffraction pattern shows only hkO spacings and also a very strange absence of graphite
layering lines (absence of 002 layering). It also indicates a comparison between graphite
and unlayered graphene patterns. The graphite layering within the wall of graphite onions
shown in Figure 1.11d. and Figure 1.11f. represents the effect on the flatness of the
graphene sheet in the presence of pentacones.

Figure 1.12 provides an example configuration of faceted pentacones from the side
created by Jmol software. Previous laboratory studies reported these types of core-rim and
core-only particles synthesized in an *“evaporating carbon oven” with much smaller

graphene-sheet coherence widths around 1 nm [3-5].

Figure 1.12. An example configuration of faceted pentacones; Source: P. Fraundorf -
UMSL wiki.
1.2.2. Density Estimation of Unlayered Graphene. Figure 1.13 below shows the
relationship between the mass density of the elemental carbon phases versus nearest
neighbor distance. The density range for liquid carbon lies between 1.2 g/cc - 1.8 g/cc as

shown in figure.
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Carbon atom density vs. spacings for
kissing-number 12 (ccp, hep, ico) & 4 (diamond) phases

interatom spacing in Angstroms

Figure 1.13. Density vs. inter-atom spacing for elemental carbon phases; (i). orange
dashed: tetrahedral diamond fcc arrangement, (ii). dark blue: coordination 12 cubic close
pack of fcc-carbon and icosahedral symmetry of clusters in liquid carbon, (iii). liquid
carbon. Source: P. Fruandorf, UMSL wiki

Experimental studies report the density estimation is around 1.8 g/cc end for

unlayered graphene found in the core of presolar core-rim graphite onion [2, 12, 28].

1.3. OUTLINE OF THE DISSERTATION

The research work introduces a study of nucleation of carbon material in different
stages using density functional theory. The DFT calculations are performed using a
simulation tool called Vienna ab initio simulation package (VASP). Section 2 summarizes
the theoretical background of density functional theory that categorizes into three sections
such as 2.1. Introduction, 2.2. Vienna ab initio simulation package and 2.3. VASP
simulation methods. The discussion of 2.1, 2.2 make a detailed theoretical background of

DFT and VASP while Section 2.3 is the methods of calculations.
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Section 3 is known as the exploration of VASP computations. This is often more
like representing the various calculations we performed using different methods of VASP.
There will be separate sections for nine calculations and discuss its results and therefore
the accuracy of using such methods in VASP.

The main two sections in this research work are Section 4 and Section 5. Section 4
discusses the study about the nucleation of carbon loops and graphene sheets from a carbon
liquid, at low pressure employing a method named as “VASP-direct relaxation”. VASP-
direct relaxation method is a calculation technique that relaxes the position of liquid-like
carbon atoms in a fixed cubical volume with periodic boundary conditions (supercell).
More details are going to be discussed about this calculation method in Section 3. Also, it
will be the place to debate the results and therefore the consistency with the previous
research reports like inter-atom distances characteristic of covalent interactions, ring size
variation, coordination number statistics etc.

Section 5 presents a comparison study of two computational techniques, VASP-
direct relaxation vs. ‘“VASP re-relaxation’ method. Here, ‘“VASP re-relaxation’ is named
because VASP relaxes a structure that is already relaxed by another semi empirical
computational model. Since it is more sort of a re-relaxation of the system, it is named as
VASP re-relaxation technique. Same as in Section 4, during this section it will be discussed
about the differences of the results. Specially based on the energy values obtained to test
which method can be used to get a better local minimum of energy. Finally, the last section
is designated to talk about the conclusions and possible further work based on this

dissertation’s research.
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2. DENSITY FUNCTIONAL THEORY (DFT)

2.1. BACKGROUND OF DFT

This section introduces the computational simulation methods used in this research
work, and it talks about the importance of such computational modeling for exploring
systems that requires extreme experimental conditions. In particular the experimental
investigations of the liquid phase of carbon at low pressures are difficult because of its
metastability even at temperatures in the 3000K range. Hence, most research studies follow
theoretical methods or computational simulations, rather than experimental methods.

Quantum mechanical wave functions provide our best descriptions to date of
atomistic behavior. Density Functional Theory (DFT) uses electron wavefunctions to find
an approximation of system energy using the many-body Schrodinger equation. This has
proven useful for understanding the properties of a large molecular systems.

2.1.1. The Many-body Schriédinger Equation. In solid state physics and quantum
chemistry, one of the approaches to study about a given system is solving the time
independent, non-relativistic Schrodinger equation. The wavefunction (y)contains all the
information about the system and solving the Schrodinger equation is possible for a simple
2-D square potential, or even for the Hydrogen atom. But it is hard to solve the Schrodinger
equation for many-body systems that include N electrons and M nuclei where 1, | represents
the electrons and A, B run over the nuclei of the system. The Hamiltonian () for many-
body systems can be written as,

H = T (kinetic enery) + V(coulombic potential) (2.1)
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The first two terms are the kinetic energy of electrons and nuclei. Third term is the
electrostatic attraction energy among the electrons and the nuclei, fourth term is the
electron- electron potential energy and the last term is the repulsion between nuclei-nuclei.

For a many-body system with ‘N’ electrons and ‘M’ nuclei, it will be a very hard
task of solving the Schrodinger equation. So, some approximations need to be involved in
solving the many body Schrodinger equation which is described as DFT.

2.1.2. Static Nuclei Approximation (Born-Oppenheimer Approximations). In
Equation 2.2, the mass of nucleus can be considered as much greater than electrons. Based
on this fact, the nuclet move much slower compared to the electrons and the kinetic energy
is nearly zero. Therefore, the potential energy of nuclei-nuclei is just a constant and this
separation of electronic and nuclear motion is known as the Born-Oppenheimer

approximation [29]. The new (/) can be rewritten as,

B= L
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2.1.3. Hohenberg-Kohn Approximations. The Hohenberg-Kohn approximations

stated that the ground state energy of a system is a unique functional of the electron density
that can be obtained variationally [30, 31]. Also, using the electron density instead of

solving the many-body wave function directly results fast calculations. Thus, the many-

body Schrodinger equation can be simplified in to a one-electron Schrodinger equation.



20
The answer to the Schrodinger equation with H,.is the electronic wave function W,

and therefore the electronic energy Ejqc.

Herec Yeiee = EetecWetec (2~4)
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(2.5)

The electron density of a system can be written as shown in Equation 2.6 and this
manner it eliminates 3N variables and simplifies into three spatial variables (x, y, z).
n(r) = 1/)*(7‘1'7‘2'7‘3' ...... rN') Y (rl'rz'rg' ...... rN') (2.6)
As aresult, a single electron can be viewed as a point charge with respect to all the
other electrons. Essentially, the many electrons are converted to several single electron
systems [32]. Therefore, the wavefunction in a single electron is then shortened to,
IP(7”1,7”2,7”3, ------ TN,) = 1(r) * Yo (r2) * Y3 (1) e v Py (y) (2.7)
Now, the electron density defined as in Equation 2.8 and the total energy as in

Equations 2.9 and 2.10,

n(r) = 23 i () ¥i(r) (2.8)
E = E{n(r)} (2.9)
Eg{ng(m} < E{n(r)} (2.10)

The density (ny(r)) minimalizes the energy functional, and its minimum value is
the ground state energy (E,;). Two energy functional are contained in this equation: (i) a
known energy function (Ey,own) and (ii) an unknown energy function (E, ).

E(l/)i) = Eknown(l/)i) + Eexc(lpi) (2.11)

The energy in terms of density looks like,
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E(m) = Egnown(n) + Eexc(n) (2.12)
E{n} = To + Eexe(n) + Ege(n) + Eexc(n) (2.13)
T, = Kohn-Sham kinetic energy = X%, J 97 (r) [~ % v?| () d®r (2.14)
Eext(n) = [Vex (r)n(r) d3r (2.15)

Vere(r) is the fixed external potential acting on the interacting system.

2 !
E.e(n) = Coulomb energy = %fd3r [d3r' M)

r=r']
We can obtain Kohn—Sham equations by varying the total energy expression in

terms of orbitals y; and written as follows (in atomic units) [31].
1
[_EVZ + Vet () + Ve (1) + Ve (1) ] lpi(r) = E; lpi(r) (2.16)
1

This effective potential v, (), incorporates both external potentials and electrons

interactions that are represented by,

Verr(r) = Vexe(r) + € [ 200 dr' + Voro(r) (2.18)

8 . . . L
Voo () = f;‘;x—(cy is referred to as the exchange-correlation potential, which is

the only unknown term in the Kohn-Sham equation described below and can be
approximates using different approximating functions.

2.1.4. Exchange-correlation Approximation. The E,,. is known as the exchange-
correlation energy, which is equivalent to all many-particle interactions. Using the Local
Density Approximation (LDA) it is possible to approximate the E, .. As LDA assumes a
homogenous electron gas locally, thus E,,. is solely dependent on the density at the

coordinates at which the function is evaluated [31,33].
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LDA\ Eexc(ri) = fd 3rn(r) Eexc(n(r)) (2.19)
Eexc (ri(r)) is the exchange-correlation energy of a homogenous electron gas of
density (ri). Another form of approximation is known as the Generalized Gradient
Approximation (GGA). Consequently, this gradient corrections are more efficient in
systems whose electron density is low, for example ionic crystals and covalent crystals.
GGA: Eexc(ri)= f d3rn(r) Eexc[n(r),Vn(r)] (2.20)
The Figure 2.1 below shows the self-consistency loop that DFT uses in solving the

Kohn-Sham equations in a problem.

Figure 2.1. Self-consistency loop in DFT.

2.15. Periodic Boundary Conditions, Bloch’s Theorem and Plane Wave Basis
Set. Supercell is a method of analyzing crystal structures with periodic boundary
conditions, used in DFT. As surface atoms dominate bulk atoms in small clusters, the size

of a large atomic cluster must be estimated.
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Combining limited repeating primitive cells with periodic boundary conditions can
achieve this. In this way, the simulation cell is used to model the system’'s periodicity by
creating an artificial periodicity. When a crystal is at OK, ions arrange in a periodic pattern.
The external potential also acts in a periodic fashion on electrons. Therefore, the periodic

potential [u(r)] as shown in the Figure 2.2 and can be calculated using Bloch's theorem.

U(r) = U(r + R) (2.21)
The wave function of the infinite periodic solid can be expressed in terms of

reciprocal space vectors (k),

Tp(r + R) = exp( ikR) ip(r) (2.22)
It can be expressed as periodic function as follows,

u(r) = u(R + r) (2.23)

A(r) = exp( ikr) u(r) (2.24)
The Fourier expansion of this would result in a finite number of plane wave sets.

Therefore, the term u(r) becomes,

u(r) = Zgugexp(iGr) (2.25)
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The terms represent ug as Fourier coefficients and ‘G’ as the reciprocal lattice
vectors of the crystal. This summarizes the Equation 2.24 as,
Y(r) =Ycugexpi(G+k)r (2.26)

Now, it is possible to resolve the electronic wave function with k-point sampling
since it contains reciprocal vectors instead of an infinite number of electrons within the
first Brillouin zone. In reciprocal space, sampling k points corresponds to evaluating
integrals for all the possible k (the phase). An electronic wave function is represented by
each k point. Assuming a continuum plane wave basis set, the basis set calculation in real

space will be infinite. Thus, it can be expressed as a discrete plan wave basis set and add
o . 2 ) ) .
up the sum of all k-points in the first Brillouin zone. o~ |k + G|? is the discrete kinetic
e

energy associated with Fourier coefficients (ug). In a plane wave energy cutoff, the basis
will be set to a finite value, but this can sometimes lead to errors in the total energy. A
higher energy cutoff is needed to solve this issue or, to put it another way, increasing the
number of k points will result in a more accurate calculation.

2.1.6. Projector Augmented-Wave Method (PAW Method). To reduce the
numerical effort, DFT-based computations use pseudopotentials to keep the core electron
frozen. Because the electron wave functions oscillate at an incredibly rapid rate since the
kinetic energy of electrons near the nucleus (core) is so great. Therefore, this complicates
the Schrodinger equation and using plane wave basis set for expanding the wave functions
would not be the best technique for getting accurate results using a large number of Fourier
components. Accordingly, in the pseudopotential approach, the core electron is treated as
frozen and replaced by a smoother potential that can be represented using plane waves

instead of the strong nuclear potential.
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It is the valence electrons that have a greater impact on a physical system than the
core electrons. Using this method, we can approximate this without compromising
accuracy. In this way, reducing Fourier components leads to a faster calculation.

PAW method was developed by Blochl in 1994 and transforms the true (real) wave
function (1) into imaginary wave functions (@) near a nucleus to solve oscillation wave
function problem. It combines all imaginary wave function components into a basis set to
determine the properties that correspond to these imaginary wave functions [34]. The
transformation can be written as follows,

Y >=T|p > (2.27)
T=1+ Y5z (2.28)

Sr refers to the local transformation operator in atomic region R. For isolated
atoms, Sp can be defined in terms of solutions (¢;) to the Schrédinger equation. And it is
possible to transform this partial wave functions (¢;) into an imaginary wave function (¢).
Therefore, around each atom, the real wave function,

Y >=2icil¢p;>; i€R (2.29)

During the calculations, the core electron is taken into account separately since they
are frozen. These partial wave functions contain only valence states which are orthogonal
to core wave functions, and which serve as a basis set near the nucleus. In the new
framework, partial wave functions can be derived by linearizing pseudo partial wave

functions ¢, .
i >=(1+Sg) |, > (2.30)

|p; > — |$L >= Sp |$L> (2.31)
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Based on the mathematical steps presented in references [34, 35], we can formulate

the transformation operator as in equation 2.32 where < p;| is called the projection
functions.

T =1+ (¢ > —|$. >) < pil (2.32)

Pseudo partial wave functions (¢,) can be expanded locally from any imaginary

wave function. As a result, the real wave function can be written as in equation 2.33 when

<pilp, > = & jand c;= < pilgp >

W>= o>+ Zilg: > -1 >) <pilp> (233)

With this information, we can calculate electron density, expectation values, and
total energy function (E[i,]). Additionally, we can solve for the electronic ground state
by minimizing the total energy functional [34,35].

Our computations based on the PAW-GGA pseudopotentials provided by DFT
based VASP model [34]. Pseudopotentials derived from PAW-GGA are considered to be
much more accurate than ultra-soft pseudopotentials [36,37]. Because radial cutoffs used
in this case are smaller, so the energy cutoffs and basis sets are bigger. Furthermore, PAW

creates wave functions that are exact for all nodes in the core area.

2.2. VIENNA AB INITIO SIMULATION PACKAGE (VASP)

The VASP model is an example of a computational quantum mechanical model
developed by a group of scientists at the University of Vienna to solve the quantum
problem for materials by utilizing DFT [38]. In the following chapters, we will present
calculations that were performed using the VASP model. The objective of this section is to

explore the VASP calculation methods that we used in order to conduct the simulation.
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During VASP simulations, the input and output files contain information about how
the computations are performed. The VASP input parameters describe how simulations are
performed using the algorithms and these tags are populated in the files used in VASP. The
four main input files required by VASP while performing a calculation are listed below.
2.2.1. POSCAR Input File. All atomic positions and lattice parameters as well as
the scaling factor are included here. Three lattice parameters define the volume of the unit
cell, while direct or cartesian coordinates can be used to specify atomic positions.
Furthermore, the universal scaling factor specifies the scaling of three lattice vectors and
atomic coordinates. Figure 2.3 illustrates what a POSCAR file will look like if its atomic

coordinates are displayed in cartesian coordinates.

Figure 2.3. POSCAR file example.

2.2.2. INCAR Input File. File that contains the main inputs of the VASP
simulation. There are a number oftags (parameters) in this file that determine what type of

simulation should be performed and how it should be performed.
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Default values are set for most of these tags in VASP, and these are well suited for
most computations. Tags such as IBRION, ISIF, ISMEAR etc. determine what and how
computational steps should be executed.

In the IBRION tag, the relaxation algorithm specifies how the ions should move. In
this computation, we used the IBRION = 2 tag, which refers to the conjugate gradient
algorithm. The algorithm relaxes the ions into a ground state that requires line
minimization. By varying the ions positions and cell shape in the direction of steepest
descent, the energy and forces are calculated from the initial structure marked in POSCAR
as the first step. A minimum total energy is then predicted in the second step due to the
change in the total energy and the forces. The third step recalculates the forces and energy
and is a corrector step. Once the line minimization is sufficiently accurate, move on to the
next step. A correction step will be carried out if it does not improve.

An ISIF tag specifies which properties in an ionic system can be changed at
initialization. Additionally, it determines whether or not the stress tensor is computed. In
this study, most of the simulations were performed by using constant volume or setting up
the ISIF tag to ISIF-2 or ISIF-4 according to the calculation requirements. This tag also
specifies degrees of freedom that are changeable, such as position, volume, and shape of
cells. It is possible to change the ionic position of ISIF-2 tags, but cell shape and volume
remain constant. It is possible for both position and cell sha