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The problem of time in quantum gravity calls for a relational solution. Using quantum reduction maps,
we establish a previously unknown equivalence between three approaches to relational quantum dynamics:
(1) relational observables in the clock-neutral picture of Dirac quantization, (2) Page and Wootters’ (PW)
Schrödinger picture formalism, and (3) the relational Heisenberg picture obtained via symmetry reduction.
Constituting three faces of the same dynamics, we call this equivalence the trinity. In the process, we
develop a quantization procedure for relational Dirac observables using covariant positive operator-valued
measures which encompass nonideal clocks and resolve the nonmonotonicity issue of realistic quantum
clocks reported by Unruh and Wald. The quantum reduction maps reveal this procedure as the quantum
analog of gauge-invariantly extending gauge-fixed quantities. We establish algebraic properties of these
relational observables. We extend a recent “clock-neutral” approach to changing temporal reference frames,
transforming relational observables and states, and demonstrate a clock dependent temporal nonlocality
effect. We show that Kuchař’s criticism, alleging that the conditional probabilities of the PW formalism
violate the constraint, is incorrect. They are a quantum analog of a gauge-fixed description of a gauge-
invariant quantity and equivalent to the manifestly gauge-invariant evaluation of relational observables in
the physical inner product. The trinity furthermore resolves a previously reported normalization ambiguity
and clarifies the role of entanglement in the PW formalism. The trinity finally permits us to resolve
Kuchař’s criticism that the PW formalism yields wrong propagators by showing how conditional
probabilities of relational observables give the correct transition probabilities. Unlike previous proposals,
our resolution does not invoke approximations, ideal clocks or ancilla systems, is manifestly gauge
invariant, and easily extends to an arbitrary number of conditionings.
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I. INTRODUCTION

Background independence is the lesson of general
relativity: a physical theory should not depend on external
structures. In prerelativistic physics, space and time are
external entities with respect to which the dynamics of
matter unfolds. In contrast, general relativity unites space
and time into a single object, spacetime, which is dynami-
cal and interacts with matter as described by Einstein’s
field equations.
However, standard quantization techniques often rely

on background structures, such as imposing the canonical
commutation relations on constant-time hypersurfaces.
These techniques cannot be applied unaltered in a quantum
theory of gravity where the aim is to quantize spacetime
itself, rather than to quantize matter in spacetime.

New tools that allow for a background independent
quantization scheme are thus required [1–3].
Often the external structures in a theory appear as

reference frames with respect to which matter and motion
is described. Recognizing that any employed reference
frame is itself a physical system, it too must be subject to
dynamics and interact with the degrees of freedom it wishes
to describe. In particular, the famous “rods and clocks” that
formed Einstein’s conception of a reference frame must be
quantized. This insight has long been recognized in the
quantum gravity community [1–34], by those interested in
foundational issues aimed at removing the background
structure inherent in standard quantum theory [35–55], and
more recently applied in the context of quantum informa-
tion science [37,56–61].
Background independence leads to a dynamical conun-

drum in the context of canonical quantum gravity: the
Hamiltonian of a generally covariant theory, such as
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general relativity, is constrained to vanish in the absence of
boundaries [1,3,62]. As a consequence, in the quantum
theory it appears as if one obtains a “frozen formalism” and
physical states (of the spatial geometry and matter) do not
evolve in time. This is known as the problem of time in
quantum gravity [10,11,63]. However, upon closer inspec-
tion, it is clear that the quantum theory is not “timeless” as
often stated. The problem of time is rather a manifestation
of background independence and means that physical states
do not evolve relative to an external background time.
Instead, one must extract a time evolution in a relational
manner, i.e., pick some quantized degrees of freedom to
serve as an internal time—a temporal quantum reference
frame—relative to which the remaining quantum degrees
of freedom evolve [1,1–21,21–34,44–47,49–52]. In this
regard, given the a priori many possible choices of internal
time, we shall extend arguments that it is more appropriate
to consider the ensuing quantum theory as being “clock
neutral” [25,26] rather than timeless; it is a description of
physics prior to having chosen a temporal reference frame
relative to which the other degrees of freedom evolve.
We will refer to such temporal reference frames loosely

as “clocks.” We emphasize that, depending on the concrete
model at hand, they may represent clocks in an operational
laboratory situation or describe global degrees of freedom,
such as the dynamical “size” of the Universe in a cosmo-
logical setting, which can serve as a cosmic time standard.
We focus on three of the main approaches to solving the

problem of time through a relational notion of quantum
dynamics. The first approach (Dynamics I), is formulated
in terms of gauge invariant relational Dirac observables that
correspond to the simultaneous reading of a clock and
observable of interest [1–30] within the a priori clock-
neutral picture of Dirac quantization (“first quantize, then
constrain”). A second approach (Dynamics II), put forward
by Page and Wootters [44,45] and further developed
in [46,47,49–51,64–71], describes relational quantum
dynamics in terms of quantum correlations between a
clock and system and yields a relational Schrödinger
picture. Finally, a third approach known as quantum
symmetry reduction (Dynamics III), draws its inspiration
from, and in some cases is equivalent to, reduced phase
space quantization, which singles out a time observable at
the classical level that is then used to construct a quantum
theory [2,10,11,25,26,72] (see [31–34] for a discussion
in loop quantum gravity/cosmology). This yields a rela-
tional Heisenberg picture. Each of these approaches is a
manifestation of the relational paradigm in physics:
localization in both space and time is only meaningful
in relation to other physical systems, and not relative to
absolute or external structures.
Due to their different motivations and dissimilar ways in

which dynamics arises in each, these three proposals for a
relational quantum dynamics were long thought to be
distinct [10,11]. A main contribution of this article is to

show that under certain conditions, amounting to the
requirement that a physical clock be “well behaved” and
does not couple to the evolving degrees of freedom, these
three proposals are actually a manifestation of the same
relational quantum theory, as summarized in Fig. 1. We
thus refer to these relational quantum theories as the trinity
of relational quantum dynamics, or simply the trinity. This
equivalence enables us to prove a number of further results
in the context of relational dynamics and resolve past issues
reported in the literature.
We list here the further contributions of this article:
(i) Using the most general notion of a quantum observ-

able defined as a positive operator-valued measure
(POVM) [73–75], we construct a novel quantization
of classical (kinematical) time observables associ-
ated with a clock using only the quantization of the
clock Hamiltonian ĤC. This extends the discussion
of clock POVMs in the context of relational dy-
namics in [50,51,76]. This procedure does not rely
on a self-adjoint time operator that is canonically
conjugate to ĤC, which in general situations of
physical interest does not exist. This elegantly
sidesteps pathologies of some classical time func-
tions. Furthermore, by appealing to the more general
notion of an observable as characterized by a
POVM, this allows for a resolution of the apparent
nonmonotonicity of realistic quantum clocks, as
used by Unruh and Wald [77] to argue against the
viability of a relational approach to the problem of
time. Indeed, our POVM-based time observable will
be monotonic for bounded Hamiltonians and admits
a consistent probability interpretation.

(ii) Employing such clock POVMs, we construct a
systematic quantization procedure for relational

FIG. 1. The trinity of relational quantum dynamics posits that
the dynamics described by relational Dirac observables in the
clock-neutral picture of Dirac quantization, the relational
Schrödinger picture of the Page-Wootters formalism, and the
relational Heisenberg picture obtained upon a quantum symmetry
reduction of the clock-neutral theory are three manifestations of
the same relational quantum theory.
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Dirac observables. This amounts to aG-twirl, i.e., an
averaging over the group generated by the con-
straint, of the (kinematical) observable of interest
and a projection onto a chosen reading of the
quantum clock. This extends the use of G-twirling
techniques, often used in the literature on spatial
quantum reference frames without constraints, e.g.,
see [37,61,78], to the context of Hamiltonian con-
straints and temporal quantum reference frames. We
prove various algebraic properties of the thus con-
structed relational quantum observables.

(iii) The quantum reductions which map the clock-
neutral Dirac quantized theory into either the rela-
tional Schrödinger picture of the Page-Wootters
formalism or the relational Heisenberg picture of
the symmetry reduced theory, reveal our procedure
of quantizing relational observables as the quantum
analog of so-called gauge-invariant extensions of
gauge-fixed quantities [14–17,79].

(iv) We place the Page-Wootters formalism on a more
rigorous foundation and bring it into conversation
with the modern techniques of quantum gravity. The
trinity implies that the dynamics arising in the Page-
Wootters formalism should be regarded as the
quantum analog of the dynamics defined on a
classical reduced phase space resulting from choos-
ing a specific gauge related to the choice of clock.

(v) We fully resolve Kuchař’s criticism that the condi-
tional probabilities of the Page-Wootters formalism
violate the constraints [10]. We show that they
coincide with expectation values of relational observ-
ables in the clock-neutral picture and thus can
be viewed as quantum analogs of gauge-fixed ex-
pressions of gauge-invariant quantities. This also
clarifies that the alleged normalization ambiguity
reported in [49] does not arise.

(vi) We generalize the clock-neutral approach to chang-
ing temporal quantum reference frames developed
in [25,26] to the case where clocks are described
using POVMs. This extends the perspective-neutral
approach to quantum reference frames [25,26,39,
40,80], which identifies the gauge-invariant quan-
tum theory obtained through Dirac quantization as a
description of the physics prior to having chosen a
quantum frame from which to describe the remain-
ing degrees of freedom. Here, the quantum reduction
maps of the trinity are associated with a choice of
clock, and assume the role of “quantum coordinate”
maps to the “perspective” of that clock. In analogy
to coordinate changes on a manifold, one can then
change clock perspective by concatenating reduction
maps associated to different clocks. This procedure
always passes through the clock-neutral picture, and
transforms both states and observables between
different clock perspectives.

(vii) Using this temporal frame change method, we
demonstrate a clock dependent temporal nonlocality
effect. When a clock is in a superposition reading
different times, the dynamics of a system of interest
with respect to that clock will be in a superposition
of time evolutions. This complements a similar
effect reported in [65], and is the temporal analog
of the quantum frame dependent spatial correlations
observed in [38,39]. Using this clock change
method, we also find a new “self-reference” phe-
nomenon of quantum clocks.

(viii) The trinity allows us to completely resolve Kuchař’s
criticism that the Page-Wootters formalism yields
the wrong propagators [10]. We introduce a new
two-time conditional probability using relational
observables at the level of the a priori clock-neutral
picture. Upon quantum reduction, this always yields
the correct transition probabilities in the relational
Schrödinger picture of the Page-Wotters formalism
as expected from standard quantum mechanics. In
contrast to previous proposals [21,49], our resolu-
tion does not rely on approximations, ideal clocks or
auxiliary ancilla systems, and automatically extends
to an arbitrary number of conditionings.

(ix) We clarify the role entanglement plays in giving
rise to relational dynamics in the Page-Wootters
formalism by emphasizing that this entanglement is
kinematical and demonstrating that the same dy-
namics can arise in the absence of this kinematical
entanglement.

We begin in Sec. II by reviewing the classical theory of
Hamiltonian constrained systems and relational observables,
and subsequently specializing to a direct sum of a phase
spaces describing a clock and a system whose dynamics the
clock will track. In Sec. III the quantization of kinematical
time observables as so-called covariant POVMs is described.
In Sec. IVA, we introduce Dynamics I defined in terms of
quantum relational Dirac observables and also discuss
reduced phase space quantization, which, while not com-
prising an element of the trinity, will be of conceptual
importance; we introduce in Sec. IV B the Page-Wotters
formalism as Dynamics II and in Sec. III a quantum
deparametrization procedure as Dynamics III, which result
in relational Schrödinger and Heisenberg pictures, respec-
tively. In Sec. V the equivalence of the relational dynamics
comprising the trinity is established. We then clarify the role
entanglement plays in the Page-Wootters formalism in
Sec. VI. Next, we construct temporal frame change maps
between clock perspectives and illustrate a novel time
nonlocality effect in Sec. VII. In Sec. VIII we discuss the
quantum analog of the gauge-invariant extension of gauge
fixed quantities, resolve Kuchař’s criticisms (pointing out
differences with past attempts at resolutions), and explain
why there is no normalization ambiguity in the Page-
Wootters formalism. We conclude in Sec. IX.
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Classical phase space functions and their quantum
operator equivalent will be distinguished with hats, and
throughout we work in units such that ℏ ¼ 1.

II. PHASE SPACE STRUCTURE AND
RELATIONAL DIRAC OBSERVABLES

A. Classical relational dynamics

The diffeomorphism invariance of general relativity
leads to a so-called Hamiltonian constraint, i.e., a
Hamiltonian that is constrained to vanish (in the absence
of boundaries) [1,3,62]. The Hamiltonian of general rela-
tivity thereby not only generates the dynamics, but also
temporal diffeomorphisms, which are gauge transforma-
tions. However, a gauge-invariant form of dynamics can be
encoded in so-called relational observables [1,6–9,14–18].
We review here the concept of relational observables
for finite-dimensional models subject to a Hamiltonian
constraint.
Consider a system on an N-dimensional configuration

space described by the action S ¼ R
M¼R dsLðqa; _qaÞ,

where _qa denotes differentiation with respect to s and
a ¼ 0; 1;…; N. Suppose the action is reparametrization
invariant (i.e., invariant under one-dimensional diffeomor-
phisms), meaning the Lagrangian transforms as a scalar
density Lðqa; _qaÞ ↦ Lðqa; dqa=ds̃Þds̃=ds under a repar-
ametrization s ↦ s̃ðsÞ. It follows that the Legendre trans-
formation will then produce a Hamiltonian H ¼ NðsÞCH,
where NðsÞ is an arbitrary (lapse) function and CH is a
so-called Hamiltonian constraint

CH ¼
XN
a¼1

pa _qa − Lðqa; _qaÞ ≈ 0;

which has to vanish due to the reparametrization
invariance of Lðqa; _qaÞ. This condition defines a
(2N − 1)-dimensional submanifold C ⊂ Pkin, referred to
as the constraint hypersurface, in the 2N-dimensional
kinematical phase space Pkin, which is parametrized by
the canonical coordinates qa and pa satisfying fqa; pbg ¼
δab. The image of the Legendre transformation is thus a
lower-dimensional subset of Pkin. In this context, ≈ denotes
a weak equality meaning that the equality only holds on C
[79,81]. Such a setting is schematically depicted in Fig. 2.1

Setting henceforth NðsÞ ¼ 1, the Hamiltonian H coin-
cides with the constraint function CH and generates
dynamical equations on the kinematical phase space

df
ds

≔ ff; CHg;

where f∶ Pkin → R is an arbitrary phase space function.
This defines a dynamical flow on the phase space Pkin,
αsCH

∶ R → Pkin, with flow parameter s that transforms any
function f as

f ↦ αsCH
· f ≔

X∞
n¼0

sn

n!
ff; CHgn; ð1Þ

where ff; CHgnþ1 ≔ fff; CHgn; CHg is the iterated
Poisson bracket with the convention ff; CHg0 ≔ f.2 The
dynamical orbits, corresponding to solutions to the equa-
tions of motion, must lie on the constraint surface C. Being
the only constraint, CH is first class and its action on C
corresponds to (active) temporal diffeomorphisms on the
manifold M ¼ R underlying the action S, which are
equivalent to reparametrizations (passive diffeomorphisms)
s ↦ s̃ðsÞ. Since the action S is invariant under reparamet-
rizations, the evolution with respect to the flow parameter s
is not physical; it is a gauge transformation on C. This
mimics the situation in general relativity. Indeed, general
relativistic cosmological models satisfy all the structure
introduced here [82].

FIG. 2. Depicted is the unconstrained phase space Pkin (rec-
tangular prism), the constraint surface C (green surface), gauge
orbits/dynamical trajectories in C generated by CH (black curves
on C), the gauge-fixing surface T ¼ τ (red plane), and the reduced
phase space Pred

S (thick black line, see Sec. IV B). The relational
Dirac observable Ff;TðτÞ is a gauge-invariant function on C
corresponding to the question “what is the value of the function f
when the clock T reads τ?” Hence, it corresponds to the value of
the function f on the intersection of the gauge-fixing surface
T ¼ τ with C. Letting the parameter τ run unfolds the relational
dynamics and thus corresponds to “scanning” C with the family
of gauge-fixing surfaces T ¼ τ.

1The familiar Hamiltonian mechanics of a system without
constraints can be recovered from the special case CH ¼ p0þ
HSðqi; piÞ, where HSðqi; piÞ is the Hamiltonian for a system
described by the coordinates qi, pi with i ¼ 1;…; N − 1 [79].

2More precisely, this is a pull-back. Let x denote a point in
Pkin. Then αsCH

·fðxÞ≔fðαsCH
ðxÞÞ¼P∞

n¼0
sn
n!
dnfðxÞ
dsn ¼P∞

n¼0
sn
n!ff;

CHgnðxÞ. For notational simplicity, we henceforth drop reference
to the points x ∈ Pkin, which are specified by the coordinates
ðqa; paÞNa¼1.
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Physical observables are represented by functions F
on the constraint surface C that are invariant under the
flow generated by the constraint CH and known as Dirac
observables. This requirement amounts to the condition

fF;CHg ≈ 0: ð2Þ

Using so-called relational Dirac observables (also
known as evolving constants of motion) [1,3,6–9,14–18],
it is possible to establish a gauge-invariant dynamics.
Relational Dirac observables encode how one observable
evolves relative to another along the flow generated by CH.
That is, they are Dirac observables Ff;TðτÞ (in this case also
known as complete observables) corresponding to the value
a phase space function f (a partial observable) takes on C
when the phase space function T (another partial observ-
able) takes the value τ. Hence, the partial observable T
assumes the role of a dynamical reference degree of
freedom, which we can choose to parametrize the flow
αCH

instead of the original nondynamical parameter s. Such
a choice of T is therefore often called an internal time or
clock function in the gravity literature. This suggests that
we construct Ff;TðτÞ by solving αsCH

· T ¼ τ for s, using the
expansion in Eq. (1) and denoting the solution as sTðτÞ, and
then evaluating the flow of f at s ¼ sTðτÞ, which yields

Ff;TðτÞ ≔ αsCH
· fjs¼sTðτÞ

≈
X∞
n¼0

ðτ − TÞn
n!

�
f;

CH

fT; CHg
�

n
: ð3Þ

The expansion in the second equality was first derived (as a
special case of a general framework) in [14–17]. As shown
in these works, it is a simple exercise to demonstrate that
the functions Ff;TðτÞ satisfy Eq. (2) and are thus Dirac
observables. Notice that Ff;TðτÞ is only defined where
fT; CHg ≠ 0, i.e., where T defines a good parametrization
of the flow αCH

.
For later purposes, we note that this construction of

Ff;TðτÞ constitutes a so-called gauge-invariant extension of
a gauge-fixed quantity [14–17,79]. Since CH generates not
only the dynamics, but also gauge transformations, every
dynamical trajectory in C is also a gauge orbit. In any region
of C where fT; CHg ≠ 0, T defines a good clock and the
gauge-fixing condition T ¼ τ singles out a point on each
gauge orbit in this region (which later will be all of C).
Ff;TðτÞ is a gauge-invariant quantity defined in this entire
region of C and it encodes a gauge-fixed quantity, namely
the value of f at the point on the gauge orbit fixed by the
condition that T ¼ τ. This construction is schematically
represented in Fig. 2.
Notice that τ is now an evolution parameter and so

Ff;TðτÞ in Eq. (3) really is a one-parameter family of Dirac
observables. Letting τ run over its set of permissible values
then describes the relational evolution of f relative to the

clock T. We stress that this construction holds for an
arbitrary phase space function f.
While relational Dirac observables can in principle be

quantized once their classical form is known, the quantum
analog of this systematic construction procedure, to gauge-
invariantly extend gauge-fixed quantities, has thus far not
been established in the literature. The reason is that Dirac
quantization immediately yields a gauge-invariant Hilbert
space (cf. Sec. IVA), so that a gauge fixing as above is not
feasible in the quantum theory and one has to proceed
differently. One of our results below and in [83,84] is
to develop precisely the quantum analog of the gauge-
invariant extension of gauge-fixed quantities procedure for
a class of models.

B. Decomposition of the phase space
into a clock and system of interest

As just described, Hamiltonian constraints force us to
consider dynamical degrees of freedom as time variables.
While the above considerations hold true for general
systems with a single Hamiltonian constraint on finite
dimensional phase spaces, we shall henceforth work under
further restrictions, which will considerably simplify the
subsequent analysis. The reason is that these restrictions
will permit us to go beyond the formal level in the quantum
theory and to exhibit the links between three a priori
distinct approaches to quantum relational dynamics.
For the remainder of this article, we consider theories

which permit us to globally partition the degrees of freedom
into a clock C and a system S. More precisely, we shall
assume for simplicity that the kinematical phase space can
be globally decomposed into a product Pkin ≃ PC × PS,
where PC and PS denote the clock and system phase space,
respectively. While a general phase space may not globally
decompose in this form (e.g., if it is compact), locally
this can always be achieved. We shall also assume that
dimPC ¼ 2, while dimPS can be arbitrary but finite. The
reason is that a single Hamiltonian constraint requires only
a single clock function to parametrize its orbits.3 The clock
function T will be used as one coordinate on PC.
Based on this partition, we shall henceforth further

restrict to classical theories described by an autonomous
(i.e., independent of flow parameter s) Hamiltonian con-
straint of the form

3The assumption dimPC ¼ 2 is not in conflict with the clock
system possibly being a composite system of many degrees of
freedom. In that case, the clock function T may be a collective
degree of freedom that is chosen as a time standard, relative to
which all other degrees of freedom (including the remaining ones
in the clock system) evolve. That is, with a choice of time
standard one effectively decomposes the clock system phase
space into the time standard part, PC, and its other degrees of
freedom, which here we simply think of as being contained in the
system phase space PS.
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CH ¼ HC þHS ≈ 0; ð4Þ

where HC is a function on PC, which we refer to as the
clock Hamiltonian, and HS is a function on PS, which we
refer to as the system Hamiltonian. That is, we assume that
the clock and system do not interact.
This is an assumption usually made in the literature on

the Page-Wootters formalism [44,45], which is why we
shall likewise adopt this assumption in order to prove
equivalence with other approaches (see [50] in which this
assumption is relaxed in the context of the Page-Wootters
formalism). We emphasize that Eq. (4) is, of course, an
idealization. If the constraint modeled a laboratory situa-
tion, one might interpret this as a reasonable situation in
which the clock and system are so far apart that their
interaction may be neglected. However, in general rela-
tivity, Eq. (4) is a strong restriction. Being a field theory,
finite dimensional general relativistic systems correspond
to models with symmetry, such as homogenous cosmo-
logical models or certain black hole spacetimes. In this
case, the phase space variables correspond to global and
therefore not localized degrees of freedom, such as the scale
factor or certain anisotropy parameters. In this case, one
cannot conceive of an absence of interactions between
“clock” and “system” as corresponding to them being
far removed from one another. In fact, generic general
relativistic systems do not satisfy the idealization Eq. (4)
[3,10–12,19,29,63]. Nonetheless, important examples of
relativistic systems satisfying Eq. (4) exist, such as homog-
enous vacuum cosmologies [85] or homogeneous cosmol-
ogies with a massless scalar field [26,86–88], which are
often studied in quantum cosmology.
In Appendix A, we argue in more detail why the absence

of interactions between clock and system as in Eq. (4)
are, in fact, untenable in generic models, featuring a
nonintegrable dynamics. This is also to highlight that the
resolution of the “clock ambiguity problem” (related to the
“multiple choice problem” in quantum gravity [10,11])
proposed in [69] does not apply to generic models. Instead,
a quantum clock change method, such as the one intro-
duced in [25–29] and further developed in Sec. VII and in
[65,83], will become indispensable for addressing the clock
ambiguity problem.

III. COVARIANT TIME OBSERVABLES

In the spirit of Misner, Thorne, and Wheeler [89], who
remarked “Time is defined so that motion looks simple!”,
we will suppose that the partial time observable T is
covariant (simple) with respect to the group generated
by the Hamiltonian HC. This will amount to T essentially
being canonically conjugate to HC and thus being mono-
tonic along the orbits generated by the latter. Such time
observables are first described in the classical theory as
clock functions and then in the quantum theory as positive
operator-valued measures (POVMs). In all cases, they

capture what we intuitively have in mind when thinking
of a clock, and will be employed in the following sections
when discussing the trinity of relational quantum dynamics.
Henceforth, we will simply refer to T as a time observable.
However, we emphasize that T is a partial observable, not a
complete Dirac observable, since by construction T is not
gauge invariant.
This section will resolve an apparent monotonicity issue

of relational time observables reported in [77]. As is well
known, and originally observed by Pauli [90], there cannot
exist a self-adjoint time operator T̂ that is canonically
conjugate to a bounded, self-adjoint Hamiltonian ĤC. This
observation was refined somewhat by Unruh and Wald in
[77] who showed that for a bounded Hamiltonian ĤC there
cannot exist a self-adjoint time operator T̂ which satisfies
the following monotonicity (“Heraclitian”) property in
Schrödinger quantum mechanics:

(i) There exists an infinite sequence of states
jT0i; jT1i; jT2i;… with T0 < T1 < T2 < � � � such
that jTni is an eigenstate of the projection operator
onto the spectral interval centered around Tn.

(ii) For each n there existsm > n such that the transition
amplitude fmnðtÞ ¼ hTmj expð−itĤCÞjTni to go
from Tn to the larger Tm is nonvanishing for some
t > 0, so that the clock has a nonvanishing proba-
bility to run forward.

(iii) For each n and all t > 0, fmnðtÞ ¼ 0 for allm < n so
that the clock cannot run backward.

Unruh and Wald [77] then interpreted their result as
saying that

… any realistic clock [� � �] which can run forward in
time must have a nonvanishing probability to run
backward in time.

They therefore raised concern that other observables
would thereby appear to be multivalued at a given reading
of a realistic quantum clock and used this as an argument
against a relational approach to the problem of time
(including the Page-Wootters formalism) that is based on
using dynamical time observables.4

As we will now show, it is possible to sidestep the issue
raised by Unruh and Wald by relaxing the requirement that
observables in quantum theory have to be self-adjoint
operators. Instead we will adopt the notion of a generalized
observable defined by a POVM, which is standard in
quantum information [91] and quantum metrology [75].
In particular, this will permit us to define monotonic
(covariant) time observables with a well-defined proba-
bility interpretation even for bounded clock Hamiltonians.
However, the set of possible clock readings over which the

4For this reason, Unruh and Wald then proposed a quantization
of unimodular gravity in [77] as an alternative to canonical
quantum geometrodynamics.
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probability distribution is defined need not be perfectly
distinguishable. Nonetheless, this is common to many
quantum measurements and not a fundamental obstruction.
We consider this a resolution of the issue raised by

Unruh and Wald: by appealing to a more general notion of
an observable characterized by a POVM, the relational
approach to the problem of time is viable also in the
presence of realistic Hamiltonians (see also the follow-up
work [83,84]).

A. Classical time observables

An (autonomous) Hamiltonian system on a two-
dimensional phase space PC is completely integrable.
Assuming that the phase space flow generated by the clock
Hamiltonian HC is complete,5 it follows from Liouville’s
integrability theorem (e.g., see [92]) that we can always
find some clock function T̃ on PC, such that fT̃; HCg ¼
uðHCÞ is a constant of motion for some function u.
Accordingly, the clock T̃ changes at a constant rate along
the dynamical trajectories [or remains static for
uðHCÞ ¼ 0]. In this case, we can always choose another
clock function T ≔ T̃=uðHCÞ, which is canonically con-
jugate to the clock Hamiltonian fT;HCg ¼ 1 on PC. This
is what we mean classically by simplicity of the clock, i.e.,
its covariance with respect to HC. Since u may vanish for
some trajectories, such a choice T may not be globally valid
on PC (e.g., see [25,26,83]), although usually one can find
a T with such properties on the (owing to its integrability)
dense subset of PC where dHC ≠ 0.6 The choice of T is
clearly not unique since T þ hðHCÞ enjoys the same
properties for an arbitrary differentiable function h.
Using such a “simple” T and Eq. (4), the power series

expansion of relational Dirac observables in Eq. (3) sim-
plifies for a phase space function fS on PS:

FfS;TðτÞ ≈
X∞
n¼0

ðτ − TÞn
n!

ffS;HSgn: ð5Þ

For our discussion it will be relevant whether the clock
has nondegenerate or degenerate energy levels. Classically,
this means that constant energy surfaces are connected in
the former case and comprised of disconnected pieces in
the latter case, such that each connected piece contains a

single dynamical orbit. Liouville’s integrability theorem,
together with our assumption that the flow of HC is
complete, further implies that the connected components
of the constant energy surfaces of the clock Hamiltonian
HC on PC are diffeomorphic to either S1 or R [92].
Consequently, the clock function T, being conjugate to
HC, will be periodic in the former case and run monoton-
ically over an infinite range in the latter case. While for
periodic clocks T will only take values in a finite interval
½0; tmaxÞ, one still has to keep track of the clock’s “winding
numbers” in order to monitor the evolution of S’s degrees
of freedom, which may not be periodic resulting in Eq. (5)
being multivalued [84].7

Simple examples of nondegenerate clock Hamiltonians
with orbits diffeomorphic to R are HC ¼ cp, with a
dimensionful constant c, and HC ¼ p2=2mþ a1ea2q, with
positive dimensionful constants ai and q ∈ R. In the former
case, a covariant time observable is given by T ¼ q=c,

and in the latter, by T ¼ −
ffiffiffiffiffi
2m
p2

q
p

a2
ffiffiffiffiffi
HC

p coth−1ð
ffiffiffiffiffiffiffiffiffiffiffiffi
2m
p2 HC

q
Þ (for

p ≠ 0). Noncompact clocks of this kind will be considered
in Secs. IV and V. By contrast, an obvious example
of a clock with a nondegenerate Hamiltonian with orbits
diffeomorphic to S1 is the harmonic oscillator, HC ¼
p2=2mþmω2q2=2. In this case, the periodic clock func-
tion is simply the phase observable T ≔ ϕðq; pÞ ¼
1=ω arctanð −p

mωqÞ, which satisfies fT;HCg ¼ 1 (so-called
action-angle variables [93]). Such periodic clocks will be
discussed in the following subsection and explored in
greater depth in a follow-up article [84]. An example of
a degenerate clock Hamiltonian, HC ¼ p2=2m, with orbits
diffeomorphic toR, is studied in the context of the trinity in
a companion article [83].

B. Quantum time observables

In the quantum theory, by a simple time observable
we mean a POVM that is covariant with respect to the
group generated by the clock Hamiltonian ĤC [73,74,94].
We describe here such covariant POVMs and the relation
between their properties and the spectrum of ĤC. Covariant
clock POVMs were introduced into relational dynamics in
[50,51,76], and also recently considered in [95]. Here we
expound their properties.
Since ĤC is assumed to be a self-adjoint operator, by

Stone’s theorem [96] it generates a one-dimensional group
G whose unitary representation on the clock Hilbert space
HC is UCðtÞ ≔ e−iĤCt for all t ∈ G ⊆ R, where G denotes
the set of values necessary to parametrize G. The group G
can either be compact or noncompact. In the former case,

5By this we mean that the flow αsHC
on PC generated by HC

through the equations of motion exists for all s ∈ R.
6If one defers this discussion to the constraint surface C ⊂ Pkin,

rather than PC, we note that it is always possible to find conjugate
clock and constraint pairs locally on C. Indeed, rescaling the
constraint (rather than the clock function) yields a new constraint
C̃H ≔ CH=fT;CHg, which locally defines the same C and gauge
invariant dynamics on it wherever fT;CHg ≠ 0. It is easy to
convince oneself that fT; C̃Hg ≈ 1 [14–17]. However, CH being
of the form in Eq. (4), C̃H does not satisfy this condition, which is
why we do not consider this option further.

7Clocks in everyday life are also periodic, but through calendar
days we keep track of the clocks’ winding numbers to monitor a
monotonic passage of time.
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this implies that for some group element, parametrized
by tmax ∈ G,

UCðtmaxÞ ¼ eiφIC; φ ∈ ½0; 2πÞ: ð6Þ

The phase φ takes into account that the quantum state of a
system is a ray in Hilbert space. As such, Eq. (6) is the
condition that UCðtÞ yields a projective unitary represen-
tation of G, i.e., a representation up to phase.
Let BðGÞ denote the Borel σ-algebra of G, so that

ðG;BðGÞÞ is a measurable space, and let LBðHCÞ denote
the set of bounded operators on HC. A POVM
ET∶ BðGÞ → LBðHCÞ is defined through the following
three measure properties (e.g., see [74]):

(i) Positivity: ETðXÞ ≥ 0 for all X ∈ BðGÞ;
(ii) Normalization: ETðGÞ ¼ IC;
(iii) σ-additivity: ETð∪i XiÞ ¼

P
i ETðXiÞ for any se-

quence Xi of disjoint sets in BðGÞ.
A POVM ET is said to be covariant with respect to G if the
self-adjoint effect operators ETðXÞ satisfy the covariance
condition

ETðX þ tÞ ¼ UCðtÞETðXÞU†
CðtÞ; ð7Þ

for all X ∈ BðGÞ and t ∈ G. If a POVM ET is covariant
with respect to G, the group generated by ĤC, then we will
refer to ET as a time observable of the clock C.
We restrict our attention to time observables described by

effect densities proportional to one-dimensional “projec-
tion operators” onto what we will refer to as (possibly
unnormalizable) clock states jti,

ETðdtÞ ¼ μdtjtihtj; ð8Þ

where μ ∈ R is a constant. We will explain shortly how the
clock states are constructed using the eigenstates of ĤC.
The constant μ is fixed by the normalization condition

ETðGÞ ¼
Z
G
ETðdtÞ ¼ IC; ð9Þ

and dt denoting the G invariant Haar measure on G. The
motivation for the above assumption is that effect densities
not described by one-dimensional projectors have less
resolution [74,97]. Furthermore, the effect operator for
any X ∈ BðGÞ is now given by ETðXÞ ¼

R
X ETðdtÞ.

From Eq. (9) it follows that the clock states form a
resolution of the identity and thus a basis forHC. However,
the clock states need not be orthogonal, and if they are not,
then this basis is overcomplete. The covariance condition in
Eq. (7) then implies that the clock states transform under
the action of G as

jt0i ¼ UCðt0 − tÞjti: ð10Þ

The nth moment operator of the time observable ET is

T̂ðnÞ ≔ μ

Z
G
dttnjtihtj: ð11Þ

We define a time operator T̂ ≔ T̂ð1Þ as the first moment
operator of the time observable ET :

T̂ ¼ μ

Z
G
dttjtihtj: ð12Þ

This time operator T̂ is symmetric but not necessarily self-
adjoint [74], a property we shall revisit shortly. We empha-
size that the quantization of a classical clock function T
should not be associated with the time operator T̂. Instead,
the quantum analog of T is the covariant time observable ET ,
which is a POVM, and therefore fully characterized by all of
its moment operators T̂ðnÞ. Nonetheless, considering the time
operator T̂ allows us to compare the covariant time observ-
able with previous work.
The possible non-self-adjointness notwithstanding, the

moment operators T̂ðnÞ are viable quantum observables
with a consistent probability interpretation; however, meas-
urement outcomes t ∈ X may not be perfectly distinguish-
able because the clock states need not be orthogonal. This
resolves the issue raised by Unruh and Wald [77]: thanks to
the covariance property in Eqs. (7) and (10), we have a
viable monotonic time observable which we will now
describe in more detail.
In general, the spectrum of the clock Hamiltonian

σC ≔ SpecðĤCÞ ¼ σc ∪ σp is the union of its continuous
spectrum σc and point (discrete) spectrum σp. For sim-
plicity, we will only consider nondegenerate clock
Hamiltonians with spectra that are either entirely continu-
ous σC ¼ σc or entirely discrete σC ¼ σp in the following
two subsections. In [83], we describe the analogous
properties for an example of a degenerate, continuous
spectrum clock Hamiltonian.

1. Continuous spectrum clocks

For nondegenerate continuous spectrum clocks, σC ¼ σc,
the spectral decomposition of the clock Hamiltonian is

ĤC ¼
Z
σc

dεεjεihεj; ð13Þ

where jεi denotes an eigenstate of the clock Hamiltonian
with eigenvalue ε. The covariance condition in Eq. (10)
implies that the clock states take the form

jti ¼
Z
σc

dεeigðεÞe−iεtjεi; ð14Þ

where gðεÞ is an arbitrary real function encoding a freedom
in the choice of clock states. This freedom is the quantum
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incarnation of the classical freedom in defining a clock that is
canonically conjugate to HC (see Appendix B). The overlap
of two clock states is given by

htjt0i ¼
Z
σc

dεeiεðt−t0Þ ¼ χðt − t0Þ; ð15Þ

where we have defined the function

χðxÞ ≔

8>>><
>>>:

2πδðxÞ σc ¼ R;

eiεminx
h
πδðxÞ þ iP 1

x

i
σc ¼ ðεmin;∞Þ;

i e
iεminx−eiεmaxx

x σc ¼ ðεmin; εmaxÞ;
ð16Þ

and P denotes the Cauchy principal value. From Eq. (15) it
follows that the clock states have infinite norm and thus
are not elements of the clock Hilbert space,8 unless σc is
bounded above and below. Further, only for σc ¼ R are the
clock states orthogonal. In this case, the POVM corresponds
to a projective measurement, and Eq. (12) is then simply the
spectral decomposition of the time operator. Such clocks are
often considered in the literature and represent an idealiza-
tion in which the clock states are in principle perfectly
distinguishable. We henceforth refer to such clocks as ideal.
That the spectrum of the clock Hamiltonian is unbounded
below in this case is the content of Pauli’s famous remark on
the (apparent) impossibility of a physically meaningful time
operator [90]. On the other hand, when σc ⊊ R the clock
states are not orthogonal.
The group G generated by a clock Hamiltonian with

continuous spectrum is noncompact and G ¼ R. This is
because if G were compact, then from Eqs. (6) and (13), it
would follow that eiεtmax ¼ eiφ for all ε ∈ σc. However, this
condition cannot be satisfied since σc contains irrational
numbers. This is, of course, the quantum analog of the
classical discussion above: a classical Hamiltonian HC
generating a noncompact flow on a two-dimensional phase
space (usually) leads to a quantum Hamiltonian ĤC with
continuous spectrum. Having established that G ¼ R, and
given that the energy eigenstates form a resolution of the
identity, IC ¼ R

σc
dεjεihεj, and Eqs. (9) and (13), it follows

that the normalization constant appearing in Eq. (8) is fixed
to be μ ¼ 1

2π.
Using Eqs. (12) and (15), one can verify that the clock

states in Eq. (14) are eigenstates of the first moment T̂, i.e.,
T̂jti ¼ tjti, only in the special case of the ideal clock, where

SpecðĤCÞ ¼ R. In this special case, we also have that T̂ is
self-adjoint and that T̂n is equal to the nth moment operator
of the clock POVM T̂ðnÞ given in Eq. (11).
Differentiating UCðsÞT̂U†

CðsÞ ¼ T̂ − sIC [which follows
from Eq. (10), the invariance of the Haar measure, and
G ¼ R] with respect to s and setting s ¼ 0, one finds that
the time operator and clock Hamiltonian (formally) satisfy
the canonical commutation relation

½T̂; ĤC� ¼ iIC: ð17Þ

While this holds for any continuous (nondegenerate) ĤC,
we note that the time operator and clock Hamiltonian form
a Heisenberg pair (which requires both to be self-adjoint
[99]) only in the case of the ideal clock, in accordance with
Pauli’s remark noted above. This point has been discussed
in another context in [100].
Finally, using Eq. (14), one also finds that

jεi ¼ 1

2π

Z
R
dte−igðεÞeiεtjti; ð18Þ

which generalizes the Fourier transform to a canonical pair
with a not necessarily self-adjoint T̂ in Eq. (17).

2. Discrete spectrum clocks

The spectral decomposition of a clock Hamiltonian with
nondegenerate discrete spectrum, σC ¼ σp, is

ĤC ¼
X
εj∈σp

εjjεjihεjj;

where jεji denotes an eigenstate of the clock Hamiltonian
with eigenvalue εj. The covariance condition in Eq. (10)
implies that the clock states take the form

jti ¼
X
εj∈σp

eigðεjÞe−iεjtjεji; ð19Þ

where again gðεjÞ is an arbitrary real function encoding a
freedom in the choice of clock states. The overlap of two
clock states is

htjt0i ¼
X
εj∈σp

eiεjðt−t0Þ:

It follows that the clock states are orthogonal if e.g.,
σp ¼ Z [97].
As noted above, if the group G generated by the

clock Hamiltonian is noncompact, then G ¼ R. Inserting
Eq. (19) into the normalization condition, Eq. (9), one
finds that the result diverges in this case. We there-
fore cannot construct a covariant time observable in the
manner described above when SpecðĤCÞ ¼ σp and G is

8More precisely [98], one considers a rigged Hilbert space
defined by the triplet Φ ⊂ HC ⊂ Φ0, where Φ is a proper subset
dense in HC and Φ0 is the dual of Φ, defined through the inner
product on HC. In this case, Φ is the Schwarz space of smooth
rapidly decreasing functions onR andΦ0 is the space of tempered
distributions on R. The clock states are tempered distributions,
jti ∈ Φ0.
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noncompact. For G to be compact, so that
G ¼ ½0; tmaxÞ ⊂ R, it follows from Eq. (6) that

eiεjtmax ¼ eiφ; ∀ εj ∈ σp: ð20Þ

For Eq. (20) to be satisfied it must be the case that

∃ nj ∈ Z such that εjtmax ¼ 2πnj þ φ; ∀ εj ∈ σp;

which implies that the spectrum of ĤC reads

εj ¼
2πnj þ φ

tmax
; ∀ εj ∈ σp:

Hence, for G to be compact, the spectrum of ĤC must also
be rational (see [97] for a related discussion).9 This is again
the quantum analog of the classical discussion above: a
classical Hamiltonian generating a flow homeomorphic to
S1 in a two-dimensional phase space (usually) leads to a
quantum Hamiltonian with discrete, rational spectrum.
Note that the global phase φ is only unique up to multiples
of 2π.
Once more, the normalization condition in Eq. (8) fixes

the constant μ ¼ t−1max and Eq. (19) allows for the time
operator T̂ to be expressed as

T̂ ¼ tmax

2
IC þ i

X
εj;εk∈σp

j≠k

ei½gðεjÞ−gðεkÞ�

εj − εk
jεjihεkj: ð21Þ

The action of the time operator on a clock state is

T̂jti ¼ tmax

2
jti þ i

X
εj;εk∈σp

j≠k

eigðεjÞ

εj − εk
e−iεktjεji

from which it is seen the clock states are not eigenstates of
the time operator. Note that the time observable is a POVM
with measurement outcomes t ∈ G and the time operator T̂
is defined as its first moment. Thus one should not expect
the clock states to necessarily be eigenstates of T̂; see also
[74] for a related discussion.

Using Eq. (21), the commutator of the time operator and
clock Hamiltonian can be evaluated,10

½T̂; ĤC� ¼ iIC − i
X

εj;εk∈σp

ei½gðεjÞ−gðεkÞ�jεjihεkj

¼ iðIC − jtmaxihtmaxjÞ:

Thus T̂ and ĤC form a Heisenberg pair on the subspace

D ≔ fjψi ∈ HCjhtmaxjψi ¼ 0g ⊂ HC;

which is dense in the clock Hilbert space HC when its
dimensionality is infinite [99,104]. Despite this domain
restriction, the eigenstates of ĤC can be expressed via a
Fourier transform of the clock states

jεji ¼
1

tmax

Z
G
dte−igðεjÞeiεjtjti:

3. Examples of nondegenerate quantum clocks

To illustrate the quantum time observables discussed
above, we now consider some examples. For clocks
governed by a nondegenerate Hamiltonian with a continu-
ous spectrum, we construct the time operator T̂ via a wave
function representation. Denoting the set of energy eigen-
functions with respect to observable q̂ by fψεðqÞgε, one can
then use Eq. (14) to find the wave functions of the clock
states via the Fourier transform ϕtðqÞ ≔

R
σc
dεe−iεtψεðqÞ,

where for simplicity we have chosen gðεÞ ¼ 0. The time
operator is then given by T̂ ¼ R

dqdq0Tðq; q0Þjqihq0j,
with Tðq; q0Þ ≔ 1

2π

R
R dttϕtðqÞϕtðq0Þ.

We now give three examples of nondegenerate, continu-
ous-spectrum clocks. First, in analogy to the classical
examples discussed in Sec. III A, consider the clock
governed by ĤC ¼ cp̂ on HC ≃ L2ðRÞ, with ½q̂; p̂� ¼ i.
Such a clock Hamiltonian has a nondegenerate spectrum
SpecðĤCÞ ¼ R (i.e., an ideal clock). In this case, we
have ψεðqÞ ¼ 1ffiffiffiffi

2π
p ei

εq
c , so the clock states ϕtðqÞ ¼ffiffiffiffiffiffi

2π
p

δðt − q=cÞ are orthogonal, as anticipated, and
Tðq; q0Þ ¼ q

c δðq − q0Þ, i.e., T̂ ¼ q̂
c. Clearly T̂ is self-adjoint

in this case, being isomorphic to the position operator on
the real line, and ĤC is unbounded below [90]. As a second
example, we consider a Hamiltonian whose spectrum
is bounded below, namely ĤC ¼ p̂2=2mþ a1ea2q̂ on
HC ≃ L2ðRÞ, with a1; a2 > 0 and the boundary condition

9Generic Hamiltonians featuring an irrational spectrum, how-
ever, usually correspond either to complex many body systems or
to classically nonintegrable systems. As such, they typically do
not arise in the quantization of two-dimensional phase spaces,
like that of the clock. Nevertheless, it is interesting to note what
would happen for Hamiltonians with irrational spectrum. The
evolution of states on HC could be written as jψCðtÞi ¼P

k cke
−iεktjεki and since the ratios of eigenvalues εk are not

rational numbers, it is impossible to satisfy Eq. (20) for any finite
t ≠ 0. Hence, the clock has infinite range and the state will never
exactly return to its initial state jψCð0Þi. However, in aperiodic
intervals, the state may get arbitrarily close to jψCð0Þi in the sense
that their difference gets arbitrarily close to the zero vector. This is
the content of the quantum recurrence theorems [101–103].

10This result can also be derived by differentiating
UCðsÞT̂U†

CðsÞ ¼ T̂ − sIC þ R
s
0 dtjtihtj, which follows from the

invariance of the Haar measure, adjusting integration labels and
limits, and noting that UCðtmaxÞjtihtjU†

CðtmaxÞ ¼ jtihtj.
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that energy eigenstates vanish for q → ∞ where the

potential diverges. Defining νðεÞ ≔ 2
ffiffiffiffiffiffi
2mε

p
a2

, the
energy eigenfunctions are then given by ψεðqÞ ¼
KiνðεÞð2

ffiffiffiffiffiffiffiffi
2ma1

p
a2

ea2q=2Þ, where KνðzÞ are the modified
Bessel functions of the second kind, from which ϕtðqÞ
and then T̂ can be constructed as described above. Since
σc ¼ Rþ is not equal to R in this case, the clock wave
functions fϕtðqÞgt are not orthogonal. As a third example,
consider the Hamiltonian ĤC ¼ q̂

c, with the position oper-
ator acting on HC ≃ L2ð0; aÞ. This Hamiltonian therefore
has a doubly bounded spectrum σc ¼ ð0; a=cÞ. We have
energy eigenfunctions ψεðqÞ ¼ δðq − cεÞ, and (again,
nonorthogonal) clock states ϕtðqÞ ¼ e−i

q
ct, and hence

Tðq; q0Þ ¼ ic2δ0ðq − q0Þ. This example was considered in
[99], though with restrictions on the domain of what we
have called Tðq; q0Þ.
On the other hand, an obvious example of a rational,

nondegenerate clock spectrum is the harmonic oscillator.
In this case, the quantization of the phase observable
mentioned above serves as the (self-adjoint) clock operator
T̂ ¼ ϕ̂ [74,105]. The clock states given in Eq. (19) then fail
to be orthogonal. For completeness we have included here a
discussion of discrete spectrum clock Hamiltonians and
discuss such clocks in detail in the context of relational
quantum dynamics in [84], henceforth considering only
noncompact clocks.

IV. RELATIONAL QUANTUM DYNAMICS IN
DIRAC AND REDUCED QUANTIZATION

Prior to describing the trinity in Sec. V, we first introduce
the formulation of relational quantum dynamics in the
language of relational observables in Dirac quantization
(“first quantize, then constrain”). This formulation will
produce the clock-neutral element of the trinity. The word
relational is used because the formulation defines the
quantum dynamics of the system S with respect to the
dynamical clock C, which is described in terms of a
covariant time observable (POVM) as discussed in
Sec. III. For simplicity, we henceforth restrict our consid-
eration to clocks which possess a nondegenerate, continu-
ous spectrum Hamiltonian ĤC, and discuss the trinity for
degenerate clock Hamiltonians in a companion article [83],
and postpone the discussion of the trinity for discrete
spectrum Hamiltonians to [84].
We also introduce an alternative formulation of relational

quantum dynamics obtained through phase space reduction
and subsequent quantization (“first constrain, then quan-
tize”), although this will not a priori be an element of the
trinity. The other two formulations of relational quantum
dynamics which complete the trinity in Sec. V are obtained
through the quantum analog of phase space reduction. The
relation among these latter three formulations will be
studied in Sec. V.

A. Dynamics I: Relational Dirac observables

Dirac’s constraint quantization algorithm11 begins by
quantizing the kinematical phase space Pkin ≃ PC × PS, by
promoting suitable phase space coordinates to operators on
what is known as the kinematical Hilbert space Hkin. The
direct sum structure of the classical phase space suggests a
preferred partitioning of the kinematical Hilbert space
Hkin ≃HC ⊗ HS, whereHC andHS are the Hilbert spaces
describing the clock and system degrees of freedom, which
here are simply quantizations of PC and PS, respectively.
We assume that this quantization leads to a self-adjoint
and nondegenerate clock Hamiltonian ĤC acting on HC
with continuous spectrum. The clock variable is then
quantized via the covariant clock POVM ET , defined
through the clock states in Eq. (14), yielding a canonical
pair ½T̂; ĤC� ¼ i thanks to Eq. (17). Recall that T̂ need not
necessarily be self-adjoint. Similarly, we assume that a
suitable Poisson subalgebra AS of phase space observables
on PS are promoted to a quantum representation AQ

S on
HS,

12 from which the full set of self-adjoint system
observables on HS, assumed to include the quantum
Hamiltonian ĤS, can be constructed (usually involving a
choice of factor ordering). For our purposes, it will not be
necessary to specify the properties of AQ

S any further.
Under our assumptions, an arbitrary13 kinematical state

can expanded as

jψkini ¼
Z
σc

dε
XZ

E
ψkinðε; EÞjεiCjEiS; ð22Þ

where the sum-integral notation here and below accounts
for the discrete or continuous nature of the system
Hamiltonian’s spectrum.
The constraint in Eq. (4) is implemented by demanding

that physical states of the quantum theory are annihilated
by the associated constraint operator, assumed to be
self-adjoint on Hkin, resulting in a Wheeler-DeWitt type
equation

ĈHjψphysi ¼ ðĤC ⊗ IS þ IC ⊗ ĤSÞjψphysi ¼ 0; ð23Þ

where IC and IS denote the identity operators acting onHC
and HS, respectively.

11The precise technical formulation of the algorithm has
evolved over time [2,3,79,81,106,107]. Here, we implement
the algorithm using group averaging techniques [3,107].

12AQ
S is in general a small subset of the linear operators LðHSÞ

due to the Groenewold-van-Hove theorem which implies that
one cannot map the full Poisson algebra of classical phase
space functions homomorphically into a quantum commutator
algebra [108].

13If the spectrum of ĤS were degenerate, we would have to
introduce additional degeneracy labels, but this would not change
the subsequent discussion.
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Assuming this equation has a nontrivial solution, by
assumption zero will lie in the continuous spectrum of ĈH

since ĤC has a continuous spectrum.14 Accordingly,
solutions to Eq. (23) will be improper eigenstates of ĈH
and so not be normalizable inHkin. That is, jψphysi ∉ Hkin.
Using group averaging [3,107,109,110], we can project an
arbitrary kinematical state onto a physical state,

jψphysi ¼ δðĈHÞjψkini

¼ 1

2π

Z
R
dseisĈH jψkini

¼
XZ

E∈σSC
ψkinð−E; EÞj − EiCjEiS; ð24Þ

where

σSC ≔ SpecðĤSÞ ∩ Specð−ĤCÞ: ð25Þ

In order to normalize physical states, we define a new
inner product on the space of solutions to Eq. (23), using
the group averaging projector and the kinematical inner
product h·j·ikin on Hkin,

hψphysjϕphysiphys ≔ hψkinjδðĈHÞjϕkinikin
¼

XZ
E∈σSC

ψ�
kinð−E;EÞϕkinð−E; EÞ: ð26Þ

Here, jϕkini is any representative of the equivalence class of
states in Hkin, which project under Eq. (24) onto the same
physical state jϕphysi, and similarly for hψkinj. This defines
an inner product on the space of solutions to Eq. (23).
Modulo subtleties irrelevant for the present discussion, the
space of solutions can then be Cauchy completed to a
Hilbert space of physical states Hphys [3,107,109,110]. We
stress that Hphys⊄Hkin.
We can think of the physical Hilbert space Hphys as the

“quantum constraint surface.” Note, however, that physical
states are gauge invariant since UCSðsÞjψphysi ¼ jψphysi,
whereUCSðsÞ ≔ e−isĈH ¼ e−isĤC ⊗ e−isĤS . In other words,
physical states do not change under the evolution generated
by ĈH. This is in contrast with the classical case, where CH
generates a nontrivial flow on C. In the context of quantum
gravity, this leads to what is known as the problem of time
or the “frozen formalism” [10,11,63]. As such, physical
states are often considered as “timeless.” However, we
argue, in line with [25,26], that it is more appropriate to
regard physical states as clock neutral; they correspond to a
global description of physics, prior to choosing a temporal
reference system.

In Dirac quantization, one usually attempts to solve the
problem of time relationally by promoting a choice of
relational Dirac observables to operators acting on Hphys.
This involves a choice of clock, of which there are a priori
many among the kinematical operators on Hkin. The
physical Hilbert space encodes simultaneously a multitude
of these different choices and their associated relational
quantum dynamics because the choice of clock is made
after constructing Hphys [25,26] (“tempus post quantum”
[11]). Accordingly, we consider Dirac quantization as
producing an a priori clock-neutral picture.
Here we choose as a temporal reference system the clock

C associated with the Hilbert space HC, Hamiltonian ĤC,
and covariant time observable ET . Using the nth moment
operator of ET given in Eq. (11), about t ¼ τ, we define the
quantization of the (formal) power series in Eq. (5) of
relational Dirac observables as15

F̂fS;TðτÞ ≔
1

2π

Z
R
dtjtihtj ⊗

X∞
n¼0

in

n!
ðt − τÞn½f̂S; ĤS�n

¼ 1

2π

Z
R
dtjtihtj ⊗ eiðτ−tÞĤS f̂Se−iðτ−tÞĤS

¼ 1

2π

Z
R
dtjtþ τihtþ τj ⊗ e−itĤS f̂SeitĤS

¼ 1

2π

Z
R
dtUCSðtÞðjτihτj ⊗ f̂SÞU†

CSðtÞ

≕Gðjτihτj ⊗ f̂SÞ; ð27Þ

where ½f̂S; ĤS�n ≔ ½½f̂S; ĤS�n−1; ĤS� is the nth-order nested
commutator, with the convention ½f̂S; ĤS�0 ≔ f̂S, and
where f̂S is the quantization of the classical function fS.
The second equality is obtained from the Baker-Campbell-
Hausdorff formula, the third equality follows from chang-
ing integration variables t → tþ τ and noting that the Haar
measure dt is invariant under the action of G, and the last
equality makes use of the definition of UCSðtÞ. The fourth
line makes clear that this construction can be viewed as a
group averaging of the kinematical operator jτihτj ⊗ f̂S.
Such a group averaging is known as a G-twirl operation G
of jτihτj ⊗ f̂S over the noncompact one-parameter unitary
group generated by ĈH (see [37,61,78] for a discussion
of G-twirl operations in the context of spatial quantum
reference frames).

14Usually, this means that the flow generated by the classical
constraint CH is noncompact in Pkin.

15As usual, the Groenewold-van-Hove-theorem [108] implies
that only a strict subset of the Poisson-algebra of Dirac observ-
ables on C will be homomorphically mapped to a commutator
algebra of quantum Dirac observables under this quantization
prescription. We assume that a suitable choice of such a
subalgebra has been made. This is combined with the choice
of AS above, its quantum representation AQ

S and may involve a
choice of factor ordering in the quantization fS ↦ f̂S.
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An expression similar to the one in the second line of
Eq. (27) was also recently proposed in the context of
covariant clock POVMs as a “relative time observable” in
[95]. However, the interpretation in [95] is very different: a
constraint is not considered and the relative time observable
is therefore not recognized as a Dirac observable.16

Furthermore, while completing this work we noticed that
a similar expression to the fourth line in Eq. (27) was
recently carefully constructed as a quantization of relational
Dirac observables in [30]. The starting point of [30] is
different: it begins with integral techniques for relational
observables [13,19], rather than the power-series expan-
sions [14–17] used here, and it also does not employ
covariant clock POVMs. We will further discuss the
relation with our work in Sec. VIII A.
The following theorem shows that F̂fS;TðτÞ is (formally)

a family of Dirac observables and thus gauge invariant.
Theorem 1.—F̂fS;TðτÞ is a (strong) Dirac observable,

that is, F̂fS;TðτÞ commutes algebraically with the constraint
operator of ĈH

½ĈH; F̂fS;TðτÞ� ¼ 0: ð28Þ

Proof.—The proof is in Appendix C. ▪
While the operator families in Eq. (27) are thus strong

quantum Dirac observables, we will only be interested in
their weak action, i.e., their action on Hphys. To simplify
notation, we introduce the notion of a quantum weak
equality between operators in analogy to the classical
case, indicating their equality on the “quantum constraint
surface” Hphys:

Ô1 ≈ Ô2

⇔ Ô1jψphysi ¼ Ô2jψphysi; ∀ jψphysi ∈ Hphys: ð29Þ

Furthermore, let ΠσSC be the projector from HS to its
subspace spanned by all system energy eigenstates jEiS
with E ∈ σSC, with σSC given in Eq. (25), i.e., those
permitted upon solving the constraint. As such, we will
denote this system Hilbert subspaceHphys

S ≔ ΠσSCðHSÞ and
refer to it as the physical system Hilbert space. For later
purposes, let us denote by

f̂physS ≔ ΠσSC f̂SΠσSC ;

the projection of an arbitrary f̂S ∈ LðHSÞ to LðHphys
S Þ.

We are now in a position to see that the quantum
relational Dirac observables in Eq. (27) form weak equiv-
alence classes, as shown by the following result.
Lemma 1.—The quantum relational Dirac observables

F̂fS;TðτÞ and F̂fphysS ;TðτÞ are weakly equal, i.e., coincide

on Hphys. Hence, the relational Dirac observables
associated to system observables form equivalence
classes where F̂fS;TðτÞ and F̂gS;TðτÞ are equivalent if

ΠσSC f̂SΠσSC ¼ ΠσSC ĝSΠσSC .
Proof.—The proof is given in Appendix C. ▪
When ΠσSC is nontrivial, the set of relational Dirac

observables F̂fS;TðτÞ associated to system observables f̂S
evolving relative to ET is therefore “not as big” on the
physical Hilbert space as the set of system observables f̂S
on HS itself. The operators f̂physS thus label the weak
equivalence classes of relational Dirac observables with
respect to ET . This will become crucial when showing
equivalence with the other approaches to relational quan-
tum dynamics below. In particular, f̂physS will turn out to be
the system operators of the Page-Wootters formalism.
In [14] it was shown that classically the relational Dirac

observables in Eq. (3) define weakly an algebra homo-
morphism f ↦ Ff;TðτÞ with respect to addition, multipli-
cation, and the Poisson bracket. The following theorem
proves that the appropriate analog is also true in the
quantum theory: the equivalence classes of relational
Dirac observables inherit their algebraic properties on
the physical Hilbert space directly from the algebraic
properties of the operators f̂physS acting on Hphys

S .
Theorem 2.—The map

FTðτÞ∶ LðHphys
S Þ → LðHphysÞ
f̂physS ↦ F̂f̂physS ;TðτÞ

is weakly an algebra homomorphism with respect to
addition, multiplication and the commutator. That is, the
following holds:

F̂fphysS þgphysS ·hphysS ;TðτÞ ≈ F̂fphysS ;TðτÞ þ F̂gphysS ;TðτÞ · F̂hphysS ;TðτÞ;

and

½F̂fphysS ;TðτÞ; F̂gphysS ;TðτÞ� ≈ F̂½fphysS ;gphysS �;TðτÞ;

where ≈ is the quantum weak equality of Eq. (29).
Proof.—The proof is given in Appendix C. ▪
Usually, F̂fS;TðτÞ is required to be self-adjoint on

Hphys.
17 However, at this formal level, we shall not address16Instead, the authors of [95] propose to use it to describe how

a clock evolves relative to some other reference system. The
invariant relative time observable is then evaluated in noninvar-
iant states (kinematical states in the language of constraint
quantization), which we consider undesirable.

17Alternatively, in line with the spirit of this paper, one could
explore the generalization of observables on Hphys defined in
terms of POVMs rather that self-adjoint operators.
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this issue here, but only comment on it later in Sec. V. By
utilizing covariant POVMs, our procedure permits us to
extend the construction of quantum relational Dirac observ-
ables to covariant time observables ET not necessarily
described by a self-adjoint time operator. We shall discuss
this further in Sec. VIII.
As an aside, we note that only in the special case of an

ideal clock (SpecðĤCÞ ¼ R), in which case T̂jti ¼ tjti and
T̂ is self-adjoint, can we simplify Eq. (27) to

F̂fS;TðτÞ ¼ eiðτ−T̂Þ⊗ĤSIC ⊗ f̂Se−iðτ−T̂Þ⊗ĤS :

Relational Dirac observables in this form have previously
appeared in the context of homogeneous quantum cosmol-
ogy, e.g., see [85].
The relational quantum dynamics on Hphys then amount

to letting the parameter τ run, which corresponds to the
values that the time observable T̂ can take. In particular,
one can evaluate the relational Dirac observables on
physical states using the physical inner product,
hψphysjF̂fS;TðτÞjψphysiphys, as defined in Eq. (26). This
provides a sense of evolution, despite physical states not
evolving under the action of ĈH.

B. Reduced phase space quantization

We separate this discussion into two parts, the
first deals with classical phase space reduction and the
second with the quantization of the reduced phase space
(see also [72] for general comments on this topic in the
context of relational Dirac observables). The following
subsection is not strictly necessary for understanding
the trinity in Sec. Vand may be skipped on a first reading.
We include it here for completeness as this method is
an often employed formulation of relational dynamics.
We will later discuss the relation between reduced phase
space quantization and the trinity. It will also become
useful for understanding the quantum analog of “gauge-
invariant extensions of gauge-fixed quantities” in
Sec. VIII A.

1. Classical phase space reduction

The clock-neutral constraint surface C is not a phase
space, but rather a presymplectic manifold of dimension
dimPkin − 1. However, the description of the dynamics
relative to our choice of temporal reference system T will
lead to a phase space description. This is achieved through
a gauge fixing procedure. Since FfS;TðτÞ is constant along
the gauge orbits while nevertheless fully encoding the
dynamics through the parameter τ, we are free to gauge fix
to remove the now-redundant clock degrees of freedom
without losing information. (We do not want to evolve the
clock relative to itself [25,26].) Since fT; CHg ¼ 1, one can
choose for simplicity T ¼ 0. For unbounded clocks with

G ¼ R, to which we have restricted, this singles out exactly
one point on each gauge orbit for which T ¼ T̃=hðHCÞ is
well defined (cf. Sec. III A). In line with the integrability
property of the clock, we shall assume this to be the case on
a dense subset of orbits, so that T ¼ 0 constitutes a good
gauge fixing condition for almost all orbits. In the special
case that HC ¼ cp, setting T ¼ q=c to zero is in fact valid
for all orbits.
The reduced phase space is the space of gauge orbits, i.e.,

the quotient space C=∼, where ∼ identifies points on a
given orbit generated by CH. With our (possibly only
almost) globally valid gauge fixing condition at hand,
C ∩ ST¼0, where ST¼0 is the gauge fixing surface in Pkin
defined by T ¼ 0 (see Fig. 2), is equivalent to C=∼ (or a
dense subset thereof). The Dirac bracket [79,81], inducing
the Poisson structure on this gauge fixed reduced phase
space from that on Pkin, reads in this case

fF;GgD ≔ fF;Gg − fF;CHgfT;Gg þ fF; TgfCH;Gg;

for all F;G on C. All Dirac brackets involving the now
redundant clock variable T and the constraint CH vanish,
while ffS; gSgD ≡ ffS; gSg for fS, gS functions on PS. We
can thus simply drop the redundant and fixed clock
variables ðT ¼ 0; HC ¼ −HSÞ and are left with a gauge
fixed reduced phase space [79,81], henceforth denoted
by Pred

S ≃ C ∩ ST¼0.
To emphasize that the functions corresponding to

system degrees of freedom now live on the phase space
Pred

S , we equip them with the label red, although as
functions of the phase space coordinates they will be the
same. Note that Pred

S need not necessarily be isomorphic
to PS (see [25,111] for simple examples). Indeed, the S
degrees of freedom may be further restricted on Pred

S :
due to having solved the constraints, imagePred

S
ðHred

S Þ ¼
imagePS

ðHSÞ ∩ imagePC
ð−HCÞ, where imageXðfÞ denotes

the image of function f on domain X. Notice also that here
we are making use of the nondegeneracy condition on the
clock Hamiltonian HC. Since the HC ¼ const surfaces are
connected by assumption, the procedure yields a single
reduced phase space. This will no longer be the case when
the Hamiltonian is degenerate (e.g., [25,26,83,111]).
This reduced phase space Pred

S is interpreted as the
dynamics described relative to the temporal reference
system T [25,26]. Indeed, under the gauge fixing condition
T ¼ 0, the relational Dirac observables in Eq. (5) reduce to

Fred
fS
ðτÞ ¼

X∞
n¼0

τn

n!
ffredS Hred

S gn; ð30Þ

where we made use of ffS; gSgD ≡ ffS; gSg, as noted
above. It is clear that they satisfy the standard equations of
motion of the system S,
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dFred
fS

dτ
¼ fFred

fS
; Hred

S gD ≡ fFred
fS
; Hred

S g; ð31Þ

but now interpreted relative to the dynamical clock T. In
particular, given that the evolution parameter τ runs over all
the possible values of T, we have τ ∈ G ¼ R.
In the context of relational dynamics, this reduction

procedure is often called a classical “deparametrization”
with respect to the clock choice T. We construct the
quantum analog in Sec. V B.

2. Reduced quantization

We proceed with the quantization of the gauge fixed
reduced phase space Pred

S on a suitable Hilbert space Hred
S .

Given that Pred
S may not be isomorphic to PS, Hred

S may
differ from the system Hilbert space HS used in Dirac
quantization. On Pred

S we choose a suitable Poisson sub-
algebra of functions ÃS and promote it to a quantum
representation ÃQ

S on Hred
S , from which the self-adjoint

system observables, including the reduced system
Hamiltonian Ĥred

S , are constructed. Arbitrary states of
the system can then be expanded in the eigenbasis18

of Ĥred
S ,

jψ red
S i ¼

XZ
E∈σredS

ψ red
S ðEÞjEiS; ð32Þ

where σredS ¼ SpecðĤred
S Þ. Assuming as usual thatPR

E∈σredS
fðEÞhEjE0i ¼ fðE0Þ for an arbitrary complex func-

tion f, their inner product reads

hψ red
S jϕred

S i ¼
XZ

E∈σredS

ψ�
SðEÞϕSðEÞ: ð33Þ

We emphasize that ÃQ
S may differ fromAQ

S used in Dirac
quantization (e.g., see [25,111,112]), leading to possibly
different spectral properties of self-adjoint observables. In
general, the reduced Hamiltonian Ĥred

S may not have the
same spectrum as ĤS does on Hphys, that is, SpecðĤred

S Þ≡
SpecðĤSÞ ∩ Specð−ĤCÞ ¼ σSC may not hold. First, our
gauge-fixed phase space Pred

S , which we are quantizing,
may only be a dense subset of the full reduced phase space
C=∼, as discussed above. The latter may thus actually
require a parametrization in terms of different coordinates
than those used on Pred

S . This is relevant as the procedure of
Cauchy completion leading to Hred

S should render the
quantization of C=∼ equivalent to the quantization of a
dense subset thereof. Second, the value set of Hred

S on Pred
S

may only be a strict subset of that of HS on Pkin due to
having solved the constraints. Thus, while locally the
structures of Pred

S and PS may agree, it is well known that
global phase space properties severely influence which
observables can be promoted to self-adjoint operators at all
and, if they can, what their domain is, thereby directly
affecting their spectral properties [113].
This entails repercussions for the relation between Dirac

and reduced quantization, which, for the systems consid-
ered here, we cannot always expect to be exactly equiv-
alent. Our work thereby adds to the previous literature
on the relation of the two quantization methods (e.g.,
[34,106,111,112,114–116]). There are, however, models
for which we will be able to establish an exact equivalence.
A sufficient condition is SpecðĤred

S Þ ¼ σSC, which clearly
holds for arbitrary ĤS in the simple case where ĤC ¼ cp̂
on HC ¼ L2ðRÞ. The equivalence will also hold when
ĤC ¼ p̂2=2þ a1ea2q̂ and ĤS is (minus) an arbitrary
positive Hamiltonian.
On Hred

S we can now define the quantization of the
reduced evolving observables in Eq. (30) as

F̂red
fS ðτÞ ¼

X∞
n¼0

ð−iτÞn
n!

½f̂redS Ĥred
S �n

¼ eiĤ
red
S τf̂redS e−iĤ

red
S τ ≡ f̂redS ðτÞ; ð34Þ

where in the last line we have made use of the Baker-
Campbell-Hausdorff formula. For F̂red

fS ðτÞ to be self-adjoint
on Hred

S , the classical function fS must be promoted to a
self-adjoint operator, which may require a choice of factor
ordering.
It is clear that the reduced evolving observables in

Eq. (34) satisfy the quantum analog of Eq. (31), namely
the Heisenberg equations of motion with respect to τ:

dF̂red
fS

dτ
¼ i½Ĥred

S ; F̂red
fS � ¼ i½Ĥred

S ; f̂redS �:

In terms of expectation values, relational evolution takes
the form hψ red

S jF̂red
fS ðτÞjψ red

S i. Recall again that τ ∈ G ¼ R.
Altogether, the states in the reduced quantum theory do

not evolve in τ, while observables do. Hence the result of
reduced phase space quantization19 yields a relational
Heisenberg picture. Another relational Heisenberg picture
will be obtained through quantum symmetry reduction in
Sec. V B 1, which will be shown to be equivalent to the one
above under certain conditions.

18Again, if Ĥred
S had a degenerate spectrum, we would have to

introduce additional labels.

19The reduced quantum theory obtained through a clock gauge
fixing is often also called a quantum theory that is “deparame-
trized” with respect to a clock choice.
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V. THE TRINITY OF RELATIONAL QUANTUM
DYNAMICS

Having introduced Dynamics I in Sec. IVA, defined in
terms of relational Dirac observables, we now describe two
additional a priori distinct formulations of relational quan-
tum dynamics: the Page-Wootters formalism (Dynamics II)
and the relational Heisenberg picture obtained from a
quantum symmetry reduction procedure, which constitutes
a quantum deparametrization (Dynamics III). We establish
the equivalence between these three relational dynamics
under the condition that the clock Hamiltonian ĤC has a
continuous nondegenerate spectrum (this is generalized to a
doubly degenerate spectrum in [83] and to periodic i.e.,
discrete-spectrum clocks in [84]). This is accomplished by
formulating Dynamics II and III in terms of invertible
quantum reduction maps from the physical Hilbert space
Hphys, defined by the constraint in Eq. (23), to reduced
Hilbert spaces associated with the relational Schrödinger
picture of Dynamics II and the relational Heisenberg picture
of Dynamics III. The relation between these three relational
dynamics is summarized in Fig. 3.
While this immediately establishes the equivalence

between quantum relational Dirac observables, the Page-
Wootters formalism, and the relational Heisenberg picture

obtained through quantum reduction, it will not always be
the case that the latter coincides with the relational
Heisenberg picture of reduced phase space quantization
described in Sec. IV B.
Moreover, the quantum reduction maps referenced above

are isometries that can be used to map observables in
both the relational Schrödinger and Heisenberg pictures
to quantum relational Dirac observables on Hphys of the
form given Eq. (27), and vice versa. As a by-product, this
provides a new construction procedure for quantum rela-
tional Dirac observables from observables on the reduced
Hilbert spaces associated with Dynamics II and III.
To help keep track of the numerous Hilbert spaces

involved in establishing the trinity, we summarize them
in Table I.

A. Dynamics II: The Page-Wootters formalism

The proposal of Page and Wootters [44,45,117,118] also
begins by quantizing the constraint in Eq. (23), and from a
physical state jψphysi seeks to recover a relational quantum
dynamics between the clock and system.20 This is accom-
plished by phrasing any statement we would normally
make about the time dependence of a system as a question
conditional on the clock: What is the probability of
an observable f̂S associated with the system S giving a
particular outcome f, if the clock measurement of the time
observable ET yields the time τ?
We first introduce the Page-Wootters formalism and

subsequently show its equivalence to the relational dynam-
ics in terms of quantum relational Dirac observables
defined in Sec. IVA.

1. Introducing the Page-Wootters formalism

The clock states jτi are again taken to be the covariant
ones defined in Eq. (14) (recall that we have restricted to
noncompact clocks for the remainder). Let eTðτÞ ≔ jτihτj

TABLE I. The various Hilbert spaces used in the following
discussion are summarized here. WhileHphys ≃Hphys

S are always
isometric, they are only isometric to the Hilbert space Hred

S of
reduced phase space quantization when Eq. (57) is satisfied.

Hilbert space Description

HC Clock C Hilbert space
HS System S Hilbert space
Hkin ≃HC ⊗ HS Kinematical Hilbert space
Hphys ≃ δðĈHÞðHkinÞ Physical Hilbert space

Hphys
S ¼ ΠσSCðHSÞ ⊆ HS

Physical system Hilbert space

Hred
S ⊆ HS

System Hilbert space obtained
by reduced quantization

FIG. 3. The trinity of relational quantum dynamics. This figure
depicts the reduction maps from the physical Hilbert spaceHphys

to the physical system Hilbert space Hphys
S and their inverses.

These maps are used to transform states and observables between
the clock-neutral picture given by Dirac quantization, the rela-
tional Schrödinger picture derived from the Page-Wootters
formalism, and the relational Heisenberg picture. It is these maps
that are used to prove the equivalence between these three
relational quantum dynamics comprising the trinity.

20In most of the literature on the Page-Wootters formalism the
physical state jψphysi is denoted as jψ⟫.
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be the “effect operator” corresponding to the clock
reading τ. Similarly, suppose that the effect operator
efSðfÞ is associated with the system observable f̂S taking
the value f. It is standard in the literature on the Page and
Wootters approach to then compute the probability of f
given that the clock reads the time τ by postulating the Born
rule in the following form21:

Probðf when τÞ ¼ Probðf and τÞ
ProbðτÞ

¼ hψphysjeTðτÞ ⊗ efSðfÞjψphysikin
hψphysjeTðτÞ ⊗ ISjψphysikin

: ð35Þ

We write here “postulate” as it has so far not been clarified
in the literature whether these expectation values are
actually gauge invariant. In Sec. VA 2, we shall show that
these expectation values can be equivalently written in
terms of the quantum relational Dirac observables and the
physical inner product on Hphys of Sec. IVA. Since these
structures are manifestly gauge invariant, this shows that
indeed the conditional probability above is gauge invariant.
From a physical perspective, the conditional probabil-

ities in Eq. (35) are usually justified as follows. To recover
the Schrödinger equation, let us define the conditional state
of the system given that the clock reads τ as

jψSðτÞi ≔ ðhτj ⊗ ISÞjψphysi: ð36Þ

As shown in Refs. [44,45], these conditional states satisfy
the Schrödinger equation in the clock time τ:

i
d
dτ

jψSðτÞi ¼ i
d
dτ

hτ0jeiĤCðτ−τ0Þ ⊗ ISjψphysi
¼ −hτjĤC ⊗ ISjψphysi
¼ −hτjðĈH − IC ⊗ ĤSÞjψphysi
¼ ĤSjψSðτÞi; ð37Þ

where we have used Eq. (10) to write the first equality and
Eq. (23) to moving from the second to third equality.
Let us suppose that the physical state is normalized such

that hψSðτÞjψSðτÞi ¼ 1 for all τ ∈ G. This can be related
to the normalization of physical states if we define the
following inner product, first introduced in [50], on the
space of solutions to the quantum constraint in Eq. (23),

hψphysjψphysiPW ≔ hψphysjðjτihτj ⊗ ISÞjψphysikin
¼ hψSðτÞjψSðτÞi ¼ 1; ð38Þ

for all τ ∈ G ¼ R. Notice that this defines a priori a
different normalization on the space of solutions to Eq. (23)
than the physical inner product in Eq. (26) obtained via
group averaging. As such, the two inner products could
a priori lead to two different Cauchy completions of the
space of solutions to Eq. (23). However, in Sec. VA 2 we
shall show that the physical inner product and the Page-
Wootters inner product in Eq. (38) are, in fact, equivalent,
and thereby do not give rise to two different physical
Hilbert spaces.
The definition of the Page-Wootters inner product in

Eq. (38) allows us to express the probability in Eq. (35)
purely in terms of the conditional state,

Probðf when τÞ ¼ hψSðτÞjefSðfÞjψSðτÞi: ð39Þ

Given that the conditional state jψSðtÞi satisfies the
Schrödinger equation (37), this agrees with the standard
time-dependent probability for the outcome f of the
system observable f̂S. In particular, the expectation value
of f̂S evolves as usual hf̂SiðτÞ ¼ hψSðτÞjf̂SjψSðτÞi.
Accordingly, it is justified to henceforth call the conditional
state formulation of Page and Wootters the relational
Schrödinger picture.
We mention an often neglected subtlety: since the

conditional states in Eq. (36) come from conditioning
the physical states in Eq. (24), it is clear that the space
spanned by them is simply the physical system Hilbert
space Hphys

S , which may be a proper subspace of the
system Hilbert space HS used in kinematical quantiza-
tion. For consistency, we will thus restrict the permis-
sible set of system observables in the conditional state
formulation to any observable f̂S, acting on HS, which
leaves its subspace Hphys

S invariant. This will become
relevant when showing equivalence with quantum rela-
tional observables below. Note that in the often consid-
ered special case ĤC ¼ cp̂, HS ¼ Hphys

S so that no such
restriction applies.

2. Equivalence of Dynamics I and II

The central ingredient in the Page-Wootters formalism is
the definition of the conditional state in Eq. (36), which
defines what we will call the Page-Wootters reduction map
RS∶ Hphys → Hphys

S , defined as

RSðτÞ ≔ hτj ⊗ IS: ð40Þ

The label S on the reduction map stands for “Schrödinger
picture” to distinguish it from the Heisenberg picture
reduction map of the following subsection. We write this
label in bold face in order to also distinguish it from the
italic S which stands for “system.” This map has a left

21We highlight here the labels “kin” and “phys” to clarify the
relation to the structures in Dirac quantization. This is not usually
done in the literature on the Page and Wootters approach where
subtleties of Dirac quantization are often ignored.
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inverse Hphys
S → Hphys from solutions jψSðt ¼ τÞi of the

Schrödinger equation Eq. (37) at the fixed time22 t ¼ τ:

R−1
S ðτÞ ≔ 1

2π

Z
R
dtjti ⊗ USðt − τÞ

¼ δðĈHÞðjτi ⊗ ISÞ: ð41Þ

Indeed,

R−1
S ðτÞRSðτÞjψphysi ¼

Z
R

dt
2π

jtihτj ⊗ USðt − τÞjψphysi

¼
Z
R

dt
2π

jtihtjψphysi

¼ jψphysi;

using that the clock states form a resolution of the identity,
Eq. (9). In particular,

R−1
S ðτÞRSðτÞ ¼ δðĈHÞðjτihτj ⊗ ISÞ ¼ Iphys: ð42Þ

Conversely, one finds the identity acting on conditional
states (defined by clock C) in the form

RSðτÞR−1
S ðτÞ ¼ hτjδðĈHÞjτi

¼ 1

2π

Z
R
dtχ�ðt − τÞUSðt − τÞ

¼ ΠσSC ;

whereΠσSC is the projector onto the physical system Hilbert
space and the last line follows from Eq. (C3).
The Page-Wootters reduction map and its inverse can be

used to construct an encoding operation Eτ
S∶ LðHphys

S Þ →
LðHphysÞ, where LðHÞ denotes the set of linear operators
from H to itself. This operation encodes observables on
Hphys

S into Dirac observables acting on the physical Hilbert
space Hphys and is defined as

Eτ
Sðf̂physS Þ ≔ R−1

S ðτÞf̂physS RSðτÞ
¼ δðĈHÞðjτihτj ⊗ f̂physS Þ: ð43Þ

Indeed, as the following theorem shows, this encoding
reproduces precisely the quantum relational Dirac observ-
ables from Dirac quantization in sec. IVA.
Theorem 3.—Let f̂S ∈ LðHSÞ. The quantum relational

Dirac observable F̂fS;TðτÞ acting on Hphys, Eq. (27),
reduces under RSðτÞ to the corresponding projected
observable in the relational Schrödinger picture on Hphys

S ,

RSðτÞF̂fS;TðτÞR−1
S ðτÞ ¼ ΠσSC f̂SΠσSC :

Conversely, let f̂physS ∈ LðHphys
S Þ. The encoding operation

in Eq. (43) of system observables coincides on the physical
Hilbert space Hphys with the quantum relational Dirac
observables in Eq. (27), i.e.,

Eτ
Sðf̂physS Þ ≈ F̂fphysS ;TðτÞ; ð44Þ

where ≈ is the quantum weak equality of Eq. (29).
Proof.—The proof is in Appendix C. ▪
In particular, when ΠσSC ≠ IS, we have a many-to-one

relation

ΠσSC f̂SΠσSC ¼ f̂physS :

Lemma 1 asserts that F̂fS;TðτÞ coincides with F̂fphysS ;TðτÞ on
Hphys, which when combined with Theorem 3 establishes a
(formal) equivalence between the full sets of relational
Dirac observables Eq. (27) on Hphys and system observ-

ables on Hphys
S .

This construction of Dirac observables in terms of the
encoding map elucidates that Eτ

Sðf̂physS Þ corresponds to the

system observable f̂physS “when the clock observable yields
the value τ.” This becomes especially clear through the next
theorem. It shows that the expectation values of quantum
relational Dirac observables in the physical inner product,
Eq. (26), coincide with the expectation values of the
encoded system observables in the Page-Wootters inner
product, Eq. (38), and with the expectation values of the
system observables in the relational Schrödinger pic-
ture, Eq. (39).
Theorem 4.—Let f̂S ∈ LðHSÞ and f̂physS ¼ ΠσSC f̂SΠσSC

be its associated operator on Hphys
S . Then

hϕphysjF̂fS;TðτÞjψphysiphys ¼ hϕSðτÞjf̂physS jψSðτÞi
¼ hϕphysjEτ

Sðf̂physS ÞjψphysiPW;

where jψSðτÞi ¼ RSðτÞjψphysi.
Proof.—The proof is in Appendix C. ▪
An important corollary immediate follows.
Corollary 1.—Setting f̂S ¼ ΠσSC in Theorem 4 shows

the equivalence of the physical inner product in Eq. (26)
and the Page-Wootters inner product in Eq. (38) on Hphys,
and therefore that the Page-Wootters reduction map RSðτÞ
defines an isometry Hphys → Hphys

S . That is,

hϕphysjψphysiphys ¼ hϕphysjψphysiPW
¼ hϕSðτÞjψSðτÞi;

for all conditional and physical states related by
jψSðτÞi ¼ RSðτÞjψphysi.

22The input to the inverse map has to be a state jψSðt ¼ τÞi, not
a family of states jψSðtÞi.
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Hence, the two inner products for physical states (formally)
define the same physical Hilbert space Hphys. Furthermore,
since the Page-Wootters reduction map RSðτÞ is invertible,
this section proves the formal equivalence of the relational
quantumdynamics onHphys as encoded in quantum relational

Dirac observables and on Hphys
S as encoded in the relational

Schrödinger picture of the Page-Wootters formalism. In
particular, the above results show that the Page-Wootters
formalism is manifestly gauge invariant (and therefore
physically further justified), which to the best of our knowl-
edge was not explicitly established before.
As a final remark, note that Theorem 4 shows formally

that if the system observable f̂physS is self-adjoint on Hphys
S ,

then so should be F̂fS;TðτÞ on Hphys, given the invertibility
of RSðτÞ.

B. Dynamics III: Relational Heisenberg picture
through quantum deparametrization

First, we showcase the quantum symmetry reduction
procedure taking us from the clock-neutral Dirac quantiza-
tion to a relational Heisenberg picture relative to clock
observable ET . Thereafter, we explore the relation with
reduced quantization. As shown in [25,26] (see also [39,40]
for spatial quantum reference frames), this procedure
consists of two steps:
(1) Constraint trivialization: A transformation of the

constraint such that it only acts on the chosen
reference system (here a clock), fixing its degrees
of freedom.

(2) Conditioning on classical gauge fixing conditions:
A “projection” which removes the now redundant
reference frame degrees of freedom.23

This quantum symmetry reduction procedure constitutes
a quantum deparametrization.

1. Quantum symmetry reduction and equivalence
with Dynamics I

We define the trivialization map on Hkin and Hphys

relative to the covariant time observable in terms of its nth
moment operators:

T T ≔
X∞
n¼0

in

n!
T̂ðnÞ ⊗ ðĤS þ ε�Þn

¼ 1

2π

Z
R
dtjtihtj ⊗ eitðĤSþε�Þ; ð45Þ

and require that ε� ∈ SpecðĤCÞ. The reason for the latter
requirement will become clear shortly. Let us also define

T −1
T ≔

1

2π

Z
R
dtjtihtj ⊗ e−itðĤSþε�Þ; ð46Þ

which will turn out to be the inverse of the trivialization on
Hphys, as established in the following Lemma. We note that
the trivialization map and T −1

T need not be unitary on Hkin

since T̂ðnÞ need not be self-adjoint (cf. Sec. III B 1).
However, this will not be a problem as we are only
interested in its action onHphys, where the following holds:
Lemma 2.—The trivialization map given in Eq. (45)

trivializes the constraint to the clock degrees of freedom

T TĈHT −1
T ¼ ðĤC − ε�Þ ⊗ IS; ð47Þ

for any ε� ∈ R. Furthermore, for ε� ∈ SpecðĤCÞ, T −1
T is the

left inverse of T T on physical states,

T −1
T ∘T T ≈ Iphys;

and the trivialization transforms physical states into product
states with a fixed and redundant clock factor,

T T jψphysi ¼ eigðε�Þjε�iC
⊗

XZ
E∈σSC

e−igð−EÞψkinð−E;EÞjEiS: ð48Þ

Proof.—The proof is given in Appendix C. ▪
Equation (47) holds regardless of the value of ε�, while

Eq. (48) is only true for ε� ∈ SpecðĤCÞ. Indeed, ĈH and
ĤC − ε� will only have the same spectrum if T T is unitary
onHkin, which is only true if SpecðĤCÞ ¼ R, in which case
the clock states are orthogonal and T̂ðnÞ is self-adjoint
(cf. Sec. III B 1). For example, if ĤC is bounded and ĤS is
unbounded, then ĈH and ĤC − ε� will have distinct spectra.
However, this is of no concern to us since we are not
interested in the full spectrum of ĈH onHkin, but only in its
zero eigenspace, namely the spaceHphys of physical states.
Here, we will need T T to be invertible and to preserve the
zero eigenvalue, which is the case when ε� ∈ SpecðĤCÞ.
We emphasize that T T is not a transformation on Hphys,

but instead a transformation of it, since clearly Eq. (48) no
longer satisfies the original constraint Eq. (23), but instead
the transformed constraint Eq. (47). Note that the triviali-
zation map disentangles the clock and system, which were
originally entangled in the physical state given in Eq. (24).
We will discuss this point in more depth in Sec. VI.
The redundant clock factor in Eq. (48) carries no more

information about the original state jψphysi and can be
removed by a projection onto the classical gauge fixing
condition T ¼ τ, cf. Sec. IV B 1. Accordingly, we define

23While it is a true projection on the kinematical Hilbert space, it
is not a projection when applied to the physical Hilbert space, as it
only removes redundant information, namely degrees of freedom
already fixed through the constraint. No physical information is
lost. Hence, we put projection into quotation marks as it can be
inverted for physical (but not for kinematical) states.
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the complete quantum symmetry reduction map
Hphys → RHðHphysÞ to the relational Heisenberg picture
(generalizing the procedure of [25,26] to include also
nonorthogonal clock states) as

RH ≔ e−iε�τðhτj ⊗ ISÞT T: ð49Þ

It follows from Eqs. (14) and (48) that

RHjψphysi ¼
XZ

E∈σSC
e−igð−EÞψkinð−E; EÞjEiS; ð50Þ

which is independent of the parameter τ. For this reason we
do not write this quantum deparametrization map as a
function of the clock reading τ, in contrast to the Page-
Wootters reduction in Eq. (40); on physical states
the a priori τ-dependence on the right-hand side of
Eq. (49) drops out. We can interpret this as a state in a
relational Heisenberg picture, provided we make the
further identification

ψSðEÞ≡ e−igð−EÞψkinð−E;EÞ: ð51Þ

Notice that since ψSðEÞ is square-integrable/summable,
we have RHðHphysÞ ≃Hphys

S ⊆ HS, and so again find the
physical system Hilbert space as the image of the quantum
symmetry reduction. The label H will henceforth signify
“Heisenberg picture.”
The inverse of the reduction map in Eq. (49) is [25,26]

R−1
H ¼ T −1

T ðeigðε�Þjε�iC ⊗ ISÞ: ð52Þ

Indeed, we have the following:
Lemma 3.—On physical states, the quantum symmetry

reduction map is equal to

RH ≈ hτj ⊗ U†
SðτÞ ð53Þ

while its inverse can be written as

R−1
H ¼ δðĈHÞðjτi ⊗ USðτÞÞ: ð54Þ

Moreover, the two maps are the appropriate inverses of one
another:

R−1
H ∘RH ¼ Iphys;

RH∘R−1
H ¼ ΠσSC :

Proof.—The proof is in Appendix C. ▪
This permits us to define a new encoding map of

evolving observables on Hphys
S into Dirac observables,

EH∶LðHphys
S Þ→LðHphysÞ. We may choose any Heisenberg

picture observable

f̂physS ðτÞ ¼ eiτĤS f̂physS e−iτĤS ð55Þ

on Hphys
S , which is why we may set f̂physS ð0Þ ¼ f̂physS , and

define the encoding as

EHðf̂physS ðτÞÞ ≔ R−1
H f̂physS ðτÞRH: ð56Þ

Note that we therefore do not equip the Heisenberg picture
observables with the label red, in contrast to Sec. IV B on
reduced quantization; the relation between Hphys

S and Hred
S

remains to be investigated. The following theorem confirms
that the encoded observables coincide with the quantum
relational Dirac observables on Hphys.
Theorem 5.—Let f̂S ∈ LðHSÞ. The quantum relational

Dirac observables F̂fS;TðτÞ on Hphys, Eq. (27), reduce
under RH to the corresponding projected evolving observ-
ables of the relational Heisenberg picture on Hphys

S ,
Eq. (55), i.e.,

RHF̂fS;TðτÞR−1
H ¼ ΠσSC f̂SðτÞΠσSC :

Conversely, let f̂physS ðτÞ ∈ LðHphys
S Þ be any evolving

observable, Eq. (55). In analogy to Eq. (44),

EHðf̂physS ðτÞÞ ≈ F̂fphysS ;TðτÞ:

Proof.—The proof is given in Appendix C. ▪
It is evident that

ΠσSC f̂SðτÞΠσSC ¼ eiτĤSΠσSC f̂SΠσSCe
−iτĤS

is an element ofLðHphys
S Þ. Owing to Lemma 1, this theorem

thereby establishes an equivalence between the full sets
of relational Dirac observables F̂fS;TðτÞ on Hphys and of

the evolving system observables f̂physS ðτÞ of the relational

Heisenberg picture on Hphys
S (see also the discussion below

Theorem 3).
The next result shows that the expectation values of the

quantum relational Dirac observables, Eq. (27), in the
physical inner product, Eq. (26), coincide with the expect-
ation values of the corresponding evolving observables of
the relational Heisenberg picture on Hphys

S .
Theorem 6.—Let f̂S ∈ LðHSÞ and f̂physS ðτÞ ¼

eiτĤSΠσSC f̂SΠσSCe
−iτĤS be its associated evolving

Heisenberg operator on Hphys
S . Then

hϕphysjF̂fS;TðτÞjψphysiphys ¼ hϕSjf̂physS ðτÞjψSi;

where jψSi ¼ RHjψphysi ∈ Hphys
S .

Proof.—The proof is given in Appendix C. ▪
Again, an important corollary immediately follows.
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Corollary 2.—Setting f̂S ¼ IS in Theorem 6 shows that
the quantum symmetry reduction map RH preserves the
inner product

hϕphysjψphysiphys ¼ hϕSjψSi;

where h·j·iphys and h·j·i denote the inner products on Hphys

and Hphys
S , respectively, and physical and reduced states

are related by jψSi ¼ RHjψphysi. Hence, RH (formally)
defines an isometry.
Given that the quantum symmetry reduction procedure is

invertible, we have thereby established a formal equiva-
lence between the dynamics encoded in the quantum
relational Dirac observables on the clock-neutral physical
Hilbert space Hphys and the relational Heisenberg picture

on Hphys
S . Specifically, if the evolving reduced observables

f̂physS ðτÞ are self-adjoint onHphys
S , then Theorem 6 formally

implies that the same applies to F̂fS;TðτÞ on Hphys.
This generalizes the quantum symmetry reduction pro-

cedure introduced in Refs. [25,26], to which we refer the
reader for an explicit exposition in two concrete models.
We note that it seems fruitful to explore the connection
with a recent algebraic approach to establishing a quantum
version of symplectic reduction [119], which may be
related to the procedure exhibited here.

2. Relation with reduced phase space quantization

Lastly, we comment on the relation with reduced phase
space quantization of Sec. IV B.
Corollary 3.—The relational Heisenberg picture on

Hphys
S , obtained through the quantum symmetry reduction

RH, is only equivalent to the relational Heisenberg
picture of reduced phase space quantization described in
Sec. IV B if

SpecðĤred
S Þ ¼ SpecðĤSÞ ∩ Specð−ĤCÞ ¼ σSC: ð57Þ

Specifically, in this case,
(i) Hred

S ≃Hphys
S ≔ RHðHphysÞ,

(ii) Ĥred
S ≡ Ĥphys

S ≔ RHĤSR−1
H , and

(iii) the set of quantum symmetry reduced evolving ob-
servables in Eq. (55), f̂physS ðτÞ ¼ RHF̂fphysS ;TðτÞR−1

H ,

coincides with the set of evolving observables f̂redS ðτÞ,
Eq. (34), resulting from reduced phase space
quantization. In particular, under the appropriate
identifications, jψ red

S i≡ jψSi ¼ RHjψphysi and

f̂physS ðτÞ≡ f̂redS ðτÞ, we have

hϕred
S jf̂redS ðτÞjψ red

S i≡ hϕSjf̂physS ðτÞjψSi
¼ hϕphysjF̂fphysS ;TðτÞjψphysiphys:

Proof.—The proof is given in Appendix C. ▪

Hence, if Eq. (57) is satisfied, then the relational
dynamics of the quantization of the reduced phase
space and Dirac quantization are equivalent. The simplest
example is the special case of the ideal clock where
ĤC ¼ cp̂ on L2ðRÞ and ĤS arbitrary. Another example
is ĤC ¼ p̂2=2þ a1ea2q̂, ai > 0, on L2ðRÞ (but energy
eigenstates only required to vanish as q → þ∞) and ĤS
equal to (minus) the harmonic oscillator or free particle
Hamiltonian.
If Eq. (57) is not satisfied, then reduced and Dirac

quantization will not be exactly equivalent (see also
[72,111,112,114–116]). In this case it can still happen that
one can embed Hred

S into Hphys [111], here through R−1
H .

C. Equivalence of Dynamics II and III

In the previous two subsections, we have demonstrated
the formal equivalence of Dirac quantization with the
Page-Wootters formalism, as well as with the relational
Heisenberg picture obtained through a quantum symmetry
reduction procedure. Therefore, the Page-Wootters formal-
ism, which we had already identified as the relational
Schrödinger picture, is equivalent with this relational
Heisenberg picture. It is thus obvious that the Page-
Wootters formalism and the relational Heisenberg picture
of the quantum reduction must be related by the unitary
evolution USðτÞ. Indeed, Eqs. (40) and (41), as well as
Eqs. (53) and (54), directly imply

RSðτÞ ≈USðτÞ ·RH;

R−1
S ðτÞ ¼ R−1

H · U†
SðτÞ:

This completes the proof of the formal equivalence of the
three elements of the trinity of relational quantum dynamics
depicted in Fig. 3 for clock Hamiltonians with nondegen-
erate and continuous spectrum.

VI. DISENTANGLING THE PAGE-WOOTTERS
FORMALISM

In the context of the Page-Wootters formalism, it is
sometimes stressed that the emergence of time from the
timeless quantum theory defined by the Hamiltonian
constraint Eq. (23) originates in the entanglement between
the clock and system (e.g., [44,45,49,69,120]). This is
suggested by the shape of physical states in Eq. (24) or by
expanding the physical state in the clock state basis

jψphysi ¼
1

2π

Z
R
dτjτijψSðτÞi:

Wootters emphasizes this point [45]:

One motivation for considering such a condensation of
history [i.e., physical state] is the desire for economy as
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regards the number of basic elements of the theory:
quantum correlations are an integral part of quantum
theory already; so one is not adding a new element to
the theory. And yet an old element, time, is being
eliminated, becoming a secondary and even approxi-
mate concept.

Enticing though this may be, we shall now explain why
one has to be careful with this picture of the emergence of
time evolution. In short, this entanglement within physi-
cal states Eq. (24) is not gauge invariant, but defined
with respect to a tensor factorization of the kinematical
Hilbert space which is not inherited by the physical
Hilbert space. As we shall demonstrate, one can also
obtain the same relational dynamics without any (kin-
ematical) entanglement between clock and system
degrees of freedom, while still using a Page-Wootters
reduction scheme. This observation relies on a reinter-
pretation of the trinity which we have just established and
in particular Lemma 2.

A. Reinterpreting the trinity

Recall that the quantum symmetry reduction map
in Eq. (49) is a two-step process which we may write
using the Page-Wootters reduction map in Eq. (40) as
RH ¼ R0

Sðτ0ÞT T , where R0
Sðτ0Þ ≔ e−iε�τ

0
RSðτ0Þ. Recall

also from Sec. V B 1 that the trivialization map yields
a transformation of the physical Hilbert space, which
we may interpret as a new physical Hilbert space
H0

phys ≔ T TðHphysÞ. This permits us to reinterpret the
trinity diagram of Fig. 3 in terms of two Page-Wootters
reductions on two different physical Hilbert space repre-
sentations (not depicting inverse maps) as follows:

(Recall that the image of RH does not depend on τ0.) The
left and right Page-Wootters reductions produce, of course,
the relational Schrödinger and Heisenberg pictures, respec-
tively, which both live on the same physical system Hilbert
space Hphys

S .
Equation (52) implies that the inverse map from

the relational Heisenberg picture on Hphys
S to the

trivialized physical Hilbert space H0
phys is τ0-independent

and given by

R0
S
−1 ¼ eigðε�Þjε�i ⊗ IS

¼ ðδðĤC − ε�Þjt ¼ 0iÞ ⊗ IS;

where we have made use of Eq. (18). This is a product
version of Eq. (41), relative to the trivialized con-
straint Eq. (47).
We have seen in Lemma 2 that the trivialization map T T

acts as a disentangling map on the physical Hilbert space;
states inH0

phys are product states between clock and system
relative to the tensor factorization of Hkin. Using the
reduction maps, it is now straightforward to show that
all relational observables on H0

phys, i.e., the trivialization
of the relational Dirac observables from Hphys, are also
product observables. To this end, we first define a new
encoding of the evolving observables of the relational
Heisenberg picture onHphys

S . Denoting jψ 0
physi≔T T jψphysi

in Eq. (48), we find weakly on H0
phys,

E0
Sðf̂physS ðτÞÞjψ 0

physi ¼ R0
S
−1f̂physS ðτÞR0

Sðτ0Þjψ 0
physi

¼ ðδðĤC − εÞjt ¼ 0ihτ0je−iε�τ0 Þ
⊗ f̂physS ðτÞjψ 0

physi
¼ G0ðj0ih0j ⊗ f̂physS ðτÞÞjψ 0

physi
¼ IC ⊗ f̂physS ðτÞjψ 0

physi;

where G0 denotes the G-twirl with respect to the group
generated by the trivialized constraint ðĤC − ε�Þ ⊗ IS.
Notice that

F̂0
fS;TðτÞ ≔ G0ðj0ih0j ⊗ f̂SðτÞÞ

are the adaptations of the relational Dirac observables in
Eq. (27) to the new representation on H0

phys with respect to
the trivialized constraint. Exploiting the trinity of Sec. V, it
is also clear that these coincide with the trivialized rela-
tional Dirac observables from Hphys:

F̂0
fS;TðτÞjψ 0

physi ¼ T TF̂fS;TðτÞT −1
T jψ 0

physi
¼ IC ⊗ f̂physS ðτÞjψ 0

physi: ð58Þ

Since the trivialized constraint only acts on the clock factor,
this result is to be expected.
The entire relational dynamics relative to the covariant

time observable ET is therefore encoded in product states,
Eq. (48), and product observables, Eq. (58), on H0

phys with
respect to the kinematical tensor product.
The fact that one can always change a tensor factoriza-

tion on a Hilbert space through an entangling unitary may
lead one at first to think that this observation is unsurpris-
ing. Let us explain why the situation is, in fact, more subtle.
While we may also interpret the trivialization T T as a
passive transformation which changes the partitioning of
the theory into clock and system, it leads to crucial
differences compared to standard unitary repartitionings
of a Hilbert space:
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(a) The trivialization map T T is generally not a unitary on
Hkin with respect to which the tensor factorization is
defined. [It is unitary if the clock states in Eq. (14) are
orthogonal.] In fact, it may not even be invertible
on Hkin. By contrast, Lemma 2 proves that T T is
invertible between Hphys and H0

phys, which is why
Eq. (58) only holds weakly.

(b) The clock factor for all observables and states onH0
phys

is completely fixed through the constraint and contains
no more information about the physics; it is redundant.
All nontrivial physical information is encoded in the
system factor.

This highlights that one has to be careful with the picture
that dynamics emerges from entanglement. Indeed, the
notion of entanglement in gauge theories is subtle, espe-
cially when zero lies in the continuous spectrum of the
constraint(s) as in this article.24 It is correct that physical
states Eq. (24) are entangled with respect to the kinematical
tensor product structure in the sense of not being separable.
However, given thatHphys is not a subspace ofHkin [thanks
to Eq. (26) physical states can be thought of as distributions
on Hkin], physical states do not give rise to all the
probabilistic consequences of entanglement on Hkin, in
particular in terms of correlations, because they are not
normalizable with respect to the kinematical inner product.
This notion of entanglement is in any case kinematical, and
not gauge invariant. As we shall now argue, it cannot be
probed using gauge-invariant Dirac observables.
A physical notion of entanglement must be defined in

terms of structures on Hphys. Let us now argue that the
kinematical tensor product decomposition between clock
and system, used to constructHphys, in fact does not survive
on the latter. This is a consequence of the redundancy on
the physical Hilbert space. As a result of the constraint
defining the physical Hilbert space not all of the physical
degrees of freedom are independent because some get
fixed, while others will be algebraically related. This is
especially evident from the trivialized physical Hilbert
space H0

phys and the shape of its states Eq. (48); their clock
factor is entirely redundant. But it is also apparent from an
algebraic perspective: a gauge-invariant tensor factorization
of Hphys must manifest itself in terms of commuting
subalgebras of Dirac observables. Are there subalgebras

of Dirac observables that depend only on clock and system
degrees of freedom, respectively, which commute and can
thereby establish that the physical Hilbert space factors into
a clock and system decomposition? The only independent
clock Dirac observable is its Hamiltonian ĤC, but due to
Eq. (23), ĤC is the same observable as ĤS on Hphys, up to
an overall negative sign. Owing to the redundancy on
Hphys, there do not exist independent commuting subalge-
bras of Dirac observables corresponding purely to clock
and system degrees of freedom, respectively. In this sense,
Hphys does not inherit the kinematical tensor decomposition
between clock and system.25

In conclusion, entanglement does play a role in the
emergence of time evolution, but only a kinematical notion
of it and even this is not strictly necessary. Upon Page-
Wootters reduction, kinematically entangled physical states
yield the relational Schrödinger picture. However, one
obtains the unitarily equivalent relational Heisenberg pic-
ture also through Page-Wootters reduction, but in this
case of kinematically unentangled states from H0

phys. To
strengthen this last point, we argue now that this trivialized
physical Hilbert space can sometimes be regarded as the
result of a Dirac quantization of the same classical system
Eq. (4), but with respect to a different set of phase space
coordinates.

B. Classical analog of the trivialization

For this section only, let us assume that the system phase
space PS is parametrized by canonical pairs ðqiS; pi

SÞNi¼1 and
the clock phase space PC is parametrized by a canonical
pair ðt; ptÞ, for simplicity all taking values in the full reals.
The classical analog of the trivialization T T is a canonical
transformation TT on Pkin ¼ PC ⊕ PS, which splits the
new canonical coordinates into pure gauge degrees of
freedom on the one hand, and pure Dirac observables on
the other:

ðt; pt; qiS; p
i
SÞNi¼1 ↦ ðT; PT ≔ CH;Qi

SðτÞ; Pj
SðτÞÞ;

where

Qi
SðτÞ ≔ FqiS;T

ðτÞ; Pj
SðτÞ ≔ Fpi

S;T
ðτÞ;

24An extreme example exhibiting the difference between
kinematical and gauge-invariant entanglement is 3D vacuum
quantum gravity. Kinematically, the theory has local degrees of
freedom and accordingly there may be all kinds of entanglement
on its kinematical Hilbert space. However, upon imposing the
constraints, the theory becomes topological and thus devoid of
local gauge-invariant degrees of freedom. The physical Hilbert
space turns out to be one-dimensional for 3D vacuum quantum
gravity (with genus-one spatial hypersurfaces) [121]: it has a
unique physical state which is also not part of the kinematical
Hilbert space. Kinematical entanglement has become physically
irrelevant.

25Something similar happens when considering two qubits,
H ≃ C2 ⊗ C2, and restricting to the three-dimensional subspace
of the symmetric sector, Hsym ⊂ H. On this subspace the
observables relative to one qubit can be considered as dependent
on those of the other. Likewise, this subspace does not inherit the
tensor product structure of H of which it is a subspace in the
sense that it cannot be written as a nontrivial tensor product (after
all, it is three dimensional). The difference is that in the qubit case
there is no gauge symmetry. Hence, H is already physical and
thus so too is the entanglement with respect to its tensor product
structure.
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and FfS;TðτÞ is given in Eq. (5); for systems with con-
straints linear in the momenta see also [116,122,123].
The transformation TT is shown to be canonical in
Appendix E 1 and is sometimes called an Abelianization
of constraints when there are several [14,79].
We note that we can also interpret this as a passive

transformation which changes the decomposition of the
kinematical phase space from Pkin ¼ PC × PS into
Pkin ¼ PC0 × PS0 , where, e.g., PC0 is now parametrized
by the canonical pair ðT; CHÞ and thereby depends on the
old PS degrees of freedom.
We can now formally Dirac quantize Pkin using the new

canonically conjugate pairs. The following discussion is
formal because the canonical transformation TT may
not always be globally valid, so that the new canonical
coordinates ðT; PT ;Qi

SðτÞ; Pj
SðτÞÞ may not be defined

everywhere on Pkin. For example, we have already seen
in Sec. III A that T may be ill defined on subsets of Pkin
and, depending on HC and HS, the new clock momentum
PT may not actually take values in the full real line. In that
case, we cannot simply promote the pair ðT; PTÞ to a pair
of canonically conjugate self-adjoint operators on a new
clock Hilbert space HC0 . Instead, one could employ affine
quantization [25,113], promoting PT to a self-adjoint
operator on HC0 and defining the quantum analog of T
on HC0 , as in Sec. III B, in terms of a covariant clock
POVM, this time with respect to P̂T . More generally, it
may be necessary to resort to geometric quantization
techniques [113,124].
Leaving such global challenges aside, formally the

kinematical Hilbert space H0
kin ¼ HC0 ⊗ HS0 is spanned

by the states

jψ 0
kini ¼

Z
dPT

Y
j

dPj
Sψ

0
kinðPT; fPj

SgÞjPTijPj
Si:

The constraint we need to now impose is P̂T and thus
already trivialized. Hence, physical states defining a new
physical Hilbert space H00

phys are

jψ 00
physi ≔ ðδðP̂TÞ ⊗ ISÞjψ 0

kini

¼ jPT ¼ 0i ⊗
Z Y

j

dPj
Sψ

0
kinð0; fPj

SgÞjPj
Si;

in analogy to the trivialized physical states T T jψphysi of
Eq. (48). Similarly, it is clear that a complete set of Dirac
observables in this decomposition is simply the kinematical
operators

IC ⊗ Q̂i
SðτÞ and IC ⊗ P̂j

SðτÞ;

in analogy to the trivialized relational Dirac observables in
Eq. (58); all other Dirac observables will be functions of

these Dirac observables. The physical Hilbert space of this
Dirac quantization is trivialized by construction.
What is the relation between this new physical

Hilbert space H00
phys and the trivialized Hilbert space

H0
phys ≔ T TðHphysÞ? When HC is classically unbounded

in both directions, and thus SpecðĤCÞ ¼ SpecðP̂TÞ ¼ R,
the two coincide, H0

phys ≃H00
phys. In this case, the canonical

transformation TT is globally defined on Pkin and the
relational Dirac observables Qi

SðτÞ; Pj
SðτÞ take values in all

of the reals, even on the constraint surface C. In particular,
one can quantize ðT̂; P̂TÞ and ðQ̂i

SðτÞ; P̂j
SðτÞÞ as canonically

conjugate self-adjoint operators onH0
kin and this extends to

H00
phys for the latter pairs. Hence, their spectrum on H00

phys is

the full reals. Likewise, in this case we have σSC ¼
SpecðĤSÞ on Hphys, i.e., the system energy does not get
restricted on the physical Hilbert space and we have
Hphys

S ¼ HS. Hence, we can identify a complete set of
trivialized Dirac observables in Eq. (58) with

IC ⊗ q̂iSðτÞ and IC ⊗ p̂j
SðτÞ;

where the q̂iS; p̂
j
S are the system observables defining

the relational Dirac observables F̂qiS;T
ðτÞ; F̂pj

S;T
ðτÞ. Their

spectrum will likewise be the full real line, given that
Hphys

S ¼ HS. Accordingly, we have H0
phys ≃H00

phys and we
can identify the two quantum theories on them. We note
that in this special case the trivialization is actually a unitary
operator on Hkin and we have H0

kin ¼ T TðHkinÞ.
While there may be other cases in which this equivalence

holds, it is unlikely that the two quantum theories on H0
phys

and H00
phys coincide in general, even if one could cope with

the global challenges alluded to above. In fact, their relation
will generally be of a similar kind as that between Dirac
and reduced quantization discussed in Sec. V B 1. The
Groenewold-van-Hove theorem [108,124] implies that two
quantizations of the same system with respect to different
sets of canonically conjugate coordinates cannot in general
be unitarily equivalent. In our case, this means thatHkin and
H0

kin will not in general be unitarily equivalent and this is
consistent with the fact that T T is not in general unitary on
Hkin. This will render the question of whether the spectra of
Dirac observables coincide in the two theories a compli-
cated one. In the context of quantum gravity, this point
has been raised before [10,11] (see also [85] where an
equivalence between Dirac quantization of homogeneous
cosmological models with respect to two different canoni-
cal coordinate sets could be established).
Regardless of whether the trivialized Hilbert space and

the Dirac quantization of the classically trivialized theory
coincide, the trivialization map T T can in general be
viewed as the quantum analog of the classical canonical
transformation TT .
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C. Simplifying commutators

As an aside, the above observations are useful for the
computation of commutators of relational Dirac observ-
ables on Hphys. Observe that

T T ½F̂fS;TðτÞ; F̂gS;TðτÞ�T −1
T jψ 0

physi
¼ ½F̂0

fS;TðτÞ; F̂0
gS;TðτÞ�jψ 0

physi
¼ IC ⊗ ½f̂physS ðτÞ; ĝphysS ðτÞ�jψ 0

physi: ð59Þ

For example, suppose ÔS ≔ ½f̂physS ðτÞ; ĝphysS ðτÞ� is a con-

stant of motion on Hphys
S . Then it immediately follows that

½F̂fS;TðτÞ; F̂gS;TðτÞ� ¼ IC ⊗ ÔS on Hphys. This demon-
strates that F̂fS;TðτÞ and F̂gS;TðτÞ are (weakly) canonically

conjugate, if f̂S and ĝS are canonically conjugate.
This is the quantum analog of how, classically, the

Poisson algebra of relational Dirac observables on the
constraint surface C is determined using the Dirac bracket
on the gauge fixing surfaces [14–17]. More generally,
recalling that f̂physS ðτÞ ¼ expðiĤSτÞf̂physS expð−iĤSτÞ, it is
clear that Eqs. (58) and (59) are a manifestation of the
(weak) quantum algebra homomorphism established in
Theorem 2.

VII. CHANGING TEMPORAL REFERENCE
FRAMES

We now explain how a change of temporal reference
frame is performed in both the Page-Wootters formalism
and the relational Heisenberg picture obtained through
quantum symmetry reduction, and, owing to the trinity,
changes between these pictures. Recall that a temporal
reference frame (system) is a clock C associated with a
Hilbert spaceHC, a Hamiltonian ĤC, and a time observable
ET associated with a POVM that is covariant with respect to
the group generated by ĤC and defined by the set of clock
states fjti; ∀ t ∈ Gg. A change of temporal reference
frame therefore means changing the clock with respect to
which the dynamics of a system is specified.
We examine in sequence how states and observables

transform under a change of temporal reference frame.
To construct the temporal frame change (TFC) map, we
will make use of the reduction maps and their inverses,
given for the relational Schrödinger picture (Page-Wootters
formalism) in Eqs. (40) and (41) and for the relational
Heisenberg picture in Eqs. (53) and (54). We then use the
TFC map to briefly examine the relativity of temporal
locality. In what follows we thereby generalize (and
recover) the recent temporal frame change operations
developed in Refs. [25,26] for the relational Heisenberg
picture and reduced quantization, and later in Ref. [65] for
the Page-Wootters formalism. In particular, we will show
that they are equivalent.

A. State transformations

Consider two clocks (temporal reference frames), A and
B, and a system S whose dynamics we are interested in
describing with respect to either clock. Suppose the
physical states of the theory satisfy the constraint equation

ĈHjψphysi ¼ ðĤA þ ĤB þ ĤSÞjψphysi ¼ 0; ð60Þ

where for simplicity we have suppressed tensor products of
identity operators (e.g., ĤA ¼ ĤA ⊗ IB ⊗ IS). In the rela-
tional Schrödinger and Heisenberg pictures, the state of
clock B and system S with respect to clock A is26

jψBSjAðτAÞi ≔ RSðτAÞjψphysi;
jψBSjAi ≔ RH;Ajψphysi;

while the state of A and S with respect to B is

jψASjBðτBÞi ≔ RSðτBÞjψphysi;
jψASjBi ≔ RH;Bjψphysi:

For clarity in the frame change procedure below, we attach
the reference frame label A or B to the Heisenberg
reduction map and to the clock reading τ in the case of
the Schrödinger reduction map.
A change of temporal reference frames is performed by

acting on the state of BS relative to A with the inverse
reduction map associated with A, followed by the clock B
reduction map. The composition of these two maps
yields the TFC maps which take states relative to A to
states relative to B, that is, ΛA→B∶Hphys

B ⊗ Hphys
S →

Hphys
A ⊗ Hphys

S ,27 and where, depending on which relational
picture we work in and whether we also change the
relational picture,

26With two clocks, as described by the constraint in Eq. (60),
one can apply a second reduction map to the state yielding twice
conditioned state of S

jψSjABðτA; τBÞi ≔ RSðτAÞ∘RSðτBÞjψphysi:

Note that RSðτAÞRSðτBÞ ¼ RSðτBÞRSðτAÞ. An expansion of a
physical state may be specified in terms of this twice reduced
state

jψphysi ¼
Z

dτAdτBjτAijτBijψSjABðτA; τBÞi:

27Note that Hphys
B ⊗ Hphys

S is the physical subspace of
HB ⊗ HS, i.e., the subspace permitted by the constraint Eq. (60).
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ΛA→B
S ≔ RSðτBÞ∘R−1

S ðτAÞ;
ΛA→B
H ≔ RH;B∘R−1

H;A

ΛA→B
H→S ≔ RSðτBÞ∘RH;A;

ΛA→B
S→H ≔ RH;B∘RSðτAÞ: ð61Þ

The structure of these four ways of changing frame from A
to B is depicted in Fig. 4.
Thanks to the compositional structure in Eq. (61),

the TFC map ΛA→B always passes through the physical
Hilbert space Hphys. For instance, in the relational
Schrödinger pictureR−1

S ðτAÞjψBSjAðτAÞi ∈ Hphys as shown
in Sec. VA 2, and similarly for the relational Heisenberg
picture. The TFC map thereby has the compositional
structure analogous to coordinate changes φB∘φ−1

A on a
manifold. For example, in general relativity these pass from
one coordinate description of the local physics via the
reference frame independent (i.e., coordinate independent)
description of the spacetime manifold, to another coordi-
nate description of the local physics. Indeed, here we can
think of Eq. (61) as defining a “quantum coordinate
change.” The temporal reference frames A and B define
two possible descriptions in the coordinates τA and τB for
the quantum evolution of the remaining degrees of free-
dom. The physical Hilbert space Hphys, defined here by
Eq. (60), assumes the analogous role of the manifold since
it is independent of the choice of which subsystem is
used as a temporal reference system. The physical Hilbert
space encodes a multitude of such temporal frame choices

(clock perspectives), not just A and B. This is why we may
think of Hphys as defining a clock neutral [25,26], rather
than timeless quantum theory; it is a quantum description
prior to having chosen a temporal quantum reference frame.
The framework developed here thereby contributes to the
more general perspective-neutral approach to both spatial
and temporal quantum reference frames introduced in
[25,26,39,40,80]. Changes of perspective (i.e., quantum
reference frame) in this approach always proceed via the
perspective-neutral physical Hilbert space; see Fig. 5 for
more discussion.
The TFC map, defined in Eq. (61), transforms states in

the relational Schrödinger picture as

ΛA→B
S ∶ Hphys

B ⊗ Hphys
S → Hphys

A ⊗ Hphys
S ;

jψBSjAðτAÞi ↦ jψASjBðτBÞi ¼ ΛA→B
S jψBSjAðτAÞi;

where ΛA→B
S is the operator

ΛA→B
S ≔ RSðτBÞ∘R−1

S ðτAÞ
¼ ðhτBj ⊗ IASÞδðĈHÞðjτAi ⊗ IBSÞ; ð62Þ

and IAS denotes the identity on HA ⊗ HS and similarly
for IBS. In the relational Heisenberg picture the state
transforms as

ΛA→B
H ∶ Hphys

B ⊗ Hphys
S → Hphys

A ⊗ Hphys
S ;

jψBSjAi ↦ jψASjBi ¼ ΛA→B
H jψBSjAi;

where ΛA→B
H is the operator

FIG. 5. A change of quantum frame perspective has the same
compositional structure as coordinate changes on a manifold. The
“quantum coordinate maps” RA and RB take as their input the
perspective-neutral physics on Hphys and map it to a description
relative to the perspective of either quantum reference frame A
or B. The quantum coordinate maps RA, RB are maps between
Hilbert spaces (quantum reduction maps). Just like coordinates
on a manifold, a perspective need not be globally valid (due to the
Gribov problem) [25,26,39,40].

FIG. 4. The temporal frame change (TFC) maps in the rela-
tional Schrödinger picture (Page-Wootters formalism), ΛA→B

S ,
and the relational Heisenberg picture, ΛA→B

H , as well as TFC maps
acting in between them, as given in Eq. (61). To transform the
state of clock B and system S and with respect to clock A, to
the state of A and S with respect to B, we must first pass to the
physical Hilbert space via the inverse of the reduction map,
indicated by the arrows pointing from the top and bottom left
corners to the center, followed by the application of the reduction
map, depicted by the arrows pointing from the center to the top
and bottom right corners.
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ΛA→B
H ≔ RH;B∘R−1

H;A

¼ ðhτBj ⊗ U†
ASðτBÞÞδðĈHÞðjτAi ⊗ UBSðτAÞÞ; ð63Þ

where U†
ASðτBÞ ¼ eiðĤAþĤSÞτB and similarly for UBSðτAÞ.

We emphasize that in the sequel we will always assume
the TFC operators in Eqs. (62) and (63) to act on
Hphys

A ⊗ Hphys
S , so that we may use, e.g., the simpler form

Eq. (53) for RH.

B. Observable transformations

A change of temporal reference frame also induces a
transformation of observables. Under a change of temporal
reference frame, the expectation value of the untransformed
observable with the untransformed state is equal to the
expectation value of the transformed observable with the
transformed state. We examine transformations of observ-
ables in the relational Schrödinger and Heisenberg pictures
in the following two subsections.

1. Observable transformations in the relational
Schrödinger picture

Consider in the relational Schrödinger picture the
observable Ôphys

BSjA ∈ LðHphys
B ⊗ Hphys

S Þ associated with

BS “seen” from the perspective of A. Demanding the
expectation value of Ôphys

BSjA with the untransformed state
jψBSjAðτAÞi be equal to the expectation value of the trans-

formed observable, which we denote Ôphys
ASjBðτA; τBÞ ∈

LðHphys
A ⊗ Hphys

S Þ on the transformed state implies that

hψBSjAðτAÞjÔphys
BSjAjψBSjAðτAÞi

¼ hψASjBðτBÞjÔphys
ASjBðτA; τBÞjψASjBðτBÞi:

The appearance of the evolution parameters τA, τB in B’s
Schrödinger picture will be clarified shortly. It then follows
that the observables transform between perspectives under
conjugation with the TFC map ΛA→B

S

Ôphys
ASjBðτA; τBÞ ¼ ΛA→B

S Ôphys
BSjAðΛA→B

S Þ†

¼ RSðτBÞ∘EτA
S ðÔphys

BSjAÞ∘R−1
S ðτBÞ

¼ hτBjδðĈHÞðjτAihτAj ⊗ Ôphys
BSjAÞδðĈHÞjτBi;

ð64Þ

where we have made use of Eqs. (43) and (62). It is thus
seen that the observable Ôphys

BSjA transforms from A’s per-

spective to B’s perspective by first acting on it with the
operator jτAihτAj associated with clock A reading the time
τA, yielding jτAihτAj ⊗ Ôphys

BSjA. This operator is then pro-
jected onto the physical Hilbert space via the operator

δðĈHÞ and conditioned on clock B reading the time τB. This
procedure yields the transformed observable on AS as seen
from the perspective of B.
Crucially, notice that in line with the perspective-neutral

approach [25,26,39,40] alluded to above, these observable
transformations from one “clock perspective” to another
always proceed via the algebra of Dirac observables
on Hphys. Indeed, adapting Theorem 3 to the present

case implies that the encoding EτA
S ðÔphys

BSjAÞ inside
Eq. (64) corresponds to the relational Dirac observable
F̂OBSjA;TA

ðτAÞ on Hphys. This is the observable analog of the
“quantum coordinate changes” described before, which
map reduced states from one perspective always via Hphys

to reduced states of another perspective (cf. Fig. 5).
In order to understand the meaning of the state and

observable transformations, it is important to note that we
are always describing the same physics (encoded in the
clock-neutral Hphys), just from different (clock) perspec-
tives. In particular, just as we always describe the same
clock-neutral physical state jψphysi in reduced form relative
to different clocks, we also always describe the same Dirac
observable from Hphys [in Eq. (64) this is F̂OBSjA;TA

ðτAÞ] in
the respective reduced theories. It is precisely these clock-
neutral structures of states and observables on Hphys that
provide the consistent link between the different reduced
descriptions relative to different choices of clock.
It is seen from Eq. (64) that the transformed observable

may depend on both τA and τB, even though the untrans-
formed observable was independent of both τA and τB.
The explicit dependence of the transformed observable on
the evolution parameter τA from the old perspective should
not surprise because, as just observed, we are now
describing the relational Dirac observable F̂OBSjA;TA

ðτAÞ
from the perspective of clock B, and this observable
includes a description of how system degrees of freedom
evolve relative to clock A. Loosely speaking, this is
analogous to how in relativity an observer B may describe
from their reference frame how a system S evolves relative
to the clock of some other observer A. The τB dependence,
by contrast, is more subtle. The following theorem states
the necessary and sufficient conditions under which the
transformed observable is independent of τB.
Theorem 7.—Consider an operator on BS from the

perspective of A described by Ôphys
BSjA∈LðHphys

B ⊗Hphys
S Þ.

From the perspective of B, this operator is independent of
τB, so that Ô

phys
ASjBðτA; τBÞ ¼ Ôphys

ASjBðτAÞ ∈ LðHphys
A ⊗ Hphys

S Þ
if and only if

Ôphys
BSjA ¼

X
i

ðÔphys
BjA Þ

i
⊗ ðf̂physSjA Þ

i
;

where ðf̂physSjA Þi is an operator on S and ðÔphys
BjA Þi is a constant

of motion, ½ðÔphys
BjA Þi; ĤB� ¼ 0. Furthermore, in this case
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Ôphys
ASjBðτAÞ ¼ ΠσABS

hX
i

GASðjτAihτAj ⊗ ðf̂physSjA Þ
i
Þ

× htBjðÔphys
BjA Þ

i
δðĈHÞjtBi

i
ΠσABS ; ð65Þ

where ΠσABS is a projection onto the subspace of HA ⊗ HS

spanned by energy eigenstates whose energy lies in
σABS ≔ SpecðĤA þ ĤSÞ ∩ Specð−ĤBÞ, jtBi is an arbitrary
clock state of B, and GAS is the G-twirl over the group
generated by ĤA þ ĤS.
Proof.—The proof is given in Appendix C. ▪
Adapting Eq. (37) to the present case, it follows

that ĤA þ ĤS is the Hamiltonian which generates the
time evolution in the Schrödinger picture relative to clock
B. This Hamiltonian is τB independent. Observables in a
Schrödinger picture with a time independent Hamiltonian
are usually time independent themselves. Theorem 7 shows
that this is the case in the new perspective when the
observable being transformed does not encode any evolv-
ing degrees of freedom of the new clock B.
When Schrödinger picture observables are nevertheless

explicitly dependent on time, one often associates this with
some external influence (e.g., classical control of a mag-
netic field). Here the situation is different. Theorem 7
shows that if the observable F̂OBSjA;TA

ðτAÞ being trans-
formed contains degrees of freedom of the new clock B
that evolve nontrivially with respect to the old clock A,
this observable will have an explicit τB dependence even
when described in the Schrödinger picture relative to the
new clock B.
This is, in fact, an indirect instance of self-reference by

clock B: the transformed observable Ôphys
ASjBðτA; τBÞ is the

description of the relational Dirac observable F̂OBSjA;TA
ðτAÞ

from the perspective of B. But F̂OBSjA;TA
ðτAÞ describes

how B (and S) degrees of freedom evolve relative to A.
Hence, Ôphys

ASjBðτA; τBÞ indirectly describes how B degrees of

freedom evolve relative to B. This becomes particularly
evident when, e.g., ÔBSjA¼ T̂B⊗ IS and so F̂OBSjA;TA

ðτAÞ≡
F̂TB⊗IS;TA

ðτAÞ. In that case, Ôphys
ASjBðτA; τBÞ encodes how the

first moment of the clock B evolves relative to the clock A
and describes these relations from the perspective of B.
It should be no surprise that this observable must depend on
τB even in the Schrödinger picture relative to B, despite the
evolution generator being τB independent.
Theorem 7 clarifies that such an indirect clock self-

reference will in general manifest itself in the shape of
observables in the relational Schrödinger picture of this
clock, which explicitly depend on its own evolution
parameter. We note that this observation is only possible
thanks to the clock-neutral picture onHphys, which encodes
many clock choices at once.

From A’s perspective, if it is the case that Ôphys
BSjA ¼

IphysBjA ⊗ f̂physSjA , it follows immediately from Eq. (65) that the

transformed observable on AS from the perspective of B is

Ôphys
ASjBðτAÞ ¼ ΠσABSGASðjτAihτAj ⊗ f̂physSjA ÞΠσABS : ð66Þ

This can also be seen to follow from the shape of
F̂OBSjA;TA

ðτAÞ¼ F̂IB⊗fS;TA
ðτAÞ¼ F̂fS;TA

ðτAÞ⊗ IB on Hphys,
by adapting Eq. (27) to the constraint Eq. (60). The
G-twirl appearing in Eq. (66) has the effect of removing
any coherence the operator jτAihτAj ⊗ f̂physSjA may have

across the eigenspaces of ĤA þ ĤS; that is, the transformed
observable is superselected with respect to the charge
sectors induced by ĤA þ ĤS [37,61].
Equation (66) implies the following corollary, which

provides the necessary and sufficient conditions for a
system observable f̂physSjA to be invariant under a change

of temporal frame.
Corollary 4.—Consider an observable seen from the

perspective of A that acts nontrivially only on S,

Ôphys
BSjA ¼ IphysBjA ⊗ f̂physSjA :

Under a temporal frame change to the perspective of B,
such an observable transforms to

Ôphys
ASjB ¼ IphysAjB ⊗ f̂physSjB ;

where f̂physSjB ¼ f̂physSjA if and only if f̂physSjA is a constant of

motion, ½f̂physSjA ; ĤS� ¼ 0.
Proof.—The proof is given in Appendix C. ▪
Hence, whenever an observable is not a constant of

motion, it will appear differently relative to the different
clocks.

2. Observable transformations in the relational
Heisenberg picture

Similarly, in the relational Heisenberg picture we
demand the following criterion between untransformed
and transformed states and observables:

hψBSjAjÔphys
BSjAðτAÞjψBSjAi ¼ hψASjBjÔH

ASjBðτA; τBÞjψASjBi;

where for distinction we write the transformed observable
as ÔH

ASjBðτA; τBÞ as this will in general not coincide with the
transformed observable Ôphys

ASjBðτA; τBÞ of the relational

Schrödinger picture above. Again, in the relational
Heisenberg picture observables transform between perspec-
tives under conjugation with the TFC map ΛA→B

H
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ÔH
ASjBðτA; τBÞ ¼ ΛA→B

H Ôphys
BSjAðτAÞðΛA→B

H Þ†

¼ RH;B∘EHðÔphys
BSjAðτAÞÞ∘R−1

H;B

¼ U†
ASðτBÞÔphys

ASjBðτA; τBÞUASðτBÞ: ð67Þ

In the last line, Ôphys
ASjBðτA; τBÞ is the transformed observable

from the relational Schrödinger picture. Again, the trans-
formation between different reduced descriptions of observ-
ables proceeds via Dirac observables on the clock-neutral
Hilbert space Hphys. The above equation and Theorem 7
imply the following corollary that specifies the necessary
and sufficient conditions under which ÔH

ASjBðτA; τBÞ evolves
in clock B time τB according to the Heisenberg equation of
motion with no explicit τB dependence.
Corollary 5.—Consider an operator on BS from the

perspective of A described by Ôphys
BSjAðτAÞ ∈ LðHphys

B ⊗

Hphys
S Þ. Under a temporal frame change to the perspective

of B, this operator transforms to ÔH
ASjBðτA; τBÞ that satisfies

the Heisenberg equation of motion in clock B time τB
without an explicitly τB dependent term,

d
dτB

ÔH
ASjBðτA; τBÞ ¼ i½ĤA þ ĤS; Ô

H
ASjBðτA; τBÞ�;

if and only if

Ôphys
BSjAðτAÞ ¼

X
i

ðÔphys
BjA Þ

i
⊗ ðf̂physSjA ðτAÞÞi;

and Ôphys
BjA is a constant of motion, ½ĤB; Ô

phys
BjA � ¼ 0.

Proof.—The proof is given in Appendix C. ▪
The interpretation of these observable transformations is

of course analogous to those between different relational
Schrödinger pictures. In particular, when there is an explicit
τB dependence in the relational Heisenberg equations of
motion relative to clock B, this can be interpreted as a
manifestation of a clock B self-reference.

C. Temporal localization is frame dependent

We now consider two explicit examples of temporal
frame changes in the relational Schrödinger picture. In the
first example, we change from the perspective of A to the
perspective of B, when the state of B seen by A at clock A
time τA has support localized around the clock state jτAi. In
this case, we find that the evolution of AS seen by B is
temporally local in the sense that the evolution of AS is
described by a single time evolution operator UASðτBÞ
generated by ĤA þ ĤS. In the second example, we change
to the perspective of B, when B is seen by A to be in a
superposition of two states localized around different clock
states jτA � Δi. In this case, we find that the evolution of
AS is temporally nonlocal, by which we mean that the

evolution of AS is described by a superposition of the time
evolution operators UASðτB � ΔÞ. These examples are
depicted in Fig. 6, and illustrate that temporal localization
is frame dependent.
Consider again two clocks A and B and a system S

described by a physical state satisfying Eq. (60). For
simplicity we assume that the associated clock states are
orthogonal. Suppose that in the relational Schrödinger
picture the state of BS from the perspective of A is a
product of pure states of B and S:

jψBSjAðτAÞi ¼ jψBjAðτAÞijψSjAðτAÞi: ð68Þ

As constructed, Eq. (68) is temporally local in the evolution
generated by ĤB þ ĤS as it can be written in the
form UBSðτAÞjψAijψSi, where UBSðτAÞ ≔ e−iðĤBþĤSÞτA .
Application of the TFC map ΛA→B

S yields the state of
AS from the perspective of B (see Appendix D):

jψASjBðτBÞi ¼ ΛA→B
S jψBSjAðτAÞi

¼
Z
R

dt
2π

ψBjAðτB − tÞjtiAjψSðtÞi; ð69Þ

where ψBjAðτB − tÞ ≔ hτBjψBjAðtÞi is the wave function of
clock B in the clock state basis. In the description relative to
clock A, the wave function ψBjA rather depends on τA, but
the TFC map replaces this by a dependence on τB (see
Appendix D). We note that from the perspective of A, BS is
in a product state, while from the perspective of B, AS is
entangled.
First, suppose that from the perspective of A the state

of B is a localized Gaussian wave packet of width σ,

ψBjAðτB − tÞ ¼ e−ðτB−tÞ2=2σ2

π1=4
ffiffiffi
σ

p ≕ϕBðτB − tÞ:

The parameter σ quantifies the degree of localization of B
around the clock state jτBi. In this case, the state of AS seen
by B is

jψASjBðτBÞi ¼ UASðτBÞ
Z
R

dt
2π

ϕBðtÞjtiAjψSðtÞi; ð70Þ

where UASðτBÞ ≔ e−iðĤAþĤSÞτB . We conclude that AS is
seen by B to be localized around jτBijψSjAðτBÞi, since
ϕBðtÞ is peaked around t ¼ 0, and that the evolution of AS
is temporally local because its evolution is written in terms
of a single time evolution operator UASðτBÞ. This situation
is shown in Fig. 6(a).
Next, suppose instead that B is seen by A to be in a

superposition of two states localized around different
clock states
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ψBjAðτBÞ ¼
1ffiffiffiffiffiffiffi
2N

p ½ϕBðτB − ΔÞ þ ϕBðτB þ ΔÞ�;

where N ≔ 1þ e−Δ
2=σ2 . Then the state of AS from the

perspective of B is

jψASjBðτBÞi ¼
1ffiffiffiffiffiffiffi
2N

p ½UASðτB − ΔÞ þUASðτB þ ΔÞ�

×
Z
R

dt
2π

ϕBðtÞjtiAjψSðtÞi: ð71Þ

From Eq. (71) we conclude that the state of AS as seen by B
is in a superposition of wave packets localized around
jτBijψSðτBÞi translated forward and backward in clock B
time τB by Δ. We thus conclude that the evolution of AS is
temporally nonlocal because it corresponds to a super-
position of time evolutions separated in clock B time by an
amount 2Δ, see Fig. 6(b). This is an example of a
superposition of time evolutions [125].
The particular form of entanglement in the state of AS

in Eq. (71) implies that the reduced state of S is mixed
relative to B,

ρSjBðtÞ ≈
1

2
ðjψSðτB − ΔÞihψSðτB − ΔÞj

þ jψSðτB þ ΔÞihψSðτB þ ΔÞjÞ;

where we have assumed σ ≪ 1 [and that jψSðtÞi is not
2Δ periodic]; note that ≈ here, in contrast to the rest of
the article, does not denote a weak equality but rather
approximate equality. The above density matrix can be
explained as S being temporally localized at either
τB − Δ or τB þ Δ, but from the perspective of B it is
indefinite as to which of these two possibilities is
realized. Thus, B sees the temporal locality of S as
indefinite.
The lesson of these examples is that temporal locality is

frame dependent. From the perspective of A the evolution
of BS was temporally local. From the perspective of B,
which depends on the state of B as seen by A, the evolution
of AS can either be temporally local or nonlocal. This
complements the discussion in [65] where likewise an
interesting temporal nonlocality was reported that depends
on the clock perspective.

(a)

(b)

FIG. 6. Clock A and B are depicted in blue and red respectively, and the system S in green. (a) The evolution of the state jψBSjAðτAÞi of
BS seen by A is temporally local (left). Since clock B is localized in its clock state basis as seen by A, transforming to the perspective of B
yields a temporally local evolution of the state jψASjBðτBÞi of AS (right) described by Eq. (70). (b) The evolution of the state jψBSjAðτAÞi
of BS seen by A is again temporally local (left). Since clock B is in a superposition of two states localized in its clock state basis as seen
by A, transforming to the perspective of B yields a temporally nonlocal evolution of the state jψASjBðτBÞi of AS (right) described by
Eq. (71). While BS appears unentangled from the perspective of A, from B’s perspective AS appears as an entangled state comprised of a
superposition of two branches localized at different times, t� Δ. This is the temporal analog of the observation in that spatial
entanglement depends on the quantum frame perspective [38,39] and complements the recent discussion in [65].
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D. Connection with past work on quantum temporal
frame changes

The first systematic method for changing quantum
clocks [27–29] was developed at a semiclassical level
using so-called effective techniques for constraint systems.
This approach already featured what we may call a
perspective-neutral structure (a constraint surface in a
quantum phase space) that contained all clock perspectives
at once. The perspective-neutral approach to quantum
frame changes was then generalized to a full quantum
method for switching clock perspectives for the parame-
trized particle [25] and for a model which can be interpreted
either as a quantum cosmological model or as a relativistic
particle [26]. These two examples were discussed in the
relational Heisenberg picture (which in those models is
equivalent to reduced phase space quantization) and illus-
trate specific realizations of the TFC map ΛA→B

H for both
states and relational observables. In these two models, the
various clock operators are self-adjoint on Hkin and thus
have orthogonal clock states. However, in both models one
also has to deal with degenerate clock Hamiltonians.
Recently, temporal frame changes for the Page-Wootters

formalism were derived independently from the present
work in [65], offering an example of the TFC map ΛA→B

S ,
although observable transformations were not explored.
The clocks considered in [65] are of the ideal, nondegen-
erate case SpecðĤCÞ ¼ R when T̂ is a self-adjoint operator
with orthogonal clock eigenstates on Hkin. The authors of
[65] explore how an indefinite causal order of quantum
events may arise through gravitationally interacting quan-
tum clocks.
We now show that the clock changes of [65] are included

in the class of temporal frame changes developed above,
which pass through the clock-neutral physical Hilbert
space. For example, adapted to our notation and normali-
zation, the quantum clock transformation Eq. (25) of [65]
reads

SA→B
S ¼ ðhτB ¼ 0j ⊗ IASÞ

Z
R

dt
2π

jtiA ⊗ UBSðtAÞ;

where SA→B
S transforms states from those with respect to A

to those with respect to B, and the clock states are assumed
to be orthogonal for different values of t. Comparing with
Eqs. (40), (41), (53) and (C10), it is easy to see that

SA→B
S ¼ RSðτB ¼ 0Þ∘R−1

S ðτA ¼ 0Þ
¼ RH;BðτB ¼ 0Þ∘R−1

H;A; ð72Þ

which is an example of the TFC maps (in the case of ideal
clocks) as defined in Eq. (61), i.e.,

SA→B
S ≡ ΛA→B

S ðτA ¼ 0; τB ¼ 0Þ≡ ΛA→B
H ;

where for clarity we have included the times between which
ΛA→B
S translates Schrödinger-picture states.
For completeness, we note that we can decompose our

TFC map in Eq. (62) as follows:

ΛA→B
S ¼ ðhτBj ⊗ IASÞδðĈHÞðjτAi ⊗ IBSÞ

¼ UAðτAÞ ⊗ IBS

�
1

2π

Z
R
dtjtiA ⊗ h−tjB ⊗ USðtÞ

�

U†
BðτBÞ ⊗ IAS:

The term in the square brackets can be further
decomposed as

1

2π

Z
R
dtjtiA ⊗ h−tjB ⊗ USðtÞ ¼

X∞
n¼0

in

n!
PðnÞ

A→B ⊗ Ĥn
S;

where we define

PðnÞ
A→B ≔

1

2π

Z
R
dtð−tÞnjtiA ⊗ h−tjB

as the nth-moment parity-swap operator between clocks A
and B. This generalizes the (“0th-moment”) parity-swap
operator, which was originally introduced in [38] for spatial
quantum reference frames, appeared in [25,26,65] for
quantum clocks also, and which applies to self-adjoint
reference frame degrees of freedom, to covariant clock
POVMs. Indeed, in the special case that the clock states are
orthogonal, in which case they are eigenstates of a self-
adjoint first moment operator T̂B, we can simplify the
above expression to

1

2π

Z
R
dtjtiA ⊗ h−tjB ⊗ USðtÞ ¼ Pð0Þ

A→Be
iT̂B⊗ĤS ;

where Pð0Þ
A→B is the standard parity-swap operator;

cf. Eq. (26) of [65], see also [25,26].
Thanks to the equivalence established through the trinity,

the present article thus unifies and extends both previous
methods to a much larger class of models in which the
clock need not be quantized as a self-adjoint operator, but is
rather encoded in the more general notion of a covariant
clock POVM. In this manner, we are able to go beyond the
assumption of ideal clocks, including those which may
classically feature pathological behavior as illustrated in the
example of the exponential potential (cf. Sec. III A). In a
companion article [83] we extend the ability of the TFC
maps in [25,26] to deal with the subtleties arising in the
presence of the clock energy degeneracies in relativistic
systems to covariant clock POVMs.
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VIII. IMPLICATIONS OF THE TRINITY

A. Quantum analog of gauge-invariant extension
of gauge-fixed quantities

As explained in Sec. II A, the classical relational Dirac
observables Ff;TðτÞ are so-called gauge-invariant exten-
sions of gauge-fixed quantities [14–17,79]. Ff;TðτÞ corre-
sponds to the value that the function f takes on the
intersection of the gauge fixing surface T ¼ τ with the
constraint surface C (cf. Fig. 2). In particular, this inter-
section of T ¼ τ with C corresponds to a gauge-fixed
reduced phase space (cf. Sec. IV B 1).
So far, the quantum analog of the notion of “gauge-

invariant extension of gauge-fixed quantities” has been
lacking in the literature. One reason is that, within the
canonical Dirac quantization procedure, there is no gauge-
fixing:28 the physical Hilbert space—i.e., the quantum
constraint surface—is already gauge invariant in contrast
to the classical constraint surface which contains all the
gauge orbits. Another is that the quantum analog of
“gauge-fixed” reduced phase space seems to have been
missing.
For the class of systems defined by the constraint

Eq. (23), we have clarified in this article precisely the
quantum versions of both gauge-invariant extensions of
gauge-fixed quantities and gauge-fixed reduced phase
spaces. The canonical quantum analog of phase space
reduction through gauge fixing is given by the reduction
maps RSðτÞ and RH, especially the latter, as it gives
rise to the relational Heisenberg picture in analogy to
the classical relational Hamiltonian equations of motion
on the reduced phase spaces (cf. Sec. IV B 1). The
quantum analog of the reduced phase space is the physical
system Hilbert space Hphys

S . Accordingly, the quantum
analog of a gauge-fixed quantity are the system observ-
ables f̂physS ðτÞ and f̂physS , so that the encoding maps
Eq. (56) and (43),

EHðf̂physS ðτÞÞ ¼ R−1
H f̂physS ðτÞRH

Eτ
Sðf̂physS Þ ¼ R−1

S ðτÞf̂physS RSðτÞ; ð73Þ

constitute the quantum analog of the gauge-invariant
extension of gauge-fixed quantities procedure. Indeed,
as established in Theorems 3 and 5, the encoded observ-
ables coincide weakly, i.e., onHphys, with the power series
quantization Eq. (27) of the relational Dirac observables
FfS;TðτÞ of Eq. (5). In line with all this, we have also

shown in Theorem 2 that the map f̂physS ↦ F̂fphysS ;TðτÞ is

weakly an algebra homomorphism with respect to
addition, multiplication and the commutator (see also
Sec. VI C). This is precisely the quantum analog of the
corresponding classical weak algebra homomorphism
f ↦ Ff;TðτÞ established in [14], which relied on the
notion of gauge-invariant extension of gauge-fixed
quantities.
Recall that the power-series quantization of the classical

relational Dirac observables yields F̂fS;TðτÞ as the G-twirl
Gðjτihτj ⊗ f̂SÞ, i.e., an integral over the one-parameter
group generated by the constraint ĈH. Hence, onHphys, we
may alternatively think of the relational Dirac observables
as G-twirls of the reduced observables together with the
“projector” jτihτj onto the clock time τ. Conversely,
Eq. (73) provides a new way to understand the G-twirl:
it is weakly equal to a conjugation with symmetry reduction
maps. This seems to have been unknown before. These
observations thereby offer a novel systematic construction
procedure for quantum relational Dirac observables.
Recently, we became aware of a recent complementary

article [30] which also carefully develops a quantum
version of gauge-invariant extension of gauge-fixed quan-
tities. In contrast to us, this work begins with integral
representations of relational observables [13,19], rather
than the power-series expansions [14–17], which we have
employed. The approach in [30] can be viewed as a
canonical operator analog of Faddeev-Popov gauge fixing
[126]. Interestingly, this construction also yields what we
call the G-twirl [compare with Eqs. (36) and (46) in [30]]
and, in fact, a systematic construction procedure for
relational Dirac observables for a wider class of systems
with a Hamiltonian constraint [the restriction Eq. (23)
is not assumed, while a monotonic clock is implicitly
assumed]. However, the advantage of our procedure for
the class of systems considered is that we do not rely on a
(kinematical) self-adjoint quantization of classical gauge-
fixing conditions unlike [30]. In our case the classical
gauge fixing conditions are T ¼ τ and, as described in
Sec. III B, we instead quantize T more generally as a
covariant clock POVM. This enables us to consider a
much wider class of clocks. Furthermore, the relation with
quantum symmetry reduction and the algebra homomor-
phism were not discussed in [30], which we believe
elucidates clearly the quantum analog of gauge-invariant
extensions of gauge-fixed quantities. It would be very
interesting to combine the techniques developed in [30]
with the results established in this manuscript. In par-
ticular, the shape of Eq. (27) suggests that our construc-
tion of quantum Dirac observables in terms of the G-twirl
holds for general Hamiltonian constraints including inter-
actions, as also observed in [30] [see also Eq. (3.1.10)
in [3]]. Note, however, that for nonintegrable systems this
G-twirl expression will be formal as in that case a
quantum representation problem of Dirac observables
arises [128,129] (see also [29]).

28Clearly, at the path integral formulation there is the well-
known Faddeev-Popov gauge fixing [126] and its generalization,
the Batalin-Vilkovisky formalism [127].
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B. Conditional inner product as quantum gauge-fixed
physical inner product

The quantum reduction maps RSðτÞ and RH and their
inverses thus give rise to the quantum analogs of both
gauge-invariantly extending gauge-fixed quantities and the
converse, gauge-fixing gauge-invariant quantities for both
observables and states. The relational Schrödinger and
Heisenberg pictures on Hphys

S are the quantum gauge-fixed
descriptions of the clock-neutral picture on the manifestly
gauge-invariant Hphys.
In line with this, the physical inner product in Eq. (26) is

clock neutral: its definition does not depend on a temporal
reference frame and is compatible with a multitude of
different clock choices. Accordingly, we can regard it as a
description of the theory’s inner product prior to having
chosen a temporal frame. By contrast, it is now clear that
the conditional/Page-Wootters inner product in Eq. (38),
originally introduced in [50,51], is a quantum gauge-fixed
version of the physical inner product, thanks to Corollary 1.
The definition of the conditional inner product requires a
specific clock choice and a specific reading of that clock.
Classically, any fixed clock reading corresponds to a choice
of gauge. Consistent with the interpretation that the condi-
tional inner product is a gauge-fixed version of the gauge-
invariant physical inner product, one finds that it is actually
independent of the clock reading because the reduced
dynamics is unitary. As such, we can view the conditional
inner product as the description of the inner product relative
to a choice of temporal reference frame.
Classically different clock choices lead to different gauge

fixings and thus different reduced theories, interpreted as
the descriptions of the same dynamics, but relative to
different choices of temporal reference frame. The same is
true in the quantum theory: different clock choices yield
different families of relational observables and different
reduction maps RSðτÞ and RH, and hence different

relational Schrödinger and Heisenberg pictures with differ-
ent conditional inner products. However, these different
reduced quantum theories, i.e., descriptions of the quantum
dynamics relative to different choices of temporal reference
frame, are all equivalent by being different quantum gauge
fixings of the manifestly gauge-invariant clock-neutral
picture on Hphys.

29

C. Resolving Kuchař’s three criticisms

Kuchař raised a serious challenge to the Page-Wootters
formalism in his seminal review on the problem of time
[10]. He presented three distinct criticisms to the proposal,
which we paraphrase here:
(1) Inappropriate for Klein-Gordon systems: When

applied to a relativistic particle in Minkowski space,
the conditional probability for the position of the
particle as a function of Minkowski time differs from
the accepted Klein-Gordon probability density for
the localization of a relativistic particle.

(2) Violation of the constraints: The Page-Wootters
formalism postulates the conditional probability in
Eq. (35), which is motivated by applying the Born
rule to a measurement corresponding to the effect
operator eTðτÞ ⊗ efSðfÞ. Such an effect operator
does not commute with the constraint operator ĈH,
and thus the measurement throws jψphysi out of the
physical Hilbert space. The Page-Wootters formal-
ism would thus be based on a postulate that violates
the constraint.

(3) Wrong propagators: When applied to answering the
fundamental dynamical question—“If one finds
the system at position q at time τ, what is the
probability of finding it at position q0 at time τ0?”—
the conditional probability in Eq. (35), interpreted in
the two-time case as

Probðq0 when τ0jq when τÞ ¼ hψphysjeTðτÞ · eTðτ0Þ · eTðτÞ ⊗ eqSðqÞ · eqSðq0Þ · eqSðqÞjψphysikin
hψphysjeTðτÞ ⊗ eSðqÞjψphysikin

; ð74Þ

where eqSðqÞ is an improper projector associated with the
particle located at q, yields the wrong answer, and prohibits
time to flow. This amounts to a reductio ad absurdum.
In a companion article [83], in which we treat relativistic

settings, we address the first criticism by again choosing a
clock POVM, in that case chosen covariant with respect to

quadratic clock Hamiltonians, and appropriately adapting
the Page-Wootters inner product, Eq. (38), introduced in
[50]. We show that conditioning on the covariant clock
POVM instead of the Minkowski time operator results in a
Newton-Wigner type localization probability commonly
used in relativistic quantum mechanics. By extending the
trinity to relativistic systems, this also connects with the
treatment of the Klein-Gordon system in [26,110].
The second criticism above has been resolved in the

present manuscript. Theorems 3 and 4 show that, while the
individual kinematical operators eTðτÞ ⊗ efSðfÞ indeed
are not Dirac observables on Hphys, the entire conditional

29Global equivalence requires that the different choices of
temporal reference frame correspond each to monotonic clocks.
For a nonmonotonic clock the equivalence will not be global
on the physical Hilbert space (see [27–29,40] for a related
discussion).
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probability in Eq. (35) is manifestly gauge invariant and
coincides with the expectation value of the corresponding
Dirac observables (through the encoding map) in the
physical inner product. Hence, the conditional probability
in Eq. (35) does not actually violate any constraints. It is
just the reduced form (having undergone the quantum
analog of gauge fixing) of a gauge-invariant expression.
The third criticism is also completely resolved by the

trinity. This criticism has previously been discussed
and proposals for its resolution were put forward in
[21,49,64,130] (see also the recent exposition of the
different proposals in the context of the Wigner’s friend
scenario [71]). However, the proposed resolution in [21]
relies on approximations in the limit of ideal clocks, while
the proposal in [49] hinges on auxiliary ancilla systems.30

The trinity established in this paper offers a different
route and resolves the two-time conditioning problem
arising from Eq. (74) exactly, and without extra degrees
of freedom.
As Kuchař emphasized [10], the problem has to do with

the fact that the (improper) projector eTðτ0Þ ⊗ eqSðq0Þ
inside Eq. (74) acts on a state that no longer resides in
Hphys. For this two-time conditioning, we have not estab-
lished gauge invariance, since Theorems 3 and 4 apply only
to the one-time conditioning scenario. In fact, Eq. (74) is
simply the wrong way to express a conditional probability
from the point of view of Dirac quantization; it evaluates
kinematical operators in kinematical states. It is impossible

to express Eq. (74) purely in terms of gauge-invariant
objects. However, the trinity establishes an equivalence
between the gauge-invariant quantum theory on Hphys and

the relational Schrödinger picture onHphys
S , suggesting that

there must be an alternative.
Indeed, we now propose a new two-time conditional

probability at the level of Hphys, inspired by the usual
expression for conditional probabilities [131]. Through the
trinity, this proposed conditional probability induces an
expression for the two-time conditional probability in terms
of the Page-Wootters conditional state, from which
we recover the correct propagator. To this end, recall
Theorem 2, which establishes that f̂physS ↦ F̂fphysS ;TðτÞ is

an algebra homomorphism. This permits us to generalize
Kuchař’s conditional probability question above to: “If one
finds the system in the state corresponding to the observ-
able Â taking the value a at clock time τ, what is the
probability of finding it in the state corresponding to
observable B̂ taking the value b at clock time τ0?” In
particular, if ΠA¼a is the (possibly improper) projector on
Hphys

S corresponding to the system observable Â taking the
value a, then the relational Dirac observable F̂ΠA¼a;TðτÞ too
will act as a (possibly improper) projector on Hphys,
however, this time associating the system observable
reading a with the clock reading τ. This suggests the
following two-time conditional probability on Hphys:

ProbðB ¼ b when τ0jA ¼ a when τÞ ≔ hψphysjF̂ΠA¼a;TðτÞ · F̂ΠB¼b;Tðτ0Þ · F̂ΠA¼a;TðτÞjψphysiphys
hψphysjF̂ΠA¼a;TðτÞjψphysiphys

; ð75Þ

where we note the evaluation of the expectation values is done using the physical inner product. In Appendix E 2 we show
that this probability can be rewritten as

ProbðB ¼ b when τ0jA ¼ a when τÞ ¼ hψphysjðeTðτÞ ⊗ ΠA¼aÞδðĈHÞðeTðτ0Þ ⊗ ΠB¼bÞδðĈHÞðeTðτÞ ⊗ ΠA¼aÞjψphysikin
hψphysjðeTðτÞ ⊗ ΠA¼aÞjψphysikin

:

ð76Þ

Interestingly this is the generalization of Dolby’s two-time conditional probability to the case of constraints which have zero
in the continuous part of their spectrum [64].31 In Appendix E 2, we further demonstrate that this expression simplifies to

ProbðB ¼ b when τ0jA ¼ a when τÞ ¼ hψSðτÞjΠA¼aU
†
Sðτ0 − τÞΠB¼bUSðτ0 − τÞΠA¼ajψSðτÞi
hψSðτÞjΠA¼ajψSðτÞi

: ð77Þ

This is the correct propagator associated with transitioning from the system state corresponding to the observable Â reading
a at Schrödinger time τ to the system state corresponding to the observable B̂ reading b at Schrödinger time τ0. Note that the
projectors ΠA¼a andΠB¼b need not necessarily be one-dimensional projectors and that the two-time conditional probability

30This criticism was also discussed in [95], however the authors obtained incorrect propagators. This is a consequence of evaluating
invariant observables on kinematical states.

31In the special case of ideal clocks, this expression was recently studied in the context of the Wigner friend scenario [71].
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Eq. (77) holds for the entire class of models considered in
this manuscript. Moreover, Eq. (77) holds in the more
general case where ΠA¼a and ΠB¼b are replaced with effect
operators corresponding to outcomes of a POVM onHphys

S .
Let us now specialize to the case considered by Kuchař,

where the system S is some particle and Â ¼ B̂ ¼ q̂S is
simply the position operator on Hphys

S . Equation (77) then
becomes

Probðq0 when τ0jq when τÞ ¼ jhq0jUSðτ0 − τÞjqij2;

which is precisely the correct expression for the transition
probability of a nonrelativistic particle.
It is compelling to observe the conceptual difference

between the conditional probabilities in Eq. (75) at the level
of the clock-neutral physical Hilbert space and the equiv-
alent expression Eq. (77) at the level of the reduced theory.
The latter includes the obvious time evolution in between
the conditionings expected in a Schrödinger picture. These
are two conditionings separated by an “external” time.
By contrast, the former does not include an evolution
operator in-between the conditionings, in line with the
often emphasized “timelessness” of what we call the clock-
neutral physical Hilbert space Hphys. Instead, the double
conditioning in Eq. (75) can rather be regarded as the
probability for “the event a when τ AND the event b
when τ0” in the clock-neutral physical state jψphysi. It
makes sense to compute such a two-time joint probability
from the physical state jψphysi as it contains the entire
history of the relational dynamics of the composite system
CS at once. Recall that the physical state is a description of
physics prior to having chosen a temporal reference frame.
We are thus asking for the probability that a history
contains the two events above, each being a coincidence
between two dynamical degrees of freedom.
We emphasize that our resolution of Kuchař’s third

criticism is qualitatively different from the proposal in
[21] and does not rely on approximations and ideal clocks.
While the authors of [21] also evaluate relational Dirac
observables in the physical inner product in order to define
conditional probabilities, they do so in a very different
manner, arguing that the evolution parameter τ is physically
unobservable because it is associated with a kinematical
observable. This leads them to instead declare a choice of
relational Dirac observable as a gauge-invariant clock and
then to ask how other relational observables behave when
the gauge-invariant clock has a particular value. In order for
this to be possible one has to introduce a second clock
system in contrast to our setup which thus amounts to a
modification of the original problem posed by Kuchař. In
their construction of conditional probabilities directly on
the physical Hilbert space, the authors in [21] then integrate
out the evolution parameter τ owing to its alleged unob-
servability. This leads to decoherence effects and modified

transition probabilities that only approximate the standard
textbook ones for ideal clocks and Gaussian states.
We take a distinct approach, avoiding such an integration

because τ corresponds to the reading of a dynamical clock.
While its kinematical time observable is not gauge invari-
ant, the values it can take in fact are in the following sense:
in the classical theory the evolution parameter τ corre-
sponding to a kinematical clock function T also labels
the outcomes of gauge-invariant relational observables
FT;T 0 ðτ0Þ asking for the value of T when another kinemati-
cal time observable T 0 reads τ0.32 In particular, it can also be
understood as the relational Dirac observable FT;TðτÞ ¼ τ.
Gauge invariance thus does not offer a reason per se to
deem τ unobservable in principle, nor to integrate it out.33

Instead, we see that only invoking our manifestly gauge-
invariant equivalence of the relational observable and Page-
Wootters formalism necessarily recovers the standard
transition probabilities without any approximations and
additional clock or state choices, nor does a fundamental
decoherence mechanism result as a consequence of using
realistic (i.e., bounded Hamiltonian) clocks.
Moreover, unlike [49] our resolution (i) does not

necessitate auxiliary ancilla systems, (ii) does not depend
on ideal clocks, and (iii) is manifestly gauge invariant
thanks to the relational conditional probability in Eq. (75).
The proposal in [49] extends to an arbitrary number
of conditionings of the physical state, however, crucially
requiring the addition of extra ancilla systems for every
new conditioning. As such, one has to modify the total
composite system described by the Hamiltonian constraint
with every new conditioning by adding new degrees of
freedom in order to describe the corresponding measure-
ment process. While this is an option for (effective)
laboratory situations, it is unsatisfactory for more funda-
mental descriptions in quantum gravity and cosmology
where the solution to the Wheeler-DeWitt equation is the
quantum state of the entire Universe. In this context, it is
not appropriate to keep adding effective ancilla degrees of
freedom to the fundamental description. By contrast, it is
clear that our conditional probabilities Eqs. (75) and (77)
can be extended to an arbitrary number of conditionings
without adding new degrees of freedom and one will still
always get the correct result, consistent with standard
quantum theory. Given the general validity of Eq. (77),
we thus regard Eq. (75) as the proper resolution of Kuchař’s
third criticism.
It is interesting to note that Eq. (76) is what Kuchař had

warned against in [10]:

32This statement can also be extended to the quantum theory,
however, is more complicated to phrase due to the observations
in [132].

33However, one may justify integrating out clock readings
based on epistemic grounds when an observer has partial
knowledge.
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Of course, one can try to modify the conditional
probability interpretation, say, by projecting the state
back into the physical [Hilbert] space [� � �] each time
the measurement of the projector Â; B̂; Ĉ;… brings it
out of the physical space. I better abstain from analyzing
the shortcomings of such a scheme before someone
seriously proposes it.

As noted above, Dolby [64] had used the analogous
expression to Eq. (76) in the context of discrete spectrum
constraints (which was criticized in [130]), and despite also
considering continuous-spectrum constraints in his paper,
did not actually extend his considerations to Eq. (76) in that
case. Both Kuchař and Dolby were thus agonizingly close
to recovering the correct propagator.
Finally, we note that Eq. (75) is an expression involving

only objects from Hphys (i.e., Dynamics I of the trinity in
Sec. V), while Eq. (77) is written purely in terms of objects
from the reduced theory on Hphys

S (i.e., Dynamics II of the
trinity in Sec. V). Both of these expressions can be easily
justified within either formulation of the relational quantum
dynamics. By contrast, Eq. (76) is somewhat of a hybrid
expression, involving structures from both Dynamics I
and II, and is difficult to fully justify without Eqs. (75)
and (77). This is presumably the origin of Kuchař’s
criticism above. In line with the trinity, we thus propose
that the Page-Wootters formalism should really be inter-
preted in the sense of the reduced Dynamics II alone and
not in the hybrid way of conditioning physical states with
kinematical operators.

D. There is no normalization ambiguity
in the Page-Wootters formalism

In further developing the Page-Wootters formalism,
it was suggested in [49] that the physical states jψphysi
should be normalized with respect to the kinematical inner
product.34 However, the authors remark that this approach
is not fully satisfactory because the normalization pro-
cedure is completely arbitrary. Indeed, it should be clear
from Sec. IVA that this procedure cannot succeed when
physical states are improper eigenstates of the constraint:
either one violates the constraint or one obtains a divergent
inner product. In [50,51] this issue was avoided by
introducing the Page-Wootters inner product, as defined
in Eq. (38), and demanding the physical states are nor-
malized with respect to this inner product as opposed to the
kinematical inner product.
By establishing the trinity, in particular Corollary 1, we

prove that the Page-Wootters inner product is equivalent to
the standard physical inner product on Hphys defined by
group averaging techniques. This completely resolves the

issue of how the physical states should be normalized
within the Page-Wotters formalism: they should be nor-
malized with respect to the physical inner product, in
line with standard methodology used in constraint quan-
tization [3,107,109,110]. This is further corroborated in the
companion article [83], where we extend the Page-Wootters
inner product of [50,51] to the relativistic case, showing
that it again agrees with the physical inner product obtained
through group averaging.

IX. CONCLUSION

The central result of the manuscript is the establishment
of the trinity of relational quantum dynamics: the dynamics
defined by relational Dirac observables, the Page-Wootters
formalism, and the relational Heisenberg picture obtained
via symmetry reduction are all manifestations of the same
relational quantum theory. The trinity has been established
for clocks whose Hamiltonian has a nondegenerate con-
tinuous spectrum, and can be extended to clocks with
degenerate spectrum, including a class of relativistic
models [83], and periodic (discrete-spectrum) clocks [84].
To establish the equivalence of the relational dynamics

comprising the trinity, we described the kinematical time
observable associated with the clock as a covariant POVM.
This constitutes a more general notion of a (kinematical)
time observable than that of a self-adjoint operator canoni-
cally conjugate to the clock’s Hamiltonian, which is often
employed in the context of relational quantum dynamics.
In Sec. III we described in detail the properties of such
covariant POVMs for clocks with continuous and discrete
Hamiltonian spectra, and how their spectral properties
relate to clock choices in classical relational dynamics.
This notion of a time observable allowed us to resolve

the apparent nonmonotonicity issue of self-adjoint observ-
ables associated with realistic quantum clocks which Unruh
and Wald described in [77] and used to argue against a
relational approach to the problem of time. Indeed, thanks
to the covariance property the covariant clock POVM is
monotonic even for bounded Hamiltonians and still admits
a consistent probability interpretation. The price we pay for
giving up the orthodox notion of self-adjointness of the
time observable is that the possible clock readings over
which the probability distribution is defined need not
necessarily be perfectly distinguishable. This is, however,
common to many quantummeasurements and thus does not
constitute a fundamental obstacle. Hence, using dynamical
clocks is a viable approach to address the problem of time.
In Sec. IVA the Dirac quantization procedure was

applied to the class of theories introduced in Sec. II,
which are described by a Hamiltonian constraint associated
with a clock and system that do not interact with each other.
Using covariant POVMs, we constructed a new quantiza-
tion of relational Dirac observables via the G-twirl oper-
ation [37], and described their associated relational
dynamics (Dynamics I). In addition to being crucial for

34In Ref. [49] this was not explicitly stated, but this observation
follows from the authors’ choice to normalize their Eq. (23) in the
kinematical inner product induced by HC and HS.
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establishing the trinity, this construction allowed us to
prove in Theorem 2 the quantum analog of the classical
weak algebra homomorphism between Dirac observables
and phase space functions established in [14]. In Sec. V we
introduced the Page-Wootters formalism (Dynamics II) and
a relational Heisenberg picture obtained via symmetry
reduction (Dynamics III), and demonstrated their equiv-
alence with each other, as well as with Dynamics I. In
Sec. VI we identified the clock-system entanglement
appearing in the Page-Wootters formalism as a kinematical
structure, and demonstrated that the same relational dynam-
ics can be obtained using the same conditioning procedure,
but without such kinematical entanglement.
In establishing the trinity, we constructed invertible

reduction maps between the clock-neutral physical
Hilbert space and the reduced Hilbert space associated
with Dynamics II and III. This allowed us to extend the
perspective-neutral approach to changing quantum refer-
ence frames [25,26,39,40] to a more general class of clocks,
namely those described by covariant POVMs. These
temporal frame changes pass through the clock-neutral
physical Hilbert space, and thereby are the quantum analog
of coordinate changes on a manifold. Such a form of frame
changes is a prerequisite for exploring a quantum notion
of general covariance [25,26,38–40]. Specifically, we
illustrated how both states and observables transform in
the relational Schrödinger and Heisenberg pictures natu-
rally arising in Dynamics II and III. This allowed us to
demonstrate a clock-dependent temporal nonlocality effect,
complementing the recent discussion of the frame depend-
ence of temporal localization in [65]. The temporal non-
locality discussed above stemmed from transforming to
the perspective of a clock in a superposition of reading
different times. In this regard, it will be interesting to
investigate whether the quantum equivalence principle put
forward in [54,133] can be formulated within this program
of quantum reference frame changes.
Finally, we discussed three implications of the trinity

in Sec. VIII. The encoding maps in Eqs. (56) and (43)
establish the quantum analog of the gauge-invariant exten-
sion of a gauge-fixed quantity [79], a concept central to
the classical construction of relational Dirac observables
[14–17] (see also [30]). We then resolved Kuchař’s
criticisms of the Page-Wootters formalism, in particular,
by recovering the correct propagator via a conditioning of
physical states on outcomes of relational Dirac observables.
This resolution does not require auxiliary ancilla systems,
ideal clocks, or state dependent approximations in contrast
to previous proposals [21,49]. Lastly, we pointed out that
the normalization issue with physical states in the Page-
Wootters formalism reported in [49] does not arise.
Apart from the extension to relativistic models [83] and

periodic clocks [84], the most pressing generalization of
our work is to explore the validity of the trinity in the
context of interactions between the chosen clock and the

evolving system. As we have emphasized in Appendix A,
interactions will appear in generic models, particularly so
in quantum gravity. However, this may lead to serious
challenges for relational quantum dynamics, as pointed out
in the context of Dynamics I in [12,19,29,128,129,134].
The issue is essentially that interactions will lead to clocks
which are nonmonotonic, i.e., feature turning points. This is
known as the global problem of time and leads to a
nonunitarity of the relational dynamics in the turning
regime of the clock [10,11,27–29].
Given the trinity, these challenges must also appear in the

Page-Wootters formalism and the relational Heisenberg
picture of the quantum symmetry reduced theory. As shown
in [50], certain interactions will lead to a modified
Schrödinger equation in the Page-Wootters formalism,
which still generates an isometry. In more generic situations
the global problem of time must also feature in the Page-
Wootters formalism and it will be of interest to investigate
how it further modifies the Schrödinger picture. The results
in [27–29], while using semiclassical methods, suggest that
the quantum reduction maps from the clock neutral to the
relational Schrödinger and Heisenberg pictures will need to
separate the branches of the relational dynamics before
and after a clock’s turning point encoded in the physical
state. In general, these can be anticipated to only produce
approximate Schrödinger equations for each branch that
fail on approach to the turning point. Such clock pathol-
ogies may then be navigated by an intermediate change
to another choice of clock and thereby “patching up” the
relational history contained in the physical state with
different temporal reference frames, in analogy to covering
a manifold with coordinate charts [27–29].
It will also be interesting to explore the connections with

a recent algebraic approach to the problem of time [119],
which similarly seeks to establish a quantum version of
symplectic reduction. In particular, the relation between
our trivialization map and their reduction procedure war-
rants further investigation. In light of the trinity, another
line of investigation will be to explore the fundamental
decoherence mechanism put forward in [46,47,135], which
originates in the observation that there is a limit to how well
one can measure the time indicated by a physical clock.
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APPENDIX A: COMMENT ON THE VALIDITY
OF THE ABSENCE OF INTERACTIONS

In the quantum theory, it has been shown that if a tensor
factorization of the total Hilbert space of the clock and
system exists in which the interaction term in the
Hamiltonian constraint vanishes, then this factorization is
unique [69]. In the context of the Page-Wootters formalism,
this has been used as an argument against the “clock
ambiguity problem” (related to the “multiple choice prob-
lem” in quantum gravity [10,11]). According to the argu-
ment, that clock-system decomposition, which leads to a
tensor factorization without interactions (and which is
unique if it exists), singles out a preferred clock among
a choice of infinitely many. One might thus wonder
whether such a tensor factorization is always possible.
For example, such an interaction-free factorization of the
total Hilbert space is possible for homogeneous vacuum
cosmologies, leading to CH in the form of Eq. (4). This has
previously been exploited to simplify solving the quantum
constraints [85].
However, for generic systems such an interaction free

decomposition of the total Hilbert space is not possible.
The classical analog of a unitary transformation changing
the tensor product structure is a symplectic transformation
on Pkin ≃ PC × PS, leading to (under our assumptions)
a new decomposition Pkin ≃ PC0 × PS0 (possibly only
locally). Now suppose dimPC0 ¼ dimPS0 ¼ 2, so that
dimPkin ¼ 4, which is the smallest phase space dimension
in which chaos can appear for autonomous systems. (For a
general relativistic example, see [29,136–138].) If CH did
generate chaotic dynamics, it would have to include a
nonvanishing interaction term, say HCS, in the original
partition because all Hamiltonians of the form of Eq. (4)
are completely integrable in four phase space dimensions
(they decouple the dynamics of the two-dimensional PC,
PS, which, being autonomous, are completely integrable).
If a symplectic transformation existed that leads to
HC0S0 ¼ 0 in the new partition, it would change the
dynamics from being chaotic to being integrable, which
is impossible.
This is a strong indication that for chaotic, or more

generally, nonintegrable systems (and these are generic),
one cannot find a partition such that the interaction term
vanishes globally, neither classically, nor in the quantum
theory.
This resonates with the criticism raised in [77] on the

grounds of complex dynamics against the decompositions

used in the Page-Wootters formalism. Note, however, that it
may still be possible to define a relational dynamics in
nonintegrable systems (see [128,129] for developments in
this direction). Clock-system interactions have recently
been consider within the Page-Wootters formalism [50],
leading to a time nonlocal Schrödinger equation satisfied
by the system S with respect to the clock C,

i
d
dt

jψSðtÞi ¼ HSjψSðtÞi þ
Z

dtKðt; t0ÞjψSðt0Þi;

where the second term on the right-hand side is a self-
adjoint integral operator, the kernel of which Kðt; t0Þ ≔
htjHintjt0i depends on an interaction Hamiltonian Hint
appearing in a Hamiltonian constraint.

APPENDIX B: FREEDOM OF CHOICE IN
CLASSICAL AND QUANTUM TIME

OBSERVABLES

For a given classical or quantum system, there is a
freedom in choosing the time observable (assuming that
one exists). In the classical case, given a time observable T
satisfying the condition fT;HCg ¼ 1, an equivalent time
observable can be constructed by T̃ ≔ T þ hðHCÞ for an
arbitrary real function hðHCÞ. In the quantum case, the
freedom of choice is represented by the arbitrary real
function gðεÞ in Eqs. (14) and (19). We now demonstrate
the equivalence of these two freedoms when the quantum
clock’s Hamiltonian has a continuous spectrum. First,
let us assume that gðεÞ is an analytic function, so that
gðĤCÞ can be defined via its Taylor series. Now consider
two covariant POVMs; the first, denoted ET , with time
operator T̂, corresponds to the choice gðεÞ ¼ 0, and the

second, denoted ET̃ , with time operator ˆ̃T, corresponds
to an arbitrary choice of gðεÞ. Using Eqs. (8) and (14) one

can see that ET̃ ¼ eigðĤCÞETe−igðĤCÞ, and therefore ˆ̃T ¼
eigðĤCÞT̂e−igðĤCÞ. Using the Baker-Campbell-Hausdorff
formula, the latter expression can be written as

ˆ̃T ¼
X∞
n¼0

in

n!
½gðĤCÞ; T̂�n: ðB1Þ

Expressing gðĤCÞ via its Taylor series and using the
canonical commutation relation in Eq. (17), after some
calculation one finds

½gðĤCÞ; T̂� ¼ −i
X∞
n¼0

gðnþ1Þð0Þ
n!

Ĥn
C

¼ −i
X∞
n¼0

hðnÞð0Þ
n!

Ĥn
C ¼ −ihðĤCÞ;
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where gðnÞðεÞ denotes the nth derivative of gðεÞ, and we
have defined hðεÞ ≔ gð1ÞðεÞ. Consequently, ½gðĤCÞ; T̂�n¼0

for n > 1, and then Eq. (B1) gives ˆ̃T ¼ T̂ þ hðĤCÞ, which
is exactly the quantization of the classical time observable
T̃ above. In other words, the quantum freedom in choosing
gðεÞ is equivalent to the classical freedom in choosing
hðHCÞ, the two functions being related by differentiation/
integration.

APPENDIX C: PROOFS OF LEMMAS AND
THEOREMS OF SECS. IV AND V

Theorem 1.—F̂fS;TðτÞ is a (strong) Dirac observable, that
is, F̂fS;TðτÞ commutes with the constraint operator ĈH,

½ĈH; F̂fS;TðτÞ� ¼ 0:

Proof.—To prove the first part of the theorem, consider

UCSðsÞF̂fS;TðτÞ ¼
1

2π

Z
R
dtUCSðtþ sÞðjτihτj ⊗ f̂SÞU†

CSðtÞ

¼ 1

2π

Z
R
dtUCSðtÞðjτihτj ⊗ f̂SÞU†

CSðt − sÞ

¼ F̂fS;TðτÞUCSðsÞ;

where in the first and third equality we used Eq. (27) and
the second equality follows from changing the integration
variable, t → tþ s. It follows that

½UCSðsÞ; F̂fS;TðτÞ� ¼ 0; ∀ s ∈ R: ðC1Þ

Differentiating both sides of Eq. (C1) with respect to s
yields Eq. (28), as desired. ▪
Lemma 1.—Let ΠσSC be the projector from HS to its

subspace spanned by all system energy eigenstates jEiS
with E ∈ σSC, i.e., those permitted upon solving the con-
straint. The quantum relational Dirac observables F̂fS;TðτÞ

and F̂ΠσSC
fSΠσSC

;TðτÞ are weakly equal, i.e., coincide on

Hphys. Hence, the relational Dirac observables associated to
system observables form equivalence classes where F̂fS;TðτÞ
and F̂gS;TðτÞ are equivalent if ΠσSC f̂SΠσSC ¼ ΠσSC ĝSΠσSC .
Proof.—Since IC ⊗ ΠσSC jψphysi ¼ jψphysi and ½ΠσSC ;

ĤS� ¼ 0, we can write

F̂fS;TðτÞjψphysi
¼ ðIC ⊗ ΠσSCÞF̂fS;TðτÞðIC ⊗ ΠσSCÞjψphysi

¼ 1

2π

Z
R
dte−itĈHðjτihτj ⊗ ΠσSC f̂SΠσSCÞeitĈH jψphysi

¼ F̂ΠσSC
fSΠσSC

;TðτÞjψphysi:

▪
Theorem 2.—Let f̂S ∈ LðHSÞ and denote by f̂physS ≔

ΠσSC f̂SΠσSC its projection to Hphys
S . The map

FTðτÞ∶LðHphys
S Þ → LðHphysÞ
f̂physS ↦ F̂f̂physS ;TðτÞ

is weakly an algebra homomorphism with respect to
addition, multiplication and the commutator. That is, the
following holds:

F̂fphysS þgphysS ·hphysS ;TðτÞ≈ F̂fphysS ;TðτÞ þ F̂gphysS ;TðτÞ · F̂hphysS ;TðτÞ
½F̂fphysS ;TðτÞ; F̂gphysS ;TðτÞ�≈ F̂½fphys;gphysS �;TðτÞ;

where ≈ is the quantum weak equality of Eq. (29).
Proof.—That the map FTðτÞ is a homomorphism with

respect to addition is evident from the linearity of Eq. (27)
in f̂S. Let us now check multiplication. Recalling Eqs. (15)
and (16), we have

F̂gphysS ;TðτÞ · F̂hphysS ;TðτÞ ¼
1

ð2πÞ2
Z
R
dtdsUCSðtÞðjτihτj ⊗ ĝphysS ÞUCSðs − tÞðjτihτj ⊗ ĥphysS ÞU†

CSðsÞ

¼ 1

ð2πÞ2
Z
R
dtdsUCSðtÞðjτihτj ⊗ ðĝphysS χðt − sÞUSðs − tÞĥphysS ÞÞU†

CSðsÞ:

Since U†
SCðsÞjψphysi ¼ jψphysi, we can write

F̂gphysS ;TðτÞ · F̂hphysS ;TðτÞjψphysi ¼
1

ð2πÞ2
Z
R
dtdsUCSðtÞðjτihτj ⊗ ðĝphysS χðt − sÞUSðs − tÞĥphysS ÞÞjψphysi

¼ 1

ð2πÞ2
Z
R
dtdsUCSðtÞðjτihτj ⊗ ðĝphysS χ�ðsÞUSðsÞĥphysS ÞÞjψphysi; ðC2Þ

upon a shift of integration variable.
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Next, we show that the operator

ΠσSC ≔
1

2π

Z
R
dtχ�ðtÞUSðtÞ

¼ 1

2π

Z
R
dtχ�ðtÞ

XZ
E
e−iEtjEihEj

¼
XZ

E

�
1

2π

Z
R
dtχ�ðtÞe−iEt

�
jEihEj ðC3Þ

is, in fact, the projector onto the ĤS eigenstates compatible with the constraint Eq. (23). The integration over t may be
performed case by case by using Eq. (16):

1

2π

Z
R
dtχ�ðtÞe−iEt ¼ 1

2π

Z
R
dte−iEt

8>><
>>:

2πδðtÞ; σc ¼ R;

e−iεmint½πδðtÞ − iP 1
t�; σc ¼ ðεmin;∞Þ;

−i e−iεmint−e−iεmaxt

t ; σc ¼ ðεmin; εmaxÞ;

¼

8>><
>>:

1; σc ¼ R;
1
2
½1 − sgnðεmin þ EÞ�; σc ¼ ðεmin;∞Þ;

1
2
½sgnðεmax þ EÞ − sgnðεmin þ EÞ�; σc ¼ ðεmin; εmaxÞ;

¼

8>><
>>:

1; σc ¼ R;

θð−εmin − EÞ; σc ¼ ðεmin;∞Þ;
θð−εmin − EÞ − θð−εmax − EÞ; σc ¼ ðεmin; εmaxÞ:

Hence,

ΠσSC ¼
XZ

E∈σSC
jEihEj;

is precisely the projector from the system Hilbert spaceHS used in kinematical quantization to its subspace compatible with
the constraint Eq. (23), i.e., to its physical subspace.
Accordingly, Eq. (C2) becomes

F̂gphysS ;TðτÞ · F̂hphysS ;TðτÞjψphysi ¼
1

2π

Z
R
dtUCSðtÞðjτihτj ⊗ ðĝphysS ΠσSC ĥ

phys
S ÞÞjψphysi

¼ 1

2π

Z
R
dtUCSðtÞðjτihτj ⊗ ðĝphysS · ĥphysS ÞÞjψphysi

¼ 1

2π

Z
R
dtUCSðtÞðjτihτj ⊗ ðĝphysS · ĥphysS ÞÞU†

CSðtÞjψphysi

¼ F̂gphysS ·hphysS ;TðτÞjψphysi:

In the second step we used that ΠσSC ĥ
phys
S ¼ ĥphysS . Recalling the definition of the quantum weak equality in Eq. (29) yields

the desired result.
Since the commutator involves only multiplication and subtraction, the above also implies that FTðτÞ is a homomorphism

with respect to the commutator. ▪
Theorem 3.—Let f̂S ∈ LðHSÞ. The quantum relational Dirac observable F̂fS;TðτÞ acting on Hphys, Eq. (27), reduces

under RSðτÞ to the corresponding projected observable in the relational Schrödinger picture on Hphys
S ,

RSðτÞF̂fS;TðτÞR−1
S ðτÞ ¼ ΠσSC f̂SΠσSC ;
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where ΠσSC is the projector so that Hphys
S ¼ ΠσSCðHSÞ.

Conversely, let f̂physS ∈ LðHphys
S Þ. The encoding operation

in Eq. (43) of system observables coincides on the physical
Hilbert space Hphys with the quantum relational Dirac
observables in Eq. (27), i.e.,

Eτ
Sðf̂physS Þ ≈ F̂fphysS ;TðτÞ;

where ≈ is the quantum weak equality of Eq. (29).
Proof.—Suppose f̂S is any linear operator on HS. The

first statement is proved by direct computation:

RSðτÞF̂fS;TðτÞR−1
S ðτÞ ¼ ðhτj ⊗ ISÞGðjτihτj ⊗ f̂SÞδðĈHÞðjτi ⊗ ISÞ

¼ ðhτj ⊗ ISÞ
�
1

2π

Z
R
dte−itĈH jτihτj ⊗ f̂SeitĈH

�
1

2π

Z
R
dse−isĈHðjτi ⊗ ISÞ

¼ 1

ð2πÞ2
Z
R
dtdshτjtþ τihτjτ þ s − tiUSðtÞf̂SU†

Sðt − sÞ

¼ 1

ð2πÞ2
Z
R
dtdsχ�ðtÞχðt − sÞUSðtÞf̂SU†

Sðt − sÞ

¼ 1

ð2πÞ2
Z
R
dtdsχ�ðtÞχðsÞUSðtÞf̂SU†

SðsÞ

¼ ΠσSC f̂SΠσSC ;

where in the last step we have made use of Eq. (C3),
which defines precisely the projector from the system
Hilbert space HS used in kinematical quantization to the
one after Page-Wootters reduction Hphys

S . This proves the
first statement.
The second statement is proved by recalling Eqs. (40)

and (41) and the observation that

Eτ
Sðf̂physS Þ ¼ R−1

S ðτÞf̂physS RSðτÞ

¼ 1

2π

Z
R
dtjtihτj ⊗ USðt − τÞf̂physS

¼ 1

2π

Z
R
dtUCSðtÞðjτihτj ⊗ f̂physS Þ;

where we used Eq. (10) and a shift of the integration
variable. Since U†

CSðtÞjψphysi ¼ jψphysi we can write

Eτ
Sðf̂physS Þjψphysi

¼ 1

2π

Z
R
dtUCSðtÞðjτihτj ⊗ f̂physS Þjψphysi

¼ 1

2π

Z
R
dtUCSðtÞðjτihτj ⊗ f̂physS ÞU†

CSðtÞjψphysi

¼ Gðjτihτj ⊗ f̂physS Þjψphysi;

where G is the G-twirl operation. Comparing with Eq. (27)
proves the claim. ▪
Theorem 4.—Let f̂S ∈ LðHSÞ and f̂physS ¼ ΠσSC f̂SΠσSC

be its associated operator on Hphys
S . Then

hϕphysjF̂fS;TðτÞjψphysiphys ¼ hϕSðτÞjf̂physS jψSðτÞi
¼ hϕphysjEτ

Sðf̂physS ÞÞjψphysiPW;

where jψSðτÞi ¼ RSðτÞjψphysi.
Proof.—Using the definition of the physical inner

product Eq. (26), Lemma 1 and Eq. (44), we have

hϕphysjF̂fS;TðτÞjψphysiphys
¼ hϕkinjEτ

Sðf̂physS ÞδðĈHÞjψkinikin
¼
ð43Þ

hϕkinjδðĈHÞðjτihτj ⊗ f̂physS ÞδðĈHÞjψkinikin

¼ hϕphysjðjτihτj ⊗ f̂physS Þjψphysikin
¼
ð39Þ

hϕSðτÞjf̂physS jψSðτÞi:

To show also equivalence with the expectation value in the
Page-Wootters inner product Eq. (38), we insert an identity
in the first line above, yielding

hϕphysjF̂fS;TðτÞjψphysiphys
¼ hϕkinjEτ

Sðf̂physS ÞδðĈHÞjψkinikin
¼ hϕkinjIphysEτ

Sðf̂physS ÞδðĈHÞjψkinikin
¼
ð42Þ

hϕkinjδðĈHÞðjτihτj ⊗ ISÞEτ
Sðf̂physS ÞδðĈHÞjψkinikin

¼ hϕphysjðjτihτj ⊗ ISÞEτ
Sðf̂physS Þjψphysikin

¼
ð38Þ

hϕphysjEτ
Sðf̂physS ÞjψphysiPW:

▪
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Lemma 2.—The trivialization map given in Eq. (45)
trivializes the constraint to the clock degrees of freedom

T TĈHT −1
T ¼ ðĤC − ε�Þ ⊗ IS;

for any ε� ∈ R. Furthermore, for ε� ∈ SpecðĤCÞ, T −1
T is the

left inverse of T T on physical states,

T −1
T ∘T T ≈ Iphys; ðC4Þ

and the trivialization transforms physical states into product
states with a fixed and redundant clock factor

T T jψphysi¼eigðε�Þjε�iC⊗
XZ

E∈σSC
e−igð−EÞψkinð−E;EÞjEiS:

ðC5Þ

Proof.—First note that after a shift of integration
variables

UCðsÞT̂ðnÞU†
CðsÞ ¼

1

2π

Z
R
dtðt − sÞnjtihtj:

Differentiation with respect to s and subsequently setting
s ¼ 0 gives

½T̂ðnÞ; ĤC� ¼ inT̂ðn−1Þ:

Accordingly,

½T T; ĤC� ¼
X∞
n¼0

in

n!
½T̂ðnÞ; ĤC� ⊗ ðĤS þ ε�Þn

¼ −IC ⊗ ðĤS þ ε�ÞT T:

Recalling Eq. (23), this directly implies

T TĈHT −1
T ¼ ðĤC − ε�Þ ⊗ IS:

Note that so far we have not made any assumption about the
value of ε�.
Next, we find

T −1
T · T T

¼ 1

ð2πÞ2
Z
R
dtdsχðt− sÞjtihsj⊗ e−iðt−sÞðĤSþε�Þ

¼ 1

ð2πÞ2
Z
R
dtdsχðt− sÞðjtihtj⊗ ISÞUCSðt− sÞe−iðt−sÞε�

¼ 1

ð2πÞ2
Z
R
dtdsχðsÞðjtihtj⊗ ISÞUCSðsÞe−isε� ;

upon a change of integration variable. SinceUCSðsÞjψphysi¼
jψphysi,

T −1
T · T T jψphysi

¼ 1

ð2πÞ2
Z
R
dtdsχðsÞðjtihtj ⊗ ISÞe−isε� jψphysi:

Now we invoke the assumption that ε� ∈ SpecðĤCÞ to find

1

2π

Z
R
dsχðsÞe−isε� ¼ 1

2π

Z
σc

dε
Z
R
dse−isðε�−εÞ ¼ 1: ðC6Þ

Recalling that the clock states forma resolution of the identity,
Eq. (9), yields Eq. (C4).
Finally, using Eq. (24), we have

T T jψphysi ¼
XZ

E∈σSC
ψkinð−E;EÞ

×
1

2π

Z
R
dteitðEþε�Þjtihtj − EiCjEiS: ðC7Þ

Invoking Eq. (14) yields

1

2π

Z
R
dteitðEþε�ÞjtihtjεiC ¼ 1

2π

Z
R
dteitðEþε�Þ

Z
σc

dε0dε00ei½gðε00Þ−gðε0Þ�e−iðε00−ε0Þtjε00iChε0jεiC

¼ 1

2π

Z
R
dt

Z
σc

dε00ei½gðε00Þ−gðεÞ�eiðEþε�−ε00þεÞtjε00iC

¼
Z
σc

dε00ei½gðε00Þ−gðεÞ�δðEþ ε� − ε00 þ εÞjε00iC

¼
�
ei½gðEþε�þεÞ−gðεÞ�jEþ ε� þ εiC if Eþ ε� þ ε ∈ SpecðĤCÞ;
0 otherwise:

ðC8Þ
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This makes it clear that T T cannot be a unitary (condi-
tional) shift operator of the clock energy if SpecðĤCÞ ≠ R,
which is also when the clock states are nonorthogonal and
TðnÞ are not self-adjoint. But this is not a problem for us, as
we need T T for much more restricted purposes. Indeed,
applying Eq. (C8) to Eq. (C7), directly yields Eq. (C5),
provided ε� ∈ SpecðĤCÞ. ▪
Lemma 3.—On physical states, the quantum symmetry

reduction map is equal to

RH ≈ hτj ⊗ U†
SðτÞ

while its inverse can also be written as

R−1
H ¼ δðĈHÞðjτi ⊗ USðτÞÞ:

Moreover, the two maps are the appropriate inverses of
one another:

R−1
H ∘RH ¼ Iphys;

RH∘R−1
H ¼ ΠσSC :

Proof.—Invoking the definition Eq. (45), we find

RH ¼ e−iε�τðhτj ⊗ ISÞT T

¼ e−iε�τ
1

2π

Z
R
dtχðτ − tÞhtj ⊗ eitðĤSþε�Þ

¼ ðhτj ⊗ U†
SðτÞÞ

1

2π

Z
R
dtχðtÞ�eiε�tU†

CSðtÞ; ðC9Þ

upon also performing a change of integration variable.
Noting that U†

CSðtÞjψphysi ¼ jψphysi and using Eq. (C6),
yields

RHjψphysi ¼ hτj ⊗ U†
SðτÞjψphysi:

Next, employing Eq. (52) and the definition Eq. (46) of
the inverse trivialization, we compute

R−1
H ¼

ð18Þ
T −1

T
1

2π

Z
R
dteiε�tjti ⊗ IS

¼ 1

ð2πÞ2
Z
R
dsdtχðs − tÞeiε�tjsi ⊗ e−isðĤSþε�Þ

¼
ðC6Þ

1

2π

Z
R
ds

Z
σc

dεδðε − ε�Þeisεjsi ⊗ e−isðĤSþε�Þ

¼ 1

2π

Z
R
dsjsi ⊗ USðsÞ

¼ 1

2π

Z
R
dse−iĤCðs−τ0Þjτ0i ⊗ USðsÞ

¼ δðĈHÞðjτ0i ⊗ USðτ0ÞÞ; ðC10Þ

where in the last line we have changed integration varia-
bles, s ↦ s − τ0.
Since R−1

H is independent of the choice of τ0, we can set
τ0 ¼ τ so that

R−1
H ∘RHjψphysi ¼ δðĈHÞðjτihτj ⊗ ISÞjψphysi:

It is thus clear from Eq. (42) that R−1
H ∘RH ¼ Iphys for

any τ ∈ R.

Conversely,

RH∘R−1
H ¼

ðC9Þ
ðhτj ⊗ U†

SðτÞÞ
1

2π

Z
R
dtχðtÞ�eiε�tU†

CSðtÞ
1

2π

Z
R
dsUCSðsÞðjτ0i ⊗ USðτ0ÞÞ

¼ 1

ð2πÞ2
Z
R
dtdsχ�ðtÞeiε�thτjUCSðs − tÞjτ0iUSðτ0 − τÞ

¼ 1

ð2πÞ2
Z
R
dtdsχ�ðtÞeiε�tχðτ − τ0 − sþ tÞUSðs − tþ τ0 − τÞ

¼ 1

ð2πÞ2
Z
R
dtduχ�ðtÞeiε�tχ�ðuÞUSðuÞ

¼
ðC6;C3Þ

ΠσSC :

▪
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Theorem 5.—Let f̂S ∈ LðHSÞ. The quantum relational
Dirac observables F̂fS;TðτÞ onHphys, Eq. (27), reduce under
RH to the corresponding projected evolving observables of
the relational Heisenberg picture on Hphys

S , Eq. (55), i.e.,

RHF̂fS;TðτÞR−1
H ¼ ΠσSC f̂SðτÞΠσSC :

Conversely, let f̂physS ðτÞ ∈ LðHphys
S Þ be any evolving

observable, Eq. (55). In analogy to Eq. (44),

EHðf̂physS ðτÞÞ ≈ F̂fphysS ;TðτÞ:

Proof.—Direct computation yields for any τ0

RHF̂fS;TðτÞR−1
H ¼

ðC10Þ
e−iε�τ

0 ðhτ0j ⊗ ISÞT TF̂fS;TðτÞδðĈHÞðjτ00i ⊗ USðτ00ÞÞ

¼ 1

ð2πÞ3
Z
R
dtdsduχðτ0 − tÞhtj ⊗ eitðĤSþε�Þ−iτ0ε�UCSðsÞðjτihτj ⊗ f̂SÞU†

CSðsþ uÞðjτ00i ⊗ USðτ00ÞÞ

¼ 1

ð2πÞ3
Z
R
dtdsduχðτ0 − tÞχðt − τ − sÞχðτ þ s − τ00 þ uÞeiðt−sÞĤS f̂Seiðsþu−τ00ÞĤSeiε�ðt−τ0Þ

¼ 1

ð2πÞ3
Z
R
dtdsduχðτ0 − tÞχðt − τ − sÞχðτ þ s − τ00 þ uÞeiðt−s−τÞĤSU†

SðτÞf̂SUSðτÞeiðsþu−τ00þτÞĤSeiε�ðt−τ0Þ:

Performing now in sequence the variable shifts
v ¼ −s − uþ τ00 − τ, w ¼ τ þ s − t and x ¼ t − τ0, then
recalling the definition of the projectorΠσSC in Eq. (C3) and
using Eq. (C6), one finally obtains

RHF̂fS;TðτÞR−1
H ¼ ΠσSC f̂SðτÞΠσSC :

Conversely, employing Lemma 3, we find for any τ0
in RH

EHðf̂physS ðτÞÞjψphysi
¼ R−1

H f̂physS ðτÞRHjψphysi
¼ δðĈHÞðjτ00i ⊗ USðτ00ÞÞf̂physS ðτÞðhτ0j ⊗ U†

Sðτ0ÞÞjψphysi:

Next, we recall that R−1
H is independent of the choice of τ00

and that likewise ðhτ0j ⊗ U†
Sðτ0ÞÞjψphysi is independent of

the choice of τ0. In particular, we are therefore free to set
τ00 ¼ τ0 ¼ τ. In conjunction with Eq. (55), this yields

EHðf̂physS ðτÞÞjψphysi ¼ δðĈHÞðjτihτj ⊗ f̂physS Þjψphysi
¼ F̂fphysS ;TðτÞjψphysi;

where in the last line we have made use of Eq. (43) and
Theorem 3. ▪
Theorem 6.—Let f̂S ∈ LðHSÞ and f̂physS ðτÞ ¼

eiτĤSΠσSC f̂SΠσSCe
−iτĤS be its associated evolving

Heisenberg operator on Hphys
S . Then

hϕphysjF̂fS;TðτÞjψphysiphys ¼ hϕSjf̂physS ðτÞjψSi; ðC11Þ

where jψSi ¼ RHjψphysi ∈ Hphys
S .

Proof.—Using the second result of Theorem 5, Lemma 5
and the definition of the physical inner product Eq. (26),
one finds

hϕphysjF̂fS;TðτÞjψphysiphys
¼ hϕphysjEHðf̂physS ðτÞÞjψphysiphys
¼ hϕkinjEHðf̂physS ðτÞÞjψphysikin
¼ hϕkinjR−1

H f̂physS ðτÞRHjψphysikin
¼ hϕkinjR−1

H f̂physS ðτÞjψSi:

Invoking Eqs. (22) and (C10) yields

hϕkinjR−1
H

¼
Z
σc

dε
XZ

E
ϕ�
kinðε; EÞChεjShEj

1

2π

Z
R
dtjti ⊗ USðtÞ

¼
ð14Þ

XZ
E∈σSC

ϕ�
kinð−E;EÞeigð−EÞShEj

¼
ð51Þ

hϕSj; ðC12Þ

where the latter is a dual reduced state on Hphys
S . Hence,

hϕphysjF̂fS;TðτÞjψphysiphys ¼ hϕSjf̂physS ðτÞjψSi: ðC13Þ

▪
Corollary 3.—The relational Heisenberg picture on

Hphys
S , obtained through the quantum symmetry reduction

RH, is only equivalent to the relational Heisenberg picture
of reduced phase space quantization described in Sec. IV B
if σCS ¼ σredS , i.e., if
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SpecðĤred
S Þ ¼ SpecðĤSÞ ∩ Specð−ĤCÞ:

Specifically, in this case,
(i) Hred

S ≃Hphys
S ≔ RHðHphysÞ,

(ii) Ĥred
S ≡ Ĥphys

S ≔ RHĤSR−1
H , and

(iii) the set of quantum symmetry reduced evolving
observables, Eq. (55), f̂physS ðτÞ¼RHF̂fphysS ;TðτÞR−1

H

coincides with the set of evolving observables
f̂redS ðτÞ, Eq. (34), from reduced phase space
quantization. In particular, under the appropriate
identifications, jψ red

S i≡ jψSi ¼ RHjψphysi and

f̂physS ðτÞ≡ f̂redS ðτÞ, we have

hϕred
S jf̂redS ðτÞjψ red

S i≡ hϕSjf̂physS ðτÞjψSi
¼ hϕphysjF̂fphysS ;TðτÞjψphysiphys:

Proof.—Hred
S contains all wave functions ψ red

S ðEÞ which
are square-summable/integrable over the spectrum σredS , as
evident from Eq. (33). Similarly, Hphys

S contains all wave
functions ψSðEÞ which are square-summable/integrable
over the spectrum σCS, as shown by Eqs. (C12), (C13),
(26) and (51). These two sets of wave functions coincide if
σredS ¼ σCS. Under the identification ψ red

S ðEÞ ¼ ψSðEÞ (and
possibly a redefinition of the integration/sum measure in
one of the representations depending on whether hEjE0iS is
normalized identically onHphys

S andHred
S ), where ψ red

S ðEÞ is
taken from the expansion Eq. (32) and ψSðEÞ is the wave

function of the quantum reduced state given in Eqs. (50)
and (51), we have jψ red

S i≡ jψSi. Then by corollary 2 and
Eqs. (26) and (33), it follows that hϕred

S jψ red
S i ¼ hϕSjψSi.

This proves (i).
Given that Hred

S and Hphys
S admit the same energy

eigenstates, (ii) immediately follows:

Ĥred
S ≡ Ĥphys

S ≔ RHĤSR−1
H :

Lastly, invoking (ii), note that by Eq. (55) f̂physS ðτÞ ¼
eiĤ

phys
S τf̂physS e−iĤ

phys
S τ ¼ eiĤ

red
S τf̂physS e−iĤ

red
S τ, for any observ-

able f̂physS on Hphys
S , while f̂redS ðτÞ is given in Eq. (34) and

requires f̂redS to be any observable on Hred
S . Since Hred

S ≃
Hphys

S , we have f̂redS ðτÞ≡ f̂physS ðτÞ for the appropriate
identification of f̂physS ≡ f̂redS at τ ¼ 0. The rest of statement
(iii) is now a direct consequence of Theorem 6. ▪
Theorem 7.—Consider an operator on BS from the

perspective of A described by Ôphys
BSjA∈LðHphys

B ⊗Hphys
S Þ.

From the perspective of B, this operator is τB independent
so that Ôphys

ASjBðτA; τBÞ ¼ Ôphys
ASjBðτAÞ ∈ LðHphys

A ⊗ Hphys
S Þ if

and only if

Ôphys
BSjA ¼

X
i

ðÔphys
BjA Þ

i
⊗ ðf̂physSjA Þ

i
; ðC14Þ

where ðf̂physSjA Þi is an operator on S and ðÔphys
BjA Þi is a constant

of motion, ½ðÔphys
BjA Þi; ĤB� ¼ 0. Furthermore, in this case

Ôphys
ASjBðτAÞ ¼ ΠσABS

�X
i

GASðjτAihτAj ⊗ ðf̂physSjA Þ
i
ÞhtBjðÔphys

BjA Þ
i
δðĈHÞjtBi

�
ΠσABS ; ðC15Þ

where ΠσABS is a projection onto the subspace of HA ⊗ HS spanned by energy eigenstates whose energy lies in
σABS ≔ SpecðĤA þ ĤSÞ ∩ Specð−ĤBÞ, jtBi is an arbitrary clock state of B, and GAS is theG-twirl over the group generated
by ĤA þ ĤS.
Proof.—For simplicity, we drop the “phys” labels on the operators in the following proof, implicitly assuming that we

always work with operators on Hphys
A ;Hphys

B and Hphys
S . Suppose now that ÔBSjA ¼ ÔBjA ⊗ ÔSjA. Then

ÔASjB ¼ hτBjδðĈHÞðjτAihτAj ⊗ ÔBjA ⊗ ÔSjAÞδðĈHÞjτBi

¼ 1

ð2πÞ2
Z
R
ds

Z
R
dthτBjeitðĤAþĤBþĤSÞðjτAihτAj ⊗ ÔBjA ⊗ ÔSjAÞe−isðĤAþĤBþĤSÞjτBi

¼ 1

ð2πÞ2
Z
R
ds

Z
R
dthτB þ tjÔBjAjτB þ sieitðĤAþĤSÞðjτAihτAj ⊗ ÔSjAÞe−isðĤAþĤSÞ

¼ 1

ð2πÞ4
Z
R
dudvhujÔBjAjvi

Z
R
ds

Z
R
dtχðτB þ t − uÞχðv − s − τBÞeitðĤAþĤSÞðjτAihτAj ⊗ ÔSjAÞe−isðĤAþĤSÞ
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¼ 1

ð2πÞ4
Z
R
dudvhujÔBjAjvi

Z
R
ds

Z
R
dtχðtÞχðsÞeiðtþu−τBÞðĤAþĤSÞðjτAihτAj ⊗ ÔSjAÞe−iðv−s−τBÞðĤAþĤSÞ

¼ 1

ð2πÞ2
Z
R
dudvhujÔBjAjviΠσABSe

iðu−τBÞðĤAþĤSÞðjτAihτAj ⊗ ÔSjAÞe−iðv−τBÞðĤAþĤSÞΠσABS

¼ 1

ð2πÞ2
Z
R
dudvhτB − ujÔBjAjτB − viΠσABSe

−iuðĤAþĤSÞðjτAihτAj ⊗ ÔSjAÞeivðĤAþĤSÞΠσABS :

In the sixth line we have adapted the definition of the
projector Eq. (C3) to our case ΠσABS . It is seen from the
above expression that ÔASjB is independent of τB if and

only if hτB − ujÔBjAjτB − vi is independent of τB.
If ½ÔBjA;HB� ¼ 0, then

hτB − ujÔBjAjτB − vi ¼ h−ujeiHBτBÔBjAe−iHBτB j − vi
¼ h−ujÔBjAj − vi;

and thus ÔASjB is independent of τB. If ÔASjB is independent
of τB, then

0 ¼ d
dτB

hτB − ujÔBjAjτB − vi

¼ h−uj d
dτB

ðeiĤBτBÔBjAe−iĤBτBÞj − vi

¼ −ih−ujeiĤBτB ½ÔBjA; ĤB�e−iĤBτB j − vi;

which vanishes only if ÔBjA is a constant of motion,

½ÔBjA; ĤB� ¼ 0. By linearity, it follows that the most
general operator relative to clock A which leads to τB
independence relative to clock B is given in Eq. (C14).

If ÔBjA is a constant of motion, then

ÔASjB ¼ 1

ð2πÞ2
Z
R
dudvh0jÔBjAju − viΠσABSe

−iuðĤAþĤSÞðjτAihτAj ⊗ ÔSjAÞeivðĤAþĤSÞΠσABS

¼ 1

ð2πÞ2
Z
R
dudvh0jÔBjAjuiΠσABSe

−iðuþvÞðĤAþĤSÞðjτAihτAj ⊗ ÔSjAÞeivðĤAþĤSÞΠσABS

¼ ΠσABS

�
1

2π

Z
R
duh0jÔBjAjuie−iuðĤAþĤSÞ

�
GASðjτAihτAj ⊗ ÔSjAÞΠσABS

¼ ΠσABSh0jÔBjAδðĈHÞj0iGASðjτAihτAj ⊗ ÔSjAÞΠσABS

¼ ΠσABShtBjÔBjAδðĈHÞjtBiGASðjτAihτAj ⊗ ÔSjAÞΠσABS ;

where jtBi is any clock state of B. By linearity, this extends to Eq. (C15). ▪

Corollary 4.—Consider an observable seen from the
perspective of A that acts nontrivially only on S,

Ôphys
BSjA ¼ IphysBjA ⊗ f̂physSjA :

Under a temporal frame change to the perspective of B,
such an observable transforms to

Ôphys
ASjB ¼ IphysAjB ⊗ f̂physSjB ;

where f̂physSjB ¼ f̂physSjA if and only if f̂physSjA is a constant of

motion, ½f̂physSjA ; ĤS� ¼ 0.

Proof.—If ½ĤS; f̂
phys
SjA � ¼ 0, then Eq. (66) yields

Ôphys
ASjB ¼ ΠσABSGASðjτAihτAj ⊗ f̂physSjA ÞΠσABS

¼ ΠσABSGASðjτAihτAj ⊗ IphysSjA ÞIAjB ⊗ f̂physSjA ΠσABS

¼ ΠσABSIAjB ⊗ f̂physSjA ΠσABS

¼ IphysAjB ⊗ f̂physSjA ;

from which it follows that f̂physSjB ¼ f̂physSjA .
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If f̂physSjB ¼ f̂physSjA , then

IphysAjB ⊗ f̂physSjB ¼ IphysAjB ⊗ f̂physSjA

¼ΠσABSIAjB⊗ f̂physSjA ΠσABS

¼ΠσABSGASðjτAihτAj⊗ IphysSjA ÞIAjB⊗ f̂physSjA ΠσABS :

However, from Eq. (66) we also have that

IphysAjB ⊗ f̂physSjB ¼ ΠσABSGASðjτAihτAj ⊗ f̂physSjA ÞΠσABS :

Upon comparison of this equation with the previous
equation, together with the definition of the G-twirl
we conclude that ½f̂physSjA ; USðtÞ� ¼ 0 ⇔ ½fphysSjA ;HS� ¼ 0, as
desired. ▪
Corollary 5.—Consider an operator on BS from the

perspective of A described by Ôphys
BSjAðτAÞ∈LðHphys

B ⊗
Hphys

S Þ. Under a temporal frame change to the perspective
of B, this operator transforms to ÔH

ASjBðτA; τBÞ that satisfies
the Heisenberg equation of motion in clock B time τB
without an explicitly τB dependent term,

d
dτB

ÔH
ASjBðτA; τBÞ ¼ i½ĤA þ ĤS; Ô

H
ASjBðτA; τBÞ�;

if and only if

Ôphys
BSjAðτAÞ ¼

X
i

ðÔphys
BjA Þ

i
⊗ ðf̂physSjA ðτAÞÞi;

and Ôphys
BjA is a constant of motion, ½ĤB; Ô

phys
BjA � ¼ 0.

Proof.—From Eq. (67), it follows that

ÔH
ASjBðτA; τBÞ ¼ U†

ASðτBÞÔphys
ASjBðτA; τBÞUASðτBÞ:

Differentiating the above expression with respect to τB
yields

d
dτB

ÔH
ASjBðτA; τBÞ

¼ i½ĤA þ ĤS; Ô
H
ASjBðτA; τBÞ�

þU†
ASðτBÞ

�
d
dτB

Ôphys
ASjBðτA; τBÞ

�
UASðτBÞ:

Theorem 7 then implies that the second term vanishes if
and only if

Ôphys
BSjA ¼

X
i

ðÔphys
BjA Þ

i
⊗ ðf̂physSjA Þ

i
;

where ðÔphys
BjA Þ

i
are constants of motion. Equivalently, this is

true if and only if in the relational Heisenberg picture

Ôphys
BSjAðτAÞ ¼

X
i

ðÔphys
BjA Þ

i
⊗ ðf̂physSjA ðτAÞÞi:

▪

APPENDIX D: DERIVATION REFERENCED
IN SEC. VII C

Suppose that from the perspective of A the state of BS is
in a product state:

jψBSjAðτAÞi ¼ jψBjAðτAÞijψSjAðτAÞi:

The action of the TFC map ΛA→B
S on BS yields the state of

AS from the perspective of B:

jψASjBðτBÞi ¼ ΛA→B
S jψBSjAðτAÞi

¼ ðhτBj ⊗ IASÞδðĈHÞðjτAi ⊗ IBSÞjψBjAðτAÞijψSjAðτAÞi:

¼ ðhτBj ⊗ IASÞ
1

2π

Z
R
dte−itðĤAþĤBþĤSÞjτAijψBjAðτAÞijψSjAðτAÞi

¼ ðhτBj ⊗ IASÞ
1

2π

Z
R
dtjτA þ tijψBjAðτA þ tÞijψSjAðτA þ tÞi:

Changing integration variables to t0 ≔ τA þ t and defining ψBjAðt − t0Þ ≔ htjψBjAðt0Þi yields
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jψASjBðτBÞi ¼ ðhτBj ⊗ IASÞ
1

2π

Z
R
dt0jt0iAjψBjAðt0ÞijψSjAðt0Þi

¼ ðhτBj ⊗ IASÞ
1

2π

Z
R
dt0jt0iA

�
1

2π

Z
R
dt00ψBjAðt00Þjt00 þ t0iB

�
jψSjAðt0Þi

¼ 1

ð2πÞ2
Z
R
dt0

Z
R
dt00ψBjAðt00ÞδðτB − t00 − t0Þjt0iAjψSjAðt0Þi

¼ 1

2π

Z
R
dt0ψBjAðτB − t0Þjt0iAjψSjAðt0Þi

as stated in Eq. (69).

APPENDIX E: MATHEMATICAL DETAILS

1. Canonical transformation separating gauge and
gauge-invariant degrees of freedom

We now demonstrate that the transformation TT intro-
duced in Sec. VI B is a canonical transformation. First, we
know that fT; CHg ¼ 1 are a canonical pair. It also follows
from [14] that

fS ↦ FfS;TðτÞ

is a strong Poisson-algebra homomorphism on Pkin for the
special form of Eq. (5). Hence, recalling that

Qi
SðτÞ ¼ FqiS;T

ðτÞ Pj
SðτÞ ¼ Fpj

S;T
ðτÞ;

we have

fQi
SðτÞ; Pj

SðτÞg ¼ fqiS; pj
Sg ¼ δij:

FromEq. (5) it is furthermore obvious that fT;FfS;TðτÞg¼0.
Finally, we find that the Dirac observables Eq. (5) strongly
commute with the constraint CH, since

fFfS;TðτÞ; CHg ¼
X∞
n¼0

�
−
ðτ − TÞn−1
ðn − 1Þ! ffS;HSgn

þ ðT − τÞn
n!

ffS;HSgnþ1

�
:

¼ 0:

We thus conclude that TT is a canonical transformation
on Pkin.

2. Correct propagator from gauge-invariant
conditional probability

In this Appendix we show how to arrive at the correct
propagator from the gauge-invariant conditional probability
proposed in Eq. (75):

ProbðB ¼ b when τ0jA ¼ a when τÞ ≔ hψphysjF̂ΠA¼a;TðτÞ · F̂ΠB¼b;Tðτ0Þ · F̂ΠA¼a;TðτÞjψphysiphys
hψphysjF̂ΠA¼a;TðτÞjψphysiphys

: ðE1Þ

First, recall Theorem 3 and that ΠA¼a;ΠB¼b ∈ LðHphys
S Þ by assumption (otherwise we would have to conjugate these two

projectors by ΠσSC). Since we are always acting on physical states, we can replace every instance of the relational Dirac
observables above by the Page-Wootters encoding, Eq. (43), of the corresponding reduced observables and projections onto
the respective clock readings. Invoking the definition of the physical inner product, Eq. (26), this puts Eq. (E1) into the
following form:

ProbðB ¼ b when τ0jA ¼ a when τÞ≡ hψphysjðeTðτÞ ⊗ ΠA¼aÞδðĈHÞðeTðτ0Þ ⊗ ΠB¼bÞδðĈHÞðeTðτÞ ⊗ ΠA¼aÞjψphysikin
hψphysjðeTðτÞ ⊗ ΠA¼aÞjψphysikin

:

We note that this is the generalization of Dolby’s two-time conditional probability to the case of constraints which have zero
in the continuous part of their spectrum [64]. It is clear that the denominator can be rewritten as

hψphysjðeTðτÞ ⊗ ΠA¼aÞjψphysikin ¼ hψSðτÞjΠA¼ajψSðτÞi:

Let us next rewrite the numerator as
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hψphysjðeTðτÞ ⊗ ΠA¼aÞδðĈHÞðeTðτ0Þ ⊗ ΠB¼bÞδðĈHÞðeTðτÞ ⊗ ΠA¼aÞjψphysikin
¼ hψSðτÞjΠA¼a

1

2π

Z
R
dtχðτ − τ0 þ tÞU†

SðtÞΠB¼b
1

2π

Z
R
dsχðτ0 − τ − sÞUSðsÞΠA¼ajψSðτÞi

¼
ðC3Þ

hψSðτÞjΠA¼aΠσSCU
†
Sðτ0 − τÞΠB¼bΠσSCUSðτ0 − τÞΠA¼ajψSðτÞi:

Recalling that ΠσSCΠA¼a ¼ ΠA¼a, since by assumption ΠA¼a ∈ LðHphys
S Þ, we thus obtain in conjunction

ProbðB ¼ b when τ0jA ¼ a when τÞ ¼ hψSðτÞjΠA¼aU
†
Sðτ0 − τÞΠB¼bUSðτ0 − τÞΠA¼ajψSðτÞi
hψSðτÞjΠA¼ajψSðτÞi

:

This is the correct propagator for transitioning from the system state corresponding to the observable A reading a at
Schrödinger time τ to the system state corresponding to the observable B reading b at Schrödinger time τ0.
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