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LINGUISTIC BIOMARKERS
FOR THE DETECTION OF

MILD COGNITIVE IMPAIRMENT

GLORIA GAGLIARDI FABIO TAMBURINI

ABSTRACT: A timely diagnosis of the prodromal stages of dementia re-
mains a big challenge for healthcare systems: many assessment tools have
been proposed over recent years, but the commonest screening instruments
are largely unreliable for detecting subtle changes in cognition. The sci-
entific literature contains a rising number of reports about language dis-
turbances at the earliest stages of dementia, a clinical syndrome known as
“Mild Cognitive Impairment” (MCI). Here we take advantage of these find-
ings to develop a novel NLP method capable of identifying cognitive frailty
at a very early stage by processing Italian spoken productions. This study
constitutes a first step in the creation of an automatic tool for non-intrusive,
low-cost dementia screening exploiting linguistic biomarkers. Our findings
show that acoustic features (i.e., fluency indexes and spectral properties of
the voice) are the most reliable parameters for MCI early identification.
Moreover, lexical and syntactic features, grabbing the erosion of verbal abil-
ities caused by the pathology, emerge as statistically significant and can sup-
port speech traits in the classification process.

KEYWORDS: Mild Cognitive Impairment, Dementia screening, Natural Lan-
guage Processing, linguistic biomarkers.

1. INTRODUCTION1

The term “dementia”, according to the World Health Organization (WHO),
describes an etiologically heterogeneous clinical syndrome - usually of a pro-
gressive nature – marked by a decline in cognitive performances beyond what

1 Corresponding author: Fabio Tamburini, fabio.tamburini@unibo.it.This work was sup-
ported by the OPLON project (Opportunities for active and healthy LONgevity, Smart Cities,
Ministero Università e Ricerca, SCN_00176). The study was approved by the Ethical Com-
mittee of Azienda Ospedaliera Reggio Emilia (n.148 2013/0013438). Given the particular
kind of data employed for this study and the restrictions on them from the Italian legislation,
unfortunately, we cannot make the dataset publicly available.

We gratefully acknowledge Daniela Beltrami and Enrico Ghidoni for subject selection and
audio files recording, Laura Calzà and Rema Rossini Favretti for all the fruitful discussions
and the initial design of this project. We also thank Annalisa Raffone for proof-reading the
paper. For academic requirements, G. Gagliardi takes official responsibility for Sections 1, 2,
2.1, 2.2, 2.3 and 4 and F. Tamburini for sections 2.4 and 3.
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might be expected from normal aging. It refers to a group of neurodegen-
erative disorders characterised by an irreversible decrease of brain functions;
most patients presented symptoms such as memory loss, disorientation, slowed
processing speed and the inability to perform daily activities.

Cognitive dysfunctions associated with dementia have a high impact on
society: in 2019, the Alzheimer’s Disease International Association estimated
that over 50 million people are afflicted by this pathology globally, a figure set
to rise to 152 million by 2050. The increase in life expectancy is contributing
to rapidly boosting this number: each year, 9.9 million new cases of demen-
tia are identified worldwide. Namely, someone develops dementia every three
seconds on average (Patterson 2018). These epidemiological trends shall be
updated in the light of COVID-19 morbidity and mortality in the elderly popu-
lation: according to the data gathered by the Italian National Institute of Health
(Istituto Superiore di Sanità - ISS), 86.22% of deaths due to SARS-CoV-2 has
occurred in patients aged ≥ 70 years, with an average age at death of 81 (up-
date: March 1st, 2021, Istituto Superiore di Sanità). Nevertheless, the manage-
ment of this increasing number of frail people represents a big challenge for
healthcare systems.

Since many clinical trials have failed to find a cure for this ravaging condi-
tion, a paradigm shift, in kuhnian terms (Kuhn 1962), has occurred, whereby
dementia is conceived as a continuum for which early intervention may of-
fer the best chance of therapeutic success. As a matter of fact, the neurode-
generative process leading to dementia is thought to begin much earlier than
the clinical symptoms: this “preclinical” or “prodromal” phase, called “Mild
Cognitive Impairment” (MCI) (Petersen 2011), a grey area between normal
aging and pathological cognitive functioning, would provide a pivotal oppor-
tunity for pharmacological treatment development and therapeutic intervention
(Calzà et al. 2015; Ritchie et al. 2017). Thus, improving the rate and prompt-
ness of diagnosis has become an integral part of national and international
dementia strategies.

Moreover, people living with dementia cannot always experience a com-
plete and equitable engagement in everyday life activities because of the stigma
associated with the illness: therefore, customized interventions at the very
early stages of the disease might alleviate the emotional workload for patients
and their caregivers. Besides, an adequate and timely risk identification may
allow for implementing preventive measures such as dietary, lifestyle, and neu-
roprotection precautions, playing an important role in delaying the pathology
onset. Despite the urgency of the issues at stake, the problem of diagnosing de-
mentia remains controversial: an extensive literature and a considerable body
of evidence exist on the possibility of a preclinical diagnosis of Alzheimer’s
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Disease (AD) and other types of dementia, but pre-symptomatic diagnosis
raise both theoretical issues and ethical concerns (Calzà et al. 2015) as well
as big practical problems.

Many assessment tools have been proposed over recent years, however the
conventional screening instruments (e.g., “Mini Mental State Examination”
- MMSE (Folstein et al. 1975), “Montreal Cognitive Assessment” - MoCA
(Nasreddine et al. 2005) and “General Practitioner Assessment of Cognition”
- GpCOG (Brodaty et al. 2004) are not too adequate for detecting the early
subtle changes in cognitive abilities. It would be crucial to have highly accu-
rate and specific psychometric tests, suitable for low-cost and large-scale use.
Several initiatives and studies are in progress (Mortamais et al. 2017), but, at
the moment, the role of these instruments is still puzzling: although suitable to
detect clinically manifested cases, they are much less effective to track down
the prodromal phase of cognitive frailty, such as the condition of MCI.

1.1 Language in Neurocognitive disorder

Considerable evidence is available for suggesting that linguistic deficits are
present in several neurodegenerative diseases (e.g., see Boschi et al. 2017, for
a review); that is especially the case with dementia, where language disruption
is a common finding both at the earliest stages and in the full-blown pathology.

Although episodic memory and visuospatial skill impairments are the core
symptom of AD, a progressive language disorder is usually also found (Ahmed
et al. 2013; Szatloczki et al. 2015). Nevertheless, unlike aphasias, which are
due to focal brain damage, verbal deficits usually occur in the context of multi-
ple cognitive impairments (Forbes-McKay et al. 2013), which encompass ex-
ecutive function, reasoning and visuoconstructive abilities. Patients commonly
show, among many other signs, a decline of lexical semantic knowledge, with
word-finding problems (i.e., anomia and semantic paraphasias), impaired au-
ditory and written comprehension, verbal fluency decrease and low content
density (Kempler et al. 1987; de Lira et al. 2011; Catricalà et al. 2015; Fraser
et al. 2016). These symptoms occur early and increase during the illness, sug-
gesting a massive breakdown of semantic memory (i.e., the long-term mem-
ory store in which conceptual information is represented, including semantic
and lexical information as well as facts about the world, Tulving 1972). At
the phonetic level, temporal parameters of speech are usually altered: lower
speech rate and a high number of hesitations have been reported as common
findings (Hoffmann et al. 2010; Sajjadi et al. 2012). Syntactic processing tends
to be relatively preserved in the early course of the disease (Cuetos et al. 2007;
Sajjadi et al. 2012). Nevertheless, several studies have shown that sentence
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structure is correct but reduced (Kemper et al. 1993; de Lira et al. 2011; Fraser
et al. 2016), and a greater number of inflectional errors in AD patients than
in healthy persons has also been observed (Altmann et al. 2001; Cuetos et al.

2007). Deficits affect the productive and receptive discourse-level processing
too: individuals generally produce shorter texts than the normal controls with
less relevant information and multiple error types (e.g., incoherent/indefinite
phrases, referential/temporal cohesion errors, discourse planning weakness,
and inability to abstract (Ripich et al. 2000; Chapman et al. 2002; Carlomagno
et al. 2005; March et al. 2006; Drummond et al. 2015). Conversely, repetition
abilities and articulation remain relatively intact. As the AD pathology pro-
gresses, linguistic symptoms become pervasive, showing a full breakdown of
speech comprehension and verbal production restricted to echolalia and stereo-
typy.

A progressive loss of specific language skills with relative sparing of other
cognitive domains (such as memory of daily events, visual-spatial skills and
behavior) marks out Primary Progressive Aphasia (PPA), a heterogeneous group
of focal language-led dementias (Mesulam 2003). As a matter of fact, PPA is
diagnosed when all major limitations in daily-living activities can be attributed
to a language impairment for at least two years after the onset. Three subtypes
are currently described: non-fluent/agrammatic variant PPA (nfvPPA), seman-
tic variant PPA (svPPA), and logopenic variant PPA (lvPPA), each of which ex-
hibits peculiar patterns of brain atrophy and linguistic features (Gorno-Tempini
et al. 2011). People with non-fluent PPA show major impairments at the pho-
netical, phonological, and syntactic level. They usually show slow, effortful,
hesitant and dysprosodic speech with prominent articulatory errors. Moreover,
they exhibit both agrammatism in language production (i.e., conversation is
sometimes strikingly telegraphic, with omissions of grammatical morphemes)
and impaired comprehension of complex sentences (i.e., negative passive and
object-relative clause) against spared single-word decoding and object knowl-
edge. In striking contrast to non-fluent variant PPA, patients with svPPA (also
known as “Semantic Dementia”) exhibit a well structured and well-articulated
language. The disease typically starts as a severe anomia and with the inabil-
ity to express thoughts with precision. Patients’ verbalizations become pro-
gressively more circumlocutory and “empty”. They often use superordinate
category names instead of the target name (e.g., “Border Collie” > “dog” >

“animal”), but semantic deficits also affect single-word comprehension, espe-
cially for low-frequency items (e.g., “horse” instead of the less familiar “ze-
bra”). These symptoms represent the earliest markers of a widespread con-
ceptual knowledge degradation. The most recently described phenotype is the
logopenic variant PPA (from greek, ‘lack of words’): the clinical presenta-
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tion usually shows a single-word retrieval difficulty and conversational lapses,
from which the disease takes its name. Word-finding problems bring about a
slow speech rate, but lack of frank agrammatism helps distinguish it from other
subtypes. Furthermore, people suffering from the lvPPA present impaired sen-
tence repetition and poor comprehension of complex syntactic structures.

Conversely, language disruption is not a core feature of Dementia with
Lewy Bodies (LBD) (Galasko et al. 1996; Ash et al. 2011). However, naming
and verbal fluency impairment, presumably connected to defective executive
functioning, have been extensively reported. Also, alterations have been de-
scribed both at the phonetic (e.g., speech rate, articulation errors) and prag-
matic level (e.g., narrative organization, coherence and topic maintenance).

Although there is a lot of empirical evidence about language disruption
in AD, PPA and LBD, less attention has been paid to language disorders in
preclinical stages of cognitive frailty. The literature contains a rising number
of reports about language disturbances in individuals with confirmed MCI.
Reviewing the literature on the topic, verbal impairments in MCI seem to par-
allel those found in early/moderate stage Dementia (Taler & Phillips 2008):
the most commonly reported deficit is impaired verbal fluency (Tsantali et al.

2013), and impaired confrontation naming (Ahmed et al. 2008), but pragmatic
skills seem to be the most affected domains. It is also well documented that
discourse alterations (i.e., semantically impoverished discourse that lacks co-
herence) may be one of the earliest signs of the pathology, often noticeable
years before other cognitive deficits become apparent.

Language deficits have also been found to be a strong predictor of con-
version from MCI to dementia: some longitudinal retrospective studies have
already demonstrated that, in apparently normal elderly people, subtle measur-
able expression deficits reliably predict the time of clinically relevant cognitive
impairment long before clinical symptoms are reported (Snowdon 2003; Oul-
haj et al. 2009).

1.2 Natural Language Processing technologies for dementia screening

Traditional standardized neuropsychological tests (i) show a very low sensi-
tivity to the detection of subtle changes, (ii) they do not allow for exploration
of many other aspects of language, both at the segmental and suprasegmental
level (e.g., prosody, rhythm), and (iii) they are time-consuming and expensive.
Significant differences between the MCI and normal elderly participants have
been identified with these instruments from time to time, but their clinical use
is still unreliable (Taler & Phillips 2008; Szatloczki et al. 2015; Filiou et al.

2019).
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Conversely, there is rising evidence of the feasibility of automatic speech
analysis in addressing precisely this challenge. During the last few years, new
sophisticated techniques from Natural Language Processing (NLP) and Artifi-
cial Intelligence (AI) have been used to analyze written texts, clinically elicited
utterances and spontaneous speech, to identify signs of psychiatric or neuro-
logical disorders: depression (Jiang et al. 2017; Stasak et al. 2019), focal brain
lesions (Fergadiotis & Wright 2011), Parkinson’s disease (Arias-Vergara et al.

2018; Upadhya Savitha et al. 2019) dementia prodroms (Roark et al. 2011;
Satt et al. 2013; dos Santos et al. 2017; Vincze et al. 2016; Tóth et al. 2018),
Alzheimer’s Disease (Jarrold et al. 2014; López-de-Ipiña et al. 2015; Fraser
et al. 2016; Yancheva & Rudzicz 2016; Sirts et al. 2017), Primary Progressive
Aphasia (Fraser et al. 2014) and Fronto-Temporal Dementia (Peintner et al.

2008)).
Within this paradigm, subtle language disruptions can act as “digital bio-

markers”, namely objective, quantifiable behavioral data that can be collected
and measured through digital devices, allowing for a low-cost and ecologically
valid assessment. Unlike traditional neuropsychological tests, which have a
heavy impact on the naturalness of the subject’s responses, the automatic anal-
ysis of spoken language productions could represent a non-intrusive, inexpen-
sive technique for accurately detecting language modifications in potential pa-
tients, even by primary care physicians.

The fil rouge that links the referred literature is (i) the preliminary testing
of a set of linguistic features to pinpoint systematic patterns of language al-
terations in the cohort, automatically extracted from the speech sample using
NLP methods, and (ii) the building of proper algorithms for the detection of
the pathology, exploiting conventional Machine Learning techniques, such as
Support Vector Machines, Neural Networks, K-Nearest Neighbor, etc.

Given this complex but intriguing picture, our paper presents a novel method
to analyse cognitive frailty at a very early stage by processing semi-spontaneous
Italian language productions, devised within the framework of the OPLON
project.2 Despite the increasing number of international scientific papers on
the topic, at the time of writing and to the best of our knowledge, no studies
specifically devoted to Italian and performing a similar analysis exist.

There is a sizeable and rapidly growing scientific literature demonstrat-
ing high accuracy of systems performing binary classifications between fully
developed dementia and healthy controls (e.g., Jarrold et al. 2014; López-de-
Ipiña et al. 2015; Fraser et al. 2016; Sirts et al. 2017). However, this task is not
helpful from a clinical perspective since available treatment may help alleviate

2 The project was founded by the Italian Ministry of University and Research, as part of the
Contract “Smart Cities and Communities and Social Innovation”.
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some of the symptoms only if administered in the early stages of the pathology
but are almost ineffective for full-blown dementia.

The ultimate goal of the project is the development of an instrument for
non-intrusive, low-cost cognitive decline screening exploiting linguistic bio-
markers. This pilot study represents a first step towards creating such auto-
matic tools by exploring the relevance of linguistic features in supporting the
automatic identification of MCI patients. The paper is structured as follows:
§2 describes the experimental design (i.e., corpus collection and annotation,
feature extraction); §3 outlines the findings of our study; in a brief conclu-
sion (§4), the main results are discussed in the light of previous literature and
suggestions for further improvement of this work are presented.

2. MATERIALS AND METHODS

This section describes the dataset involved in the study by both providing infor-
mation on the participants and some details on the language tasks (§ 2.1), and
defining the annotation procedures (§2.2). It also presents a description of the
linguistic features (§2.3) and the methodology for their automatic extraction
from the speech samples (§2.4).

2.1 Recruitment and clinical assessment

A total of 96 subjects were enrolled: 48 healthy controls (HC) and 48 patients
with cognitive decline, recruited from outpatients within the clinical services
of Emilia-Romagna Region involved in the care and diagnostic evaluation of
cognitive disorders and dementia. They belong to two categories:

• Mild Cognitive Impairment (MCI; 32 subjects): a syndrome defined as
cognitive decline greater than expected for an individual’s age and edu-
cation level but not so severe to interfere with everyday activities.

• Early Dementia (e-D; 16 subjects): a clinical condition characterised by
noticeable symptoms of cognitive decline, partially affecting day-to-day
life.

The sample is balanced by sex, age and education. All participants under-
went (i) a detailed anamnestic interview investigating personal data, occupa-
tion/retirement, social groups, family history of neurodegenerative patholo-
gies, medical history and pharmacotherapy, and (ii) a comprehensive neu-
ropsychological assessment, evaluating several cognitive domains (i.e., logic,
memory, attention, language, visuospatial, praxic and executive functions).
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The battery was composed of those tests that are most used in the clinical
practice to assess cognitive decline (Tsoi et al. 2015), with an Italian standard-
ization and a short administration time. Comprehensive information about the
study cohort, sampling strategy as well as neuropsychological assessment can
be found in Beltrami et al. (2018).

The semi-spontaneous speech produced by the subjects during the execu-
tion of three linguistic tasks was recorded at the end of the traditional cognitive
evaluation. Verbalizations have been elicited with the following stimuli:

• Task FIGURE: “Could you please describe this picture?” The visual
stimulus is the well-known figure provided by the “Esame del Linguag-

gio II” test (Ciurli et al. 1996), depicting a living room with some char-
acters carrying out simple actions. (e.g., the father is reading a newspa-
per, the mother is knitting);

• Task WORK: “Could you please describe your typical working day?”;

• Task DREAM: “Could you please describe the last dream you remem-
ber?”.

Speech samples were recorded in a quiet room with an Olympus – Linear
PCM Recorder LS-5 (as WAV files; 44.1KHz, 16 bit) placed on a table in front
of the subject. Each participant gave prior informed consent before joining the
study.

Our ultimate goal is to develop an algorithm for large-scale screening and
early diagnosis of cognitive deterioration. Thus our analysis is focused on
the discrimination between HC and MCI groups: but, even if the findings
presented in this work are mainly devoted to HC/MCI distinction, the whole
corpus has been fully transcribed and annotated. Unfortunately, some of the
sessions could not be analyzed due to recording quality problems, mainly ex-
cessive noise: after all, only 76 sessions (44 HC, 32 MCI) over 80 have been
processed.

2.2 Corpus processing

The speech samples have been transcribed by using Transcriber,3 a free tool
for assisting the manual annotation of speech signals (see Figure 1 for an ex-
ample of transcription with the tool). Output files are exported in an XML
format with the temporal alignment of the text to the signal and Unicode UTF-
8 character encoding. The annotation procedure is fully compliant with the
guidelines of the project, available to the transcribers.

3 http://trans.sourceforge.net.
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The reference unit for the analysis of the speech flow is the utterance, de-
fined by using pragmatic and prosodic (mainly intonational) criteria as “the
linguistic counterpart to the speech act”, the minimal linguistic entity that is
pragmatically interpretable (Austin 1962). The identification of this unit is per-
formed through the perception and the detection of “prosodic breaks” (Cresti
& Moneglia 2018) acoustically correlating with F0 reset,4 final lengthening,
drop in intensity, pause and initial rush in the subsequent prosodic unit. As a
matter of fact, the identification of breaks reaches high inter-rater agreement
in annotation, also among non-expert annotators (Cohen’s k for Italian around
0.8, Danieli et al. 2004), thus being a highly reliable chunking method. One
or more utterances performed without interruptions by a single speaker make
up a “dialogic turn”.

Orthographic transcription follows the conventions of written Standard
Italian; to dispel any spelling doubts, the annotators referred to the “GRADIT”
dictionary (De Mauro 1999). During the transcription process, a set of par-
alinguistic and extralinguistic phenomena (such as empty or filled pauses, dis-
fluencies, lapsus, hesitations/stuttering, laughs, coughs, throat clearing sounds
or noises) has been annotated as well. All labels were neatly marked to al-
low easy removal of the tags from the corpus and reversion to the raw data
(Leech 2005). The duration of the linguistic and non-linguistic events (in ms.)
has been annotated too, gauging their temporal extension on the spectrogram
using the Praat speech processing tool5 (Boersma 2001).

After their automatic tokenisation,6 transcriptions have been enriched with
lexical and morphosyntactic annotations: all the utterances have been automat-
ically part-of-speech (PoS) tagged, lemmatized and syntactically parsed with
the dependency parser contained in the Turin University Linguistic Environ-
ment – TULE7 (Lesmo 2007), which is based on the Turin University Tree-
Bank annotation schema (Bosco et al. 2000). The whole process consists in
associating the grammatical category with each word/token, converting each
wordform to the standardised citational form from the dictionary (its corre-
sponding lemma), and associating a dependency-based syntactic structure with
the whole sentence.

4 The fundamental frequency or F0 is the frequency at which vocal chords vibrate in voiced
sounds. In particular, the term refers to the lowest frequency component in a complex sound
wave. It is the fundamental acoustic parameter in studies about intonation.

5 http://www.fon.hum.uva.nl/praat/.
6 Tokenisation is the process of breaking up a text into units such as words, dates, addresses,

acronyms, complex symbols and yet other elements (e.g. punctuation marks), called “tokens”.
7 https://github.com/alexmazzei/TULE.
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As can be seen from the example ‘torno a casa’ (‘I get home’) extracted
from our corpus, the software returns, for each token, its corresponding lemma,
Part of Speech, morphological description, and grammatical relation:

1 torno TORNARE VERB MAIN_IND_PRES_INTRANS _1_SING 0 TOP

2 a A PREP _ 1 INDCOMPL

3 casa CASA NOUN COMMON_F_SING 2 ARG

4 . . PUNCT _ 1 END

The syntactic structure of the sentence is described in terms of directed
binary grammatical relations holding among words within the general frame-
work of dependency grammars (Tesniére 1959). In the output of the automatic
analysis, the link between words is marked through numeric indexes, and every
dependency relation is labeled. For example, the root node (i.e., the head of the
entire structure, namely the main verb) is marked by the index 0 and the label
TOP; the token a is linked with the index 1, as the verb “indirect complement”,
while casa represents its “argument”. This dependency-style analysis can be
transposed into a graph with directed, labeled arcs, as illustrated by Figure 2.

Since syntactic analyzers are known to achieve lower accuracy scores on
transcripts than on written texts, and since we had to rely on carefully anno-
tated data, we decided to manually check the output of TULE. The revision
has been carried out using the Dependency Grammar Annotator - DGA open-
source software8 for easy visualisation and correction of TULE mistakes at any
level.

FIGURE 2: DEPENDENCY GRAPH OF THE SIMPLE SENTENCE ‘torno a casa’.

2.3 Linguistic Features as Digital Biomarkers

A multidimensional parameter analysis has been performed on the corpus: re-
viewing the relevant scientific literature, we identified a wide range of linguis-
tic parameters which can potentially support the detection of MCI. In a nut-
shell, the verbal productions of these patients have been described as less flu-

8 http://medialab.di.unipi.it/Project/QA/Parser/DgAnnotator/.
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ent, syntactically reduced, and lexically poorer compared to HC (§1.1). More-
over, some studies on the English language described subtle alterations of the
voice, both at the acoustic and rhythmic level. Therefore, we based our analy-
sis on a set of 67 linguistic/stylometric indexes. Actually, we introduced a few
new indexes, while some others have already been suggested by other scholars.

In particular, acoustic measures aim at probing some temporal character-
istics of the speech – namely, the incidence of disfluencies and pauses – and
testing some properties of the voice, such as the regularity and the complex-
ity of the signal and the brightness of the sound. Rhythmic features capture
the proportion of vocalic and consonant intervals, thus correlating with artic-
ulation deficits. Lexical indexes quantified the composition of the speaker’s
vocabulary (e.g., the incidence of specific PoS or linguistic elements, such as
deictics or pronouns) and its richness. Finally, syntactic parameters measure
the complexity of phrases and sentences.

We developed some specific algorithms for extracting these features au-
tomatically from the corpus, and performing a complete quantitative analysis
of the spoken texts (§2.4). Age and Cognitive Reserve9 (approximated using
the “schooling" parameter) are among the most important risk factors for MCI
(Mazzeo et al. 2019). Since these two parameters are available in our clinical
dataset, they have been added to the analysis as “Demographic features”.

Tables from 1 to 6 provide the complete list of all the features considered
in this study, together with a short description and the publications that have
proposed them.10 For a thorough description, the reader is referred to Calzà
et al. (2021).

FEATURE (REF.) DESCRIPTION

Silence segments dura-
tion
(Satt et al. 2013)

Silence segments of the signal (SPE_SIL_M, SPE_SIL_MD,
SPE_SIL_SD).

Speech segments dura-
tion
(Satt et al. 2013)

Speech segments of a signal (SPE_SPE_M, SPE_SPE_MD,
SPE_SPE_SD).

9 Cognitive Reserve (CR) accounts for individual differences in susceptibility to age-related
brain changes, brain damage, or AD-related pathology. This construct posits that individual
differences due to enriching lifetime experiences (e.g., education, occupational attainment,
social and leisure activities), allow some people to cope better than others to neural network
disruption.

10 Feature names ending with ‘_M’ refer to the mean value, those ending with ‘_MD’ refer to
the median and those ending with ‘_SD’ to the standard deviation of the feature in the whole
speech production.
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Temporal regularity of
voiced segments
(Satt et al. 2013)

The measure captures the temporal structure of the voiced seg-
ments, providing information on the rate of change in the dif-
ferent spectrum bands (SPE_TRVS).

Verbal Rate
(Singh et al. 2001;
Roark et al. 2011)

The number of tokens in the sample divided by the Total Locu-
tion Time (i.e., speech time including pauses) (SPE_VR).

Transformed Phonation
Rate
(Singh et al. 2001;
Roark et al. 2011)

It measures the ratio between the total phonation time (i.e.,
speech time without pauses) and the total locution time (i.e.,
speech time including pauses) (SPE_TPR).

Standardized Phonation
Time
(Singh et al. 2001;
Roark et al. 2011)

The number of tokens in the sample divided by the total phona-
tion time (i.e., speech time excluding pauses) (SPE_SPT).

Standardized Pause
Rate
(Singh et al. 2001;
Roark et al. 2011)

The number of tokens in the sample divided by the number of
pauses (SPE_SPR).

Root Mean Square en-
ergy
(López-de-Ipiña et al.

2013)

The energy of a signal at a specific time represents the amount
of effort made by the speaker in producing a specific sound
(SPE_RMSE_M, SPE_RMSE_SD).

Pitch
(López-de-Ipiña et al.

2013)

Fundamental (F0) frequency in the speech sample
(SPE_PITCH_M, SPE_PITCH_SD).

Spectral Centroid
(López-de-Ipiña et al.

2013)

The measure captures the perceptual ‘brightness’ of a sound
(SPE_SPCENTR_M, SPE_SPCENTR_SD).

Higuchi Fractal Dimen-
sion
(López-de-Ipiña et al.

2013)

The feature describes the complexity of the signal at a specific
time (SPE_HFractD_M, SPE_HFractD_SD).

TABLE 1: ACOUSTIC FEATURES.

FEATURE DESCRIPTION

Age Subject’s age (NPT_AGE).

Schooling Subject’s number of years at school (NPT_SCHOOL).

TABLE 2: DEMOGRAPHIC FEATURES.

LINGUISTIC BIOMARKERS FOR THE DETECTION OF MILD COGNITIVE IMPAIRMENT

15



FEATURE (REF.) DESCRIPTION

Text readability
(Dell’Orletta et al.

2011)

It is a set of four readability features as computed by the READ-
IT readability assessment tool: it computes a lexical-based
(REA_BASE), a morpho-syntactic (REA_MOSYN), a syntac-
tic (REA_SYNTAX) readability indexes and a combination of
the previous three indexes (REA_ALL).

TABLE 3: READABILITY FEATURES.

FEATURE (REF.) DESCRIPTION

Percentage of vocalic
intervals
(Ramus et al. 1999)

The proportion of vocalic intervals within the utterance, that is,
the sum of vocalic intervals divided by the total duration of the
utterance (RHY_%V).

Std. deviation of vo-
calic and consonantal
interval durations
(Ramus et al. 1999)

The standard deviation of the duration of vocalic and consonan-
tal intervals within each utterance, noted as ∆V (RHY_DeltaV)
and ∆C (RHY_DeltaC).

Pairwise Variability In-
dex
(Grabe & Low 2002)

This rhythm metric takes into account the temporal succes-
sion of the vocalic and consonantal intervals (RHY_VnPVI,
RHY_CrPVI).

Variation coefficient for
∆V and ∆C
(Delwo 2006)

A variation coefficient (“varco”) is a value describing rel-
ative variation in consonants (RHY_VarcoC) and vowels
(RHY_VarcoV).

TABLE 4: RHYTMIC FEATURES.

FEATURE (REF.) DESCRIPTION

Content Density
(Roark et al. 2011)

The ratio of open-class tokens to closed-class tokens
(LEX_ContDens).

Part-of-Speech rate
(Holmes & Singh 1996;
Bucks et al. 2000)

This class of features investigates the average rate of occurrence
for each Part-of-Speech category (LEX_PoS_*).

Reference Rate to Real-
ity (Vigorelli 2004)

The ratio of the total number of nouns to the total number of
verbs (LEX_RefRReal).

Personal, Spatial and
Temporal Deixis rate
(March et al. 2006;
Cantos-Gòmez 2009)

The feature probes the rate of this three kind of deictic ex-
pressions in the spoken text w.r.t. the total number of tokens
(LEX_PDEIXIS. LEX_SDEIXIS, LEX_TDEIXIS).

Relative pronouns and
negative adverbs rate

The rate of Relative Pronouns (LEX_RPRO) and Negative Ad-
verbs (LEX_NEGADV) in the spoken text.
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Lexical Richness
(Holmes & Singh 1996;
Brunet 1978; Honoré
1979)

This class of measures quantifies the richness of vocabu-
lary/lexical diversity: TTR, Type-Tokens Ratio (LEX_TTR),
W - Brunet’s Index (LEX_BrunetW), R - Honoré’s Statistic

(LEX_HonoreR).

Action Verbs rate
(Gagliardi 2014)

The metric probes the rate of action verbs (i.e., verbs referring
to physical action, like “to put”, “to run”, “to eat”) in the spoken
text (LEX_ACTVRB).

Frequency-of-use
(De Mauro 2000)

Mean frequency-of-use weight among words extracted from the
De Mauro’s frequency list (LEX_DM_F).

Propositional Idea Den-
sity
(Snowdon et al. 1996;
Roark et al. 2011)

Idea density is the number of expressed propositions (verbs, ad-
jectives, adverbs, prepositions, and conjunctions) divided by the
number of tokens. Nouns are not considered to be propositions,
as the main verb and all its arguments count as one proposition
(LEX_IDEAD).

Mean Number of to-
kens in utterances

Mean number of tokens in the speech utterances (LEX_NW).

TABLE 5: LEXICAL FEATURES.

FEATURE (REF.) DESCRIPTION

Number of dependent
elements linked to the
noun

The feature explores Noun Phrase complexity, counting
the number of dependent elements linked to the head,
e.g. Adjectives, Relative clauses, etc. (SYN_NPLEN_M,
SYN_NPLEN_SD).

Global Dependency
Distance
(Roark et al. 2007,
2011)

Given the memory overhead of long distance dependencies,
the feature quantifies the difficulty in syntactic processing
(SYN_GRAPHDIST_M, SYN_GRAPHDIST_SD).

Syntactic complexity
(Szmrecsányi 2004)

Syntactic complexity is established by counting the linguis-
tic tokens that can be considered to telltale signs of increased
grammatical subordinateness and embeddedness, such as sub-
ordinating conjunctions, WH-pronouns, verb forms, both fi-
nite and non-finite and noun phrases. Because subordinators
and WH-pronouns are the most straightforward indicators of
increased embeddedness (and thus of high complexity), these
features are weighted twice than verb forms and noun phrases
(SYN_ISynCompl).

Syntactic embedded-
ness

The maximum “depth” of the dependency structure
(SYN_MAXDEPTH_M, SYN_MAXDEPTH_SD).

Utterance length The number of tokens per utterance (SYN_SLEN_M,
SYN_SLEN_SD).

TABLE 6: SYNTACTIC FEATURES.
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2.4 Feature extraction and data processing

To extract all the features depicted in Tables from 1 to 6, we developed a set of
algorithms that analyse both raw speech recordings and linguistic annotations,
and automatically compute all the described indexes.

Concerning the parameters derived from the speech acoustics, each speech
sample had to be preprocessed to automatically extract all the needed informa-
tion. Figure 3 outlines the various preprocessing steps. First of all, we used
the “SSVAD v1.0” Voice Activity Detector proposed by Yu & Mak (2011),11

specifically developed for interview speech, to automatically segment the record-
ings and identify speech (marked with ‘S’ in the figure) vs. non-speech regions
(marked with ‘h#’). These utterance segmentations provide the fundamental
information for computing some acoustic features like silence (unfilled pauses)
segments durations, speech segments durations, and their ratios.

We also needed the temporally-aligned phonetic transcription of our sam-
ples to compute the duration of vowels and consonants, and the ratios required
to extract the rhythmic features listed in Table 4. The first step consisted in
phonetically transcribing the orthographic transcription of the speech sample
made manually by the annotators; we used the grapheme-to-phoneme mod-
ule by Cosi et al. (2001) based on the SAMPA12 phonetic alphabet for Italian.
To temporally align the phonetic transcription and the acoustic signal, we im-
plemented a forced alignment algorithm, using the Kaldi Automatic Speech
Recognition package13 trained on the APASCI Italian Corpus14. This aligner
computes the most likely match between the acoustic features in the utterance
and the phonetic transcription. The result is a reliable temporal alignment be-
tween phones and utterance segments.

Upon completing this complex chain of acoustic preprocessing steps, and
the morpho-syntactic and syntactic parses described in section 2.2, the com-
putation of acoustic, rhytmic, lexical and syntactic features simply involves
counting various types of elements in the utterances (e.g. word-class frequen-
cies, the number of tokens or types, etc.) and computing ratios between them,
as detailed in the following section.

11 http://bioinfo.eie.polyu.edu.hk/ssvad/ssvad.htm.
12 https://www.phon.ucl.ac.uk/home/sampa/
13 http://kaldi-asr.org.
14 http://catalogue.elra.info/en-us/repository/browse/ELRA-S0039/
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FIGURE 3: THE SPEECH PREPROCESSING STEPS NEEDED TO EXTRACT ALL THE REQUIRED

INFORMATION FROM THE SPEECH WAVEFORM (ON TOP). THE SECOND TIER SHOWS THE

SPEECH (S) AND NON-SPEECH (H#) SEGMENTS ALTERNATION, WHILE THE THIRD

INDICATES THE TEMPORALLY-ALIGNED PHONETIC TRANSCRIPTION OBTAINED

AUTOMATICALLY BY FORCED-ALIGNMENT.

3. RESULTS

We analyzed the linguistic biomarkers extracted from subjects’ speech pro-
ductions along two dimensions. First of all, we checked if and how strongly a
single feature was able to contribute in discriminating the two groups, HC and
MCI subjects. Secondly, we tried to identify a subgroup of linguistic features
that, working together, contribute mostly to the classification process.

The first step involved an in-depth analysis of the proposed features by
computing their individual statistical significance using the Kolmogorov- Smir-
nov non-parametric test, which was preferred to the Student’s t-test or the
Wilcoxon-Mann-Whitney test, because of the small size of our corpus. Ta-
ble 7 outlines the different levels of significance for the considered features.

FEATURE SIGNIF. FEATURE SIGNIF.

LEX_ACTVRB NPT_AGE *
LEX_BrunetW * NPT_SCHOOL *
LEX_ContDens ** REA_ALL
LEX_DM_F REA_BASE *
LEX_HonoreR REA_MOSYN *
LEX_IDEAD REA_SYNTAX
LEX_NEGADV SPE_HFractD_M ***
LEX_NW ** SPE_HFractD_SD ***
LEX_PDEIXIS SPE_PITCH_M
LEX_PoS_ADJ ** SPE_PITCH_SD
LEX_PoS_ADV SPE_RMSE_M *
LEX_PoS_ART SPE_RMSE_SD
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LEX_PoS_CONJ SPE_SIL_M ***
LEX_PoS_INTERJ SPE_SIL_MD ***
LEX_PoS_NOUN SPE_SIL_SD ***
LEX_PoS_NUM SPE_SPCENTR_M ***
LEX_PoS_PHRAS SPE_SPCENTR_SD
LEX_PoS_PREDET SPE_SPE_M ***
LEX_PoS_PREP SPE_SPE_MD ***
LEX_PoS_PRON SPE_SPE_SD ***
LEX_PoS_VERB SPE_SPR ***
LEX_RPRO SPE_SPT ***
LEX_RefRReal SPE_TPR ***
LEX_SDEIXIS SPE_TRVS
LEX_TDEIXIS SPE_VR **
LEX_TTR * SYN_GRAPHDIST_M ***
RHY_%V SYN_GRAPHDIST_SD
RHY_CrPVI SYN_ISynCompl
RHY_DeltaC SYN_MAXDEPTH_M **
RHY_DeltaV SYN_MAXDEPTH_SD *
RHY_VarcoC SYN_NPLEN_M
RHY_VarcoV SYN_NPLEN_SD
RHY_VnPVI SYN_SLEN_M ***

SYN_SLEN_SD ***

TABLE 7: LINGUISTIC FEATURES CONSIDERED IN THIS STUDY (SEE TABLES 1-6 FOR

DESCRIPTIONS AND ABBREVIATIONS), AND THEIR SIGNIFICANCE IN DISTINGUISHING

BETWEEN HC AND MCI SUBJECTS USING A KOMOLGOROV-SMIRNOV TEST

(* 0.01<P<0.05, ** 0.001<P<0.01, *** P<0.001).

This kind of ‘classical’ analysis sheds light on the role played by every
single linguistic parameter in supporting HC - MCI discrimination. Our re-
sults show that nearly all acoustic features (SPE_*) – directly derived from the
recordings – play a central, statistically significant role in distinguishing the
two classes of subjects.

Regarding lexical (LEX_*) and syntactic (SYN_*) features, some of them
are highly significant and, thus, linguistically interesting. Alteration of these
parameters, as widely reported in the literature, captures the most evident ero-
sion of verbal abilities throughout the disease. In particular, lexical richness
emerges as a statistically relevant parameter. It was quantified in our corpus
through the Type-Token ratio (TTR) and the Brunet’s Index (W). TTR is the
ratio of the number of different words (or word types) the total text length. It
is dependent on the text size: it is higher when texts are small and decreases
as they get larger. In contrast, W - Brunet’s Index quantifies lexical richness
without being sensitive to text length. It is calculated according to the equa-
tion W = NV−0.165

, where N stands for the total text length (i.e., the number of
tokens) and V is the number of word types used by the participant. This mea-
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sure generally varies between 10 and 20: the lower the value, the richer the
speech./ The relevance of these parameters is in line with the slow stepwise
deterioration of the lexico-semantic system described in MCI patients.

Above the word level, a set of indexes suggests a progressive syntactic
simplification: the number of words per utterance gradually decreases and
verbal productions show a reduced syntactic complexity, with fewer subordi-
nate clauses and long-distance dependencies (cf. syntactic embeddedness and
Global Dependency Distance features). However, it is relevant to underline
that these phenomena appear in the context of a correct sentence production,
characterized by an intact morphosyntactic structure (i.e., well-formed agree-
ment and inflectional markings). All remaining features (rhythmic - RHY_*,
readability - REA_* and demographic - NPT_*) seem to be irrelevant – or
marginally relevant – in supporting the discrimination of the two subject groups.

One of the main advantages of applying Machine Learning (ML) tech-
niques to NLP problems rests in the opportunity to assess complex feature
interactions.

To investigate this, we leveraged an interesting ML algorithm that, once
properly trained for solving a classification problem, can produce formal mod-
els that can be interpreted and visualized: “Decisions Trees" (Breiman et al.

1984), probably one of the very few ML models that are able to provide some
insights into input feature interactions. We trained a Decision Tree model to
discriminate between HC and MCI subjects by using the linguistic biomarkers
described above as input features. Figure 4 shows the formal model induced
from classifying our data. In a nutshell, the dataset is considered to be at root
which is recursively split into branch-like segments. The hierarchy depicts the
sequence of feature application, which in turn reflects the statistical relevance
of each feature in distinguishing the classes.

In our model, acoustic features are highly dominant in this tentative pre-
diction process, with 10 over 15 decision nodes represented by them. SPE_*
features supporting subjects’ classification ranges from fluency measures (e.g.,
phonation rate, which occupies the principal node position, and means/disper-
sion of silence and speech segments durations) to spectral properties of the
voice (e.g., Pitch, Spectral Centroid, Higuchi Fractal Dimension) and Root
Mean Square Energy. These results are totally in line with the scientific litera-
ture describing the linguistic profiles of pre-clinical and clinical stages of De-
mentia and are often identified as the most robust digital linguistic biomarkers
detecting this pathology. Lexical-syntactic simplification, namely the reduc-
tion of noun phrase complexity, a lower Content Density and the anomalous us-
age of personal deictics, and insidious rhythmical alteration (i.e., RHY_DeltaC)
complete the picture, supporting speech features in the classification process.
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4. DISCUSSION AND CONCLUDING REMARKS

In previous work (Calzà et al. 2021), we exploited other ML algorithms to
build and evaluate a complete classifier able to identify MCI subjects from HC
in a reliable way. We also conducted a brief overview of related works that
exploit linguistic biomarkers for MCI automatic detection in languages, with
an experimental setting comparable to ours.

Table 8 summarizes the selected papers: for the sake of brevity, we in-
cluded only the best classification results extracted from them, keeping the
focus of our discussion on the HC vs. MCI classification tasks. Since all our
experiments used the whole set of available features to avoid any bias in the
evaluation phase, to allow for a fair comparison with our setting, we only re-
port the results obtained by the other studies without any feature selection.

REFERENCE LANGUAGE BEST RESULTS

Vincze et al. (2016) Hungarian 68.9%
Asgari et al. (2017) English 71.7%
Tóth et al. (2018) Hungarian 75.0%
Themistocleous et al. (2018) Swedish 65.8%
Gosztolya et al. (2019) Hungarian 78.3%
Fraser et al. (2019a) Swedish 68.3%
Fraser et al. (2019b) English 62.8%

Swedish 71.9%
Calzà et al. (2021) Italian 74.5%

TABLE 8: PREVIOUS RESULTS FOR WORKS DEVOTED TO MCI DETECTION DIRECTLY

COMPARABLE TO OUR STUDY IN CALZÀ et al. (2021). RESULTS ARE EXPRESSED AS

F1-SCORES.

Our results on Italian are in line with, or exceed the state-of-the-art for
other languages, presenting a macro-averaged F1-score15 around 75%. More-
over, upon examining the overall results, we can boldly claim that the dream
of building computational tools supporting for massive screening of cognitive
frailty is likely to become a concrete reality in the next few years.

The present study expands on previous works, with the same final aim of
developing a novel system for the automatic detection of Mild Cognitive Im-
pairment conditions, and investigates the relevance of specific (para-)linguistic
features in supporting automatic discrimination. In particular, we tried to out-

15 The F1-score is an overall measure of a classification model’s accuracy. The higher the F1, the
better the classification results.
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line a communication profile of MCI patients, with a view to identifying those
linguistic skills that are most vulnerable to erosion in the earliest stages of the
disease.

To this aim, we applied a complex pipeline for the automatic extraction
of several linguistic biomarkers (ranging from acoustic, rhythmic, lexical, and
syntactic ones) from our spoken corpus. Then, we evaluated the discriminative
power of the linguistic parameters, together with some readability indexes and
demographic information, from a statistical point of view. We also applied a
Decisions Tree ML model to the data to highlight the effect of the interaction
among linguistic traits for diagnosis purposes. To the best of our knowledge,
this is the first study on the Italian language examining a large set of linguis-
tic features through NLP techniques for the early identification of cognitive
decline.

Our results clearly show that acoustic features are the most reliable pa-
rameters for MCI - HC classification. As a matter of fact, verbal productions
of frail patients are less fluent, and their voice undergoes subtle modifications
that are not perceivable by clinicians but can be easily detected through au-
tomatic speech analysis. This result suggests that standard batteries of tradi-
tional neuropsychological tests can usefully be combined with an analysis of
the acoustic parameters of a patient’s spoken language productions. While neu-
ropsychological tests and structured evaluations have a relevant impact on the
naturalness of the subject’s responses, the analysis of natural spoken language
productions can offer an ecological, non-invasive, inexpensive and reliable test
for the screening of at-risk patients even by primary care physicians.

Besides, the statistical relevance of other linguistic traits (e.g., lexical and
syntactic), as shown by their presence in high nodes of our Decision Tree
model, suggests that a comprehensive multidimensional analysis is better than
a single-domain one.

Nonetheless, further investigations are needed to validate this hypothesis.
To confirm and extend our results, our future steps will involve (i) an increase
of the sample size of the current survey and (ii) extensive testing of other Ma-
chine Learning approaches to early MCI detection.
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