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Abstract—Tumors are cells that grow abnormally and 

uncontrollably, whereas brain tumors are abnormally growing 

cells growing in or near the brain. It is estimated that 23,890 adults 

(13,590 males and 10,300 females) in the United States and 3,540 

children under the age of 15 would be diagnosed with a brain 

tumor. Meanwhile, there are over 250 cases in Indonesia of 

patients afflicted with brain tumors, both adults and infants. The 

doctor or medical personnel usually conducted a radiological test 

that commonly performed using magnetic resonance image (MRI) 

to identify the brain tumor. From several studies, each researcher 

claims that the results of their proposed method can detect brain 

tumors with high accuracy; however, there are still flaws in their 

methods. This paper will discuss the classification of MRI-based 

brain tumors using deep learning and transfer learning. Transfer 

learning allows for various domains, functions, and distributions 

used in training and research. This research used a public dataset.  

The dataset comprises 253 images, divided into 98 tumor-free 

brain images and 155 tumor images. Residual Network (ResNet), 

Neural Architecture Search Network (NASNet), Xception, 

DenseNet, and Visual Geometry Group (VGG) are the techniques 

that will use in this paper. The results got to show that the 

ResNet50 model gets 96% for the accuracy, and VGG16 gets 96% 

for the accuracy. The results obtained indicate that transfer 

learning can handle medical images. 
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I. INTRODUCTION 

 The brain is a very important part of the human body. This 

is because the brain acts as a power system for all members of 

the human body, such as hand gestures, foot movements, 

eyeballs, and other vital parts of the body [1]. Brain activity 

may be impaired if there is interference in the brain, one of 

which is the involvement of a tumor. Tumors are cells that grow 

abnormally and uncontrollably, whereas brain tumors are cells 

that grow abnormally in or near the brain [2]. There are two 

types of brain tumors, namely benign tumors and malignant 

tumors.  

Benign tumors are a type of tumor that is not too destructive. 

These tumors arise from cells in or near the brain, do not 

contain cancer cells, expand slowly, and normally have strong 

borders, and do not spread to other tissues [2]. In comparison, 

malignant tumors are malignant brain tumors containing cancer 

cells and have no clear borders. This type of tumor can be life-

threatening since it develops quickly and can penetrate the 

underlying brain tissue [2].  

According to reports, about 23,890 adults (13,590 males and 

10,300 females) in the United States and nearly 3,540 children 

under the age of 15 are diagnosed with brain tumors [3].  

Meanwhile, there are over 250 cases of patients afflicted with 

brain tumors, both adults and infants, in Indonesia [4].  

Radiological examination using magnetic resonance 

imaging (MRI) is needed to determine whether a person has a 

tumor or not. MRI is selected because it can observe a 

distinction of soft tissues such as white matter and gray matter 

[4]. The MRI analysis will create a picture that represents the 

brain. Several factors that influence the diagnosis of brain 

tumors include the skill of the medical team, brain anatomy, 

size, and form of the tumor. These factors increase the difficulty 

in identifying brain tumors [5]. 

Technological advances, especially in artificial intelligence 

and machine learning, have a significant influence on the 

medical field; one of them is the recognition of medical images. 

The Convolution Neural Network (CNN) is one technique used 

to process or detect brain tumors using MRI images [6].  CNN 

is a model of deep learning to process data that has a grid 

structure such as images inspired by the organization of the 

visual cortex of animals [7], [8] and is designed to extract 

details locally on an image and has the potential to store 

information spatially. The efficiency produced by this approach 

is excellent since this method has a reasonably good biased 

capability [9]. The development of this approach has inspired 

different types of architecture, including Residual Network 

(ResNet), Network in Network (NiN), VGG, and GoogleNet 

(Inception module). Transfer learning is the knowledge that is 

extracted from different sources and applied to other fields [10]. 

Transfer learning allows for various domains, functions, and 

distributions to be used in training and research [10]. Research 

[11], used ImageNet pre-trained ALexNet to PASCAL dataset 

[12], the results of the detection and segmentation performance 

improved significantly. Therefore, this paper will discuss the 

classification of brain tumors using deep learning and transfer 

learning. 

II. DATASET AND RELATED WORK 

There are several studies on brain tumor detection using 

brain MRI that were performed before. The Discrete Wavelet 

Transform (DWT), Continuous  Wavelet Transform (CWT), 

and Support Vector Machine (SVM) methods are used to detect 

brain tumors [13]. This method gets high enough results to 

detect brain tumors; however, there are still weaknesses in 

computation. CNN and SVM methods are used to identify brain 

tumors  [14]. The method obtains quite high result for the SVM 

method. Even though the results are quite high, the 
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configuration of the created model is not included, and the 

dataset is not explained, so the results obtained are biased. Also, 

the proposed fractional calculus is used to detect benign brain 

tumors [15]. The result shows that the method produces low 

computation. Although the method produces low computation, 

the accuracy that is obtained using these methods is not 

explained. A study explains that the Watershed Dynamic Angle 

Projection - Convolution Neural Network (WDAPP-CNN) 

method is used for the segmentation and classification of brain 

tumors [16]. The proposed algorithm gets high enough results 

for sensitivity and efficiency. However, it only focuses on the 

sensitivity and efficiency and not on the accuracy, so the 

accuracy is unknown. A study proposes the Faster R-CNN 

method for the detection of brain tumors using brain MRI 

images [17]. This method also produces high accuracy. Even 

though they get high results, they do not clarify the computation 

they get. In other studies, Naive Bayes classifier is proposed to 

detect brain tumors using MRI images [18]. This study claims 

that these methods 60% better than the other methods. 

Although it claims that the method is 60% better than the other 

methods, the accuracy obtained is not more than 84%. An 

Artificial Neural Network (ANN) is proposed to detect brain 

tumors [19]. This method claims to get high enough results to 

detect brain tumors. Despite getting high results, the proposed 

method cannot directly detect tumors, the user must select each 

stage from pre-processing to tumor segmentation, and then 

classification can be carried out. Furthermore, the computations 

to detect tumors are not explained. A "multiple threshold object 

counting" technique is proposed for detecting brain tumors 

[20]. The technique claims to be able to detect brain tumors 

with good accuracy. Even though the results are quite high, this 

method only able to detect the position of the tumor and cannot 

recognize whether the image contains the tumor or not. The 

SVM algorithm is proposed for detecting brain tumors [21]. 

The algorithm claims to be able to detect tumors with high 

accuracy. Even though the results are quite high, this method 

only able to detect the position of the tumor and cannot 

recognize the image that contained the tumor or not. The 

combination of the feature extraction algorithm and CNN-

SoftMax is proposed for detecting brain tumors [22]. This 

method claims to be able to obtain high accuracy results. Even 

though it gets high results, it does not clarify the computation 

obtained. 

Deep learning has been used in many fields, such as omics, 

bioimaging, medical imaging, brain-machine interfaces, or 

body machine interfaces [9]. The most famous Deep Learning 

architecture for image analysis is CNN [9]. A study was 

conducted for malignancy determination of lung nodules using 

3D CNN architecture [23]. CNN is proposed to segmentation 

and multi-structure cardiac diagnosis [24]. CNN is also 

proposed to detect early mild cognitive impairment (MCI) [25]. 

CNN is proposed for nuclei detection [26]. Some studies above 

use deep learning to solve their respective problems. The deep 

learning architecture that they use is CNN. The method can 

give quite excellent results.  

From the research mentioned above, many studies are 

conducted to detect brain tumors, but there are still some 

shortcomings of these studies. Therefore, in this study, the 

researchers will discuss the detection of brain tumors.  The 

model that the researchers will use in this research is a model 

based on the CNN architecture, and the researchers use transfer 

learning to classify tumors using MRI brain images. Some 

models that the researchers will use in this research include 

Residual Network (ResNet), Neural Architecture Search 

Network (NASNet), Xception, DenseNet, and Visual 

Geometry Group (VGG). 

 The researchers used a public dataset for this research [27]. 

The dataset contained MRI images of the brain, either normal 

images (no tumor) or abnormal images (there are tumors). The 

dataset had a .jpg extension for each image. The dataset 

comprised 253 images and was divided into 98 tumor-free brain 

images and 155 tumor images. An example of a normal brain 

MRI image (no tumor) can be seen in Fig. 1, whereas a non-

normal brain MRI image (there is a tumor) can be seen in Fig. 

2.  

III. RESEARCH METHOD  

In this research, the researchers analyze and evaluate the 

impact of different CNN architectures. 

A. Convolutional Neural Network Architectures (CNN) 

The Convolutional Neural Network (CNN) is a form of deep 

learning that is commonly used [28]. It is a deep learning 

algorithm built based on the Multilayer Perceptron (MLP) for 

processing data as two-dimensional imagery. There are several 

models based on the CNN architecture, that is: 

1)  Residual Network (ResNet): ResNet was introduced in 

2016 [29].  ResNet consists of several piled "Residual Units" 

[29]. Each unit (Fig. 3) can be represented in the following 

general form:  

 𝑦𝑙 = ℎ(𝑥𝑙) + ℱ(𝑥𝑙 , 𝒲𝑙) (1) 

 𝑥𝑙 + 1 = 𝑓(𝑦𝑙) (2) 

where the input is 𝑥𝑙 and the output is 𝑥𝑙 + 1 of the 𝑙-th unit, 

and the residual function is ℱ. The identity mapping is ℎ(𝑥𝑙) =
𝑥𝑙 [29] and the ReLu function is 𝑓 [30]. ResNets over 100-layer 

 

Fig. 1 Normal brain MRI image. 

 

Fig. 2 Abnormal brain MRI image. 
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depth results showed state-of-the-art accuracy for many 

demanding image classification at ImageNet [31] and MS 

COCO [32] competitions. The main characteristic of ResNets 

is to learn the additive residual function ℱ with respect to ℎ(𝑥𝑙), 

with the main option of using an identity mapping ℎ(𝑥𝑙) = 𝑥𝑙. 

This was achieved by adding an identification skip link 

("shortcut"). 

2)  Xception: 36 convolutional layers in the Xception 

architecture form the network's function extraction foundation. 

Xception itself was introduced in 2017 [33]. Xception is a 

linear, residual-connected, depth-separable stack of 

convolution layers. In the ImageNet dataset [34] after 

InceptionresnetV2 [35] and NasNet Large [36], Xception got 

the third-best performance. This made it easier to change the 

model.  

3)  Visual Geometry Group (VGG): The VGG architecture 

was introduced in 2015 [37]. The accuracy results obtained 

from a data set of more than 14 million images included in 1000 

classes on ImageNet, the model was able to get an accuracy of 

92.7%. The input from layer 1 had a size of 224 x 224 RGB 

images. VGG used a filter that was 3x3 in size relative to a 

larger filter. VGG used Multi-Scale for training and testing. 

Apart from using the Multi-Scale test, VGG also used dense 

testing. The error rate could be lowered by 6.8%.  

4)  Neural Architecture Search Network (NASNet): The 

NASNet architecture comprises Controller Recurrent Neural 

Network (CRNN) and CNN [38]. In their research [36], the 

NASNet algorithm operates by choosing the best cells using the 

reinforcement learning method. NASNet architecture used two 

types of image input sizes, namely 331 x 331 and 224 x 224 

sizes.  

DenseNet: Several studies have shown that CNNs can 

increase performance if the layers close to the input and near 

the output have shorter connections. [39]. As a result, a new 

model called DenseNet was developed, which links each layer 

feed-forward to each other. Inputs were used for all the 

previous layers of the feature maps, input to each layer of the 

DenseNet feature maps, and their own feature maps [40].   

B. Pre-trained CNN 

The researchers adopted six deep CNN architectures, which 

were ResNet50, Xception, DenseNet, VGG19, VGG16, and 

NasNetLarge as the feature extractors of the proposed method 

for tumor detection based on brain MRI. The model was trained 

using a nature image (ImageNet) and could be extended to the 

computational transition of learning to remove discriminatory 

features from biomedical images [41].  

 

Fig. 3 Residual unit. 

 

 

 

Fig. 4 Image cropping process. 

 

Fig. 5 Normal brain image after the cropping process. 

  

Fig. 6 Abnormal brain images after the cropping process. 
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C. Transfer Learning 

 Transfer learning is the knowledge that is extracted from 

different sources and applies to other fields [10]. Transfer 

learning allows for various domains, functions, and 

distributions used in training and research [10]. In their research 

[11], using ImageNet pre-trained ALexNet to PASCAL dataset 

[12], the results of the detection and segmentation performance 

improves significantly. Similar results are obtained [42], [43]. 

In their study, they use transfer learning and are able to enhance 

the efficiency of their proposed model. According to the few 

studies that obtain outstanding performance after using transfer 

learning, the researchers believe that considering the variations 

in images, CNNs that are completely trained on ImageNet can 

still be transferred to make recognition using medical images. 

D. Loss Function 

One of the essential components in the design of a neural 

network is the estimation of the output of the entire system or 

the measurement of errors in the system. The type of loss 

function used depends on the type of task of the model being 

done. In the case of neural networks with regression or 

classification tasks, the loss function is defined as 𝑙 for one 

training data and L for dataset 𝑥. 

 𝐿(𝑥, 𝑊) =
1

𝑁
∑ 𝑙𝑁

𝑖=0 (𝑥𝑖 , 𝑊). (3) 

Minimization of loss functions for model parameters is a 

problem of optimization, as described in the following 

equation. 

 𝑊 =
arg 𝑚𝑖𝑛

𝑤
 
𝐿(𝑥, 𝑊)

 (4) 

IV. RESULTS AND DISCUSSION 

In this section, the researchers will compare and evaluate the 

performance of six CNN models (ResNet50, Xception, 

VGG19, VGG16, NASNetLarge, and DenseNet) for detecting 

brain tumors using brain MRI using a dataset. 

In the early stages, researchers pre-processed the MRI 

images of the brain. At this stage, researchers normalized the 

data by cropping the image and resizing the image. Fig. 4 shows 

the results of before and after cropping and resizing images. 

Fig. 5 and Fig. 6 show the images after cropping and resizing 

process. 

Fig. 4 explains how to crop the image. The first step (Step 1) 

is to prepare the image. Then the second step (Step 2) is to find 

the biggest contour. The third step (Step 3) is to find the 

extreme points based on the biggest contour. Finally, the last 

step (Step 4) is to crop the image that corresponds to the 

extreme points. Next, researchers performed data 

augmentation. The purpose of data augmentation was to 

increase the amount of data from the "training" data. 

researchers used a "random transformation," and used 30 for 

"rotation rang.". Fig. 7 shows the results of the augmented data.  

Next, researchers split the dataset with the configuration:  

80% for training, 10% for validation, and 10% for testing. Then 

researchers built the model for each architecture (ResNet50, 

VGG19, VGG16, NASNetLarge, Xception, and DenseNet192) 

 

Fig. 8 Results of training and validation of the ResNet50 model. 

 

Fig. 9 ResNet50 model loss data graph. 

 

 

Fig. 7 The results of the augmented image. 
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with the configuration: researchers used 32 for the training 

batch size, 16 for the validation batch size, and 100 for the 

epoch, "max" for the pooling, "imagenet" for the weights and 

for the optimizer researchers used "RMSprop". Fig. 8 to Fig. 15 

shows the results of each model. Fig. 8 and Fig. 9 are the graphs 

by the ResNet50 model.  

The ResNet model obtained high results in both training and 

validation. The training accuracy got 99% and 96% for 

validation accuracy. Data loss using the ResNet50 model (Fig. 

9) shows that the model has low data loss. Then with the 

NASNetLarge model, the results can be seen in Fig. 10 and Fig. 

11. 

The NASNetLarge model obtained poor results on both 

training and validation. The training accuracy obtained by this 

model was 62% and got 62% accuracy for the validation, while 

data loss can be seen in Fig. 11. Data loss using the 

NASNetLarge model shows that the model has a high enough 

data loss. The results obtained using the DenseNet192 model 

can be seen in Fig. 12 and Fig. 13. 

 

Fig. 13 DenseNet192 model loss data graph. 

 

Fig. 14 Results of training and validation of the Xception model. 

 

Fig. 15 Xception model loss data graph. 

 

 

Fig. 10 Results of training and validation of the NASNetLarge model. 

 

Fig. 11 NASNetLarge model loss data graph. 

 

Fig. 12 Results of training and validation of the DenseNet192 model. 
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The DenseNet192 model got fairly low results in both 

training and validation. The training accuracy obtained by this 

model was 78% and got 88% accuracy for validation, while 

data loss can be seen in Fig. 13. Data loss using the 

NASNetLarge model shows that the model has a high enough 

data loss. The results obtained using the Xception model can be 

seen in Fig. 14 and Fig. 15.  

The Xception model also got low results in both training and 

validation. The training accuracy obtained by this model was 

74% and got 73% accuracy for validation, while the data loss 

can be seen in Fig. 15. Data loss using the Xception model 

shows that the model has a high enough data loss. Then the 

VGG16 and VGG19 models can be seen in Fig. 16 to Fig. 19. 

Fig. 16 is a graphic display obtained in training and 

validation of brain tumor detection using MRI using the 

VGG16 model. While Fig. 17 is a graph display of data loss for 

the VGG16 model. The results obtained by the VGG16 model 

got 97% for the training and 97% for the validation. Data loss 

for the model shows that the model has less data loss. 

Furthermore, the results obtained by the VGG19 model can be 

seen in Fig. 18 and Fig. 19. 

 

Fig. 16 Results of training and validation of the VGG16 model. 

 

Fig. 17 VGG16 model loss data graph. 

 

Fig. 18 Results of training and validation of the VGG19 model. 

 

Fig. 19 VGG19 model loss data graph. 

TABLE I 

ACCURACY RESULTS FOR EACH MODEL 

No Model 
Training 

Accuracy 

Validation 

Accuracy 

Test 

Accuracy 

1 ResNet50 99% 96% 85% 

2 NASNetLarge 62% 62% 69% 

3 Xception 74% 73% 69% 

4 DenseNet192 77% 88% 81% 

5 VGG16 97% 96% 85% 

6 VGG19 97% 85% 81% 

TABLE II 

SENSITIVITY PRECISION AND SPECIFICITY FOR EACH MODEL 

No Model Sensitivity Precision Specificity 

1 ResNet50 0.94 0.83 0.70 

2 NASNETLarge 0.75 0.75 0.60 

3 Xception 0.94 0.90 0.70 

4 DenseNet192 0.94 0.79 0.60 

5 VGG16 0.94 0.75 0.50 

6 VGG19 0.94 0.79 0.60 

TABLE III 

COMPUTATIONAL TIME FOR EACH MODEL 

No Model 
Computational 

Time 

1 ResNet50 310 s 

2 NASNETLarge 419 s 

3 Xception 304 s 

4 DenseNet192 311 s 

5 VGG16 302 s 

6 VGG19 302 s 
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Fig. 18 is a graph obtained by the VGG19 model during both 

training and validation. The chart shows that the model gets 

97% for training accuracy and 85% for validation. In Fig. 19, 

the data loss graph for the VGG19 model shows that the model 

still has low data loss.  

The results for each model can be seen in Table I to Table 

III. Table I shows the accuracy results of each model. ResNet50 

gets the highest accuracy for training, but the validation and 

testing accuracy ResNet50 and VGG16 models get the highest 

accuracy. Table II describes the sensitivity, specificity, and 

precision for each model. For sensitivity, almost all models get 

the same result, which is 0.94, except for the NASNetLarge 

model. Then, the Xception model gets the highest for precision. 

The models that get the highest results for the specificity are 

ResNet50 and Exception, which is each model, gets 0.70. The 

computational time for each model for 100 iterations can be 

seen in Table III. The table shows that the VGG16 and VGG19 

models produce the lowest computational time, which is 302-

second for 100 iterations (3.02-second for each iteration). 

V. CONCLUSION 

Several techniques have been used to identify brain tumors. 

Any of these studies have shown that transfer learning can be 

used for recognition using medical data such as MRI images. 

The results obtained by each model show that the VGG16 and 

ResNet50 models are capable of achieving high enough results 

where the accuracy of the results obtained by VGG16 during 

the validation test is 96%, and the validation test of the 

ResNet50 model is capable of obtaining an accuracy of 96%. 

Although ResNet50 and VGG16 obtain high accuracy results, 

the Xception model gets high results for sensitivity, precision, 

and specification. These results show that transfer learning can 

be used for medical data recognition.  

Our future work is to increase the number of images and the 

number of labels. This is required to assess if the model is still 

capable of producing successful outcomes with other medical 

images. 
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