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Abstract 

Development of Multi-Scale City Building Energy Model for Urban Climate Resilience 

Ali Katal, Ph.D. 

Concordia University, 2020 

In the past decades, the world has experienced rapid urbanization that caused increasing climate 

change challenges, pollution, energy consumption, and greenhouse gas (GHG) emission. More 

frequent and more prolonged extreme weather events such as heatwave and cold-wave and urban 

heat island phenomena are some negative impacts of climate change. The building sector is an 

essential source of urban energy consumption, GHG emission, and Urban Heat Island (UHI) 

formation. Different energy efficiency measures can be implemented to reduce building energy 

consumption, such as retrofitting existing building stock and deploying new technologies. These 

scenarios will also contribute to the mitigation of UHI, heatwaves, and climate change. Urban 

building energy models are simulation tools developed to study these kinds of problems. There are 

several challenges with existing Urban Building Energy Modelling (UBEM) tools, including 

creating a 3D model of buildings, estimating buildings’ properties, and using urban microclimate 

data for simulation. 

On the other hand, accurate building energy simulation and fluxes from buildings to the 

atmosphere can impact forecasting accuracy by numerical weather prediction tools. Therefore, 

developing a multi-scale integrated urban building energy and climate simulation tool is essential 

for modeling both buildings’ energy performance and atmospheric fields. In this work, a new urban 
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building energy model called City Building Energy Model (CityBEM) is developed to solve 

UBEMs' current challenges. First, a building-scale energy and airflow simulation model is 

developed for modeling a single building. It is based on a coupled thermal/airflow multi-zone 

network model. The multi-zone network model is then modified for calculation of urban scale 

buildings’ energy performance. A new method is developed to create the 3D model of buildings 

by integrating buildings’ footprint data obtained from OpenStreetMap and Microsoft and building 

height information by Google Earth Application Programming Interface (API). An archetype 

library is developed for the estimation of buildings’ non-geometrical properties. Buildings are 

classified based on usage type and age obtained from city shapefile datasets. The geometrical and 

non-geometrical datasets are joined using the QGIS tool and Mapbox platform.  

To use local microclimate data for buildings’ energy performance, CityBEM is integrated with 

different microclimate simulation tools. First, CityBEM is fully integrated with the CityFFD tool 

to model the two-way interaction between buildings and microclimate. In the second method, a 

multi-scale urban climate and buildings energy simulation tool is developed by one-way 

integration of CityBEM with 3D Global Environmental Multiscale Model (GEM) and Surface 

Prediction System (SPS) developed by Environment and Climate Change Canada (ECCC). The 

one-way multi-scale model cannot capture the impact of CityBEM on the atmospheric fields; 

therefore, to model this impact, the CityBEM is added as a new module to the SPS model. SPS 

includes a Town Energy Balance (TEB) scheme for modeling the urban surface. In this thesis, 

CityBEM is added to the TEB for modeling the buildings. Using the developed TEB-CityBEM 

model in GEM simulations, near-surface forecasting accuracy can be improved, and buildings’ 

energy simulation is added as a new feature to the GEM model. The multi-scale model can be used 

to study different mitigation strategies such as retrofitting existing buildings, modeling natural 
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ventilation and its impact on reducing energy consumption, model new technologies to reduce 

energy consumption, etc. The TEB-CityBEM model can also be added to the air quality model of 

ECCC called GEM-MACH to study the impact of urban building modeling on air quality in urban 

areas.  

Finally, due to the importance of aerosol transmission of covid-19 in indoor spaces, it is essential 

to develop a model to study the impact of different mitigation strategies on reducing the risk of 

infection in the rooms and their corresponding energy consumption effects. In this thesis, a city-

scale model (CityRPI) is developed to estimate airborne transmission of COVID-19 in indoor 

spaces. The CityRPI model is integrated with the CityBEM. The integrated model is applied to 

Montreal, and the impact of mitigation strategies on the infection risk and energy consumption is 

studied for different types of buildings.  
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𝑃𝑤,𝑖𝑗 Wind-induced pressure across the opening 𝑖𝑗 [𝑃𝑎] 

𝑃𝑠,𝑖𝑗 
Pressure differential by stack effect across the opening 

𝑖𝑗 
[𝑃𝑎] 

𝑈𝐻 Approaching wind speed at upwind wall height [𝑚 𝑠⁄ ] 

𝐶𝑝,𝑤𝑖𝑛𝑑 Mean local wind pressure coefficient - 

𝐼𝑑𝑖𝑟 Direct normal solar irradiance [𝑊 𝑚2⁄ ] 

𝐼𝑑𝑖𝑓 Diffuse irradiance [𝑊 𝑚2⁄ ] 

𝑆𝐻𝐺𝐶 Solar heat gain coefficient of the glazing - 

�̇�𝑠𝑜𝑙 Solar radiation transmitted through the glazing [𝑊] 

𝑇𝑖𝑛 Indoor air temperature [𝐾] 

𝑇𝑠,𝑘 
Interior surface temperature of wall/roof/floor/thermal 

mass 
[𝐾] 

𝐹𝑖𝑛𝑓 Infiltration airflow rate [𝑚3 𝑠⁄ ] 

𝐹𝑛𝑣  Natural ventilation airflow rate [𝑚3 𝑠⁄ ] 

�̇�𝑠𝑦𝑠 HVAC system mass flow rate [𝑘𝑔 𝑠⁄ ] 

𝑇𝑠𝑢𝑝 Supply air temperature of the HVAC system [𝐾] 

𝑄𝑖𝑛𝑡 Internal heat gain [𝑊] 

𝑅𝑤,𝑖+1 Thermal resistance of node 𝑖  inside the wall [𝐾𝑚2 𝑊⁄ ] 

𝑅𝑐𝑜𝑛𝑑 Conductive thermal resistance  [𝐾𝑚2 𝑊⁄ ] 

𝑅𝑐𝑜𝑛𝑣,𝑖𝑛 Convective thermal resistance of the interior surface [𝐾𝑚2 𝑊⁄ ] 

𝑅𝑎𝑖𝑟 
Thermal resistances between the exterior node of the 

wall and outdoor air 
[𝐾𝑚2 𝑊⁄ ] 

𝑅𝑠𝑘𝑦 
Thermal resistances between the exterior node of the 

wall and sky 
[𝐾𝑚2 𝑊⁄ ] 

𝑅𝑔𝑛𝑑 
Thermal resistances between the exterior node of the 

wall and ground 
[𝐾𝑚2 𝑊⁄ ] 

ℎ𝑐𝑜𝑛𝑣,𝑒𝑥𝑡 Exterior convective heat transfer coefficient  [𝑊 𝑚2𝐾⁄ ] 

ℎ𝑐,𝑔𝑙𝑎𝑠𝑠 Convection coefficient for very smooth surfaces [𝑊 𝑚2𝐾⁄ ] 
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ℎ𝑛 Natural convective heat transfer coefficient [𝑊 𝑚2𝐾⁄ ] 

𝑉𝑧 Local wind speed [𝑚 𝑠⁄ ] 

𝐸𝑜𝑢𝑡 Exterior long-wave radiation incident on the window [𝑊 𝑚2⁄ ] 

𝐸𝑖𝑛 Interior long-wave radiation incident on the window [𝑊 𝑚2⁄ ] 

ℎ𝑐𝑜𝑛𝑣,𝑖𝑛 Interior surface convective coefficient [𝑊 𝑚2𝐾⁄ ] 

𝑆𝑖 Short-wave radiation on the 𝑖𝑡ℎ face [𝑊 𝑚2⁄ ] 

ℎ𝑟,i Surface radiative coefficient [𝑊 𝑚2𝐾⁄ ] 

𝑄𝑠 Design sensible cooling and heating loads [𝑊] 

𝑇𝑜𝑢𝑡,𝑑𝑒𝑠 Outdoor air design temperature [𝐾] 

𝑇𝑖𝑛,𝑠𝑒𝑡 Set-point indoor air temperature [𝐾] 

𝑆𝐻𝐺 Solar heat gain - 

𝑋𝑚𝑖𝑥 Mixing ratio of HVAC system - 

𝐹𝑟𝑒𝑐 Recirculation air flow rate [𝑚3 𝑠⁄ ] 

𝐹𝑜𝑎 Outdoor air ventilation rate [𝑚3 𝑠⁄ ] 

𝑇𝑚𝑖𝑥 Mixing temperature of the HVAC system [𝐾] 

𝑄𝑡 Heating/cooling demand of the building [𝑊] 

𝑄ℎ𝑣𝑎𝑐,ℎ𝑒𝑎𝑡 
Energy consumed by the HVAC system for the 

heating 
[𝑊] 

𝑄ℎ𝑣𝑎𝑐,𝑐𝑜𝑜𝑙 
Energy consumed by the HVAC system for the 

cooling 
[𝑊] 

𝐶𝑂𝑃𝑐𝑜𝑜𝑙 Cooling system coefficient of performance - 

𝑆𝐹𝑃 Specific fan power [𝑘𝑊 (𝑚3 𝑠⁄ )⁄ ] 

Δ𝑝𝑡𝑜𝑡 Fan pressure rise [𝑃𝑎] 

 

Greek and math symbols 

𝜆 Latitude - 

𝜔 Hour angle - 

𝛿 Declination - 

휀 Emissivity - 

𝜎 Stefan–Boltzmann constant [𝑊 𝑚2𝐾4⁄ ] 

𝜌 Air density [𝑘𝑔 𝑚3⁄ ] 

𝜌𝑤 Density of wall [𝑘𝑔 𝑚3⁄ ] 

𝜂𝑡𝑜𝑡  Fan system efficiency - 

𝜂ℎ𝑒𝑎𝑡 Efficiency of the heating system - 

𝜃𝑖  Temperature of window layer 𝑖 [𝐾] 

𝜃𝑠𝑢 Angle of incidence of sun degree 

𝜃𝑠 Zenith angle of the sun degree 
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𝜑𝑠 Azimuth of the sun degree 

𝜑𝑝 Azimuth of a plane - 

𝜃𝑝 Tilt angle of the surface degree 

𝛼𝑤 Solar absorptance coefficient of the wall - 
 

 

Abbreviations 

 

CityBEM City Building Energy Model  

GHG Greenhouse Gas  

GEM Global Environmental Multiscale Model   

UBEM Urban Building Energy Modeling   

UHI Urban Heat Island  

NWP Numerical Weather Prediction  

CFD Computational Fluid Dynamics   

TEB Town Energy Balance   

MSC Meteorological Service of Canada   

HVAC Heating, Ventilation, and Air Conditioning   

SHGC Solar Heat Gain Coefficient   

STL StereoLithography  

CityFFD City Fast Fluid Dynamic  

LAM Limited-Area Model  

RDPS Regional Deterministic Prediction System   

HRDPS High-Resolution Deterministic Prediction System  

EPiCC Environmental Prediction in Canadian Cities  

ISBA Interactions between Soil, Biosphere, and Atmosphere  

PI Probability of Infection  

RPI Reduced Probability of Infection  

UTCI Universal Thermal Climate Index   

API Application Programming Interface  
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Chapter 1 Introduction 

In the past decades, the world has experienced rapid urbanization due to population growth, an 

increasing number of cities, and migration from rural to urban areas [1]. The United Nations 

estimates that more than two-thirds of the world's population will live in urban areas by 2050 [1]. 

While ongoing rapid urbanization can improve societies' well-being, it also causes increasing 

challenges of pollution, energy consumption, and greenhouse gas (GHG) emission [2]. For solving 

these challenges, many cities have developed long-term GHG emission reduction goals such as a 

40% reduction from 1990 to 2025 in San Francisco (SF) [3], an 80% reduction from 2005 to 2050 

in New York City [4], and reduction goal of 80% below 2005 level by 2050 in City of Boston [5]. 

To reduce GHG emissions and energy consumption, Canada is implementing the Pan-Canadian 

Framework on Clean Growth and Climate Change [6]; while strengthening existing and 

introducing new GHG reducing measures. The goal of the Pan-Canadian Framework is to reach 

or exceed the target of a 30 percent reduction of greenhouse gas (GHG) emissions below the 2005 

level and beginning work so that Canada can achieve net-zero emissions by 2050.  

The building sector is an essential source of urban energy consumption and GHG emission. For 

example, U.S. residential and commercial buildings account for more than 40% of the total energy 

usage and 72% of total electricity consumption [7]. Different energy efficiency measures can be 

implemented to reduce building energy consumption, such as retrofitting existing building stock, 

deployment of renewable energy resources, and district heating and cooling. More than 75 percent 

of Canada's building stock in 2030 will be composed of buildings already standing today. 

Therefore, retrofitting existing buildings can significantly contribute to the GHG emission and 

energy consumption reduction goal. Canada's government is developing a model code for existing 
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buildings and energy efficiency improvements when renovating buildings. Such information and 

analysis can be provided by using urban-scale building energy simulation tools. Thus, many urban 

building energy modeling (UBEM) tools have been developed for the simulations of city-scale 

building energy consumption and energy efficiency measures.    

1.1. Problem Statement 

Physics-based UBEM models apply heat and mass balance equations to each building in the city 

with the capability of achieving any spatial and temporal resolutions. Accuracy and computational 

time are the most critical factors regarding the simulation engine of a UBEM tool. Some existing 

UBEM tools use complicated simulation engines such as EnergyPlus [8], which is computationally 

expensive for large-scale cases such as the whole city or province simulation. Some other tools 

use simple resistance-capacitance network models, which is not accurate enough. Some essential 

components regarding the calculation of buildings’ energy performance are not considered in such 

models.  

Gathering and processing input data at a city scale is an essential step for urban building energy 

simulations. Three types of data are required: 3D city and building geometrical data, building non-

geometrical data, and weather data, preferably dynamic datasets. UBEM tools need buildings’ 

geometrical information, including shape, floor area, height, window-to-wall ratio (WWR), and 

other information related to building energy simulations. Preparing building geometrical data is an 

essential part of a UBEM analysis and often takes a large portion of the modeling time. Non-

geometrical properties of buildings, for example, building envelope properties, occupancy 

schedule, and solar heat gain coefficient (SHGC) are the second type of data required for UBEM. 

It is almost impossible to collect these data for every single building in a city. UBEM tools usually 

use archetype libraries to estimate such building properties [9]. First, buildings are divided into 
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several groups according to ages, usages, and shapes. Then a set of properties is assigned to each 

group of buildings. Therefore, some building-specific information, such as year of construction 

and building usage data, is required to create an archetype library. Different official datasets are 

used by previous studies to provide the information. Buildings footprint and non-geometrical 

properties datasets are usually represented in various formats, and the building indexes and 

logistics are different in these two files. Therefore, an additional step is needed to combine the 

data.  

Weather data are the last input dataset of a UBEM tool. Most of the existing UBEM platforms use 

weather data from one or several nearby weather stations for the energy analysis of all buildings. 

Therefore, they have not considered the impacts of localized microclimate environment. Building 

energy performance is profoundly affected by urban microclimate conditions [10]. Different wind 

velocity and temperature around buildings directly impact the building’s thermal load regarding 

local convective heat transfer coefficients and air infiltration through envelopes [11]. Urban Heat 

Island (UHI) can increase space cooling demand and reduce HVAC systems' efficiency under 

higher temperatures [10,12]. UHI can also cause discomfort, respiratory difficulties, heat cramps 

and exhaustion, non-fatal heat stroke, and heat-related mortality inside buildings [13]. For example, 

the 2018 Canadian heatwave was associated with more than 90 deaths in Quebec Province [14], 

many of which occurred in the dense urban areas due to UHI. Hong et al. [15] proposed ten 

questions and answers, highlighting UBEM challenges and future research works. Integrating 

UBEM with urban microclimate tools such as high-resolution Numerical Weather Prediction 

(NWP) or Computational Fluid Dynamics (CFD) to capture the urban atmosphere's impact on 

buildings’ performance is one of the ten challenges.  
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On the other hand, NWP is moving toward the representation of near-surface and fine-scale 

phenomena such as the UHI and interactions between the sea-breeze flow and urban processes. 

Recent studies show that high-resolution numerical simulations and physical expression of urban 

areas using the Town Energy Balance (TEB) model positively impact near-surface meteorology 

prediction [16–18]. The TEB model is used in the urbanized version of the Global Environmental 

Multiscale (GEM) model developed by the Meteorological Service of Canada (MSC). It is a 

physically-based urban canopy model that considers a two-dimensional approximation of an urban 

canyon. It calculates the climate conditions, the drag force, and energy fluxes from surfaces of 

identical urban canyons, where all the orientations are possible and exist with the same probability 

[18]. Therefore, buildings' real geometry, essential components of buildings’ energy performance, 

and actual impact of buildings on urban climate are not considered in the current version of the 

TEB model. Replacing the TEB scheme with a more detailed building energy model can improve 

the GEM model's near-surface meteorology prediction. It can also add the building’s energy 

performance calculation to the GEM model's operational version for short-term weather 

forecasting. Therefore, it is necessary to develop an integrated multi-scale (kilometer- to sub-

kilometer-scale) urban climate and building energy simulation model to capture the two-way 

interaction between urban building energy performance and microclimate simulation.   

1.2. Thesis Objective 

The previous section revealed the need for developing a multi-scale urban buildings’ energy and 

climate model that can model the two-way impacts of buildings and microclimate. Due to the lack 

of a physics-based UBEM model appropriate for simulation of a big city or province, this thesis's 

first objective is to develop a new UBEM model covering the significant components for accurate 

calculation of buildings’ energy performance. Preparing building geometrical data is an essential 
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part of a UBEM analysis and often takes a large portion of the modeling time. There is no general 

methodology to create the 3D model of cities. Also, datasets used by current UBEM tools are 

limited to specific regions and cities. The thesis's second objective is to develop a new automated 

model for creating the 3D model of cities using publicly available datasets. Creating an archetype 

library that can estimate all buildings' non-geometrical properties in a city is the next objective of 

this thesis. For this purpose, an archetype library is developed by combining data gathered from 

different datasets.  

Buildings’ energy performance is affected by weather conditions. Using local microclimate data 

instead of a nearby weather station can improve the UBEM result. Microclimate data can be 

obtained from a Numerical Weather Prediction (NWP) system or a Computational Fluid Dynamic 

(CFD) model. On the other hand, anthropogenic heat fluxes from building surfaces to the 

atmosphere can impact the near-surface atmospheric fields. Therefore, there is a two-way 

interaction between buildings and microclimate. An integrated UBEM and urban climate 

simulation model is needed to capture this two-way interaction. This thesis's next objective is to 

model this two-way interaction by integrating the newly developed UBEM tool with an urban 

microclimate simulation model and an NWP system.  

Airborne transmission of COVID-19 is a major route of infection, especially in indoor spaces with 

poor ventilation. Several mitigation strategies can be applied to indoor spaces to reduce infection 

risk, such as improving the room’s ventilation condition. The effectiveness of different strategies 

can change by building type and properties. These strategies can also impact the energy 

consumption of buildings, especially in winter. Therefore, it is necessary to develop an integrated 

UBEM and airborne infection risk model to study the impact of different mitigation strategies on 

reducing infection risk in the rooms and their corresponding energy consumption effects. This 
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thesis's last objective is to develop a city airborne infection risk model and integrate it with the 

developed UBEM platform.  

1.3. Summary 

This chapter introduces the current research gaps in the study of urban building energy simulation 

and its objectives. The difficulties of urban building energy modeling and two-way interaction of 

buildings and urban microclimate with the current numerical tools are discussed. This research 

focused on developing a multi-scale urban building energy and climate simulation tool by 

integrating a new UBEM platform called CityBEM and two urban microclimate simulation tools, 

GEM and CityFFD. For modeling COVID-19 airborne transmission risk in all buildings of a city 

and studying the impact of mitigation strategies on reducing risk, a city infection risk model called 

City Reduced Probability of Infection (CityRPI) is developed. CityRPI is integrated with CityBEM 

to study the impact of different mitigation strategies on buildings’ energy consumption and 

infection risk.  

Chapter 2 presents a comprehensive literature review about urban building energy simulation, two-

way impacts of buildings and microclimate, GEM numerical weather prediction system, and the 

airborne transmission of COVID-19 in indoor spaces.  

Chapter 3 presents a new building-scale thermal, airflow, and energy model. A coupled 

thermal/airflow multi-zone network model developed to simulate airflow and energy in urban 

infrastructures such as buildings and tunnels. Different coupling strategies are studied, and the best 

approach considering the convergence and speed is selected for the simulation. The multi-zone 

network model's performance is analyzed by simulating some benchmark test cases and a hybrid 

ventilation system in a high-rise institutional building.  
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Chapter 4 describes the development of a city-scale building energy model called CityBEM. 

CityBEM physical mode, automated generation of 3D buildings model, and development of an 

archetype library to estimate buildings’ non-geometrical parameters are presented in this chapter.  

In Chapter 5, CityBEM is integrated with an urban microclimate simulation tool called CityFFD. 

The integrated model is used to simulate two extreme weather events in Montreal (cold-wave and 

heatwave). The buildings’ energy performance and two-way interaction between buildings and 

microclimate are studied.  

Chapter 6 describes creating a multi-scale urban building energy and climate simulation model by 

integrating CityBEM with Global Environmental Multiscale (GEM) and Surface Prediction 

System (SPS) models. Developed multi-scale model is implemented to the Montreal City. Then 

the 2018 heatwave is simulated, and the performance of the model is investigated by comparing 

the result with measurement data.  

Chapter 7 describes the integration of CityBEM with the City Reduced Probability of Infection 

(CiyRPI) model. CityRPI calculates the aerosol transmission of COVID-19 in indoor spaces at the 

city scale. The integrated CityBEM-CityRPI model is used to model the coldest period of winter 

2019. The impact of different strategies on the probability of infection and energy consumption of 

buildings is studied.  

Chapter 8 concludes the thesis with the proposed future work. 
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Chapter 2 Literature Review 

2.1. Building Scale Thermal, Airflow, and Energy Simulations 

The buildings sector represents a large portion of the worldwide energy usage and associated 

greenhouse gas (GHG) emissions. Buildings consume more than 76% electricity and 40% energy 

in the U.S. [19,20], among which heating, ventilation, and air conditioning (HVAC) systems 

account for 35% of the total energy use [19]. One way to reduce high HVAC energy usages is to 

incorporate hybrid ventilation (HV) in buildings. HV is an effective ventilation strategy that 

combines the benefits of natural and mechanical ventilation to improve indoor environment quality 

and reduce energy consumptions [21–23].  

To facilitate natural airflow and benefit from the maximum level of thermal buoyancy effects, HV 

systems in high-rise buildings often incorporate a vertical open space, i.e., atrium. The atrium 

allows free airflow across different building stories under the driving forces naturally created by 

the wind pressures and the stack effects due to the thermal buoyancy. When the natural driving 

forces are insufficient for air spreading, mechanical supply and/or exhaust fans are added as 

auxiliary means [24]. An essential application of the HV systems is night cooling, as the outdoor 

air conditions are suitable for cooling a building at nights in many climates. Night cooling systems 

are also often combined with thermal storages through natural building thermal mass (e.g., 

concrete slabs). With proper controls, the combination could significantly reduce peak cooling 

demand and reduce HVAC energy usages while maintaining acceptable indoor thermal comfort 

[25,26].  

The effectiveness and full energy-saving potential of an HV system depend on its proper design 

and operation. It includes the determination of the size, location, and the number of the ventilation 
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openings, geometrical parameters of the open spaces (e.g., height and width of the atria) at the 

design stage, and the control of the ventilation dampers and their cooperation with the cooling 

system under variable weather conditions during the operation [27]. For example, the inlet 

dampers' natural airflow rates could vary significantly with the surrounding weather dynamics. 

The decision to adjust the opening size or complete close/open should be made in real-time or 

more often in a proactive (or predictive) manner before changing the weather conditions, e.g., so-

called model predictive controls. Understanding the interactions between the building, its systems, 

and the surrounding environment in a forecasting manner requires a reliable and fast model, which 

can be implemented in a medium-rise or high-rise building to predict the dynamics using 

forecasted weather while also considering occupancy patterns [28]. The model implementation 

should also be relatively simple instead of a detailed whole-building energy solution to be readily 

applied to the building automation system without a hassle. 

The simulation model's expected function is to predict the system's performance, including the 

airflow rates through openings, the corresponding effects on the building's interior thermal 

conditions, and the cooling energy saving potentials. In a hybrid ventilated building, air movement 

and thermal conditions' interdependency poses a coupled thermal airflow problem [29]: the 

variations of indoor temperatures affect the airflow's driving forces, whereas the amount of natural 

air ventilation from the ambient affects the indoor temperatures. Historically, various models have 

been developed to address the coupled thermal airflow problem. Computational fluid dynamics 

(CFD) models have been widely adopted as useful tools for natural and hybrid ventilation 

simulations [30–33]. However, several limitations of CFD have been well noted. A typical CFD 

simulation's high computing cost makes it impractical for transient (or annual) simulations of a 
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whole high-rise building, so it is often used for modeling certain portions of a building under 

steady-state conditions [34]. 

Moreover, combining the fluid-solid conjugate heat transfer process with building thermal mass 

storage in CFD tools shows specific stability issues. It results from the different time scales 

between the solid conduction and the fluid convection phenomena [35]. An alternative model to 

CFD is the multi-zone airflow network models, such as CONTAM [36] and COMIS [37], 

developed for a faster prediction of transient airflows throughout a building than CFD. Typically, 

these multi-zone airflow models do not solve building energy balances, so all the temperatures 

must be provided as inputs, e.g., from building energy simulation tools such as EnergyPlus [38] 

and TRNSYS [39]. Some efforts have been conducted to integrate multi-zone airflow models with 

energy simulation software based on co-simulation [40]. Users need to have both software tools' 

expertise making it relatively hard to become a general solution. There existed some other efforts 

to add energy balance solvers to the multi-zone airflow models. Axley et al. [41] were involved in 

developing CONTAM97R, a coupled thermal/airflow multi-zone network program, to assess a 

hybrid ventilation system's performance in an office building with promising results. However, the 

simulation tool has not been further developed for various reasons [41], so the tool cannot be used 

for operational purposes such as model predictive simulations and controls of natural and hybrid 

ventilation systems.  

In a recent survey conducted by Zhai et al. [21] on the current status of solving building thermal 

airflow problems, it was found that the present whole building energy and airflow simulation tools 

are often too complicated and need a high execution time. These tools may be applicable to design 

and sizing purposes, whereas it is difficult to apply them to HV systems' online predictive controls. 

Recently, Yuan et al. [42] developed a simple thermal network model to analyze the thermal 
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comfort condition in the corridors of a high-rise building with an HV system. The model was 

applied to modeling one floor of the building and was calibrated using measured data. However, 

the measured airflow rates from inlet dampers were used as inputs instead of calculated, so the 

model is implacable for the cases with the measured data. Hu and Karava [28] developed a recent 

coupled thermal and airflow network model in MATLAB. The model was used for off-line 

predictive controls of one atria section in the same building as Yuan et al. [42]. It was focused on 

numerical simulations, and they did not demonstrate it for online predictive simulations with the 

calibrations using actual measurement data. Qi et al. [43] developed a simplified model in 

CONTAM software for the simulation of the HV system in an institutional high-rise building. 

They conducted a series of full-scale measurements for the calibration and validation of the model. 

Their study included both whole-building simulations and the calibrations based on field 

measurement data. The calibrations were conducted statically. All the calibrated parameters were 

considered average constants, so the surrounding environments' dynamic interactions on the indoor 

conditions cannot be addressed. The simulations were also focused on historical data instead of 

predictive means. 

Based on this literature review, the following research gaps were identified for dynamic predictive 

modeling of HV systems in high-rise buildings: 

• A fast, accurate, and relatively simple model needs to be developed for solving the coupled 

thermal airflow process of HV systems. The model should simplify a detailed whole high-

rise building into reduced numbers of zones to be implemented in existing building 

automation systems with reasonable computing costs when it is used as a predictive model 

potentially for online predictive controls of the system.  



12 
 

• Field measurement data, e.g., airflow velocity through openings, indoor and outdoor air 

temperature, etc., are needed to calibrate and validate the numerical simulations. Type, 

number, and position of the sensors which are adequate for calibration purpose must be 

studied.  

• Consider the impacts of the environmental factors (wind speed, wind direction, and air 

temperature), how important it is to acquire local weather conditions from a local weather 

station compared to using a nearby weather station or typical historical weather data. In 

other words, is a local weather station essential for accurate predictive simulations using 

the proposed HV model of a high-rise building?  

In this thesis, a coupled airflow/thermal multi-zone network model was developed for modeling 

the energy and airflow in buildings. The model can be used for predictive simulations with 

dynamic calibrations based on field measurements. The methodology of the developed model is 

described in Chapter 3. The multi-zone network model can capture the HV system's essential 

features, including the airflow rate through dampers, air exchange rates among zones, zone 

temperatures, solar irradiation transmission through glazing, and conjugate heat transfer with 

concrete slabs. The model has been applied to modeling the HV system of a 17-story high-rise 

building in Montreal, Canada. An extensive full-scale experimental study was also conducted to 

measure the airflow velocity through dampers, indoor air temperatures, mechanical fan flow rates, 

and ambient weather conditions. The measurement is performed for the summers of 2017 and 2018 

when the HV system was operational.  

2.2. Urban Building Energy Model 

Rapid urbanization with the increased energy consumption, especially in the building sector and 

increased GHG emissions, draw a lot of attention to the understanding of building energy usages 
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at an urban scale, i.e., so-called urban building energy modeling (UBEM) [44–46]. Through 

UBEM, municipal governments, urban planners, and building and environment researchers can 

investigate the effect of future potential energy savings through new technologies, standards/codes, 

and energy management policies on existing or new constructions in terms of urban energy usage 

and their associations with GHG emissions and regional environmental qualities. There exist two 

main UBEM approaches: the top-down and the bottom-up models. In top-down models, a group 

of buildings is analyzed as a single unit, and they do not provide the energy consumption of each 

building [47,48]. These models are incapable of modeling different energy demand-supply 

scenarios and retrofitting strategies. They cannot also provide a detailed analysis of a specific 

neighborhood [46,49]. 

In contrast, the bottom-up models simulate each building individually by statistical and/or physics-

based methods in aggregations to the urban, state, or country scale [47,50–52]. The bottom-up 

models can provide detailed analyses of every single building, evaluate the impact of new 

technologies, predict the future energy consumptions of a specific existing neighborhood, and even 

future urban developments. The bottom-up models can be categorized into two different types: 

statistical and physics-based models. The statistical models use historical energy usage of end-use 

buildings or some sample buildings to calculate the total energy uses. The historical data of energy 

consumption and economic indicators are provided by governments’ sources, which may not be 

available and accessible for all urban areas [48]. Another major limitation of such statistics-based 

models is poor characterizations of energy services and coarse spatial/temporal resolution of the 

analysis [47]. 

In contrast, the physics-based models apply heat and mass balance equations to each building with 

the capability of achieving any spatial and temporal resolutions. Physics-based models require 
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buildings’ geometrical and non-geometrical parameters, including buildings’ shape, glazing, 

envelope thermal properties, and occupancy rate and schedule to create the model and calculate 

buildings' energy consumption [53]. Physics-based models do not require the historical energy 

consumption data needed by the top-down and statistical bottom-up models. Physics-based models 

only require buildings parameters and weather data to analyze buildings' energy consumption. 

Therefore, they can analyze future city infrastructures, making them a promising method for future 

urban-scale energy consumption and GHG emission analysis studies.  

Physics-Based UBEMs 

In recent years, several physics-based UBEM tools have been developed. CitySim, developed by 

Ecole Polytechnique Fédérale de Lausanne University [50], uses a simplified resistor-capacitor 

network model to estimate buildings' energy usage at the scale of an urban district. [54] developed 

a geographic information system (GIS)-based UBEM platform to calculate every building's energy 

use in the city. They used Urban-EPC, a modified Energy Performance Calculator engine, for 

building energy modeling. Urban-EPC is a modified resistor-capacitor network model. Happle et 

al. [55] proposed a new methodology based on integrating a hybrid model of dynamic demand 

prognosis in a GIS framework. The hybrid model is the integration of two bottom-up methods of 

the statistical and analytical ones. The analytical model is a simplified resistor-capacitor model to 

predict building heating and cooling loads. A building archetype database was defined to assign 

standard building envelopes, heating, ventilation, air conditioning (HVAC) systems, and specific 

buildings' annual consumptions. Buildings were classified according to sixteen occupancy types, 

six construction periods, and six renovation periods, for a total of 172 building archetypes or 

building classes. The database was based on the statistical data gathered from official sources.  
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Another UBEM model, Urban Modeling Interface (UMI) [9], is based on the 3D modeler software 

platform Rhino [56] and uses EnergyPlus [38] to estimate buildings energy use. UMI has been 

used to calculate the hourly energy demand of Boston city. The required geometrical and non-

geometrical data for creating the city model were provided by an official GIS dataset and an 

archetype library with 52 classes based on the buildings' usages and ages. The generation of the 

3D model of the city required lots of data and user efforts. Another model, CityBES, developed 

by the Lawrence Berkeley National Lab [57], is an open web platform for simulating city building 

energy efficiency. It provides a GIS-based building performance visualization for urban-scale 

building energy retrofit modeling, simulation, and analysis. CityBES model only supports office 

and retail buildings while the city building database includes other commercial (e.g., hotels, 

restaurants, schools, and hospitals) and residential building types.  

As for the existing UBEM models, some previous studies used a simple resistor-capacitor network 

model, whereas others used a more detailed physics-based thermal simulation engine such as 

EnergyPlus [38]. A big community or city simulation would need to model thousands of buildings 

using EnergyPlus, which requires a massive level of details and high computational time. 

Therefore, a simplified thermal model without many buildings' details is needed to reduce the 

computational time while keeping essential components for an accurate calculation of building 

thermal loads.  

Input Data 

Gathering and processing input data at a city scale is essential for urban building energy 

simulations. Three types of data are required: 3D city and building geometrical data, buildings’ 

non-geometrical data, and weather data, preferably dynamic datasets. UBEM tools need buildings’ 
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geometrical information, including shape, floor area, height, window-to-wall ratio (WWR), and 

other information related to building energy simulations. Preparing building geometrical data is an 

essential part of a UBEM analysis and often takes a large portion of the modeling time. 3D digital 

city models are also crucial for many other applications, such as tourism and marketing, city 

planning, city climate, noise control, urban environmental research, and navigation systems. In 

recent years, different datasets and methods have been developed to construct 3D city models, e.g., 

LiDAR (Light Detection and Ranging) point clouds [58], satellite imagery [59,60], airborne 

imagery [61], UAV-based photogrammetry [62], laser scanning [63], 2D ground maps [64], and 

combining Digital Surface Models (DSM) with the cadastral footprints [65]. Huang et al. [66] used 

the data measured by an aircraft equipped with a laser scanner to create the 3D city model of an 

actual complex urban area in Tokyo, Japan, for their CFD microclimate simulations. A 

combination of citywide GIS data and building footprint LiDAR data was used in several UBEM 

projects. 

Quan et al. [67] used the GIS data provided by the New York City Department of City Planning 

[68] to obtain building footprint information of the Manhattan borough. Cerezo Davila et al. [9] 

developed a UBEM for Boston with 83,541 buildings base on official GIS datasets, which includes 

polygon type shapefiles for parcels (PRC) and building footprints (BLD). A 2.5D massing 

(extruded 2-D building’s footprint based on building height) was chosen for the Boston model 

based on the BLD dataset footprints and extrusion heights. Preparing building footprints was the 

most time-consuming step in the massing characterization. The polygon simplification techniques 

were applied to the GIS datasets to extrude the complex initial shapes into the massing models. 

Cerezo et al. [69] developed a UBEM model to calculate the Energy Use Intensity (EUI) of 336 

residential buildings in a district of Kuwait City. To generate geometric representations of the 
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buildings, they obtained building footprint polygons in a GIS shapefile provided by the city and a 

digital elevation map for building heights.  

With the adventure of Web 2.0 technologies, Volunteered Geographic Information (VGI) as a 

newly emerged geo-information industry has attracted much attention in academics and industry 

[70–73]. VGI was first proposed by Goodchild [74] to create and edit geographical information by 

individuals. OpenStreetMap (OSM), as one of the most well-known opensource VGI projects, is 

a web mapping platform where contributors can gather and publicize geographic data of real-world 

objects, e.g., roads, streets, rivers, railways, and buildings [75]. More than 5.6 million OSM 

registered members, and more than 1 million contributors [76] helped the OSM database's rapid 

expansion for various applications. OSM represents building geometrical information such as 

footprint data and the number of levels for generating 3D building models. 

Recently, Microsoft released two free sets of deep-learning generated building footprints covering 

the United States of America and Canada [77,78]. These datasets contain 125 million building 

footprints in all 50 US states and 11 million building footprints in all Canadian provinces and 

territories. Microsoft metrics show that the quality of data is better than or similar to OSM building 

metrics in most cases. These datasets are freely available and can be imported to OSM. In recent 

years, several UBEM projects have used OSM building footprint data for creating building models. 

It was found that the OSM building footprint data are reasonably accurate [79], whereas the 

building heights are often in doubt for almost all the cities. Fonseca and Schlueter [80] combined 

the data from official datasets and OSM to create a city district model in Zug, Switzerland. 

Schiefelbein et al. [81] presented a method to automatically extract primary city district data from 

OSM and enriched them based on national building stock statistics. While these methods can 
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automatically extract the building data from OSM, local datasets must also be available to create 

an accurate city model.  

Google Earth (GE) [82] is a universal and free tool of the discrete surface model with real heights 

of buildings and terrains. In its virtual environment, the Earth is mapped by the superimposition 

of satellite imageries, aerial photographs, and GIS onto a 3D digital globe. GE provides the 

application programming interface (API) to allow users to extract information, including but not 

limited to addresses, GIS, terrain topologies such as elevations on the screen based on latitudes 

and longitudes. Mei et al. [83] presented a new method for building the digital surface model (DSM) 

based on the terrain elevation data extracted using the GE API. They created a planar triangular 

mesh covering the selected study area and made the DSM by obtaining elevation of vertices from 

GE. This method can be extended for creating the 3D model of cities by extracting 3D building 

elevation data but scanning an urban area with acceptable resolution needs many grid points, which 

is time-consuming. However, urban features, including buildings, trees, and other terrains, cannot 

be differentiated if following their method, and extra works must be conducted to make a 3D model 

for urban building energy and microclimate simulation. Therefore, there is still a lack of an 

automated and general method to create the 3D city model with accurate building footprints and 

heights. 

Non-geometrical properties of buildings, for example, building envelope properties, occupancy 

schedule, and solar heat gain coefficient (SHGC) are the second type of data required for UBEM. 

It is almost impossible to collect these data for every single building in a city. UBEM tools usually 

use archetype libraries to estimate such building properties [9]. First, buildings are divided into 

several groups according to ages, usages, and shapes. Then a set of properties is assigned to each 

group of buildings. Therefore, some building-specific information, such as year of construction 
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and building usage data, is required to create an archetype library. Different official datasets are 

used by previous studies to provide the information. Among them, a few well-known studies 

include but are not limited to Urban Modeling Interface (UMI) [9], created an archetype library of 

52 usage/age archetypes for Boston City to assign building properties including envelope, HVAC, 

internal loads, and operational schedules. The City Energy Analyst (CEA) tool developed by 

Fonseca et al. [80,84] combines buildings' geometric properties with occupancy-related properties 

provided by an archetypes database. A set of 172 building archetypes for 16 building occupancy 

types, six construction periods, and six renovation periods is considered. On the other hand, 

buildings footprint and non-geometrical properties datasets are usually represented in different 

formats, and the building indexes and logistics are different in these two files. Therefore, an 

additional step is needed to combine the data. 

Weather data are the last input data of a UBEM tool. Most of these existing UBEM platforms use 

weather data from one or several nearby weather stations for the energy analysis of all buildings. 

Therefore, they have not considered the impacts of localized microclimate environment. The 

airflow velocity and temperature around buildings are affected by building configurations, heights, 

and neighboring building locations. Different wind velocity and temperature around buildings 

directly impact buildings’ thermal load regarding local convective heat transfer coefficients and 

air infiltration through envelopes [11]. Deformed energy balance in densely built urban areas could 

lead to higher temperatures than surrounding rural areas. This phenomenon, known as Urban Heat 

Island (UHI), can increase space cooling demand and reduce HVAC systems' efficiency under 

higher temperatures [10,12]. Buildings also influence the urban climate by releasing heat to the 

ambient air and contributing to UHI formation. Persistent heat can also cause discomfort, 

respiratory difficulties, heat cramps and exhaustion, non-fatal heat stroke, and heat-related 
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mortality inside buildings [13]. For example, the 2018 Canadian heatwave was associated with 

more than 90 deaths in Quebec Province [14], many of which occurred in the dense urban areas 

due to UHI. Simulation techniques may achieve the understanding of the UHI impacts and the 

development of mitigation strategies [85–89], such as NWP simulation models [17] and 

computational fluid dynamics (CFD) simulations of urban microclimate [12,90,91]. Hong et al. 

[15] proposed ten questions and answers, highlighting UBEM challenges and future research 

works. Coupling UBEM with urban microclimate tools to capture the impact of urban 

microclimate on buildings’ energy performance is among the ten challenges. It is crucial to 

properly develop an integrated UBEM and urban microclimate simulation method and associated 

tools to model urban building energy and environmental performance.  

In this thesis, new ideas are proposed to overcome the drawbacks of existing UBEM tools. A new 

UBEM, so-called CityBEM, is developed by considering the essential components of accurate 

buildings’ energy performance simulation. CityBEM is the extended version of the building scale 

energy and airflow simulation model presented in chapter 3, modified for urban scale buildings’ 

energy performance simulation. This thesis introduces an automated approach to creating the 3D 

city model by integrating freely available datasets (OSM and Microsoft footprints) and GE. The 

building footprints with building-specific 2D information, such as addresses, indexes, and shapes 

are provided from the OSM and/or Microsoft building footprint data. GE API provides building 

heights for modifying that information in OSM/Microsoft. The modified OSM city/building model 

in the OSM format is then converted to the STL ("StereoLithography") file [92] of the 3D city for 

urban building energy simulations. Then, an archetype library was created according to building 

ages and types. An official dataset provides building properties in the format of the shapefile for 

the region of interest. Shapefile and OSM file data are joined using the QGIS tool [93]. For 
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modeling the impact of urban microclimate data on buildings’ energy performance, CityBEM is 

coupled with the Global Environmental Multiscale (GEM) model developed by Meteorological 

Service of Canada (MSC) and the City Fast Fluid Dynamic (CityFFD) model developed by 

Mortezazadeh and Wang. The whole process of creating the city's 3D model, combining different 

datasets, and dynamic simulation using CityBEM is designed to be fully automatic or semi-

automatic with minimum manual efforts.  

2.3. Multi-scale Urban Microclimate and Building Energy Simulation  

2.3.1. High-Resolution Deterministic Prediction System 

Over the past decades, computational resources have increased significantly in operational weather 

centers worldwide, which resulted in increased capacity to run complex NWP systems. It helped 

more extensive coverage of Limited-Area Model (LAM) domains and developed high-resolution 

models [95]. Over the past two decades, the Meteorological Service of Canada (MSC), which 

provides official operational weather prediction from Environment and Climate Change Canada 

(ECCC), has been moving toward kilometer-scale systems. In 1997, MSC ran an operational 

system called Regional Deterministic Prediction System (RDPS), which provided short-term (48-

h) forecast runs on a global grid with a grid spacing of 24-km over the region covering a large 

portion of North America [96]. In the last few years, EC has been involved in several projects for 

real-time kilometer-scale and higher horizontal resolution forecasting using the GEM model. in 

November 2014, the experimental 2.5-km pan-Canadian High-Resolution Deterministic 

Prediction System (HRDPS) was introduced, with 48-h integrations run four times per day. From 

2016–2018, ECCC has run the HRDPS operationally with domains that cover all the Arctic region. 

The pilot model of the HRDPS is the RDPS with a 10 km grid spacing (Fig. 2-1).  
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Figure 2-1 Locations of the computational model domains for the 10-km RDPS (cyan ); 2.5-km 

HRDPS (red); 3-km Canadian Arctic prediction system (CAPS) (blue); HRDPS-north (orange) 

[97] 

2.3.2. Urbanized GEM Atmospheric Model 

The land coverage changes and increased energy consumption in cities caused by rapid 

urbanization can significantly impact the urban meteorological conditions such as urban heat 

island (UHI) effects, precipitation, humidity, street canyon winds, surface energy fluxes, and sea 

and land breezes in coastal cities [16,98,99]. Also, urban meteorology and climate change can 
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impact the air quality in urban areas through the concentration of gaseous pollutants and aerosols. 

To improve the representation of surface and boundary-layer processes in the urban environment, 

the Meteorological Service of Canada has developed an urbanized version of the GEM mesoscale 

atmospheric model by adding the TEB  urban canopy model [100].  

Town Energy Balance Model 

TEB model represents the physical mechanisms inside the urban canopy and the exchanges 

between the built-up covers and the atmosphere. The TEB model calculates the turbulent fluxes 

into the atmosphere at the surface of a mesoscale atmospheric model covered by buildings, roads, 

or artificial material. It parameterizes both the urban surface and the roughness sublayer so that 

the atmospheric model only ‘sees’ a constant flux layer as its lower boundary. Each building's 

shapes are not considered, and TEB geometry is based on the canyon hypothesis. A set of mean 

geometric parameters, defined at each grid point, describes the urban canopy arrangement: 

building fraction, building height, canyon aspect ratio (i.e., the ratio between building height and 

width of the street), and the ratio between walls and horizontal built-up areas. Radiative and 

thermal properties are associated with each urban facet. Following assumptions are considered in 

the TEB model:  

1. Buildings in the same grid point have the same height and width, and the roof level is at 

the atmospheric model's surface level.  

2. Buildings are along identical roads, and the length of the road is much larger than the width. 

The space between two adjacent buildings is defined as the canyon.  

3. All road and canyon orientation exist with the same probability, and in all calculations that 

include the canyon orientation, the averaged value over 360° is used.  
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The urban canyon is represented by three generic surfaces in the TEB model: a wall, a road, and a 

roof. Each surface is discretized into several layers to calculate the conduction fluxes from the 

wall, roof, or road surface (Fig. 2-2a). The energy balance is resolved independently for roads, 

roofs, and walls by considering shadow effects and radiation trapping inside the canyon. The 

turbulent exchanges inside the canyon and between the canyon and the upper atmosphere are 

determined using an aerodynamic resistance network with exchange coefficients that depend on 

wind speed and stability conditions (Fig. 2-2b). A mean urban micro-climate is resolved inside the 

canyon, and mean air temperature, mean specific humidity and mean wind speed obtained in the 

middle of the street at the mid-height of the buildings.  

 

(a) 

 

(b) 

Figure 2-2 a) Discretization of the surfaces and prognostic variables in the TEB model, b) 

Scheme options for aerodynamic resistance, and wind profile within and above the canyon. [100] 

Coupling GEM with TEB Model 

In the GEM model physics, the surface is described as a mosaic composed of four tiles: natural 

soils and vegetation, water, continental ice, and sea ice. For including the TEB scheme in the GEM 

model, a new “urban” tile is added in the surface mosaic for considering the built-up covers. The 
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land-use land-cover description is evolving through the time.  First, the GEM model was using the 

land-cover classification developed by Lemonsu et al. [101]. It provides a 60-m resolution of land-

use land-cover classifications composed of 12 urban classes. The TEB input parameters associated 

with each type were defined from aerial photograph analysis and the literature [102]. A more 

general methodology defining directly input parameters on a model grid is currently used.  It was 

developed in order to characterize all of urban areas in the HRDPS as implemented in 2018 version 

[103], and for the experimental modeling for the PanAmerican Games in Toronto [104].  

To study near-surface meteorological parameters using a high-resolution GEM urbanized model, 

a numerical set-up was developed based on the one-way grid-nesting system of the limited-area 

version the GEM model (i.e., GEM-LAM) cascading from 2.5- to 1-km grid sizes, and from 1-km 

to 250-m grid sizes. Initial and boundary conditions for the 2.5-km GEM-LAM are provided by 

the 15-km operational GEM regional model [105]. The multi-scale (kilometer- to sub-kilometer-

scale) model is used in several of MSC’s projects. Lemonsu et al. [17] used it for modeling two 

intensive observational periods in Oklahoma City, U.S.A, 2003. An extensive evaluation against 

near-surface and upper-air observations show that the TEB scheme correctly simulates the urban 

micro-climate, positive nighttime urban heat island, and “cool” island during the morning. Leroyer 

et al. [16] applied the kilometer- to sub-kilometer-scale numerical simulations to the complex 

urban coastal area of Vancouver, British Columbia, Canada, during a sea-breeze event. 

Observations collected from the Environmental Prediction in Canadian Cities (EPiCC) network 

and satellite imagery were used to evaluate the results. Results show that the use of sub-kilometer 

grid spacing provides a more detailed representation of the surface-related phenomena. They 

recommend the joint analyses of kilometers- and sub-kilometer-scale numerical experiments for 

different environmental applications. Real-time prediction of the urban microclimate down to 250-
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m was successful during the Pan-American Games in Toronto in 2015 [106,107]. Alavi et al. [103] 

performed a scenario study for heat island mitigations in Montreal by modifying urban surface 

parameters. A sub-kilometer high-resolution NWP system has been employed to evaluate the 

sensitivity of near-surface air temperature, wind speed, and boundary layer evolution to Montreal's 

urban surfaces. The modeling system was run with 250-m grid spacing for two intensive heatwave 

periods during summer 2010, which had an enormous impact on dwellers. Results show that 

increasing the albedo of the different urban surfaces (wall, roofs, roads) and increasing the 

vegetation fraction in the metropolitan area results in reduced surface air temperature (2-m) for all 

the hours during the heat waves.  

Recent studies show that high-resolution numerical simulations and physical representation of 

urban areas using the TEB model positively impact near-surface meteorology prediction accuracy. 

The current version of the TEB model used in the urbanized version of the GEM is simplified. 

Some essential factors regarding the buildings’ properties are not considered in the model, such as 

buildings’ façade orientation, type and year of construction that affect buildings' thermal properties, 

buildings’ energy performance, window and solar radiation transmitted into the building, etc. 

Bueno et al. [18] added a simple resistance-capacitance network model of buildings to the TEB 

scheme of the SURFEX numerical weather prediction system in France. They used it to analyze 

the interactions between the energy performance of buildings and the urban climate. They later 

replaced it with a building energy model and studied occupant behavior's impact on the 

anthropogenic heat fluxes from building to the atmosphere. The model can perform a better 

representation of buildings’ impact on the atmosphere and can be used for coupled urban climate 

and building analysis, relevant for both the urban climate and the climate change mitigation and 

adaptation communities [108,109].  
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Therefore, it is crucial to add a UBEM model to the TEB scheme in the GEM model's urbanized 

version and perform kilometers- to sub-kilometer- and building-scale simulation. It can add many 

new features to the GEM model, such as improve the accuracy of the near-surface simulation, 

perform buildings’ energy analysis at the city level, accurately calculate the anthropogenic heat 

flux from buildings o atmosphere, study the impact of building-related strategies on the energy 

consumption and microclimate, and study the effects of buildings on the urban air quality. In this 

thesis, CityBEM is integrated with the GEM-LAM model. A multi-scale (kilometer- to sub-

kilometer- and building-scale) numerical set-up is used based on a one-way grid-nesting system 

of the GEM-LAM model cascading from 10- to 2.5-, 1- km, and 250-m grid sizes.  

2.3.3. Surface Prediction System 

The surface Prediction system (SPS) is the Canadian external surface modeling system [110,111]. 

SPS consists of the same ISBA (Interactions between Soil, Biosphere, and Atmosphere) and TEB 

(Town Energy Budget) surface models used in the GEM-LAM model. The SPS has been 

developed to provide surface and near-surface meteorological variables to improve numerical 

weather prediction and become a tool for environmental applications. The SPS's surface model 

uses separate schemes for land, water, sea ice, continental ice (glaciers and ice sheets), and urban. 

It calculates the surface-induced fluxes of heat, moisture, and momentum over each of these five 

types of surfaces by solving classical aerodynamic equations. Grid cells in SPS are independent of 

each other, and there is no communication between adjacent grid cells. The external surface system 

is driven by meteorological fields obtained from a coarser-resolution forecast system, and there is 

no feedback from SPS on the atmosphere fields. SPS is a 2D model; therefore, it is computationally 

inexpensive and suitable for high-resolution modeling of surface and near-surface fields. Several 

studies investigate the SPS model's accuracy and its impact on the GEM-LAM model's near-
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surface atmospheric fields. Separovic et al. [112] performed offline surface modeling using SPS 

over Canada. Then, the outputs of SPS integrations were used as the reference land surface 

conditions for the relaxation of GEM-LAM simulations' surface variables. Results show that the 

SPS model's outputs can improve the near-surface atmospheric fields in GEM-LAM simulations. 

Leroyer et al. [113] used the SPS model to simulate the Montreal metropolitan area from 1 May 

to 30 September 2008. They used the output of the RDPS 15-km model as the forcing data of the 

SPS model. 

A comparison of SPS results with the regional deterministic 15-km model and measurement data 

show that significant improvements have been achieved with this system over EPiCC urban and 

suburban sites. A recent study by Rochoux et al. [114] highlights the potential of an SPS–GEM 

two-way coupling strategy for refining predictions near the surface through the upscaling of high-

resolution surface heat fluxes to the coarser atmospheric grid spacing. Solving the surface at high 

resolution in a surface–atmosphere fully coupled system becomes an essential aspect for 

improving numerical weather and environmental forecast performance. In this work, a new SPS 

model is developed and used to simulate the Montreal metropolitan area during the 2018 summer 

heatwave. The horizontal grid spacing of the SPS model is 250-m. The SPS model's output is then 

interpolated on each building in CityBEM to calculate buildings’ energy performance. The one-

way integration method cannot model the impact of buildings on the SPS model's near-surface 

parameters. Therefore, the CityBEM is a new module added to the TEB model and is used for the 

SPS simulation.  

2.4. Airborne Transmission of Infectious Aerosols in Indoor Environments   

A novel coronavirus disease was first reported in Wuhan, China, in late December 2019, later 

named COVID-19 [115,116]. It was declared a pandemic by the World Health Organization 
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(WHO) on the 11th March 2020 [117]. As of October 8, 2020, the total number of COVID-19 

cases exceeded 35.6 million worldwide, with confirmed 1,044,269 total deaths [118]. The main 

routes of transmission of SARS-CoV-2 are direct and indirect contact transmission with the 

infected people, respiratory transmission by large droplets within 1 m distance from an infected 

person, and transmission by aerosol (airborne) [119–121]. Human expiratory activities such as 

coughing, sneezing, speaking, singing, and even breathing release particles in a wide range of sizes, 

with most of them between 2 and 100 𝜇𝑚 [122]. The small respirable particles < 5 − 10 𝜇𝑚 can 

remain airborne and are capable of spreading at large distances. The largest droplets, fall next to 

the source, within a distance of 1–2 m, as a result of gravitational force [123]. The latest research 

findings show that airborne transmission of aerosols produced by asymptomatic individuals is a 

large portion of the spread of COVID-19 disease, especially in indoor spaces with poor ventilation 

conditions, large gathering, and long-duration exposure to high concentrations of aerosols [123–

127].  A study on 318 outbreaks with three or more cases in China shows that they all occurred in 

indoor environments with a possibly low ventilation rate [128]. Another study on 110 cases among 

eleven clusters in Japan shows that all of them happened in indoor environments, including fitness 

gyms, a restaurant boat on a river, hospitals, and a snow festival where there were eating spaces in 

tents with minimal ventilation rate [129]. Several studies on aerosol transmission in indoor spaces 

show that improving the ventilation condition, wearing a face mask, avoiding overcrowding, and 

shortening the event time (exposure time) can significantly reduce infection risk through airborne 

transmission [130–132]. Buonanno et al. [133] evaluated the number of people infected by an 

asymptomatic SARS-CoV-2 subject in Italian indoor microenvironments. The results show the 

great importance of proper ventilation in the containment of the virus in indoor environments. 

Curtius et al. [134] tested the efficiency of operating four air purifiers equipped with HEPA filters 
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and the total air exchange rate of 5.5 h-1 in a high school classroom. The concentration of aerosol 

particles was reduced by more than 90 % within less than 30 minutes after running the purifiers. 

Based on their estimations, while staying for two hours in a closed room with a super infective 

person, the maximum concentration levels of the virus-containing aerosol are reduced by a factor 

of six by using air purifiers with a total air exchange rate of 5.7 h-1. Dai and Zhao [135] calculated 

the required ventilation rate to ensure a low airborne Probability of Infection (PI) for different 

exposure times. The required ventilation rate was higher than the normal ventilation mode of 

buildings. The required ventilation rate can be reduced to a quarter achieved by normal ventilation 

mode by wearing the mask. A study on infection risk in indoor environments, such as office, 

classroom, choir practice room, and reception/party environments show that active room 

ventilation and the wearing of face masks by all subjects may reduce the individual infection risk 

by a factor of five to ten, similar to high volume HEPA air purifier [136]. Miller et al. [127] studied 

an outbreak that occurred at a weekly rehearsal. Results highlight four essential factors that 

increase the risk of aerosol transmission indoors: dense occupancy, long duration, loud 

vocalization, and poor ventilation. Increasing the aerosol loss rate by higher ventilation rate and 

deposition onto surfaces and reducing the event duration can reduce the infection risk by a factor 

of two. Current studies evaluated the mitigation measures in reducing aerosol transmission risk in 

limited buildings or specific cases. The effectiveness of mitigation measures can change by 

building type because of different ventilation conditions, occupants density, event time, dominant 

age of occupants, etc. Therefore it is essential to cover more building types and investigate the 

impact of different strategies in reducing aerosol transmission risk based on the building usage 

type. Also, increasing the outdoor ventilation rate during the winter will increase the building's 

energy consumption, and it may not be a cost-effective strategy. It can also increase the peak 
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energy demand, and the possibility of power outage will be increased. Therefore, it is crucial to 

analyze the Reduced Probability of Infection (RPI) obtained with each strategy and the 

corresponding possible increased energy consumption.  

In this thesis, the City Reduced Probability of Infection (CityRPI) model is developed to calculate 

the RPI obtained by different mitigation measures and their impact on all buildings' energy 

consumption in the City of Montreal. An archetype library is developed based on various standard 

codes, and required parameters are assigned to each building. Simulation is done for the coldest 

period of winter 2019, and all mitigation measures are evaluated during this period. The CityBEM 

is integrated with CityRPI to investigate the impact of mitigation measures on reduced risk and 

buildings' energy consumption.  
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Chapter 3 Building-Scale Thermal, Airflow, and Energy Model 

In this chapter, a building-scale energy and airflow simulation model is developed to calculate the 

building’s energy consumption, model the natural and hybrid ventilation in buildings, and simulate 

the airflow through the openings. It is based on a coupled thermal airflow multi-zone network 

model. Different problems are solved using the developed model to study the model's performance.  

3.1. Governing Equations 

A coupled thermal airflow multi-zone network model treats a building as a collection of nodes 

representing zones, i.e., rooms, plenums, etc., with inter-nodal connections representing the flow 

paths associated with cracks, doors. The air is assumed to be well-mixed in the multi-zone network 

model, so air temperature and density are assumed uniform within each zone, and air momentum 

effects are neglected [29]. Air pressure and temperature and wall temperature are three unknown 

parameters of the problem. Three types of conservation equations are solved to calculate the 

unknown parameters. Transient mass and energy balance equations are solved for each zone to 

calculate air pressures and temperatures. A transient energy balance equation is solved for each 

wall/floor to calculate the temperature distribution. An airflow path equation is also used to 

calculate the air flow rate through each opening. The 3D model of a building with two rooms and 

five openings (doors and windows) and plan view of the corresponding multi-zone network model 

are shown in Fig. 3-1.  
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Figure 3-1 a) 3D model of a building with two zones and five openings, b) plan view of the 

simple multi-zone network model. 

3.1.1. Mass and Energy Balance Equations of Air in Zone 𝒊 

The transient mass and energy balance equations of each zone are  

𝑑𝑚𝑖

𝑑𝑡
=∑∑𝐹𝑗𝑖,𝑘

𝑛𝑖𝑗

𝑘=1

𝑁

𝑗=1

+𝑀𝑠𝑖 Eq. 3-1 

𝑑(𝐶𝑝𝑎,𝑖𝑇𝑖𝑚𝑖)

𝑑𝑡
=∑∑𝐶𝑝𝑎,𝑗𝑇𝑗𝐹𝑗𝑖,𝑘

𝑛𝑖𝑗

𝑘=1

𝑁

𝑗=1⏟          
𝑖𝑓 𝐹𝑗𝑖,𝑘>0

+∑∑𝐶𝑝𝑎,𝑖𝑇𝑖𝐹𝑗𝑖,𝑘

𝑛𝑖𝑗

𝑘=1

𝑁

𝑗=1⏟          
𝑖𝑓 𝐹𝑗𝑖,𝑘<0

+ 𝑄𝑧𝑠,𝑖

+∑
𝐴𝑤,𝑘∆𝑇𝑘
𝑅𝑘

𝑘

 

Eq. 3-2 

𝐹𝑗𝑖,𝑘, the airflow rate from zone 𝑗 and zone 𝑖 through opening 𝑘, is positive if the airflow is from 

zone 𝑗 to zone 𝑖 , and negative if the airflow is from zone 𝑖  to zone 𝑗. ∆𝑇𝑘  is the temperature 

difference across a wall or window. For a wall, it is the difference between internal air temperature 

𝑇𝑖 and the temperature of the first node inside the wall 𝑇𝑤,1. For glazing, ∆𝑇𝑘 is the indoor and 

outdoor air temperature difference. 𝑅𝑘 is the thermal resistance of the wall or window.  



34 
 

The ideal gas law is used to calculate air mass as a function of air pressure and temperature (Eq. 

3-3).  

𝑚𝑖 =
𝑃𝑖𝑉𝑖
𝑅𝑇𝑖

 Eq. 3-3 

3.1.2. Energy Balance Equations of Thermal Mass 

The transient heat balance equation is also solved to calculate the temperature distribution inside 

the wall and other thermal mass. Fig. 3-1b shows the thermal network model of a wall. The 

equation's right-hand side is discretized implicitly, and the tridiagonal matrix equation is solved 

using the Thomas algorithm [137].   

𝐶𝑤,𝑖
𝑑𝑇𝑤,𝑖
𝑑𝑡

=
𝑇𝑤,𝑖−1 − 𝑇𝑤,𝑖
𝑅𝑤,𝑖−1 + 𝑅𝑤,𝑖

+
𝑇𝑤,𝑖+1 − 𝑇𝑤,𝑖
𝑅𝑤,𝑖+1 + 𝑅𝑤,𝑖

+ 𝑆𝑤,𝑖 Eq. 3-4 

𝐶𝑤,𝑖 = 𝜌𝑤𝐴𝑤∆𝑥𝑖𝐶𝑝𝑤 Eq. 3-5 

A wall is divided into several layers of equal thickness (∆𝑥𝑖 =
𝐿𝑤

𝑁𝑤
). 𝐿𝑤 is the thickness of the wall, 

and 𝑁𝑤 is the number of nodes. For walls with multiple materials, layers of the same material have 

an equal thickness. Still, the thickness can change by material depending on the thickness and 

number of nodes.  

For non-boundary nodes (𝑖 ≠ 1, 𝑖 ≠ 𝑁𝑤):  

𝑅𝑤,𝑖 = 𝑅𝑤,𝑖−1 = 𝑅𝑤,𝑖+1 =
𝑅𝑤,𝑡
2𝑁𝑤

 Eq. 3-6 

Where (𝑅𝑤,𝑡 =
𝐿𝑤

𝑘𝑤𝐴𝑤
) is the total thermal resistance of the wall.  
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If 𝑖 is the first node inside the wall (𝑖 = 1):  

𝑅𝑤,𝑖 = 𝑅𝑤,𝑖+1 =
𝑅𝑤,𝑡
2𝑁𝑤

 Eq. 3-7 

𝑅𝑤,𝑖−1 =
1

ℎ𝑐𝑜𝑚𝑏,𝑖𝑛𝐴𝑤
 Eq. 3-8 

If 𝑖 is the last node inside the wall (𝑖 = 𝑁𝑤): 

𝑅𝑤,𝑖 = 𝑅𝑤,𝑖−1 =
𝑅𝑤,𝑡
2𝑁𝑤

 Eq. 3-9 

𝑅𝑤,𝑖+1 =
1

ℎ𝑐𝑜𝑚𝑏,𝑜𝑢𝑡𝐴𝑤
 Eq. 3-10 

𝑆𝑤,𝑖 = {

0 interior wall
0 exterior wall, 𝑖 ≠ 𝑁𝑤

𝛼𝑤𝐼𝑔𝑙𝑜,𝑤 + 𝑞𝐿𝑊𝑅 exterior wall, 𝑖 = 𝑁𝑤

 Eq. 3-11 

𝑞𝐿𝑊𝑅 = 𝑞𝑔𝑟𝑑 + 𝑞𝑠𝑘𝑦 + 𝑞𝑎𝑖𝑟 Eq. 3-12 

{

𝑞𝑔𝑟𝑑 = 휀𝜎𝐹𝑔𝑟𝑑𝐴𝑤(𝑇𝑔𝑟𝑑
4 − 𝑇𝑠𝑢𝑟𝑓

4 )

𝑞𝑠𝑘𝑦 = 휀𝜎𝐹𝑠𝑘𝑦𝛽𝐴𝑤(𝑇𝑠𝑘𝑦
4 − 𝑇𝑠𝑢𝑟𝑓

4 )

𝑞𝑎𝑖𝑟 = 휀𝜎𝐹𝑠𝑘𝑦(1 − 𝛽)𝐴𝑤(𝑇𝑜𝑢𝑡
4 − 𝑇𝑠𝑢𝑟𝑓

4 )

 Eq. 3-13 

Where 𝐹𝑔𝑟𝑑 = 0.5(1 − cos 𝜃𝑝), 𝐹𝑠𝑘𝑦 = 0.5(1 + cos 𝜃𝑝), 𝛽 = √0.5(1 + cos 𝜃𝑝). 

3.1.3. Airflow Resistance Equations 

As explained earlier, airflow paths represent openings between zones or to ambient. Different types 

of models were used to model all openings of the building. Table 3-1 shows airflow models and 

corresponding equations [138]. Appendix A provides a detailed description of airflow models. 
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Table 3-1 airflow models and corresponding equations. 

Airflow model Equation 

power-law equation 𝐹𝑖𝑗 = 𝐶𝑖𝑗(∆𝑃𝑖𝑗)
𝑛𝑖𝑗

 

Orifice airflow equation 𝐹𝑖𝑗 = 𝐶𝑑,𝑖𝑗𝐴𝑖𝑗√2ρ∆𝑃𝑖𝑗 

leakage area model 
𝐹𝑖𝑗 = 𝐶𝑖𝑗(∆𝑃𝑖𝑗)

𝑛𝑖𝑗
 

𝐶𝑖𝑗 = 𝐿𝑖𝑗𝐶𝑑,𝑖𝑗√2𝜌(∆𝑃𝑟,𝑖𝑗)
0.5−𝑛𝑖𝑗

 

Shaft airflow model 𝐹𝑖𝑗 = 𝑓𝑡𝑢𝑟𝑏√𝜌(∆𝑃𝑖𝑗)
𝑛𝑖𝑗

 

 

∆𝑃𝑖𝑗 is the pressure difference across the path 𝑖𝑗. In airflow equations of table 1, if ∆𝑃𝑖𝑗 > 0, 𝜌 =

𝜌𝑖, and if ∆𝑃𝑖𝑗 < 0, 𝜌 = 𝜌𝑗. The Bernoulli’s equation is used for the calculation of pressure drop 

across path 𝑖𝑗 which is  

∆𝑃𝑖𝑗 = (𝑃𝑖 − 𝜌𝑖𝑔ℎ𝑖 +
𝜌𝑖𝑣𝑖

2

2
+ 𝑔𝑧𝑖) − (𝑃𝑗 − 𝜌𝑗𝑔ℎ𝑗 +

𝜌𝑗𝑣𝑗
2

2
+ 𝑔𝑧𝑗) + 𝑃𝑤 Eq. 3-14 

Kinetic pressure terms can be neglected here.  

∆𝑃𝑖𝑗 = (𝑃𝑖 − 𝜌𝑖𝑔ℎ𝑖) − (𝑃𝑗 − 𝜌𝑗𝑔ℎ𝑗) + 𝑃𝑤,𝑖𝑗 Eq. 3-15 

Eq. 3-15 can be rearranged as 

∆𝑃𝑖𝑗 = 𝑃𝑖 − 𝑃𝑗 + 𝑃𝑠,𝑖𝑗 + 𝑃𝑤,𝑖𝑗 Eq. 3-16 

𝑃𝑠,𝑖𝑗 = 𝜌𝑗𝑔ℎ𝑗 − 𝜌𝑖𝑔ℎ𝑖 Eq. 3-17 

𝑃𝑤,𝑖𝑗 is the wind-induced pressure at path 𝑖𝑗, which is explained in the next section. 

3.1.4. Wind-Induced Pressure  
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Wind-induced pressure load on the buildings’ exterior surface is the difference between the 

pressure on the building surface and the local outdoor atmospheric pressure at the same level in an 

undisturbed wind approaching the building [139].   

𝑃𝑤 =
𝜌𝑎𝑈𝐻

2

2
𝐶𝑝,𝑤𝑖𝑛𝑑 Eq. 3-18 

𝑈𝐻 is the approaching wind speed at upwind wall height 𝐻 (𝑚 𝑠⁄ ), which can be the wind speed 

measured by a weather station at the top of the building. Values of the mean local wind pressure 

coefficient 𝐶𝑝,𝑤𝑖𝑛𝑑  depends on different parameters, including building shape, wind direction, 

effects of nearby buildings, and terrain features. Accurate determination of 𝐶𝑝,𝑤𝑖𝑛𝑑 can be obtained 

only from wind tunnel model tests of the specific site and building or full-scale tests. Surface-

averaged pressure coefficients may be used to determine ventilation and/or infiltration rates. The 

surface pressure coefficient averaged over the complete wall and roof of a tall building provided 

by the ASHRAE Fundamentals Handbook [139] are used in this work.  

3.1.5. Solar Irradiance Calculation 

Solar irradiance on a tilted surface contains three components: direct, diffuse sky, and ground 

reflected irradiance. The global irradiance on an unshaded flat surface tilted at an angle 𝜃𝑝 (Fig. 3-

2a) is  

𝐼𝑔𝑙𝑜,𝑝 = 𝐼𝑑𝑖𝑟 cos 𝜃𝑖 + 𝐼𝑑𝑖𝑓𝐹𝑠𝑘𝑦 + 𝐼𝑔𝑙𝑜,ℎ𝑜𝑟𝜌𝑔𝐹𝑔𝑟𝑑 Eq. 3-19 

𝐼𝑔𝑙𝑜,ℎ𝑜𝑟 = 𝐼𝑑𝑖𝑟 cos 𝜃𝑠 + 𝐼𝑑𝑖𝑓 Eq. 3-20 
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Figure 3-2 (a) Zenith angle 𝜃𝑝 and azimuth 𝜑𝑝 of a plane and angle of incidence 𝜃𝑖 of sun on this 

plane. (b) Zenith angle 𝜃𝑠 and azimuth 𝜑𝑠 of sun. (c) Latitude 𝜆, hour angle 𝜔, and declination 𝛿. 

O = center of earth, N = north pole, P = point in earth’s surface [140]. 

If only global horizontal irradiance 𝐼𝑔𝑙𝑜,ℎ𝑜𝑟  is given by the weather station data, the diffuse 

irradiance 𝐼𝑑𝑖𝑓 can be estimated by  

(c) 
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𝐼𝑑𝑖𝑓

𝐼𝑔𝑙𝑜,ℎ𝑜𝑟

= {

1.0 − 0.09𝑘𝑇 0 ≤ 𝑘𝑇 ≤ 0.22

0.9511 − 0.1604𝑘𝑇 + 4.388𝑘𝑇
2 − 16.638𝑘𝑇

3 + 12.336𝑘𝑇
4 0.22 ≤ 𝑘𝑇 ≤ 0.8 

0.165 0.80 ≤ 𝑘𝑇

 

Eq. 3-21 

where  

𝑘𝑇 =
𝐼𝑔𝑙𝑜,ℎ𝑜𝑟

𝐼0 cos 𝜃𝑠
 Eq. 3-22 

𝐼0 = (1 + 0.033 cos
360 × 𝑛

365.25
) × 1373 𝑊 𝑚2⁄  Eq. 3-23 

cos 𝜃𝑠 = cos 𝜆 cos 𝛿 cos𝜔 + sin 𝜆 sin 𝛿 Eq. 3-24 

𝜔 =
(𝑡𝑠𝑜𝑙 − 12ℎ) × 360°

24ℎ
 Eq. 3-25 

𝑡𝑠𝑜𝑙 = 𝑡𝑠𝑡𝑑 +
𝐿𝑠𝑡𝑑 − 𝐿𝑙𝑜𝑐
15° ℎ⁄

+
𝐸𝑡

60 𝑚𝑖𝑛 ℎ⁄
 Eq. 3-26 

𝐸𝑡 = 9.87 sin 2𝐵 − 7.67 sin(𝐵 + 78.7) Eq. 3-27 

𝐵 = 360° ×
𝑛𝑑 − 81

364
 Eq. 3-28 

sin 𝛿 = − sin 23.45° cos
360° × (𝑛 + 10)

365.25
 Eq. 3-29 

The definition of all terms used in Eqs. 3-21 to 3-29 is presented in nomenclature and Figs. 3-2b 

and 3-2c. The solar radiation transmitted through the glazing absorbed by the floor is:  
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�̇�𝑠𝑜𝑙 = 𝐴𝑤 × 𝑆𝐻𝐺𝐶 × 𝐼𝑔𝑙𝑜,𝑝 Eq. 3-30 

3.2. Numerical Solvers 

3.2.1. Zone Mass and Energy Balance Equations Solver 

Eqs 3-1 and 3-2 are discretized by applying the backward Euler method:  

𝑓𝑖 =
𝑉𝑖
𝑅∆𝑡

(
𝑃𝑖
𝑇𝑖
)
𝑡+1

−
(𝑚𝑖)𝑡
∆𝑡

−∑∑𝐹𝑗𝑖,𝑘

𝑛𝑖𝑗

𝑘=1

𝑁

𝑗=1

−𝑀𝑠𝑖 = 0 Eq. 3-31 

𝑔𝑖 =
𝐶𝑝𝑎,𝑖𝑉𝑖

𝑅∆𝑡
(𝑃𝑖𝑇𝑖)𝑡+1 −

(𝐶𝑝𝑎,𝑖𝑇𝑖𝑚𝑖)𝑡
∆𝑡

−∑∑𝐶𝑝𝑎,𝑗𝑇𝑗𝐹𝑗𝑖,𝑘

𝑛𝑖𝑗

𝑘=1

𝑁

𝑗=1⏟          
𝑖𝑓 𝐹𝑗𝑖,𝑘>0

−∑∑𝐶𝑝𝑎,𝑖𝑇𝑖𝐹𝑗𝑖,𝑘

𝑛𝑖𝑗

𝑘=1

𝑁

𝑗=1⏟          
𝑖𝑓 𝐹𝑗𝑖,𝑘<0

− 𝑄𝑠,𝑖 −∑
𝐴𝑘∆𝑇𝑘
𝑅𝑘

𝑘

= 0 

Eq. 3-32 

For a building with N zones, the air mass and energy balance equations of all zones are 

{

𝑓1(𝑃1, 𝑃2, … , 𝑃𝑁) = 0

𝑓2(𝑃1, 𝑃2, … , 𝑃𝑁) = 0
⋮

𝑓𝑁(𝑃1, 𝑃2, … , 𝑃𝑁) = 0

 Eq. 3-33 

{

𝑔1(𝑇1, 𝑇2, … , 𝑇𝑁) = 0

𝑔2(𝑇1, 𝑇2, … , 𝑇𝑁) = 0
⋮

𝑔𝑁(𝑇1, 𝑇2, … , 𝑇𝑁) = 0

 Eq. 3-34 

The non-temporal terms of equations 34 and 35 are obtained at the time 𝑡 + 1. Therefore they are 

non-linear equations of (𝑃1, 𝑃2, … , 𝑃𝑁)  and (𝑇1, 𝑇2, … , 𝑇𝑁)  because of the power-law equation 

(Table 3-1) used for the calculation of 𝐹𝑗𝑖,𝑘.  
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Three different strategies can be implemented for coupling the airflow and thermal modules in a 

multizone based simulation program. The first one is the “fully-simultaneous” coupling strategy. 

In this strategy, the mass and energy balance equations for all zones are solved simultaneously. 

The second strategy is the “semi-simultaneous” coupling strategy. The mass and energy balance 

equations for one zone are solved simultaneously in an internal loop, and this procedure is repeated 

for all zones in sequence. This sequence of steps will be repeated in an external loop until the 

overall convergence is achieved. The third is the “segregated” coupling strategy. In the segregated, 

the airflow and thermal modules are run in a sequence. In other words, the segregate approach 

solves the mass balance equations for all zones. The airflows are provided to the energy balance 

equations, and temperatures are calculated for all zones. Finally, all zones' updated temperatures 

are substituted back into the mass balance equation, and this procedure is repeated until the overall 

convergence of the problem is attained. The matrix formulations of these three solvers are provided 

in the following sections.  

Fully-Simultaneous Method 

As mentioned earlier, in this method, the continuity and energy equations for all zones are solved 

simultaneously  

{
 
 
 

 
 
 
𝑓1(𝑃1, 𝑃2, … , 𝑃𝑁) = 0

𝑔1(𝑇1, 𝑇2, … , 𝑇𝑁) = 0

𝑓2(𝑃1, 𝑃2, … , 𝑃𝑁) = 0

𝑔2(𝑇1, 𝑇2, … , 𝑇𝑁) = 0
⋮

𝑓𝑁(𝑃1, 𝑃2, … , 𝑃𝑁) = 0

𝑔𝑁(𝑇1, 𝑇2, … , 𝑇𝑁) = 0

  Eq. 3-35 

The system of Equation 3-35 can be combined into a matrix formation 
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𝐅(𝐗) = 𝟎   Eq. 3-36 

𝐅 = (𝑓1, 𝑔1, 𝑓2, 𝑔2, … , 𝑓𝑁 , 𝑔𝑁)
𝑇 Eq. 3-37 

𝐗 = (𝑃1, 𝑇1, 𝑃2, 𝑇2, … , 𝑃𝑁 , 𝑇𝑁)
𝑇 Eq. 3-38 

Semi-Simultaneous Method 

In the semi-simultaneous method, the continuity and energy equations of each zone are solved 

separately. The corresponding system of equations of zone 𝑖 is as follows 

{
𝑓𝑖(𝑃𝑖, 𝑇𝑖) = 0

𝑔𝑖(𝑃𝑖, 𝑇𝑖) = 0
 Eq. 3-39 

Segregated Method 

The system of equations for solving mass balance and energy equations using the segregated 

method is as follows 

{

𝑓1(𝑃1, 𝑃2, … , 𝑃𝑁) = 0

𝑓2(𝑃1, 𝑃2, … , 𝑃𝑁) = 0
⋮

𝑓𝑁(𝑃1, 𝑃2, … , 𝑃𝑁) = 0

 Eq. 3-40 

{

𝑔1(𝑇1, 𝑇2, … , 𝑇𝑁) = 0

𝑔2(𝑇1, 𝑇2, … , 𝑇𝑁) = 0
⋮

𝑔𝑁(𝑇1, 𝑇2, … , 𝑇𝑁) = 0

 Eq. 3-41 

Applying the Newton-Raphson method to non-linear systems of Equations 3-35, 3-39, 3-40, and 

3-41 yields linear systems of Jacobian-based equations, which will be solved by a linear solver. 

This process is considered as the internal loop.  
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𝑱(𝑿(𝒏))(∆𝑿(𝒏)) = 𝒇(𝑿(𝒏)) Eq. 3-42 

After equation 3-42 is solved, the zones state variables can be corrected by Eq. 3-43. 

𝑿𝑖
𝑛+1 = 𝑿𝑖

𝑛 − ∆𝑿𝑖
𝑛 Eq. 3-43 

𝐿∞ norm of error is used to measure the convergence of a non-linear system of equations, which 

is defined as follows 

𝐸𝑟𝑟𝑜𝑟 = max
𝑖
|𝑓𝑖
𝑛+1| Eq. 3-44 

Matrix Condition Number  

Condition number of square non-singular matrix 𝑨 defined by 

𝒄𝒐𝒏𝒅(𝑨) = ‖𝑨−1‖ × ‖𝑨‖ Eq. 3-45 

For matrices with a large condition number, solving an associated linear system might pose 

numerical difficulties. For a matrix 𝑨  with a large condition number, the problem 𝑨𝒙 = 𝒃 is 

referred to as ill-conditioned. A large condition number indicates a nearly singular matrix. In 

contrast, a matrix with a condition number close to 1 is far from being singular and indicative of a 

well-posed and solvable equation system.  

Comparison of Coupling Strategies 

An investigation of many steady-state problems shows that the segregated solver will converge for 

all the studied cases. Still, the semi-simultaneous and fully-simultaneous solvers show 

convergence problems in most cases. The convergence problem is due to the large condition 

number of the A matrix, which means that the non-linear and linearized equations in these two 
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solvers are ill-conditioned. A case with an analytical solution is first solved using all methods to 

verify developed programs. Two other cases, including a 3-zone horizontal case and a light well, 

are simulated using all solvers. 

Analytical Test Case 

A three-zone steady case with an analytical solution [40] was developed and implemented to verify 

the coupling strategies. The case illustrated in Fig. 3-3 is a three-zone model having one zone 

cooled to a constant temperature below that of the outdoor temperature. There is an analytical 

solution for this problem by solving the heat balance equations for the three zones, A, B, and C, 

which can be solved for the three unknowns 𝑇𝐴, 𝑇𝐵, and �̇�𝐶 . Analytical solution of the equations 

yields values for 𝑇𝐴, 𝑇𝐵 and �̇�𝐶 of 30.31 ℃, 23.95 ℃, and 1600 𝑊, respectively.  

 

Figure 3-3 Plan view of the analytical case [40] 

The resultant simulation values of different strategies and simulation values of Dols et al. [40] are 

precisely the same as those of the analytical values (Table 3-2).  
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Table 3-2 Simulation results for the analytical test case. 

Solver 
Zone air temperature Cooling load 

𝑇𝐴 𝑇𝐵 𝑇𝐶 𝑄𝐶 

All strategies 30.31 23.95 15.0 1600 

3-zone Horizontal Test Case 

The second test case consists of 3-zones arranged horizontally (Fig. 3-4). Zone 3 is at a constant 

temperature of 30 ℃ higher than the outdoor temperature. Zones are connected to neighboring 

zones and/or ambient by airflow paths located at various elevations. Implementation of the semi-

simultaneous method shows fluctuations in solving the system of equations of zone 1, which 

occurs after 28 iterations of the external loop. Fig. 3-5 shows fluctuations of the semi-simultaneous 

internal loop and the coefficient matrix's condition number. The coefficient matrix has a very large 

condition number, which means that the linearized and the corresponding non-linear equations are 

ill-conditioned, causing convergence problems. The reason for the large condition number in the 

semi-simultaneous method will be discussed in the next section.  

 

Figure 3-4 The plan view of the 3-zone test case 
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Figure 3-5 Semi-simultaneous method, (a) Error history, (b) airflow rate of af 2, c) Condition 

number of the matrix equation 

The fully-simultaneous method shows a similar fluctuation problem (Fig. 3-6a,b). The linearized 

equation's coefficient matrix has a very large condition number for all iterations (Fig. 3-6c). 

Therefore, the non-linear system of equation is ill-conditioned, so the fully-simultaneous method 

performs poorly and cannot reach convergence.  
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Figure 3-6 Fully-simultaneous method, a) Error history, b) airflow rate of af 2, c) Condition 

number of the matrix equation 

Unlike the two other methods, the segregated solver shows a convergent solution for this problem, 

as shown in Fig. 3-7. The condition number for this case using this solver is always smaller than 

ten, which means that the equation system is well-conditioned and solvable. 
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Figure 3-7 Convergence history of segregated solver, a) Error history, b) airflow rate of af 2.  

Lightwell Natural Ventilation Case 

The third case is a light well with airflows driven by both wind force and thermal buoyancy. Wind 

tunnel data are available to validate the simulation results [141]. The light well's schematic 

corresponds to a 1:250 scaled model of a 41-story high-rise apartment building, and simulation 

parameters are shown in Table 3-3. An orifice airflow equation is used for all the openings. Walls 

are considered to be adiabatic because heat transfer through them is neglected in the experiment. 

Simulation of the light well problem using the semi-simultaneous and fully-simultaneous methods 

show the same fluctuations in the solution, which is due to the large condition number of the 

coefficient matrices. Unlike the semi-simultaneous and fully-simultaneous solvers, the segregated 

solver provides a convergent result for this case. The condition number of the segregated system 

for this case is always smaller than 10, indicating a well-conditioned problem.  

 

 



49 
 

Table 3-3 Schematic of the light well [141] and simulation parameters 

 

Heat generation rate (W) 40 

Wind velocity (m/s) 0 

Outside Temperature (C) 12 

Number of the zones 8 

Height of the zones (m) 0.0585 

Discharge 

coefficient 

Top 

opening 
2.187* 

Bottom 

opening 
0.855* 

Inter-zonal 

openings 
1* 

*  adopted from the original study (source) 

The simulated airflow rate through the light well obtained by the segregated solver is compared to 

Kotani et al.'s measured data [141] and simulation studies and shown in Fig. 3-8a. Temperature 

distribution in the light well is compared to measured data in Fig. 3-8b. The overall trend of the 

simulation results agrees reasonably well with the measured values.  
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Figure 3-8 a) Airflow rate through the light well, b) Temperature variation inside the light well.  

Condition Number Investigation 

In this case, the condition numbers of the semi-simultaneous and fully-simultaneous methods are 

very large, which means that the equations system is ill-conditioned. In most of the problems, we 

observe fluctuations in the solution. The condition number of matrix equations in the segregated 

solver is very small (smaller than 10). Therefore, the segregated solver's matrix equations are well-

conditioned, and this solver shows convergent results in all simulated cases. This section explains 

the reason for ill-conditioned and well-conditioned equations by drawing the equations' 

corresponding curves. Fig. 3-9 shows a general case for the investigation of condition numbers for 

the semi-simultaneous method. It is a single zone surrounded by four zones and is meant to be a 

typical zone in any problem, for example, the three-zone test case or light well problem. The 
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system of equations in the fully-simultaneous method is an extended form of the semi-

simultaneous method. In the one-zone problem, the system of equations of the fully- and semi-

simultaneous solvers are the same.  

 

Figure 3-9 The general case for investigating the condition number of semi-simultaneous and 

fully-simultaneous methods 

Mass and energy balance equations of this single zone as a function of (𝑃𝑖 = 𝑥, 𝑇𝑖 = 𝑦) are as 

follows: 

𝑓(𝑥, 𝑦) =∑𝑠𝑖𝑔𝑛(𝛥𝑃𝑖𝑗)𝐶|𝛥𝑃𝑖𝑗|
𝑛

𝑗

+𝑀𝑠𝑖 = 0 Eq. 3-46 

𝑔(𝑥, 𝑦) = ∑ 𝐶(𝛥𝑃𝑗𝑖)
𝑛
𝐶𝑝𝑎𝑇𝑗

𝑗:𝐹𝑗𝑖>0

− ∑ 𝐶(𝛥𝑃𝑖𝑗)
𝑛
𝐶𝑝𝑎𝑦

𝑗:𝐹𝑖𝑗>0

+ 𝑆𝑖 + 𝐷𝑦 + 𝐸 = 0 Eq. 3-47 

𝛥𝑃𝑖𝑗 = 𝑥 (1 +
𝑎𝑗

𝑦
) + 𝑏𝑗 Eq. 3-48 
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{
 
 
 
 

 
 
 
 𝑎𝑗 = −

𝑔𝐻𝑖
𝑅
+
𝑔

2𝑅
(𝑧𝑖 + 𝐻𝑖 − 𝑧𝑗 − 𝐻𝑗) = 𝑓(𝐻, 𝑧)

𝑏𝑗 = −(𝑃𝑗 − 𝜌𝑗𝑔𝐻𝑗) +
𝜌𝑗𝑔

2
(𝑧𝑖 + 𝐻𝑖 − 𝑧𝑗 − 𝐻𝑗) + 𝑃𝑖𝑗,𝑤 = 𝑓(𝑃, 𝑇, 𝐻, 𝑧, 𝑃𝑤)

𝐷 = −∑ℎ𝑘𝐴𝑘
𝑘

𝐸 =∑ℎ𝑘𝐴𝑘
𝑘

𝑇𝑚𝑘

 Eq. 3-49 

The system of equations is exponential functions of pressure and temperature. According to 

Equations 3-46 to 3-49, when different cases are simulated using semi-simultaneous and fully-

simultaneous methods, changes in the parameters, i.e., 𝑃, 𝑇, 𝐻, 𝑧,  𝑎𝑛𝑑 𝑃𝑤 will lead to changes in 

the coefficients  (𝑎𝑗, 𝑏𝑗 , 𝐷,  and 𝐸), but these coefficients do not change the general shape of the 

functions. Therefore, we can conclude that Equations 3-46 and 3-47 have similar curves in all 

cases. Fig. 3-12 shows the shape of the functions for the 3-zone and light well test cases. As seen 

in both cases, corresponding curves of mass and energy balance equations are two nearly parallel 

curves. Parallel curves similar to Fig. 3-10 correspond to an ill-conditioned equation system [142]. 

Therefore, linearized systems of equations in the semi-simultaneous and fully-simultaneous 

methods are ill-conditioned, and the coefficient matrix A is almost singular.  
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Figure 3-10 Corresponding curves of mass and energy balance equations (a) 3-zone test case, (b) 

light well test case 

In conclusion, solving different problems using all three solvers is shown that for most of the cases, 

the fully-simultaneous and semi-simultaneous solvers show fluctuations in the solution. In contrast, 

the segregated solver shows good convergent results for all cases. Studying the condition number 

of the matrix equations shows that fully and semi-simultaneous solvers have very large condition 

numbers, which means that these two solvers' equations are ill-conditioned. In contrast, the matrix 

equations corresponding to the mass and energy balance equations of segregated solver have 

smaller condition numbers. Therefore, the matrix equations of the segregated solver are well-

conditioned for the cases tested. To show that the matrix equation of fully and semi-simultaneous 

methods is always ill-conditioned, the parametric mass and energy balance equations of a typical 

one-zone case are extended. Results show that corresponding curves of mass and energy balance 

equations are nearly parallel, which results in an ill-conditioned system of equations. 
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Segregated Thermal Airflow Solver  

According to the previous section results, the segregated (Ping-Pong) [143] strategy is selected 

and used to couple the air mass and energy balance equations. In this section, the details of the 

segregated approach are presented. In the segregated strategy, the air mass and energy balance 

equations will be solved in a sequence with internal iterations until the solution's convergence at 

each time step. The segregated strategy consists of the following steps for solving the problem. 

The iterative algorithm of segregated (ping-pong) strategy is schematically described through the 

flowchart in Fig. 3-11. An initial value is provided for zone pressures, zone temperatures, and 

thermal mass temperatures. At steps 2 and 3, all zones' mass and energy balance equations are 

solved (system of equations 3-40 and 3-41) to update the pressure and temperature of zones. At 

step 4, wall temperatures are updated by solving the energy balance equation of walls. Finally, 

convergence is checked at step 5 by calculating the absolute value of the difference between the 

zone pressures and temperatures in two consecutive iterations. If the solution is converged, it goes 

to the next step; otherwise, the iteration counter is updated, and the solution is continued at step 2.  
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Figure 3-11 Algorithm flowchart for the segregated (ping-pong) solver 

For solving the mass and energy balance equations (steps 3 and 4), the system of equations 3-40 

and 3-41 can be rewritten as 

𝐟(𝐏) = 𝟎 Eq. 3-50 

𝐠(𝐓) = 𝟎 Eq. 3-51 

The Newton-Raphson method is used for solving the system of nonlinear equations 3-50 and 3-51. 

Newton-Raphson method is an iterative method that uses initial values for the unknowns and, then, 

at each iteration, updates these values until no change occurs in two consecutive iterations. The 

Newton-Raphson algorithm consists of the following steps for solving nonlinear equations 3-50 

(the same algorithm is used for solving equation 3-51).  
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Step 0: initialize the iteration counter (𝑣 = 0) and provide an initial value for vector 𝐏, i.e., 𝐏 =

𝐏(𝒗) = 𝐏(𝟎).  

Step 1: computing the Jacobian matrix 𝐉:  

𝐉 =

[
 
 
 
 
 
 
 
 

[
 
 
 
 
 
 
 
𝜕𝑓1(𝐏)

𝜕𝑃1

𝜕𝑓1(𝐏)

𝜕𝑃2
𝜕𝑓2(𝐏)

𝜕𝑃1

𝜕𝑓2(𝐏)

𝜕𝑃2

⋯

𝜕𝑓1(𝐏)

𝜕𝑃𝑛
𝜕𝑓2(𝐏)

𝜕𝑃𝑛
⋮ ⋱ ⋮

𝜕𝑓𝑛(𝐏)

𝜕𝑃1

𝜕𝑓𝑛(𝐏)

𝜕𝑃2
⋯

𝜕𝑓𝑛(𝐏)

𝜕𝑃𝑛 ]
 
 
 
 
 
 
 

]
 
 
 
 
 
 
 
 

 Eq. 3-52 

Step 2: solve 𝐉(𝒗)∆𝐏(𝑣) = 𝐟(𝐏(𝑣)) by the Gauss-Seidel method.  

Step 3: compute 𝐏(𝑣+1) as 

𝐏(𝑣+1) = 𝐏(𝑣) − ∆𝐏(𝑣) Eq. 3-53 

Step 3: check every element of the absolute value of the difference between the values of vector 𝐏 

in two consecutive iterations is lower than a prespecified tolerance 𝝐, i.e., |𝐏(𝑣+1) − 𝐏(𝑣)| < 𝝐. If 

so, the algorithm has converged, and the solution is 𝐏(𝑣+1). If not, continue at Step 4.  

Step 4: update the iteration counter 𝑣 ← 𝑣 + 1 and continue at Step 1. 

3.2.2. Wall Energy Balance Solver 

The Crank-Nicolson method [144] discretizes the thermal mass energy balance equation (Eq. 3-4). 

Crank-Nicolson scheme is the average of the explicit scheme at (𝑖, 𝑡) and implicit scheme at 

(𝑖, 𝑡 + 1). This method is second-order, implicit in time and unconditionally stable.  
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𝐶𝑖 (
𝑇𝑤,𝑖
𝑡+1 − 𝑇𝑤,𝑖

𝑡

∆𝑡
)

=
1

2
(
𝑇𝑤,𝑖−1
𝑡 − 𝑇𝑤,𝑖

𝑡

𝑅𝑖−1 + 𝑅𝑖
+
𝑇𝑤,𝑖+1
𝑡 − 𝑇𝑤,𝑖

𝑡

𝑅𝑖+1 + 𝑅𝑖
+ 𝑄𝑤,𝑖

𝑡 )

+
1

2
(
𝑇𝑤,𝑖−1
𝑡+1 − 𝑇𝑤,𝑖

𝑡+1

𝑅𝑖−1 + 𝑅𝑖
+
𝑇𝑤,𝑖+1
𝑡+1 − 𝑇𝑤,𝑖

𝑡+1

𝑅𝑖+1 + 𝑅𝑖
+ 𝑄𝑤,𝑖

𝑡+1) 

Eq. 3-54 

Or, letting 𝑟 =
∆𝑡

2𝐶𝑖
 gives 

−
𝑟

𝑅𝑖+1 + 𝑅𝑖
𝑇𝑤,𝑖+1
𝑡+1 + (1 +

𝑟

𝑅𝑖−1 + 𝑅𝑖
+

𝑟

𝑅𝑖+1 + 𝑅𝑖
) 𝑇𝑤,𝑖

𝑡+1 −
𝑟

𝑅𝑖−1 + 𝑅𝑖
𝑇𝑤,𝑖−1
𝑡+1

=
𝑟

𝑅𝑖+1 + 𝑅𝑖
𝑇𝑤,𝑖+1
𝑡 + (1 −

𝑟

𝑅𝑖−1 + 𝑅𝑖
−

𝑟

𝑅𝑖+1 + 𝑅𝑖
) 𝑇𝑤,𝑖

𝑡

+
𝑟

𝑅𝑖−1 + 𝑅𝑖
𝑇𝑤,𝑖−1
𝑡 + 𝑟(𝑄𝑤,𝑖

𝑡+1 + 𝑄𝑤,𝑖
𝑡 ) 

Eq. 3-55 

Rewriting (3-55) gives the new form 

{
 
 
 
 

 
 
 
 

𝑎𝑖
𝑡+1𝑇𝑤,𝑖−1

𝑡+1 + 𝑏𝑖
𝑡+1𝑇𝑤,𝑖

𝑡+1 + 𝑐𝑖
𝑡+1𝑇𝑤,𝑖+1

𝑡+1 = 𝑑𝑖
𝑡+1

where

𝑎𝑖
𝑡+1 = −

𝑟

𝑅𝑖−1+𝑅𝑖

𝑏𝑖
𝑡+1 = 1 +

𝑟

𝑅𝑖−1+𝑅𝑖
+

𝑟

𝑅𝑖+1+𝑅𝑖

𝑐𝑖
𝑡+1 = −

𝑟

𝑅𝑖+1+𝑅𝑖

𝑑𝑖
𝑡+1 =

𝑟𝑇𝑤,𝑖+1
𝑡

𝑅𝑖+1+𝑅𝑖
+ (1 −

𝑟

𝑅𝑖−1+𝑅𝑖
−

𝑟

𝑅𝑖+1+𝑅𝑖
)𝑇𝑤,𝑖

𝑡 +
𝑟𝑇𝑤,𝑖−1

𝑡

𝑅𝑖−1+𝑅𝑖
+ 𝑟(𝑄𝑤,𝑖

𝑡+1 +𝑄𝑤,𝑖
𝑡 )

  Eq. 3-56 

 Equation (3-56) can be written as a tridiagonal system of equations   
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[
 
 
 
 
𝑏1 𝑐1
𝑎2 𝑏2 𝑐2

𝑎3 𝑏3 ⋱

⋱ ⋱ 𝑐𝑛−1
𝑎𝑛 𝑏𝑛 ]

 
 
 
 

[
 
 
 
 
 
𝑇𝑤,1
𝑡+1

𝑇𝑤,2
𝑡+1

𝑇𝑤,3
𝑡+1

⋮
𝑇𝑤,𝑛
𝑡+1]
 
 
 
 
 

=

[
 
 
 
 
 
𝑑1
𝑡+1

𝑑2
𝑡+1

𝑑3
𝑡+1

⋮
𝑑𝑛
𝑡+1]
 
 
 
 
 

 Eq. 3-57 

The Tridiagonal Matrix Algorithm (TDMA), also known as the Thomas Algorithm [137], which 

is a particular form of Gauss elimination, is used to solve the tridiagonal system of equations 3-57. 

The solution is obtained in 𝑂(𝑛) operations, instead of 𝑂(𝑛3 3⁄ ) required by Gaussian elimination. 

Appendix B provides a detailed description of TDMA for solving a tridiagonal system of equations.  

3.3. Case Study: Hybrid Ventilation System in an Institutional High-Rise Building  

In this section, the coupled airflow/thermal multi-zone network model is applied to modeling the 

HV system of a 17-story high-rise building in Montreal, Canada [25,34,42,43]. An extensive full-

scale experimental study is conducted to measure airflow velocity through dampers, indoor air 

temperatures, mechanical fan flow rates, and ambient weather conditions. The data are collected 

for the summers of 2017 and 2018 when the HV system was operational. To study the impacts of 

the local weather conditions on the simulation result, three different ways of acquiring the weather 

conditions are compared together: from the local weather station, using the nearby weather station 

data, and using the forecasted weather data provided by the High-Resolution Deterministic 

Prediction System (HRDPS) [145] with a 2.5 km horizontal grid spacing over one main Pan-

Canadian region. The HRDPS fields are made four times a day for the Pan-Canadian domain for 

a 48-hour forecast period.  

3.3.1. Field Measurements  

A 17-story high-rise building with a fan-assisted HV system was selected for the current study 

(Fig. 3-12). The total floor area of the building is about 53,000 𝑚2 with the average window-to-
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wall ratio (WWR) of 50%, providing natural daylighting and, in the meantime, high solar heat gain 

and thus the cooling load. Each floor of the building consists of offices, laboratories, and an atrium 

located at the building's southwest façade. The atrium is extended from the second to the sixteenth 

floor and is subdivided into five stacked atria sections with three floors per section. A concrete 

floor slab separates these five atrium sections with motorized floor grilles. The 0.4 𝑚  thick 

concrete floor slabs provide an excellent thermal mass that can absorb and dissipate heat for 

passive cooling and reduce diurnal air temperature fluctuations and peak cooling load. Two 

motorized inlet dampers are located at the end of the corridors in the southeast and northwest 

façade of each floor. The full opening area of the inlet dampers is about 1.4 𝑚2 which can be 

adjusted in percentage. A variable-speed fan with a maximum airflow rate of 40,000 𝐿 𝑠⁄  is 

installed on the roof to assist naturally-driven airflow throughout the building (Fig. 3-12). The 

motorized inlet dampers and those at the atrium floor grilles are controlled by the building 

automation system (BAS). The HV system typically operates when the outdoor temperature is 

between 15 ℃ and 25 ℃, and the relative humidity is less than 70% [42]. When the system is 

operating, cold outside air enters the building through inlet dampers, moves upward through the 

atria-connecting floor grilles, and exits from the roof exhaust assisted by the roof fan. The concrete 

floor slabs absorb a portion of the heat gains from the sun, lighting, equipment, and occupants 

during the day. At night, they absorb the cooling energy from the outside air introduced by the HV 

system. In other words, the absorbed daytime heat is removed from the thermal mass, allowing a 

cold start temperature for the following day.  
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Figure 3-12 Schematic of the HV system of EV building, and simplified 6-zone model for 

simulating by the multi-zone network model. 

Full-scale measured data are needed for the validation and dynamic calibration of the simplified 

multi-zone network model. The measurements were conducted during the operation of the HV 

system in the summers of 2017 and 2018. A weather station installed on the EV building’s roof 

provides weather data, including outdoor air temperature, wind velocity, wind direction, and solar 

radiation. The building automation system can access measured weather data, the fan flow rate, 

and the HV system's operation times. Measured velocities through inlet dampers are needed for 

the dynamic calibration and validation of the model. One-directional hot-wire anemometers are 

used for this purpose. The airspeed measurement range is 0.2 ~ 25 m/s, and the accuracy is ± 

(5%+0.1 m/s). Nine anemometers were installed on the southeast façade of the 4th, 5th, 8th, 10th 

floors, and the northwest façade of the 5th, 8th, 10th, 11th, and 13th floors for covering all atrium 
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sections. The time-step of recording the data is 2 minutes. Multiple thermostats that are part of the 

building automation system provide each building floor's indoor air temperature.  

3.3.2. Numerical Simulations 

A simplified multi-zone network model was created and previously compared against a more 

detailed model [43]. The simplified model is a 6-zone network model with one zone for each atria 

section and one zone on the first floor (Fig. 3-12). Each zone includes two glazings at SE and NW 

façade. The glazing is double-glazed, with a low e-coating and Argon-filled with the following 

properties: solar heat gain coefficient (SHGC) equal to 0.37; and center-of-glass U-value equal to 

1.6 𝑊 𝑚2.℃⁄ . Solar radiation transmitted through the glazing is considered a heat source 

absorbed by the concrete floor slab's surface. Offices and laboratories surround corridors and 

atrium. The HVAC system controls the temperature of offices and labs. Therefore, it is supposed 

that they are at a constant set-point temperature of 24 ℃. The conductive heat transfer through 

walls is calculated to model offices and labs' effect on the atrium. Concrete floor slabs are also 

modeled as a thermal mass with multiple layers between two zones. Each zone includes several 

openings as inlet dampers and floor grilles. As explained in the previous section, atrium sections 

are separated by floor slab with a 4 𝑚2 floor grilles with motorized dampers. Floor grilles are fully 

opened during the HV system operation and are modeled by the shaft airflow model. The exhaust 

fan at the top of the building is modeled by an airflow source in the last zone (zone 6). Inlet dampers 

are modeled by orifice airflow equation. During the operation of the HV system, inlet dampers are 

not fully opened. A constant pre-defined opening percentage is used for inlet dampers. A different 

opening percentage is used for different sections of the atrium (Fig. 3-12). The orifice airflow 

equation's discharge coefficient depends on the opening geometry and the direction of approaching 

flow. A flat plate orifice in which the air stream is directed at right angles to the opening typically 
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has a value of approximately 0.61 – 0.65. Such a range is widely used in preliminary design 

calculations. However, for practical components, the actual value is dependent on the element 

itself and airflow direction.  

We use measured velocities through inlet dampers to dynamically calibrate the discharge 

coefficients (Eq. 3-58).  

𝐹𝑖𝑗 = ρ𝐴𝑖𝑗𝑣𝑖𝑗 = 𝐶𝑑,𝑖𝑗𝐴𝑖𝑗√2ρ∆𝑃𝑖𝑗 → 𝐶𝑑,𝑖𝑗 =
𝑣𝑖𝑗,𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑

√2∆𝑃𝑖𝑗 𝜌⁄
 Eq. 3-58  

Fig. 3-13 shows the flowchart of the dynamic calibration process. The time interval of dynamic 

calibration and prediction is one hour. One hour measured velocity with weather station and fan 

flow rate data is used for the estimation of 𝐶𝑑. The time step of the simulation is 5 minutes, and it 

is supposed that the 𝐶𝑑  is constant at each time step. The forecasting weather data and final 

calibrated 𝐶𝑑 is used for the prediction of the performance of the HV system in the next one hour. 

All dampers are calibrated in a repeated sequence in an internal loop in the calibration step until 

the convergence. Calibration is converged if the absolute value of the difference between 

calculated 𝐶𝑑 in two consecutive iterations is lower than a prespecified tolerance 𝜖 = 10−4, i.e., 

check if 𝑚𝑎𝑥 (|𝐶𝑑,𝑖𝑗
(𝑣+1) − 𝐶𝑑,𝑖𝑗

(𝑣) |) < 𝜖.  
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Figure 3-13 Flowchart of dynamic calibration of the simplified multi-zone network model and 

prediction of HV system performance. 

3.3.3. Results and Discussions 

Validation of Result 

In this section, the HV system is simulated from 00:00 of 08/30/2017 to 07:00 of 08/31/2017. The 

result is compared with measurement data for validation of the developed model. Measured 

weather data is shown in Fig. 3-14. Outdoor air temperature is between 14 − 22 ℃, which meets 

the condition of using the HV system. Studied days are sunny, and large solar radiation can be a 

significant source of the building’s cooling load. Two sets of measured data, indoor air temperature 

and airflow velocity through inlet dampers, are used to validate the model.  
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Figure 3-14 Weather station data: a) outdoor air temperature and Global normal irradiance, b) 

Wind speed and direction (08/30/2017). 

Indoor air temperature  

The simulated indoor air temperature of different atria sections is compared with the measured air 

temperature in Fig. 3-15. Although the model is simplified and three floors are modeled with only 

one zone, each zone's simulated temperature is close to the measured temperature by thermostats 

located on different floors. 
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Figure 3-15 Comparison of simulated and measured indoor air temperature of different atria 

sections (00:00 of 08/30/2017 to 07:00 of 08/31/2017). 

Airflow velocity through inlet dampers  

The predicted airflow velocity through inlet dampers simulated by the dynamic calibration method 

is compared with the corresponding non-calibrated model and measurement data by hot-wire 

anemometers (Fig. 3-16). There is a large difference between the predicted result by the non-

calibrated model and experiment data. Using dynamic calibration shows a considerable 

improvement in the predicted airflow velocity. The normalized root mean square error (NRMSE) 

of results obtained by dynamic calibration and non-calibrated model with a constant 𝐶𝑑 for all nine 

inlet dampers are compared in Fig. 3-17. The NRMSE of the calibrated model is reduced in all 

nine inlet dampers. In summary, Figs. 3-16 and 3-17 show that dynamic calibration strategy can 

improve the accuracy of prediction compared to the non-calibrated model with a constant value of 

𝐶𝑑 and results are well compared with measurement data. Therefore, it is essential to continuously 

measure the velocity through inlet dampers and use it for the dynamic calibration of the model to 

predict the HV system's performance accurately. The weather data used for the current simulation 
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is the weather station's measured data because of the lack of local weather forecast data for this 

simulation's date and time. In the next section, real forecasting of the system’s performance is done 

for the summer of 2018 using dynamic calibration strategy and the local weather forecast data 

provided by the HRDPS model.   
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Figure 3-16 Comparison of simulated and measured indoor air temperature of different atria 

sections (00:00 of 08/30/2017 to 07:00 of 08/31/2017). 
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Figure 3-17 Normalized root mean square error of predicted air velocity through different 

dampers: dynamic calibrated and constant 𝐶𝑑. 

Local Weather Data 

The HV system's operation is a function of local air temperature and humidity. Therefore, the HV 

system's prediction needs the local weather data instead of a nearby weather station. Fig. 3-18 

compares the local weather data measured by the weather station of EV building and weather data 

of the nearby weather station at Trudeau airport. Due to the differences between air temperature 

and humidity, Trudeau weather station's operation hours are different from real operation 

conditions, which affect the accuracy of the simulation. It is especially crucial for short-time 

prediction and optimization of the HV system by using weather forecast data. Results presented 

by non-accurate weather forecast data might be far from the real performance of the HV system.  
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Figure 3-18 Comparison of local weather data by weather station of EV building and nearby 

weather station data and Trudeau airport (08/30/2017 - 08/31/2017). 
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Predictive Simulations 

Before using the system's predictive control model, it is crucial to investigate the model's accuracy 

by doing real forecasting using weather forecasting data. As shown in the previous section, it is 

essential to use local weather forecasting data instead of nearby weather station data. Therefore, 

in this section, the HRDPS GRIB2 data provides the local weather forecast data for simulation. 

HRDPS model is a version of the Global Environmental Multiscale (GEM) model with a 2.5 km 

horizontal grid spacing over one main Pan-Canadian region. The HRDPS high-resolution dataset 

fields are made four times a day for the Pan-Canadian domain for a 48-hour forecast period. Two 

days of summer 2018 (September 7th- September 9th) are chosen for the simulation. All 48 hours 

of weather forecast data are exported simultaneously and are not updated during the simulation. 

Weather forecast data, including temperature, wind velocity, wind direction, the HV system's 

operation time, and global horizontal radiation, are compared with real measured data provided by 

EV building's weather station in Fig. 3-19. The forecasted temperature is close to the actual 

temperature, especially in the first 6 hours. Wind speed and direction, and global horizontal 

radiation forecasted by the HRDPS model are in good agreement with the real measured data. Fig. 

3-19d shows the HV system's operation hours based on the temperature and humidity of outdoor 

air. Forecasted weather data well predicts the operation hour. Altogether, the weather forecasting 

data is in good agreement with the weather station's measured data, especially in the first 6 hours. 

Therefore, it is essential to update weather forecast data every 6 hours using the new HRDPS result.  
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(a) 

 
(b) 

 
(c) 

 
(d) 

 

 

Figure 3-19 Comparison of weather forecasting data by HRDPS and real measured weather data 

by weather station of EV building. 

One hour of measured weather and air velocity is used by the dynamic calibration method to 

calculate the average calibrated 𝐶𝑑. Then, calibrated 𝐶𝑑 and one-hour weather forecast data is used 
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to predict the HV system for the next one hour. This procedure is repeated every hour by updating 

the measured weather and air velocity and using the following one-hour weather forecast data. To 

investigate the accuracy of the model in predicting the performance of the HV system using 

weather forecast data, predicted air velocity through inlet dampers and indoor air temperature are 

compared with the measured data (Figs. 3-20 and 3-21). Results are compared for the first 6 hours 

of forecasting because weather forecast data are relatively more accurate. Predicted results are in 

good agreement with the measured data. Results show that combining the dynamic calibration 

strategy and automatic updating of weather forecasting data can accurately predict the HV system's 

performance, which can later be used for the system's online predictive control.  

Fig. 3-22 shows the total cooling load, free cooling by inlet dampers, and the building's average 

indoor air temperature predicted by dynamic calibration and weather forecast data. A positive 

value means that heat is added to the building and a negative value means that heat is removed 

from the building. Some part of the cooling load is removed by conductive heat transfer from the 

walls, which is negligible. Free cooling provided by inlet dampers removes the main part of the 

cooling load. The total predicted cooling load of studied time is 2797.37 kWh, and total free 

cooling by inlet dampers is 2656.50 kWh, which means that 95% of cooling load is removed by 

operation of the HV system. 
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Figure 3-20 Comparison of forecasting and measured air velocity through different dampers 

(12:00-18:00 September 7th, 2018). 
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Figure 3-21 Comparison of forecasting and measured indoor air temperature (12:00-18:00 

September 7th, 2018). 

Note that the calculated cooling load is only for the atrium and corridors. The offices and 

laboratories are not considered in calculating the cooling load because a mechanical ventilation 

system is operating in these rooms. The HV system provides thermal comfort and fresh air for the 

atrium and corridors of the building. Using short-time weather forecast data, the model can predict 

how much energy saving can be obtained by the HV system and optimize its operation hours, 

especially in heatwave periods. Night-time cooling can freely remove a large portion of the cooling 

load and reduce the building's energy consumption.  



75 
 

 

Figure 3-22 Predicted cooling load, free cooling, and indoor air temperature using the dynamic 

calibration method and weather forecast data (September 7th – September 9th, 2018) 

3.4. Summary 

This chapter presents a model for the simulation of energy and airflow in buildings. It is based on 

a coupled thermal/airflow multi-zone network model and can simulate a natural or hybrid 

ventilation system in a building. The building is divided into several zones with multiple openings, 

walls, and windows. The model can estimate the internal air temperature, pressure, airflow rate 

through openings, and temperature distribution inside the walls. Three strategies can be used for 

coupling airflow and energy balance equations: fully-simultaneous, semi-simultaneous, and 

segregated schemes. Several test cases are simulated by three coupling strategies. The results and 

convergence rate of the three approaches are compared. Segregated solver shows the best 

convergence rate because of its well-conditioned equation systems.  

The multi-zone network model is used to predict a fan-assisted hybrid ventilation system's 

performance in a 17-story institutional building. The hybrid ventilation system is composed of an 
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atrium extended from the 2nd to 16th floor and is divided into five 3-story atria sections. Atria 

sections are separated by concrete floor slabs and are interconnected by motorized floor grills. 

There are two motorized inlet dampers at two sides of each floor. A variable-speed fan installed 

on the roof of the building is used to increase the pressure difference of inlet dampers. When the 

HV system is operating, cold outside air enters the building through inlet dampers, moves upward 

through the atria-connecting floor grilles, and exits from the roof exhaust. The thick concrete floor 

slab absorbs a portion of solar, lighting, and occupants' heat gain during the day. With the HV 

system, the absorbed heat is removed from thermal mass and starts the following day at a cold 

temperature. The orifice airflow equation's discharge coefficient for modeling the inlet dampers 

should be calibrated dynamically using measured data to predict system performance accurately. 

Therefore, a full-scale measurement is done to provide the required data for the model's calibration 

and validation. Measured airflow velocity from inlet dampers is used for the dynamic calibration 

of the model. The results obtained by the calibrated model are compared with the non-calibrated 

model, which shows a significant improvement in predicted airflow velocity from inlet dampers. 

Comparing simulated indoor air temperature at different atria sections with measurement data 

shows that the model is accurate enough for predicting the HV system. At the next step, the 

calibrated model is integrated with short-time local weather forecast data provided by the HRDPS 

to perform the short-time forecasting of HV system performance. Results show that the model can 

achieve reliable forecasting of system performance at the first 6 hours of forecasting because local 

weather forecast data are close to the real measured data at these times. Detailed analysis on the 

HV system shows that the system can remove 95% of the atrium and corridors' total cooling load 

in a typical summer, increasing by optimizing the operation hours, especially at night, because 

thermal comfort is not very important. The coupled thermal/airflow multizone network model is 
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successfully applied to one building. Study the impact of NV and HV systems at the city scale 

needs an urban building energy model. In the next chapter, the multi-zone network model is 

extended to city-scale simulation.   
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Chapter 4 City-Scale Building Energy Model - CityBEM 

In this chapter, the methodology of developing a new UBEM platform, the so-called City Building 

Energy Model (CityBEM), is described. The automated CityBEM platform is shown in Fig. 4-1. 

The simulation engine is the modified version of the multi-zone network model introduced in the 

previous chapter. Three sets of input data are required for the CityBEM simulation: a 3D model of 

a city, building properties, and weather data. The integration of OSM and GE generates the 3D 

city model. Building footprint data are provided by the OSM website [75] and/or Microsoft 

building footprint data [77,78]. The OSM file is then corrected by the building height information 

obtained from the GE API [82]. The whole process of creating the 3D model is presented with 

details in section 4.2. Building properties, including age and usage data, are provided by official 

datasets [146] and joined with the OSM file using the "Join attributes by location" processing 

algorithm of the QGIS tool [93]. The building age and usage data are then used to create the 

archetype library to estimate buildings' non-geometrical properties. The methodology of creating 

the archetype library for the region of study is presented in detail in section 4.3. Weather data, 

including air temperature, solar radiation, wind speed, and wind direction, are provided by local 

weather stations or urban microclimate simulation tools.  
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Figure 4-1 Schematic of the CityBEM model. 

4.1. CityBEM Methodology 

CityBEM is an urban building energy model covering all essential heat and mass transfer 

mechanisms for the calculations of building heating/cooling loads, energy consumption, and 

indoor air and building surface temperature. The coupled thermal/airflow multi-zone network 

model described in the previous chapter is modified, and some simplifications are performed to 

use it for urban scale simulation. The current version of the CityBEM only includes the energy 

solver, i.e., the airflow solver is disabled in the current version. The openings' location and size 

are unknown, and the focus is on the buildings' energy consumption. CityBEM also includes an 

HVAC model for calculating HVAC energy consumption for cooling and heating of the building. 



80 
 

The model is considerably faster than other simulation engines with acceptable accuracy for urban 

scale energy analysis. The schematic of the models is shown in Fig. 4-1.  

4.1.1. Indoor Air Temperature Calculation 

Building’s indoor air temperature is calculated by applying the transient heat balance equation to 

the indoor space modeled as a control volume (Eq. 4-1).  

𝜌𝑉𝐶𝑝
∆𝑇𝑖𝑛
∆𝑡

= ∑𝐴𝑤,𝑘ℎ𝑐𝑜𝑛𝑣,𝑖𝑛(𝑇𝑠,𝑘 − 𝑇𝑖𝑛)

𝑛

𝑘=1

+ (𝐹𝑖𝑛𝑓 + 𝐹𝑛𝑣) · 𝜌 · 𝐶𝑝𝑎(𝑇𝑜𝑢𝑡 − 𝑇𝑖𝑛)

+ 𝑄𝑖𝑛𝑡 + �̇�𝑠𝑦𝑠 · 𝐶𝑝𝑎(𝑇𝑠𝑢𝑝 − 𝑇𝑖𝑛) 

Eq. 4-1 

where the left-hand side of the equation is the rate of change of energy in the building. The first 

term at the right-hand side is heat transmission through the building’s fabric (walls, windows, roof, 

floor) and thermal mass; the second term is the heat transfer due to air infiltration and Natural 

Ventilation (NV); the third term is the sensible internal heat gains from occupants, lighting, and 

equipment; and the last term is the HVAC system heat delivery. 

4.1.2. In-wall Temperature 

A thermal resistance network model is used and solved to calculate the interior and exterior surface 

temperature of walls, roof, floor, and thermal mass. Fig. 4-1 shows the thermal resistance network 

of external walls and roof. A similar model is used for the floor and thermal mass. The only 

difference is the exterior surface of the floor and thermal mass (𝑖 = 𝑁𝑤) which is located near the 

ground and indoor area, respectively. Only convective heat transfer is considered between the 

exterior surface and the surrounding area. The transient heat balance equation (Eq. 4-2) is solved 

to calculate the wall's temperature distribution.  
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𝐶𝑤,𝑖
∆𝑇𝑤,𝑖
∆𝑡

= 𝐴𝑤
𝑇𝑤,𝑖−1 − 𝑇𝑤,𝑖
𝑅𝑤,𝑖−1

+ 𝐴𝑤
𝑇𝑤,𝑖+1 − 𝑇𝑤,𝑖
𝑅𝑤,𝑖+1

+ 𝑆𝑤,𝑖 (Eq. 4-2) 

𝐶𝑤,𝑖 = 𝜌𝑤𝐴𝑤Δ𝑥𝑖𝐶𝑝𝑤 (Eq. 4-3) 

where 𝜌𝑤, 𝐴𝑤, 𝐶𝑝𝑤 are density (𝑘𝑔 𝑚3⁄ ), area (𝑚2), and specific heat (𝐽 𝑘𝑔𝐾⁄ ) of the wall; Δ𝑥𝑖 

is the thickness of layer 𝑖; 𝑇𝑤,𝑖  is the temperature of node 𝑖  inside the wall (𝐾); 𝑅𝑤,𝑖−1  is the 

thermal resistance of node 𝑖 (𝐾𝑚2 𝑊⁄ ); and 𝑆𝑤,𝑖  is other heat sources inside layer 𝑖 (𝑊). The 

Crank-Nicolson method [144] is used to discretize Eq. 4-2. The Crank-Nicolson scheme is the 

average of the explicit scheme at (i, t) and implicit scheme at (i, t+1). It is second-order, implicit 

in time, and unconditionally stable.  

𝐶𝑤,𝑖
𝑇𝑤,𝑖
𝑡+1 − 𝑇𝑤,𝑖

𝑡

Δ𝑡

=
1

2
(𝐴𝑤

𝑇𝑤,𝑖−1
𝑡+1 − 𝑇𝑤,𝑖

𝑡+1

𝑅𝑤,𝑖−1
+ 𝐴𝑤

𝑇𝑤,𝑖+1
𝑡+1 − 𝑇𝑤,𝑖

𝑡+1

𝑅𝑤,𝑖+1
)

+
1

2
(𝐴𝑤

𝑇𝑤,𝑖−1
𝑡 − 𝑇𝑤,𝑖

𝑡

𝑅𝑤,𝑖−1
+ 𝐴𝑤

𝑇𝑤,𝑖+1
𝑡 − 𝑇𝑤,𝑖

𝑡

𝑅𝑤,𝑖+1
) + 𝑆𝑤,𝑖 

(Eq. 4-4) 

Rewriting Eq. 4-4 gives a tridiagonal system of equations 

[
 
 
 
 
𝑏1 𝑐1
𝑎2 𝑏2 𝑐2

𝑎3 𝑏3 ⋱

⋱ ⋱ 𝑐𝑁−1
𝑎𝑁 𝑏𝑁 ]

 
 
 
 

[
 
 
 
 
 
𝑇𝑤,1
𝑡+1

𝑇𝑤,2
𝑡+1

𝑇𝑤,3
𝑡+1

⋮
𝑇𝑤,𝑁
𝑡+1]
 
 
 
 
 

=

[
 
 
 
 
 
𝑑1
𝑡+1

𝑑2
𝑡+1

𝑑3
𝑡+1

⋮
𝑑𝑁
𝑡+1]
 
 
 
 
 

 (Eq. 4-5) 

Coefficients 𝑎𝑖, 𝑏𝑖, 𝑐𝑖, 𝑑𝑖 are calculated using Eq. 4-6 for all nodes inside the wall.  
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2 ≤ 𝑖 ≤ 𝑁 − 1:

{
 
 
 
 
 

 
 
 
 
 𝑎𝑖 =

−𝑟𝑖𝐴𝑤
2𝑅𝑐𝑜𝑛𝑑

                                                                    

𝑏𝑖 = 1 +
𝑟𝑖𝐴𝑤
2𝑅𝑐𝑜𝑚𝑑

+
𝑟𝑖𝐴𝑤
2𝑅𝑐𝑜𝑛𝑑

                                         

𝑐𝑖 =
−𝑟𝑖𝐴𝑤
2𝑅𝑐𝑜𝑛𝑑

                                                                     

𝑑𝑖 = (1 −
𝑟𝑖𝐴𝑤
2𝑅𝑐𝑜𝑛𝑑

−
𝑟𝑖𝐴𝑤
2𝑅𝑐𝑜𝑛𝑑

)𝑇𝑖
𝑡 + (

𝑟𝑖𝐴𝑤
2𝑅𝑐𝑜𝑛𝑑

) 𝑇𝑖−1
𝑡

+(
𝑟𝑖𝐴𝑤
2𝑅𝑐𝑜𝑛𝑑

)𝑇𝑖+1
𝑡                                            

 

(Eq. 4-6) 

𝑖 = 1:

{
 
 
 
 

 
 
 
 
𝑎𝑖 = 0                                                                                                  

𝑏𝑖 = 1 +
𝑟𝑖𝐴𝑤

2𝑅𝑐𝑜𝑛𝑣,𝑖𝑛
+
𝑟𝑖𝐴𝑤
2𝑅𝑐𝑜𝑛𝑑

                                                         

𝑐𝑖 =
−𝑟𝑖𝐴𝑤
2𝑅𝑐𝑜𝑛𝑑

                                                                                        

𝑑𝑖 = (1 −
𝑟𝑖𝐴𝑤

2𝑅𝑐𝑜𝑛𝑣,𝑖𝑛
−
𝑟𝑖𝐴𝑤
2𝑅𝑐𝑜𝑛𝑑

)𝑇𝑖
𝑡 +

𝑟𝑖𝐴𝑤
2𝑅𝑐𝑜𝑛𝑣,𝑖𝑛

(𝑇𝑖𝑛
𝑡+1 + 𝑇𝑖𝑛

𝑡 )

+ (
𝑟𝑖𝐴𝑤
2𝑅𝑐𝑜𝑛𝑑

) 𝑇𝑖+1
𝑡                                                              

 

 

𝑖 = 𝑁:

{
 
 
 
 
 
 

 
 
 
 
 
 𝑎𝑖 =

−𝑟𝑖𝐴𝑤
2𝑅𝑐𝑜𝑛𝑑

                                                                                                          

𝑏𝑖 = 1 +
𝑟𝑖𝐴𝑤
2𝑅𝑐𝑜𝑛𝑑

+
𝑟𝑖𝐴𝑤
2𝑅𝑎𝑖𝑟

+
𝑟𝑖𝐴𝑤
2𝑅𝑠𝑘𝑦

+
𝑟𝑖𝐴𝑤
2𝑅𝑔𝑛𝑑

                                                 

𝑐𝑖 = 0                                                                                                                     

𝑑𝑖 = (1 −
𝑟𝑖𝐴𝑤
2𝑅𝑐𝑜𝑛𝑑

−
𝑟𝑖𝐴𝑤
2𝑅𝑎𝑖𝑟

−
𝑟𝑖𝐴𝑤
2𝑅𝑠𝑘𝑦

−
𝑟𝑖𝐴𝑤
2𝑅𝑔𝑛𝑑

)𝑇𝑖
𝑡 + (

𝑟𝑖𝐴𝑤
2𝑅𝑐𝑜𝑛𝑑

) 𝑇𝑖−1
𝑡       

+
𝑟𝑖𝐴𝑤
2𝑅𝑎𝑖𝑟

(𝑇𝑎𝑖𝑟
𝑡+1 + 𝑇𝑎𝑖𝑟

𝑡 ) +
𝑟𝑖𝐴𝑤
2𝑅𝑠𝑘𝑦

(𝑇𝑠𝑘𝑦
𝑡+1 + 𝑇𝑠𝑘𝑦

𝑡 )                         

+
𝑟𝑖𝐴𝑤
2𝑅𝑔𝑛𝑑

(𝑇𝑔𝑛𝑑
𝑡+1 + 𝑇𝑔𝑛𝑑

𝑡 ) + 𝑟𝑖𝛼𝑤𝐼𝑔𝑙𝑜,𝑤                                          

 

Where 𝑅𝑐𝑜𝑛𝑑 = 𝑅𝑡 (𝑁 + 1)⁄  is the thermal resistance between nodes; 𝑅𝑡  is the total thermal 

resistance of the wall; and 𝑟𝑖 = Δ𝑡 𝐶𝑤,𝑖⁄ . 𝑅𝑎𝑖𝑟, 𝑅𝑠𝑘𝑦, and 𝑅𝑔𝑛𝑑 are thermal resistances between the 
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exterior node of the wall and outdoor air, sky, and ground, respectively, calculated by Eqs. 4-7 to 

4-9.  

𝑅𝑎𝑖𝑟 = 1 (ℎ𝑐𝑜𝑛𝑣,𝑒𝑥𝑡 + ℎ𝑟,𝑎𝑖𝑟)⁄ , ℎ𝑟,𝑎𝑖𝑟 =
휀𝜎𝐹𝑠𝑘𝑦(1 − 𝛽)(𝑇𝑎𝑖𝑟

4 − 𝑇𝑠
4)

𝑇𝑎𝑖𝑟 − 𝑇𝑠
 (Eq. 4-7) 

𝑅𝑠𝑘𝑦 = 1 ℎ𝑟,𝑠𝑘𝑦⁄ , ℎ𝑟,𝑠𝑘𝑦 =
휀𝜎𝐹𝑠𝑘𝑦𝛽(𝑇𝑠𝑘𝑦

4 − 𝑇𝑠
4)

𝑇𝑠𝑘𝑦 − 𝑇𝑠
 (Eq. 4-8) 

𝑅𝑔𝑛𝑑 = 1 ℎ𝑟,𝑔𝑛𝑑⁄ , ℎ𝑟,𝑔𝑛𝑑 =
휀𝜎𝐹𝑔𝑛𝑑(𝑇𝑔𝑛𝑑

4 − 𝑇𝑠
4)

𝑇𝑔𝑛𝑑 − 𝑇𝑠
 (Eq. 4-9) 

where 𝐹𝑠𝑘𝑦 = 0.5(1 + cos 𝜃𝑝); 𝐹𝑔𝑟𝑑 = 0.5(1 − cos 𝜃𝑝); 𝛽 = √0.5(1 + cos 𝜃𝑝); 𝜃𝑝 is the zenith 

angle of the wall; ℎ𝑐𝑜𝑛𝑣,𝑒𝑥𝑡 is the exterior convective heat transfer coefficient (𝑊 𝑚2𝐾⁄ ); 𝑇𝑎𝑖𝑟, 𝑇𝑠, 

𝑇𝑠𝑘𝑦, and 𝑇𝑔𝑛𝑑 are outdoor air, exterior wall surface, sky, and ground temperature, respectively 

(𝐾). The Tridiagonal Matrix Algorithm (TDMA), also known as the Thomas Algorithm [137], 

which is a form of Gauss elimination, is used for solving the tridiagonal system of Eq. 4-5. The 

solution is obtained in 𝑂(𝑛) operations, instead of 𝑂(𝑛3 3⁄ )  required by the Gaussian elimination.  

4.1.3. Exterior Convective Heat Transfer Coefficient  

The exterior convective heat transfer coefficient between outdoor air and the external surface of 

walls and roof is calculated using the EnergyPlus DOE-2 model [38].  

ℎ𝑐𝑜𝑛𝑣,𝑒𝑥𝑡 = ℎ𝑛 + 𝑅𝑓(ℎ𝑐,𝑔𝑙𝑎𝑠𝑠 − ℎ𝑛) (Eq. 4-10) 

where ℎ𝑐,𝑔𝑙𝑎𝑠𝑠 is the convection coefficient for very smooth surfaces (e.g., glass) and is calculated 

as ℎ𝑐,𝑔𝑙𝑎𝑠𝑠 = √ℎ𝑛2 + [𝑎𝑉𝑧
𝑏]2. 𝑉𝑧 is the local wind speed; ℎ𝑛 is the natural convective heat transfer 
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coefficient, and a and b are constants in Table 4-1. The detailed natural convection model presented 

by Walton [147] is used for the calculation of ℎ𝑛 . This model correlates the convective heat 

transfer coefficient to the surface orientation and the difference between the surface and zone air 

temperatures. The same model is used for the calculation of the interior convective heat transfer 

coefficient.  

{
 
 

 
 
ℎ𝑛 =

9.482|∆𝑇|
1
3

7.283 − |𝑐𝑜𝑠Φ|
, heat flow up

ℎ𝑛 =
1.810|∆𝑇|

1
3

1.382 + |𝑐𝑜𝑠Φ|
,    heat flow down

 (Eq. 4-11) 

where ΔT = Tair - Tsurface, and Φ is the surface tilt angle.  

Table 4-1 Constants of the DOE-2 model 

Wind direction 𝑎 [𝑊 𝑚2𝐾(𝑚/𝑠)𝑏⁄ ] 𝑏 

Windward 3.26 0.89 

Leeward 3.55 0.617 

4.1.4. Window Heat Balance Equation  

Window properties, including solar absorptance, reflectance, and transmittance, are needed to 

calculate window surface temperature. Only two window properties, U-value and SHGC, are 

known from the archetype library. A simple window model that converts a window into an 

equivalent single-layer window is used in this work for the estimation of unknown window 

properties [148]. This method is appropriate for urban scale simulation because window properties 

are unknown, and single-layer calculation is faster than multi-layer calculations. For solar optical 

calculations, at the first step, the model calculates the solar transmittance at normal incidence based 

on some correlations that are functions of SHGC and U-value. Then, properties at non-normal 



85 
 

incidence angles are calculated using new correlations selected based on SHGC and U-value 

values. More details on the simple window model may be found from the reference [148]. After 

calculating window properties, window face temperature is calculated by solving each face's heat 

balance equations and every time step. Heat storage in the window is neglected because the glass 

layer is thin enough. Therefore, the heat capacity term is removed from the equation. Fig. 4-1 

shows the simple window model and variables used for solving the heat balance equation.  

𝐸𝑜𝑢𝑡휀1 − ℎ𝑟,1𝜃1 + 𝑘(𝜃2 − 𝜃1) + ℎ𝑐𝑜𝑛𝑣,ext(𝑇𝑜𝑢𝑡 − 𝜃1) + 𝑆1 = 0 (Eq. 4-12) 

𝐸𝑖𝑛휀2 − ℎ𝑟,2𝜃2 + 𝑘(𝜃1 − 𝜃2) + ℎ𝑐𝑜𝑛𝑣,𝑖𝑛(𝑇𝑖𝑛 − 𝜃2) + 𝑆2 = 0 (Eq. 4-13) 

where 𝑆𝑖 is the short-wave radiation on the 𝑖𝑡ℎ face. It is assumed that short-wave radiation is split 

equally between the two faces of a layer, i.e. 𝑆1 = 𝑆2 =
1

2
𝛼𝑤𝑖𝑛𝐼𝑔𝑙𝑜,𝑤𝑖𝑛. 𝐸𝑜𝑢𝑡 and 𝐸𝑖𝑛 are exterior 

and interior long-wave radiation incident on the window, and ℎ𝑟,𝑖 = 휀𝑖𝜎𝜃𝑖
3 

Eqs. 4-12 and 4-13 are two by two linear systems of equations and are solved using the LU 

decomposition method [149]. Surface convective and radiative coefficients (ℎ𝑟,𝑖, ℎ𝑐𝑜𝑛𝑣,𝑖𝑛) are 

functions of surface temperature, therefore Eqs. 4-12 and 4-13 are solved in an iteration manner, 

and at each iteration, coefficients are updated based on new calculated surface temperatures. 

Iteration continues until the convergence of the solution.  

4.1.5. HVAC System Design 

The HVAC system modeled by CityBEM is a Constant Air Volume (CAV) system designed for 

both heating and cooling. The schematic of the system is shown in Fig.4-1. The mass flow rate of 

the system �̇�𝑠𝑦𝑠 required for the whole building is determined based on the designed sensible 

cooling and heating loads. Existing air-conditioned buildings show that fan power consumption 



86 
 

accounts for up to half of the total energy consumption by HVAC systems [150]. Therefore, 

systems are typically designed at the lowest flow rates to reduce energy consumption. For 

calculation of �̇�𝑠𝑦𝑠, the design sensible cooling and heating loads are calculated using Eq. 4-14.  

𝑄𝑠 =∑
(𝑇𝑜𝑢𝑡,𝑑𝑒𝑠 − 𝑇𝑖𝑛,𝑠𝑒𝑡)

𝑅𝑤

𝑛

𝑘=1

+ 𝜌𝐶𝑝𝑎(𝐹𝑖𝑛𝑓 + 𝐹𝑛𝑣)(𝑇𝑜𝑢𝑡,𝑑𝑒𝑠 − 𝑇𝑖𝑛,𝑠𝑒𝑡) + 𝑄𝑖𝑛𝑡 + 𝑆𝐻𝐺 Eq. 4-14 

where 𝑇𝑖𝑛,𝑠𝑒𝑡  is the set-point indoor air temperature, and 𝑇𝑜𝑢𝑡,𝑑𝑒𝑠  is the outdoor air design 

temperature. Table 4-2 shows the heating and cooling set-point temperatures used for winter and 

summer days. Different set-point temperatures are used for occupied and unoccupied hours. 

Outdoor air conditions used for air conditioning systems’ design are selected based on the 

frequency of outdoor air conditions. To determine the outdoor design condition, a target of a total 

accumulated percentile of annual hours is set, and individual frequencies of the dry bulb 

temperature are summed from the extreme situation until the target is reached. In this work, 0.4% 

and 99.6% percentiles are used for cooling and heating outdoor design temperatures, respectively. 

Summer and winter outdoor design temperatures for an air conditioning system for a building in 

Montreal are 30 ℃ and −23.1 ℃, respectively [139]. These values are calculated based on the 

hourly weather data of MONTREAL TRUDEAU INTL weather station [151].  

Table 4-2 Heating and cooling set-point temperatures used for winter and summer days 

Season 
Indoor air set-point temperature (℃) 

Occupied hours Unoccupied hours 

Winter (heating) 21 19 

Summer (cooling) 24 26 
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After calculating the design sensible cooling and heating loads 𝑄𝑠,𝑐 and 𝑄𝑠,ℎ, the required airflow 

rate of the HVAC system to offset the 𝑄𝑠,𝑐 is calculated using Eq. 4-15. 

�̇�𝑠𝑦𝑠 =
𝑄𝑠,𝑐

𝐶𝑝𝑎(𝑇𝑠𝑢𝑝 − 𝑇𝑖𝑛,𝑠𝑒𝑡)
 Eq. 4-15 

where 𝑇𝑠𝑢𝑝 is the design supply air temperature and is equal to 12.8 ℃. For winter heating, the AC 

system becomes an air heating system, and the maximum supply air temperature is calculated 

using �̇�𝑠𝑦𝑠 and 𝑄𝑠,ℎ (Eq. 4-16).  

𝑇𝑠𝑢𝑝,𝑚𝑎𝑥 =
𝑄𝑠,ℎ

𝐶𝑝𝑎�̇�𝑠𝑦𝑠
+ 𝑇𝑖𝑛,𝑠𝑒𝑡 Eq. 4-16 

If the maximum calculated supply air temperature is too high for satisfactory room air diffusion 

(> 50 ℃), the �̇�𝑠𝑦𝑠 is calculated based on the 𝑄𝑠,ℎ and supply air temperature of 50 ℃ (Eq. 4-17).  

�̇�𝑠𝑦𝑠 =
𝑄𝑠,ℎ

𝐶𝑝𝑎(50 − 𝑇𝑖𝑛,𝑠𝑒𝑡)
 Eq. 4-17 

Outdoor air for ventilation purposes is supplied to the occupied space via the ductwork system. If 

the required ventilation rate 𝐹𝑜𝑎, is less than the air mass flow rate of the HVAC system �̇�𝑠𝑦𝑠, then 

the difference between them is recirculated within the system and is mixed with outdoor air. But 

if 𝐹𝑜𝑎 is larger than �̇�𝑠𝑦𝑠, then all the air supplied to the occupied space is drawn from the outdoor 

space, and there is no recirculation of returned indoor air. All returned indoor air is exhausted to 

the outdoor space.  

4.1.6. Supply Air Condition and HVAC Energy Consumption 
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Mixing ratio 𝑋𝑚𝑖𝑥, recirculated air flow rate 𝐹𝑟𝑒𝑐, and mixing air temperature are calculated using 

Eqs. 4-18 to 4-20. The building's heating/cooling load is estimated, considering the actual indoor 

air temperature (Eq. 4-21). Finally, the supply air temperature is calculated based on the 

heating/cooling load and mixing and indoor air temperatures (Eq. 4-22).  

𝑋𝑚𝑖𝑥 =
𝜌𝑜𝑎𝐹𝑜𝑎

�̇�𝑠𝑦𝑠
 Eq. 4-18 

𝐹𝑟𝑒𝑐 =
(1 − 𝑋𝑚𝑖𝑥)�̇�𝑠𝑦𝑠

𝜌𝑖𝑛
 Eq. 4-19 

𝑇𝑚𝑖𝑥 = 𝑋𝑚𝑖𝑥𝑇𝑜𝑎 + (1 − 𝑋𝑚𝑖𝑥)𝑇𝑖𝑛 Eq. 4-20 

𝑄𝑡 =∑𝐴𝑤,𝑘ℎ𝑐𝑜𝑛𝑣,𝑖𝑛(𝑇𝑠,𝑘 − 𝑇𝑖𝑛)

𝑛

𝑘=1

+ (𝐹𝑖𝑛𝑓 + 𝐹𝑛𝑣 + 𝐹𝑜𝑎) · 𝜌 · 𝐶𝑝𝑎(𝑇𝑜𝑢𝑡 − 𝑇𝑖𝑛)

+ 𝑄𝑖𝑛𝑡 

Eq. 4-21 

𝑇𝑠𝑢𝑝 = 𝑇𝑚𝑖𝑥 −
𝑄𝑡

�̇�𝑠𝑦𝑠𝐶𝑝
 Eq. 4-22 

Energy consumed by the HVAC system for the heating/cooling of the space is calculated from the 

heating/cooling demand of the building 𝑄𝑡 divided by the efficiency of the heating/cooling system 

(Eq. 4-23).  

{
 

 𝑄ℎ𝑣𝑎𝑐,ℎ𝑒𝑎𝑡 =
𝑄𝑡
𝜂ℎ𝑒𝑎𝑡

𝑄ℎ𝑣𝑎𝑐,𝑐𝑜𝑜𝑙 =
𝑄𝑡

𝐶𝑂𝑃𝑐𝑜𝑜𝑙

 Eq. 4-23 

where 𝜂ℎ𝑒𝑎𝑡 is the heating system efficiency and 𝐶𝑂𝑃𝑐𝑜𝑜𝑙 is the system coefficient of performance.  
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4.1.7. Fan Energy Consumption 

Fans electricity consumption is the dominant source of the HVAC electrical energy end-use [152]. 

Fan electricity use depends on flow rate, operating hours, flow resistance, and fan system 

efficiency. Specific fan power (SFP) is a useful measure of these factors. SFP is defined as the 

ratio between the electrical input power and the air circulated through the fan. SFP can also be 

expressed as a function of the fan pressure rise (total pressure loss in the system including ductwork, 

AHU, and air transport inside the building) and the fan's efficiency (Eq. 4-24). Fan power 

consumption is calculated using Eq. 4-25.  

𝑆𝐹𝑃 =
Δ𝑝𝑡𝑜𝑡
𝜂𝑡𝑜𝑡

 Eq. 4-24 

𝑄𝑓𝑎𝑛 =
𝑆𝐹𝑃. �̇�𝑠𝑦𝑠

𝜌𝑎
 Eq. 4-25 

A typical SFP for single-family houses that is around 2.7 𝑘𝑊 (𝑚3 𝑠⁄ )⁄  at normal conditions [153] 

is used in this work for all buildings.  

4.2. 3D City Model Generation 

A 3D city model includes building topology, footprint information, façade area, height, and floor 

numbers. The building topology and footprint data are provided from OSM and/or Microsoft open 

data sets, and building height information is from GE. Building footprint data from other datasets 

and formats such as GEOJSON [154] can be converted to the OSM format. Microsoft [77,78] 

provides USA and Canada building footprint data with more buildings data than the OSM website. 

The OSM represents buildings at various levels of details (LOD) (Fig. 4-2). LOD1 models 

buildings with a flat roof and an average height, and LOD2 and LOD3 cover roof details. In this 

work, for generalization, all buildings are modeled in LOD1 for each building's average height. 
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The proposed method, however, can be applied to LOD2 and LOD3, if more data points are 

specified for each roof so the roof details can be obtained from GE.  

 

Figure 4-2 Level of building details in OSM [155]. 

Fig. 4-3 illustrates the steps to create the 3D city model. First, the OSM model of a selected city 

region is defined and extracted from the OSM website or Microsoft dataset. Then, the coordinates 

of several points on the building footprint are calculated, and the heights of these points are 

identified by using the GE API. The average height is calculated for each building and is then 

modified in the OSM file. Finally, the OSM file is converted to the 3D model in the STL format 

[92] for the CityFFD-CityBEM simulation (Fig. 4-3a). An STL file is a triangular representation 

of 3-D surface geometries. Each surface is broken down into a series of small triangles (facets). 

Each facet is identified by a unit normal and three vertices (corners). An STL file only contains a 

3D object's surface geometries without model attributes, and the generated file is significantly 

smaller than other file formats. To illustrate the above procedure, we applied these steps to create 

the 3D model of an urban area with 12 buildings in Montreal, Canada (Figs. 4-3b to 4-3d).  
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Figure 4-3 a) Flowchart of creating a 3D building model, b) initial OSM model of an urban area 

in Montreal, c) Urban image in GE, d) modified OSM model, e) points inside and outside of a 

building's footprint, f) flowchart of finding points inside the building's polygon, g) flowchart of 

scanning the points using GE API. 
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Step 1 – Define and extract the OSM file of the desired area from the OSM website or convert 

Microsoft GeoJSON to OSM (Fig. 4-3b).  

Step 2 – Extract coordinates (latitudes and longitudes) of the points on each building footprint.  

First, to calculate the average height of a building using the GE API, it is required to find several 

scattering points inside the building footprint. In most cases, the coordinates of buildings' polygons 

in GE and OSM/Microsoft are slightly different because they use different methods for finding 

buildings' footprints. An internal point near the edge of the polygon in OSM/Microsoft may be 

located outside GE's building footprint. Therefore, the GE API may find the elevation of the 

ground instead of the actual building. By finding enough points inside the polygon, the possible 

exterior points are detected as outliers and are removed from the group of points using the method 

explained later in step 4. The GE API extracts a point's elevation using the latitude and longitude 

of the point. The OSM building footprint is represented as a polygon with its vertices identified 

only by coordinates (latitudes and longitudes). Therefore, to find several points scattered on the 

building footprint, a new method is developed and implemented in this work. The flowchart of the 

process is shown in Fig. 4-3f.  

• First, we find a group of possible points that may be located inside the polygon.  

• We then try all combinations of the building's vertices to calculate the centroid of selected 

points to identify the point possibly inside the building. We start with combinations of two 

points out of N building's vertices and continue it for all combinations of 3, 4 ··· N points.  

• After finding a possible point, the Winding Number (WN) method [156] (See Appendix C) is 

used to determine if the point is inside the closed polygon. It does this by computing how many 

times the polygon winds around the point. A point is outside only when the polygon does not 
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wind around the point and when the winding number is zero. Details of the WN method are 

explained in Appendix C. If the examined point is inside the polygon, the coordinates of this 

point are saved for scanning using GE API.  

• If all combinations of the building's vertices are examined, or it reaches the maximum required 

number of points inside the building, e.g., 150 points in this study, the loop is stopped. 

Otherwise, it goes to the next combination of points.    

• Fig. 4-3e shows the points inside and outside the polygon of building 1 in Fig. 4-3b. The black 

points are the building vertices, blue points are identified outside of the building polygon, and 

the red points are calculated inside the polygon. The points are scattered around the building's 

footprint, resulting in an accurate estimation of the building's average height. Many of the 

points are far from the polygon's edges and are randomly distributed around the footprint.  

Step 3 – Find the point's height by GE API (Fig. 4-3g)  

The coordinates (latitudes and longitudes) of all points extracted from the previous step are 

imported into the GE API to calculate all points' heights. The GE API consists of some useful 

classes to scan a point on the screen according to its position (latitude and longitude) and extract 

its elevation. The steps for calculating the height of the points are as follows, which is also shown 

in Fig. 4-3g:  

• Read the coordinate of the points generated from Step 2  

• The camera's position and view on the GE screen are changed using the coordinate of each 

point by the GE API function "ge.SetCameraParams." This step is necessary to reposition the 

camera, so the viewport is right above the point to be scanned to avoid the tilted view and, thus, 
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inaccurate height. In other words, to get the actual height of a point, one must measure (view) 

directly on the top of that point. 

• After the camera is positioned correctly, the current point's elevation is extracted using the 

"ge.GetPointOnTerrainFromScreenCoords" function. This function provides the elevation of 

the point on the GE screen relative to the sea level, which is different from the actual height of 

the point above the local ground. The exact height is the difference between the local terrain's 

elevations and the roof point obtained by the next two steps. 

• To get the local terrain height, GE consists of different layers such as roads, 3D buildings, 

oceans, and terrains, which can be enabled or disabled separately. The 3D buildings are 

disabled, and the terrain layers are only enabled. By extracting the elevation by 

"ge.GetPointOnTerrainFromScreenCoords", we can get the terrain height.  

• To get the 3D building layer elevation, we turn on both the terrain and 3D building layers and 

extract the elevation by the "ge.GetPointOnTerrainFromScreenCoords" function.  

• Finally, the height of each point is calculated by subtracting the terrain elevation from the 

building elevation. 

• The camera setting and elevation extractions' procedure is repeated for each point by a whole 

GE screen scanning process. 

Step 4 – Find and remove each building's outliers and calculate the building's average height based 

on all the points inside the building footprint.  

As previously mentioned, some points generated on a building's footprint may be relatively close 

to building edges. The calculated height may be on the terrain because of the small difference in 

the latitude and longitude between OSM and GE. These outliers must be removed. Here, the 

InterQuartile Range (IQR) rule [157] is used to determine and remove outliers. IQR is the 
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difference between the first and third quartiles. The first quartile denoted 𝑄1, is the value in the 

data set that holds 25% if the values below it. The third quartile denoted 𝑄3, is the value in the data 

set that holds 25% of the values above it. The IQR is defined as 𝐼𝑄𝑅 =  𝑄3 − 𝑄1. The outliers are 

defined as those below 𝑄1 − 1.5 × 𝐼𝑄𝑅 or above 𝑄3 + 1.5 × 𝐼𝑄𝑅. By removing the outliers from 

data set, the procedure is repeated for all points until there is no outliers.  

For the demonstration, the above method was applied to the selected urban area in Fig. 4-3c, and 

the average heights of all buildings are calculated. For validation, the building elevation and the 

number of floors were compared to other available datasets in Table 4-3. Building elevation data 

is obtained from the Montreal Numerical Surface Model (NSM), which reproduces the shape of 

the Earth's surface by including all the permanent and visible elements of the landscape provided 

by the City of Montreal [158]. The number of floors of buildings is calculated by counting the 

floors in Google Street View (GSV) [159]. Assuming that one-floor height is 3 m (a typical value 

for ceiling height), the average building height calculated by the proposed method is converted to 

the number of floors and is compared with the GSV data. The results from the proposed method 

are in good agreement with the NSM and GSV data. The average percentage of elevation 

difference between the current method and NSM data is 3.1%. The difference is because the 

building elevation data from the present method is the average value, whereas the NSM data is 

manually extracted for one point on each building. The number of floors calculated by the current 

approach is close to the GSV data, and the maximum floor number difference is one.  
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Table 4-3 Validation of calculated buildings' elevation and the number of floors 

Building 

number 

Building elevation (m) Elevation 

difference 

(%) 

Number of floors 

Current 
Numerical Surface 

Model (NSM) 
Current  

Google Street 

View (GSV) 

1 65.09 67.14 3.1 5 6 

2 58.21 60.48 3.9 3 4 

3 106.9 108.19 1.2 22 22 

4 60.38 63.169 4.6 3 4 

5 56.47 58.97 4.4 2 3 

6 56.72 58.99 4.0 2 3 

7 58.91 61.85 4.5 3 4 

8 106.6 109.68 2.9 22 21 

9 99.73 101.15 1.4 19 19 

10 101.87 101.03 0.8 20 19 

11 85.22 83.21 2.3 13 13 

12 99.15 103.24 4.1 18 18 

 

Step 5 – Modify the OSM file and generate the 3D city model in STL format  

In the final step, the OSM file is modified by adding the buildings' calculated average height (Fig. 

4-3d). The modified OSM file is converted to the 3D STL format for the urban microclimate and 

building energy modeling. The STL file contains each façade of the building defined by multiple 

triangles, and CityBEM and CityFFD calculate one average value of air/building properties for 

each triangle during the coupling process. More information about the triangles and data exchange 

is presented in Chapter 5. CityGML [160] is another format to store the digital 3D model of cities 

and has been used as one of the standard input data formats. The current 3D city format can be 

converted later to CityGML for other simulation models when necessary.  

4.3. Archetype Library of Buildings Properties 

Calculation of building thermal and energy performance by CityBEM needs buildings’ thermal 

properties, occupancy schedules for internal load calculations, and Window-Wall-Ratio (WWR) 
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for solar heat gains. An archetype library was developed and implemented here based on the 

building year of construction and usage type. Then, the required parameters are assigned to each 

group of buildings. Nineteen reference building types, including single-family houses, Multi-Unit 

Residential Building (MURB), and seventeen commercial buildings, are used to estimate WWR. 

An average WWR is assigned to each building type following the recommendations of the U.S. 

Department of Energy [161], ASHRAE Standard 90.1 [162], and Quebec and Ontario building 

construction codes [163,164]. For the estimation of building envelope properties, buildings were 

classified based on the year of construction. There was no common typology existing for the 

Quebec building stock. Therefore, the most useful data from different sources were collected and 

combined [162–164]. Ten construction periods were considered for this purpose, and data were 

averaged for each period (Table 4-4). The building stock was divided into ten building types to 

estimate the internal load of buildings. The operation hours, average loads by occupants, 

appliances, lighting, and the average usage rate are the parameters defined for each group and used 

to estimate the transient internal load of buildings [165] (Table 4-5). 

Table 4-4 Archetype segmentation by year of construction for the estimation of building 

envelope characteristics. 

U-value 

(𝑊 𝑚2𝐾⁄ ) 
1958 1964 1974 1981 1990 1995 2002 2006 2010 2013 

Roof 1.42 1.42 0.6 0.35 0.25 0.25 0.25 0.25 0.25 0.18 

Wall 1.7 1.7 1.0 0.6 0.45 0.45 0.35 0.35 0.35 0.26 

Floor 0.45 0.45 0.45 0.45 0.45 0.45 0.25 0.25 0.25 0.25 

Window 5.7 5.7 5.7 5.7 5.7 3.3 2.7 2.2 2.2 1.6 

SHGC 0.8 0.8 0.76 0.76 0.76 0.68 0.56 0.36 0.33 0.31 

 

Building age and usage data for classification can be obtained from the official datasets. For 

example, the Montreal City data were provided by the property assessment units (PAU) [146]. 
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PAU is the vector geospatial data of the subdivision of the Montreal agglomeration properties 

containing the general information on the units of property assessments, particularly the 

codification of use (CUBF), year of construction, and the approximate dimensions. The indexes of 

buildings in PAU shapefile and OSM file are different. The QGIS software [93], a free GIS tool, 

is then used to join the PAU and OSM files for assigning age and usage data to the OSM buildings. 

This step is done by a function named "join attribute by location," which finds the same building 

in two different files using the location information and joins them. 

Table 4-5 Archetype segmentation for the estimation of operation hours and average loads. 

Building type 

Operation hours Occupancy Appliances Lighting 

Time Day 
Usage 

rate 

Load 

𝑊 𝑚2⁄  

Usage 

rate 

Load 

𝑊 𝑚2⁄  

Usage 

rate 

Load 

𝑊 𝑚2⁄  

Detached house 00:00-0:00 7 0.60 2.8 0.60 2.4 0.10 8.0 

Apartment 

building 
00:00-0:00 7 0.60 4.2 0.60 3.0 0.10 8.0 

Office building 07:00-18:00 5 0.55 4.0 0.55 7.0 0.55 7.0 

Department 

store 
08:00-21:00 7 0.60 9.3 1.00 1.0 0.58 20.0 

Hotel 00:00-00:00 7 0.58 5.6 0.37 1.0 0.41 8.0 

Restaurant 06:00-00:00 7 0.46 19.7 0.20 4.0 0.64 20.0 

Sport, terminal, 

theatre 
08:00-22:00 7 0.60 9.3 0.00 0.0 1.00 14.0 

School 08:00-17:00 5 0.50 21.3 0.50 8.0 0.50 15.0 

Daycare center 07:00-19:00 5 0.40 15.5 0.40 4.0 0.40 15.0 

Hospital 00:00-00:00 7 0.54 10.8 0.62 4.0 0.62 9.0 

 

4.4. Summary 

In this chapter, the methodology of the CityBEM is presented. CityBEM is a physics-based UBEM 

platform designed to calculate energy consumption, indoor air temperature, and all buildings' 

surface temperature in large urban areas. Generating the 3D model of buildings and creating an 

archetype library are two main challenges with current urban simulation tools. In this study, an 

automated platform is developed to cover all these three challenges. For creating the 3D model of 
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buildings, a new method is developed by the integration of freely available data sets 

(OpenStreetMap and Microsoft footprints) and a commercial tool (GoogleEarth). OSM and 

Microsoft provide building footprints, whereas GE provides the height of the building. The 

integration of these datasets results in creating an accurate 3D model of buildings. The accuracy 

of the developed method is studied by modeling an urban area in Montreal. An archetype library 

that provides buildings’ non-geometrical parameters is an essential step for improving the city-

scale building energy simulation accuracy. In this study, a comprehensive archetype library is 

developed by gathering data from different sources and assigning them to buildings based on their 

usage type and age. Usage type and age of buildings are provided by official datasets and are joined 

with the 3D model using the QGIS tool.  
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Chapter 5 Integration of CityBEM and Urban Microclimate Models 

In this chapter, CityBEM is integrated with City Fast Fluid Dynamic (CityFFD) model to capture 

the two-way interaction between buildings and microclimate. The integrated platform is then used 

to simulate two historical extreme weather events: cold-wave and heatwave. The developed 

platform of automated 3D buildings’ model, estimation of the buildings' non-geometrical 

properties, dynamic simulation of buildings’ energy performance, and the two-way interaction of 

buildings and microclimate, is applied for modeling two urban areas in Montreal.   

5.1. Integration of CityBEM and CityFFD 

Most of these existing UBEM platforms use weather data from one or several nearby weather 

stations for the energy analysis of all buildings. Therefore, they have not considered the impacts 

of localized microclimate environment. The airflow velocity and temperature around buildings are 

affected by building configurations, heights, and neighboring building locations. Different wind 

velocity and temperature around buildings directly impact buildings’ thermal load regarding local 

convective heat transfer coefficients and rates and air infiltration through envelopes [11]. To better 

predict an individual building’s energy use, it is essential to consider the impact of local 

microclimate and aerodynamics conditions and neighborhood on the building’s energy 

consumptions [54,57]. In this section, for capturing the two-way interaction between buildings and 

microclimate, CityBEM is integrated with the CityFFD microclimate simulation tool. The 

CityFFD model is based on a 3D fast fluid dynamics (FFD) solver [94] to predict local 

microclimate and neighborhoods. Compared to the conventional CFD model, the FFD solver is a 

high-order semi-Lagrangian-based model. It is unconditionally stable, fast, and accurate to 

simulate urban aerodynamics [94]. The high-order forward-backward sweeping interpolation of 

the solver can provide accurate results even on the coarse computational domain, so it is suitable 
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for large-scale modeling problems such as a city [166]. The model is written in the NVIDIA CUDA 

[167] for GPU computing to achieve superior performance on a personal computer. The CityFFD 

model provides local aerodynamics conditions around each building, including average 

temperatures, average wind velocities, and local exterior surface convective heat transfer 

coefficient around each building's external surfaces. The average value is calculated using all mesh 

cells on each building's surface (See Fig. 5-1).  

 

 

 

 
 

 

Figure 5-1 CityFFD data provided for the CityBEM model. 

The local outdoor temperature is used in Eqs. 4-1 to 4-14 for the calculation of the building's 

thermal load. Local wind velocity is used to analyze the exterior convective heat transfer 

coefficient in Eq. 4-10. The building surface temperatures calculated by CityBEM are used as 

boundary conditions by CityFFD for the next time step simulation. Using the ping-pong method 

in transferring data between CityBEM and CityFFD, it is crucial to start the simulation with an 

accurate initial condition. For this purpose, at the first time-step, the data is transferred between 

CityFFD and CityBEM in an inner loop until the convergence and converged buildings surface 
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temperature is used as the initial data for CityFFD simulation. Fig. 5-2 shows the flow diagram of 

parameter initialization and transient simulation.  

5.2. Case Study 1: Summer Heatwave 

In this section, the presented method is demonstrated for the dynamic simulation of an urban area 

in downtown Montreal, Canada (Fig. 5-3). The size of the urban area is 550 𝑚 × 600 𝑚 with 255 

buildings. This area is chosen because of the diversity in building types, year of construction, and 

heights. The dynamic CityBEM-CityFFD simulation was conducted for 15 days of the summer of 

2019 (06/24/2019-07/08/2019). The 3D model is generated using the integrated OSM-GE model. 

Fig. 5-3 shows the initial OSM model, modified OSM model, the aerial view map provided by 

GoogleEarth as a comparison, and weather station data installed on the roof of EV building used 

for the validation of the result. The initial OSM heights of the buildings are inaccurate (Fig. 5-3c). 

The accuracy of the OSM-GE method is already studied in Chapter 4 and is not repeated here for 

brevity. Building usage and age data are obtained from the PAU shapefile and joined with the 

OSM file using the QGIS tool. The time is only 15 minutes for creating the 3D city model for this 

region and 15 minutes to join the PAU data with the OSM file. 
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Figure 5-2 The workflow of dynamic urban building and microclimate simulation. 
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Figure 5-3 Aerial view map of the region of study, b) Weather station on the roof of EV building, 

c) Initial osm model, d) Modified osm model.  

Weather data are the last inputs to start the simulation. As shown in Fig. 5-3a, measured weather 

data from the closest weather station, the Montreal McTavish weather station [168], were applied 

as the boundary conditions for CityFFD each time step. For the study period (06/24/2019-

07/08/2019), the temperature varied between 15 ℃ and 32 ℃, with most of the days were sunny 

and high daily temperature (Fig. 5-4). The wind speed was less than 5 m/s, and the dominant wind 

direction was from the southwest.  
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(a) 

 
(b) 

Figure 5-4 Input weather data for CityFFD/CityBEM simulation: a) air temperature, solar 

radiation, b) wind speed and direction. 

The computational domain and grid of the CityFFD model are shown in Fig. 5-5. If H is the height 

of the tallest building, according to the AIJ guidelines [169], the size of the computational domain 

in horizontal and vertical directions is 10H and 5H, respectively. In this case, the height of the 

tallest building in the area is 112.5 meters. Therefore, the domain size is 2250 𝑚 × 2250 𝑚 ×

 562.5 𝑚. The total grid number is 4.2 million and the grid resolution near the buildings is around 

4 meters. A finer mesh is used near the buildings to capture near-surface flow phenomena. Vertical 

boundary conditions vary based on the weather data and at each time step two of boundaries are 

considered as inlet and the others are outlets. The top of the domain is modeled as symmetry. Wall 

boundary condition is applied to the building surfaces and also the floor of the domain. The time 

step of transferring data between CityFFD and CityBEM models is one hour. At each time step, 

CityFFD simulates the urban microclimate with the time step of two seconds. CityFFD simulations 

are completely independent for each hour, when a new simulation starts with the new B.C. inputs 

from the weather data and CityBEM. This method has been consistent with the previous 

microclimate simulations by CFD [86,170]. For example, Antoniou et al. [170] used an hourly 

time step to model the heatwave using CFD for an actual urban area. CityBEM simulates 1-hour 
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transient urban building energy performance with the internal time step of 5 minutes. The initial 

wall temperature for CityBEM transient simulation is obtained from the previous time step result. 

In CityBEM, each building is modeled as a single block. An indoor setpoint temperature of 24 °C 

for summer is used for all buildings. 

Each façade of the building is divided into multiple triangles (Fig. 5-5). CityFFD calculated an 

average air temperature and wind components near each triangle, which is transferred to the 

CityBEM model for calculating wall surface temperature and building cooling load. CityBEM also 

calculates the surface temperature of each triangle and is used by CityFFD as the wall B.C.  The 

computational time of CityFFD simulation is 20 minutes (about 4.8 minutes per 1 million grid) on 

a PC with 16 GB RAM and the Intel(R) Core(TM) i7-6700 CPU@4.0GHz and the NVIDIA 

GeForce GTX 970 graphic card. The computational time of 1-hour transient simulation of 

CityBEM is 2 minutes on the same PC. The total time to prepare the input data and run the 

integrated model for 15 days with a time step of 1-hour is 132.5 hours (5 days and 12 hours).  

  

Figure 5-5 Left: Computational domain and grid of the CityFFD/CityBEM model; Right: 3D 

model of the buildings and triangles on each façade. 

5. 2.1. Validations  
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The simulation results were compared with corresponding measurement data to investigate the 

accuracy of the automated CityFFD-CityBEM model. For the validation of the CityBEM model, 

cooling energy consumption of EV buildings of Concordia University in this region was obtained 

in the form of a 5-min resolution of electricity consumption provided by the Building Automation 

System (BAS). The cooling system is all-electric, with an average COP of 4.5 provided by the 

building's facility manager. Fig. 5-6a compares the cooling electricity consumption between the 

simulation results and measurement data. Cooling electricity consumption is higher during the 

daytime because the building is occupied, and internal heat gains from occupants and equipment 

are higher than the nighttime. Solar heat gain and higher outdoor air temperature during daytime 

are two other reasons for the high daytime cooling energy consumption. The maximum measured 

cooling electricity consumption is around 1 MW, which occurred at 5 PM on June 27. The weather 

data show that the outdoor air temperature and solar radiation of June 27 (12 PM - 5 PM) is around 

28.5 °C and 900 kW, respectively, higher than other days. The Normalized Root Mean Square 

Error (NRMSE) between simulated and measured electricity consumption is 22%. A study by 

Quan et al. [67] for Manhattan using the urban EPC engine shows that the average error of annual 

energy consumption compared to the measurement data is around 69 %. They compared the result 

with the error for simulating monthly energy consumption of a single building presented by the 

ASHRAE standard, which is 15%. They mentioned that the model's accuracy is sufficient, 

considering the problem's scale and many uncertainties in the modeling parameters and input data. 

Therefore, the present work's accuracy in calculating the hourly energy consumption seems 

acceptable compared to the ASHRAE standard and urban EPC simulation.  
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Figure 5-6 a) comparison of calculated and measured electricity consumption of three buildings 

of Concordia University, b) comparing simulated and measured air temperature on the roof of 

EV building. 

For CityFFD, some previous studies have conducted various validations for a group of buildings 

in wind tunnels and actual urban areas based on the literature data [171]. In the current study for 

the dynamic simulations, the predicted urban local weather data on the roof of one building, i.e., 

the EV building, by CityFFD, were compared with the corresponding weather station data in Fig. 

5-6b. The location of the weather station is shown in Fig. 5-3b. As can be seen, the simulated air 

temperature is close to the measurement data, and the NRMSE between simulated and measured 

air temperature is around 12.3% (MRSE=2.05 °C). The small difference indicates the validity of 

the model. The buildings' impact on the local urban microclimate around the EV building is 

relatively small when comparing the local EV building weather to the McTavish weather. The 

NRMSE of McTavish weather data compared to the EV weather data is around 8.7% 

(MRSE=1.45 °C). These two weather stations are with a distance of about 800 m, which is 

relatively close. 

Moreover, the EV building weather station is located at the height of 70 meters. The EV building 

is the tallest in this area. The simulation results also show at this height, the air temperatures during 

these selected summer days for the validation are relatively uniform and are close to the inlet B.C. 
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A better comparison would be to use the weather station data near the urban street level, which is 

unavailable at the moment. We are working on more validation work by installing multiple weather 

stations near low-rise buildings in this area.  

5.2.2. Building Cooling Load 

Building cooling load consists of three components: transmission load, ventilation/infiltration load, 

and internal load. Building envelope thermal properties, local weather, solar radiation, and 

occupancy schedules contribute to the cooling load. In this section, the transient cooling loads were 

compared among buildings with different usages and ages.  

5.2.3. Nighttime and Daytime Cooling Loads 

Fig. 5-7 shows the year of construction and the contour map of the cooling load of buildings at 

three selected hours of the day 07/04/2019, the hottest (at 6 PM) sunny day with a diurnal 

temperature range of 10 °C and the light breeze. It shows that during the nighttime, the cooling 

loads of all buildings are less than 15 𝑊 𝑚2⁄ . To investigate the accuracy of the calculated cooling 

loads of buildings, the nighttime cooling load of EV building is calculated using the building's 

measured electricity consumption and footage area. The cooling load of the building is around 

9.5 𝑊 𝑚2⁄  during the night. The building was constructed in 1996, and considering the range of 

years of construction of all buildings in Fig. 5-7a (1870-2015), the range of simulated cooling load 

is acceptable. When comparing different buildings, new commercial buildings such as the building 

shown by the black box in Fig. 5-7b that are unoccupied during the night and are better insulated 

represent a lower cooling load (< 5 𝑊 𝑚2⁄ ). On the other hand, old residential buildings such as 

the building shown by the red box in Fig. 5-7b show a higher cooling load (> 10 𝑊 𝑚2⁄ ) because 

they are occupied during the nighttime and are not well-insulated.  
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The daytime cooling load of buildings gradually rises because of the increasing solar radiation and 

outdoor air temperature. The maximum cooling load (34 𝑊 𝑚2⁄ ) occurs at 6 PM for a commercial 

building constructed in 1880, the building shown by the black box in Fig. 5-7d. The measured 

cooling electricity consumption of the EV building shows that the maximum cooling load of this 

building is around 19 𝑊 𝑚2⁄ . Therefore, the calculated range of cooling load seems reasonable 

compared to the EV building measured data. Old commercial buildings show a higher cooling load 

during the working hours because of the low insulation of these buildings and higher indoor heat 

gains (according to the prEN16798-1 standard [165] presented in Table 4-5).  

  

(a) (b) 
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Figure 5-7 a) buildings year of construction, and contour map of the cooling load of buildings at 

07/04/2019: b) 6 AM, c) noon, d) 6 PM 

5.2.4. Transient Cooling Load of Two Representative Buildings 

In this section, two representative buildings with the highest and lowest aggregated cooling loads 

are selected, and transient cooling load components are compared. The presented results can 

provide useful information on selecting mitigation strategies to reduce the buildings' energy 

consumption. Fig. 5-8a shows the cooling energy consumption per floor area of buildings, which 

is the aggregated cooling energy consumption for the whole period. As studied in the previous 

section, buildings' usage type and age are the most dominant factors affecting the buildings' 

cooling energy consumption. In the study area, commercial buildings such as stores and restaurants 

are mainly low-rise buildings and relatively older than other building types, especially high-rise 

residential and office buildings. The cooling energy consumption results show that buildings with 

higher cooling energy values (> 5 𝑘𝑤ℎ 𝑚2⁄ ) are old commercial buildings mostly located at the 

top right corner of the region. These buildings have higher IHG, transmission, and infiltration loads. 

On the other hand, new residential and office buildings, mostly located at the left bottom corner, 

(c) (d) 
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show lower energy consumption for cooling (< 3 𝑘𝑤ℎ 𝑚2⁄ ) due to better insulation and lower 

internal heat load.  

The transient cooling load of one old commercial building (built-in 1932) (hereafter as CB) and 

one newer office building (built-in 2003) (subsequently as OB) in Fig. 5-8a are compared in Fig. 

5-8b. The CB cooling load is significantly higher (more than two times) during the daytime and a 

little lower during the nighttime than the OB. The cooling load components, including IHG, 

infiltration, and transmission loads, are compared in Figs. 5-8c-e. It should be noted that solar 

radiation transmitted through the glazing is not considered directly in cooling load calculation. 

Solar radiation is first absorbed by internal thermal mass, and its temperature increases slowly with 

time. The heat stored inside the thermal mass is transferred to the indoor air with the time delay, 

and the effect of solar radiation on the indoor environment remains after the sunset. Therefore, the 

instantaneous building heat gain and cooling load are different because of thermal mass.  

  

(a) (b) 
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Figure 5-8 a) Contour map of total energy consumption for cooling of the buildings, and 

comparing cooling load components of two commercial and office buildings: b) total cooling 

load, c) internal heat gain, d) infiltration load, e) transmission load, f) transmitted solar radiation 

through the glazing. 

The internal heat load is the dominant cooling load component during the day (Fig. 5-8c), which 

is almost two times larger for the CB, according to the building archetype library (Table 4-3). The 

infiltration heat load of two buildings is compared in Fig. 5-8e. The magnitude of the infiltration 

load of the CB is always higher than the OB, 7.8 𝑊 𝑚2⁄  and 4.1𝑊 𝑚2⁄  at the 6 PM of 07/04/2019, 

because of its poor insulation and higher leakage area. The transmission heat load of the CB is 

(c) (d) 

(e) (f) 
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almost three times larger than the OB during the day (Fig. 5-8d). Transmission load is the 

summation of heat transfer through walls, roof, window, floor, and interior thermal mass. 

Exterior walls’ surface temperature in Fig. 5-8e shows that the newer (office) building's surface 

temperature is always higher than the older (commercial) building. The average surface 

temperature difference is 4 ℃ because the OB is better insulated, and the surface temperature is 

closer to the outdoor air temperature. Even though the surface temperature of the CB is lower than 

OB, its higher U-value (Table 4-2) causes a higher heat load through walls, windows, and the roof 

in CB compared to the OB. SHGC of new buildings usually is smaller than the old buildings 

because of energy-efficient glazing, such as double or triple glazing used in new buildings. 

Therefore, solar radiation absorbed by the CB's thermal mass is 1.5 to 2 times larger than the OB 

(Fig. 5-8f). The higher absorbed solar radiation and the U-value of the CB cause more extensive 

heat transfer from the thermal mass in the CB compared to the OB.  

Based on the above analysis, we can reach some general conclusion: comparison of two CB (old) 

and OB (new), which are two representative building types in the studied area, shows that during 

hot and sunny summer days, the cooling load of CB is higher than OB because of low insulation 

(Higher U-value), higher SHGC, and higher IHG of CB compared to OB.  

Canada is committed to implementing the Pan-Canadian Framework on Clean Growth and Climate 

Change [6] to reduce GHG emissions and energy consumption. Strengthening existing and 

introducing new GHG reduction measures can exceed Canada's 2030 target of a 30 percent 

reduction below 2005 levels of greenhouse gas (GHG) emissions, and beginning work so that 

Canada can achieve net-zero emissions by 2050. The building sector is a significant source of 

energy consumption and GHG emission in Canada. More than 75 percent of the building stock in 
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2030 will be composed of buildings already standing today. Therefore, retrofitting existing 

buildings can significantly contribute to the GHG emission and energy consumption reduction 

goal. The government is trying to develop a model code for existing buildings and energy 

efficiency improvements that can be made when renovating buildings. Extending the presented 

model to the whole city and its results can provide useful information on finding buildings with 

top priority for retrofitting (old commercial buildings in this region). It can also provide 

information on choosing the most effective measures for reducing energy consumption based on 

the buildings' usage type and age. For example, in old commercial buildings, the contribution of 

transmission load, infiltration load, and transmitted solar heat gain in the building's total cooling 

load is significant. All these three components must be reduced using retrofit measures. Adding 

an insulation layer to the walls' exterior surface can reduce the transmission and infiltration 

cooling/heating loads. Retrofitting double glazing and exterior and interior shading devices can 

also reduce the solar heat gain.  

5.2.5. Dynamic Interactions of Urban Microclimate and Building Thermal Performance 

The building's surface temperature depends on several parameters, including wall construction, 

orientation, local weather condition, and indoor air condition. In this case, a setpoint temperature 

is assumed for all buildings. Therefore, buildings' surface temperature differences are caused by 

building envelope properties (U-value) and local weather conditions (air temperature and wind 

speed). For the newer buildings with lower U-value, the heat transfer rate is lower, and the exterior 

surface of the wall is less affected by the indoor condition. Therefore, the surface temperature of 

newly constructed buildings is higher than old buildings. Local weather data affects the building's 

surface temperature through convective heat-transfer and long-wave radiation. Both higher 

ambient temperature and wind speed result in the higher surface temperature of buildings. Higher 
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wind speed could result in a higher convective heat transfer coefficient between ambient air and 

the building's surface. A higher building surface temperature results in more transmission load and 

increases the building's cooling load and energy consumption. Meanwhile, the buildings' surface 

temperature directly affects the local surrounding air temperature through the heat flux from the 

building surface to ambient air. This effect is modeled in CityFFD by using the surface temperature 

of buildings as B.C. in solving the energy conservation equation.  

To study the two-way interaction of buildings and the surrounding urban microclimate, we 

presented the building surface temperatures, local air temperatures, and local wind around 

buildings at the hottest day and time (07/04/2019 – 6 PM) of the selected period in Fig. 5-9. The 

spatial variation of building surface temperature (the difference between highest and lowest 

surface temperatures) is higher than 10 ℃. Due to the increased solar radiation absorbed by the 

wall, its temperature gradually rises during the day and reaches the maximum temperature around 

6 PM because of the heat storage. As already mentioned, because of the different orientation and 

properties of buildings and local weather data, building surface temperatures are different.  

 
(a) 

 
(b) 

 
(c) 

Figure 5-9 a) buildings' surface temperature, b) Air temperature, c) Wind speed at 07/04/2019 - 6 

PM. 
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Three buildings with different construction years are marked in Fig. 5-9a, as the red, orange, and 

blue buildings, constructed in 2014, 2009, and 1884, respectively. The surface temperature of the 

buildings is 43 ℃ , 40 ℃ , and 31 ℃ , respectively: a maximum difference of 12 ℃ . For the 

distribution of local air temperature, the spatial variation is more than 15 ℃. Fig. 5-9c also shows 

the buildings' local wind distribution. Depending on the buildings' free-stream wind and 

configuration, lower wind speed leads to lower convective and higher diffusion effects. So, in the 

area with lower wind speed, local air temperature tends to be high and results in higher building 

surface temperature. 

To better investigate the impact of local weather data on building energy performance, we modeled 

the same case only by CityBEM and using McTavish weather station data (Fig. 5-4) for all 

buildings (i.e., without the urban microclimate modeled by CityFFD). Results are compared with 

the integrated CityFFD+CityBEM model. Exterior surface temperature change and percentage 

difference in transmission, infiltration, and total cooling loads of all buildings on 07/04/2019 - 6 

PM are shown in Fig. 5-10. Surface temperature changes are between 0.9 ℃ and 3.5 ℃. Buildings 

with higher local air temperature in Fig. 5-9b show more significant changes in wall temperatures. 

Outdoor air and wall temperature directly affect the building's transmission and infiltration load. 

As a result of higher outdoor air and wall surface temperature, the transmission, infiltration, and 

total cooling loads of buildings are increased by up to 25%, 40%, and 23%, respectively. These 

results indicate that local urban microclimate can significantly affect buildings' energy 

consumption, especially in extreme weather conditions such as heatwaves. Therefore, it is essential 

to use an integrated building energy and microclimate simulation tool to improve the accuracy of 

the urban scale simulations.  
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(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 5-10 a) Exterior surface temperature difference, b) Transmission load difference, c) 

Infiltration load difference, d) Total cooling load difference at 6 PM, 07/04/2019 when 

comparing urban energy simulation results with and without using local microclimate data. 

5.3. Case Study 2: Snow-Storm of Century 

As a second case study, the Ile-des Soeurs community in Montreal, Canada, was selected. A 

hypothetical power outage in the region based on the real event of the Montreal “snowstorm of the 

century” (SOC) in March 1971 was simulated to study the thermal resilience of the region. The 

effect of building envelope retrofitting on the buildings' thermal performance is then analyzed to 

demonstrate using the proposed urban models for a real scenario.  
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5.3.1. Urban District 

As a part of the city of Montreal, Quebec, Ile-des Soeurs is an island with a total area of 3.74 𝑘𝑚2, 

around 1,500 buildings, and 19,000 populations [172]. The island is primarily composed of multi-

unit residential apartments, condos and townhouses. The various types of buildings with different 

years of constructions and the available database of buildings geometry make the island a good 

test case for the current study. Fig. 5-11 shows the Ile-des Soeurs' aerial map view with years of 

constructions [173].  

 

Figure 5-11 The Ile-des Soeurs aerial view map (left) [174] and Ile-des Soeurs building year of 

construction map (right) [173] 

5.3.2. Model Verification 

Uncertainties in input data are one of the main limitations of UBEM models [175]. Occupant 

behavior is an essential factor in physics-based models' uncertainty [176]. The archetype library 

used in UBEM tools is another source of uncertainty that can affect the simulations' accuracy [177]. 

Therefore, validation and calibration processes are essential in UBEM tools for better simulation. 

Most UBEMs have been calibrated using monthly or yearly measured data, and only a few of them 

have been validated against hourly measured data. 

https://en.wikipedia.org/wiki/Montreal
https://en.wikipedia.org/wiki/Quebec
https://en.wikipedia.org/wiki/Island
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In this case study, the annual space heating and cooling energy consumption in the buildings were 

calculated and compared with the corresponding metered data provided by Hydro-Quebec [178] 

(see Fig. 5-13). Hydro-Quebec provides the annual detailed electricity consumption of buildings. 

In Canada, about 63 percent of residential building energy use is for space heating and cooling 

[179]. To compare with Hydro-Quebec electricity consumption data, it is necessary to find the 

buildings that use electricity for heating and cooling. In Montreal, most residential buildings built 

before 1990 use electricity for space heating [179]. Therefore, about 170 single-family residential 

buildings, most of which were built before 1990, was selected for the comparison. To calculate the 

building's annual heating and cooling energy consumption, monthly average weather data were 

used in the CityFFD model, as shown in Fig. 5-12. The outdoor airflow and temperature were 

simulated for 12 months of the year by CityFFD at quasi-state simulations to obtain average local 

temperature around buildings surfaces for CityBEM to calculate the buildings' annual thermal load. 

The hourly thermal load was then multiplied by the number of hours per month to calculate the 

total monthly and then annual load of a building.  
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Figure 5-12 Monthly average weather data. 

Fig. 5-13 shows the histogram of error percentage distribution in predicting the annual space 

heating and cooling energy consumption. The average error of the predicted energy consumption 

is 47%. According to the ASHRAE standard, the average error for a single building's monthly 

energy consumption is around 15% [54]. However, for the urban building energy simulation, 

previous works' average error is about 69% [54], which has been considered acceptable for UBEM 

because of more uncertainties in assumed data and modeling parameters. In this study, some 

buildings show the error larger than 100%, probably because some buildings may use natural gas 

heating instead of electrical heaters. Therefore, the lack of data regarding space heating type details 

could be a significant source of uncertainty, which may be reduced with more data from other 

official sources. 
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Figure 5-13 Histogram of error in calculating the annual energy consumption of buildings. 

5.3.3. Modeling Building Resilience During the Snowstorm of the Century   

One of the significant applications of urban energy modeling is investigating the city/community 

thermal (or energy) resilience against extreme weather events. In this study, we modeled one 

historical snowstorm on March 4th, 1971, the so-called Snowstorm of the Century (SOC) of 

Montreal. 47-cm snow was dumped on Montreal with a maximum 110-km/h wind, resulting in 

broken power lines and cables and a significant power outage lasting for full ten days on the island. 

Because most of Montreal's households relied on electric heating, the power outage caused a severe 

drop in these households' indoor air temperature. In this section, three consecutive days after the 

storm were simulated by the proposed integrated urban models to study the snowstorm impact on 

the Ile-des Soeurs community's buildings indoor air temperatures focusing on thermal resilience. 

Fig. 5-14 shows the input weather data of these three days provided by Environment Canada [180].  
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Figure 5-14 Input weather data during the March 4-6 snowstorm in 1971.  

 

 

Figure 5-15 Buildings surface temperature difference with and without using the local 

microclimate data calculated by CityFFD. 

To show the necessity of using local microclimate data from CityFFD for CityBEM simulation, 

we did the CityBEM simulation with constant weather data for all the buildings. Then we repeated 

the simulation using integrated CityFFD and CityBEM model considering the local microclimate 

effect on CityBEM simulation. The difference of calculated buildings surface temperature at a 
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selected time step is shown in Fig. 5-15. The average building surface temperatures calculated by 

the integrated model are about 2.5 °C higher than that of all buildings' constant weather data. There 

are two main reasons for this difference related to the different local wind velocity and air 

temperature calculated by CityFFD compared to those provided by the weather station. First of all, 

in CityFFD simulation, the ground surface temperature, which is the simulation's boundary 

condition, is averagely 1.5 °C higher than the air temperature. Therefore, the simulated local air 

temperature around the buildings is higher than the weather station's air temperature, used for all 

the first simulation buildings. Secondly, the average wind velocity around the buildings’ surfaces 

is lower than those at the weather station outside the city. This decrease is attributed to the city's 

increased surface roughness parameter compared to the values in nearby non-urban regions [181]. 

A lower wind velocity leads to a lower exterior convective heat transfer coefficient, a linear wind 

velocity function. By decreasing the exterior surface convective heat transfer coefficient, the heat 

transfer between the wall's exterior surface and outdoor air also reduces. Therefore, exterior 

surfaces are more affected by indoor air temperatures higher than the outdoor air, resulting in 

higher exterior surfaces' temperature. The variation of this difference is from 0 to 3 °C, depending 

on different buildings’ materials and convective heat transfer coefficients as a function of local 

aerodynamics around buildings. The temperature difference of 3 °C could become critical in 

building survivability and resilience in the power outage condition during storms, as discussed in 

the later section. 

Change of local wind around a group of buildings with changing wind direction and speed is shown 

in Fig. 5-16. The left and right figures show the microclimate on March 6th at 2:00 pm and March 

6th at 11:00 pm, respectively. The wind speed of the left figure is 1.39 𝑚 𝑠⁄  from south to north, 

while the wind speed and direction of the right figure are 2.22 𝑚 𝑠⁄  and from east to north. With 
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the wind boundary condition change, the local airflow pattern and velocity around the buildings 

varied significantly. A closer look near a high-rise building highlighted by the arrow reveals that 

the average wind velocity around the specified surface of the building is 0.1 𝑚 𝑠⁄  and 6 𝑚 𝑠⁄ , 

respectively. In the left figure, the airflow is perpendicular to the studied surface,  and the wind 

velocity near the wall is very low, which is similar to the stagnation point. While in the right figure, 

airflow is parallel to the surface. Therefore air is moving freely over the surface without any 

considerable resistance, and the local wind velocity is higher than the left figure. The local exterior 

convective heat transfer coefficient is a linear function of local wind velocity, which means that a 

higher wind velocity leads to a higher thermal advection rate near the surface. Therefore different 

wind velocity of left and right figures leading to different convective heat transfer coefficients of  

3.95 (𝑊 𝑚2 · ℃⁄ ) and 41.18 (𝑊 𝑚2 · ℃⁄ ), respectively.  
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Figure 5-16 Local microclimate variations with changing wind direction and speed modeled by 

CityFFD. 

Fig. 5-17 shows the building indoor air temperatures at different times after the power outage. The 

initial temperatures for all buildings were set to be around 21 °C at about 13:00, March 4th, 1971. 

After about 12 hours to 1:00, March 5th (Fig. 5-17b), most of the building temperatures dropped 

below zero. However, the ambient temperature did not decrease significantly during the same 

period, i.e., < 1 °C, as shown in Fig. 5-14. Later around 13:00, March 5th (Fig. 5-17c), with the 

increases of both the ambient temperature to about -4 °C and the solar radiation, the temperatures 

returned to above zero degree for most of the buildings. Due to the sudden decrease of the ambient 

temperature to around -12 °C, all buildings reached the lowest temperatures at about 1:00 March 

6th (Fig. 5-17d): the lowest temperature could be close to the ambient level, less than -11 °C, for 

many buildings. On the following day of March 7th (Fig. 5-17e), the solar radiation peaked around 

noon, so all buildings were heated, returning to the above-zero-degree level: some buildings could 

be as high as around 8 °C under the “sunshine”. The temperatures then later again dropped back 

to below zero at night after 12 hours (Fig. 5-17f). 
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Figure 5-17 Buildings temperature map during power outage caused by snowstorm, from top to 

bottom: (a). March 04, 13:00, (b). March 05, 01:00, (c). March 05, 13:00, (d). March 06, 01:00, 

(e). March 06, 13:00, and (f). March 07, 01:00. 

Therefore, the time history of the calculated indoor temperatures illustrates the significant impacts 

of indoor ambient conditions, especially solar radiation. It also highlights that without heating, the 

(b) 

(a) 

(c) 

(d) 

(e) 

(f) 
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temperatures dropped so quickly to below zero just within a few hours for all buildings, although 

there existed a certain level of delays for some buildings. 

One way to identify the group of buildings most vulnerable to the SOC is to compare the resultant 

temperatures at one of the worst scenarios during the storm. Fig. 5-18 shows the indoor 

temperatures when the outdoor temperature was the lowest during the storm. The highest 

temperatures were observed for quite a few high-rise multi-unit residential buildings (MURBs) at 

the left (the North), lower (the West), and the right sides (the South) of the island. These are the 

newer constructions, and the left-side and the right-side communities are the newest ones. In 

comparison, some MURBs were with the lowest temperature, e.g., a few buildings in the lower 

part of the island, because these buildings were older than other ones. Therefore, the year of 

construction is one of the most significant parameters in terms of storm vulnerability. 

On the other hand, for buildings with similar years of constructions, e.g., for the right-side (the 

southern) community, some low-rise residences showed lower temperatures than the high-rises 

nearby. These high-rises were insulated as well as the low-rises and had more surface areas for 

benefiting from passive solar heating. It indicates that the building type also plays an essential role 

in terms of vulnerability.  

  

 

Figure 5-18 Buildings’ indoor air temperature at the lowest outdoor temperature during the 

storm. 
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A more vulnerable building shows lower resiliency against an extreme weather event. Here, one 

way to define “building resilience” is that a building remains safe to occupy during a power outage. 

For example, suppose a building is well-insulated or designed to stay functional probably from 

passive solar heating in the winter. In that case, it is considered being resilient enough to sustain 

the power outage condition. The Passive Survivability-Winter (PSW) [182] is thus defined and 

applied here to evaluate buildings' resilience. PSW is the time (in hours) from when heating is shut 

off to when the indoor operative temperature reaches 15 °C (59 °F) from an original heating set-

point of 21°C (70°F). Fig. 5-19 shows the calculated PSW values for all buildings. The PSW varies 

from 1 to more than 3 hours, depending on building types and year of constructions. Specifically, 

the temperature decrease rate varied among buildings due to various building envelope materials, 

occupancy schedules, WWR, and local microclimate data. 

It should be noted that within the immediate few hours of the power outage, the sky was cloudy, 

and the calculated solar heat gain was found to be negligible, so the building temperatures dropped 

relatively fast. Higher buildings seem to have lower PSW values when compared to low-rise 

residences on the island. Without the added benefits from solar heating, these buildings have larger 

footage and surface areas and are subject to higher heat losses. Therefore, building resilience 

against extreme cold events is closely related to building type, year of construction, and ambient 

conditions, especially solar radiation, for the current study. Although the ambient conditions may 

be predicted, they are not controllable. In comparison, the first two factors are directly related to 

the thermal insulation levels, which can be managed to improve survivability and energy 

performance. This study, therefore, demonstrates the possibility of retrofitting techniques to 

enhance building resilience.  
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Figure 5-19 Calculated building resilience in terms of “Passive Survivability-Winter” (PSW) 

after the power outage. 

5.3.4. Building Retrofit to Improve Resilience  

Another major application of the proposed model is to evaluate building retrofitting strategies to 

improve their resilience against the winter power outage. For example, adding more thermal 

insulations is one of the common choices. Here, an 80-mm thick expanded polystyrene (EPS) layer 

was added to all buildings’ external walls' outer surface. The R-value of the EPS layer is around 

2.1 𝑚2𝐾 𝑊⁄ , which doubles the insulations for old high-rise residential buildings, which are 

among the vulnerable buildings, as shown in Figs. 5-18 and 5-19. Fig. 5-20 compares the 

temperature profile of one selected old high-rise building (one of the four buildings in the top right 

part in Fig. 5-18) before and after adding the extra insulation layer. The PSW value increases about 

two more hours with the added insulation. Interestingly, it was also found that the extra insulation 

also prevents the building from reaching 0 ℃ and thus avoid the freezing of water pipes and other 

problems for the whole duration of the three-day power outage. Therefore, in terms of the 

resilience against property damages, a single layer of extra insulation seems to be quite effective 

against the power outage for the building under consideration. For other buildings, a single retrofit 

measure may not be enough for keeping them from freezing, so it is also possible to evaluate other 
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retrofitting options, preferably based on building specifics, e.g., using thermal storage and 

emergency heating devices, etc. This case study is mostly for demonstration purposes, and more 

detailed analysis can be explored further in future studies.  

On the other hand, as noted previously from Fig. 5-15, the calculated indoor temperatures with the 

local microclimate information from CityFFD are by average 2.5 °C higher than without it. For 

the selected building in Fig. 5-20, this may be translated into that the building could remain above 

the freezing temperature most of the time, even without adding the insulation layer since the lowest 

temperature is around -3 °C. Accordingly, the current insulation level for retrofitting may be 

overestimated and could be reconsidered for economic concerns. Moreover, when the extra 

insulation layer was added for the same building, this temperature difference also means a few 

more hours of survivability time (i.e., PSW), which are critical for occupants and buildings 

themselves during extreme weathers. This analysis again shows the importance of including local 

urban microclimate into urban building energy model when evaluating building thermal response 

and resilience against weather extremes.   
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Figure 5-20 Effect of installing an insulation layer to the exterior surface of an old high-rise 

residential building on enhancing building resilience. 

5.4. Summary 

In this chapter, two extreme weather events, heatwave and snow-storm, in Montreal, are modeled 

by the integrated CityBEM-CityFFD platform. 3D model of buildings is generated by the 

integrated OSM/Microsoft + GE model. Buildings’ non-geometrical parameters are estimated 

using the developed archetype library, and dynamic urban buildings energy and microclimate 

simulation is performed by integration of CityBEM and CityFFD. In the first case study, an urban 

area in Montreal's downtown was simulated during the hottest period of summer 2019. Buildings’ 

dynamic energy consumption and cooling load’s components were analyzed during this period. 

The simulation results are validated against measurement data, including electricity consumption 

and local weather data of a high-rise commercial building in the study area. Both models present 

good accuracy considering the uncertainties in the modeling parameters and input data. Cooling 

energy consumption is studied and compared between all buildings in the area. Results show that 
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old low-rise commercial buildings are the least energy-efficient buildings in this region. Different 

energy efficiency measures, such as retrofitting the building envelope, can improve buildings' 

energy efficiency. The study on the two-way interaction between buildings and microclimate 

shows that buildings' surface temperature and configuration affect the local air temperature and 

wind speed. In this case, the spatial variation of local outdoor air temperature at the hottest time of 

the period is more than 15 ℃, which is significant. On the other hand, local weather data (air 

temperature and wind speed) affect building energy consumption. Results show that using 

microclimate data provided by CityFFD instead of the single and uniform weather data for all 

buildings results in the 5%-23% change in calculated energy consumption of buildings, which 

shows the importance of using the integrated platform capture the two-way interaction between 

models. 

A second case study of about 1,500 buildings in the Ile-des Soeurs, Montreal, Canada, was 

investigated to study the effectiveness of the proposed integration model. The results show that 

the proposed model can provide high-resolution results of local microclimate and airflow data 

around each building to predict building thermal responses and loads better. The building 

resilience against the power outage during the 1971 snowstorm of the century in Montreal was 

studied. A retrofitting analysis was also conducted by adding an external insulation layer to 

improve the buildings' resilience.  
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Chapter 6 Integration of CityBEM and Global Environmental Multiscale 

Models 

In this chapter, to develop a multi-scale urban climate and buildings’ energy performance model, 

CityBEM is integrated with Surface Prediction System (SPS) model with 250-m grid spacing. SPS 

uses the atmospheric forecasting data of the HRDPS 2.5-km model as the B.C. The SPS 250-m 

results are extracted for all grid points, and a bi-linear interpolation scheme is used to interpolate 

data on each building in CityBEM. SPS is a 2D model. The developed multi-scale method by 

coupling the SPS and CityBEM can be applied for long period simulations such as a couple of 

months or even years of simulation. The integration of CityBEM and SPS is one-way, and there is 

no feedback from CityBEM to the near-surface atmospheric fields modeled by the SPS. Therefore, 

the CityBEM is added as a new module to the TEB scheme at the next step. Buildings’ energy 

performance, indoor air temperature, surface temperatures are calculated using CityBEM, and 

anthropogenic heat flux from buildings to the atmosphere and urban canopy air temperature are 

updated using the new scheme. 

The integration of the CityBEM and TEB and using it in the SPS model can capture buildings' 

impact on the near-surface fields calculated by SPS. Still, there is no feedback from the surface 

model to the atmosphere (GEM model). Therefore, in future work, a new multi-scale urban climate 

and buildings’ energy performance model will be developed using the one-way grid nesting of the 

GEM-LAM model: 10km to 2.5km, 1km, and 250m. The TEB-CityBEM model will be used in all 

GEM-LAM models.   
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6.1. Integration of CityBEM and SPS 

The surface Prediction system (SPS) is the Canadian external surface modeling system [110,111] 

that consists of the same ISBA and TEB surface models used in the GEM-LAM model. The SPS 

has been developed to provide surface and near-surface meteorological variables to improve 

numerical weather prediction and become a tool for environmental applications. SPS is a 2D model; 

therefore, it is computationally inexpensive and suitable for high-resolution modeling of surface 

and near-surface fields. Therefore, developing a multi-scale urban building performance and 

surface prediction system by coupling CityBEM with the SPS model can be used for high-

resolution simulation of surface and near-surface parameters in urban areas. It is suitable for 

studying urban weather phenomena such as UHI and extreme weather events (heatwave and cold-

wave). In this work, an SPS model is developed and used to simulate the Montreal metropolitan 

area during the 2018 summer heatwave. The horizontal grid spacing of the SPS model is 250-m. 

The SPS model's output is then interpolated on each building in CityBEM to calculate buildings’ 

energy performance.  

6.1.1. Urban and Land Surface Characteristics 

The detailed specification of the land surface characteristics at each grid point of the computational 

domain is essential to forecast meteorological variables at the 250-m scale. For the Montreal 

metropolitan region, different databases are used to obtain a more realistic urban and land surface 

characteristics description. Leroux et al. [183] provided an urban classification of the Montreal 

metropolitan area to specify TEB parameters.  They used several pan-Canadian databases for 

surface characterization. The databases are jointly processed to generate a high- resolution urban 

LULC classification for Canadian cities automatically. Classes generated by this processing were 

aggregated into 44 classes with 5 m spatial resolution (Fig. 6-1a). Following the same method, the 
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CanVec database is used as the main source of information, but using population density, and 

building footprint for the downtown as well, this classification is converted into the 45 TEB input 

parameters transposed on the final 250-m grid. Figs. 6-1b and 6-1c show the building fraction and 

height information for each grid point of the domain obtained from the LULC data.  

6.1.2. Atmospheric Forcing 

The atmospheric forcing of SPS is the hourly forecasts of the atmospheric fields obtained from the 

HRDPS 2.5-km model; the precipitation rate is derived at an hourly rate from the Canadian 

Precipitation Analyses (CaPA) system [184]. In SPS, the atmospheric forcing model's topography 

is first interpolated to the SPS grid. The forcing fields, such as temperature and specific humidity, 

are then vertically adjusted according to the difference in elevations between the SPS and the 

interpolated HRDPS. HRDPS forecasts are performed four times a day, i.e., every 6 hours: 12 am, 

6 am, 12 pm, and 6 pm UTC. There are four choices to prepare the 6 hours forcing data for the 

SPS simulation: 1-6 h, 7-12 h, 13-18 h, 19-24 h. The first six hours are not recommended because 

the simulation's initialization may result in wrong precipitation and radiation fluxes in the initial 

hours of simulation [185].  
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Figure 6-1 a) overview of LULC classification over Montreal [183], b) Building fraction of each 

grid point, c) building height of each grid point.  
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Previous studies on offline SPS simulation show that the 6 h spin-up to the forecast, in this case, 

the 7-12 h of HRDPS forecast data, is the best approach for selecting the forcing data and can be 

considered the standard choice [110,112].  The schematic of the selection of forcing data is shown 

in Fig 6-2. 

 

(a) 

 

(b) 

Figure 6-2 a) Flowchart of the SPS: SPS is driven by hourly atmospheric fields produced by the 

HRDPS 2.5-km and downscaled from the lowest atmospheric level to the land surface, b) 

Schematic of atmospheric forcing configurations in SPS over a diurnal cycle: 6 h spin-up 

atmospheric forcing in SPS simulations is constrained to HRDPS forecast hours 7–12.  
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6.1.3. Interpolation of SPS Data on Buildings in CityBEM 

After the SPS simulation is finished, the 250-m SPS model's output is interpolated on each building. 

For this purpose, the coordinate of the building's footprint center point is calculated. Then, four 

SPS grid points around the building’s center point are selected, and weather data are interpolated 

on the center point using a bi-linear interpolation scheme [186] considering the distance between 

points and the center of the building (Fig. 6-3).  

 

Figure 6-3 Interpolation of SPS output on the center point of the building. Points 1, 2, 3, and 4 

are four SPS grid points around the building’s center point.  

The Montreal 3D building model used for CityBEM simulation is shown in Fig. 6-4. The 3D model 

of buildings is generated by integrating Microsoft buildings’ footprint information and GE API for 

buildings height, as described in chapter 4. Buildings’ type and year of construction for use in the 

archetype library is obtained from the shapefiles of boundaries of the property assessment units 

(PAU) in Montreal [146]. The total number of buildings in the area of study is 358295.  
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(a) 

 

(b) 

Figure 6-4 3D model of buildings in Montreal: a) whole city model, b) downtown area.  

6.1.4. Experimental Design 

Future climate projections highlight a significant increase in extreme climate events' frequency 

and intensity, such as heatwaves. Summertime overheating is becoming a concern with significant 

impacts on energy consumption, greenhouse gas (GHG) emission, and occupants’ health. The 

overheating of building interior spaces as may arise from such climate change and extreme heat 

events has been identified as a significant concern to building occupants' comfort and health, 

particularly vulnerable people such as the elderly, children, and the physically challenged or the 

sick. The interaction between buildings and microclimate presented in Chapter 5 highlights the 

importance of using local microclimate for building energy simulation, especially during extreme 

weather events. Previous studies on GEM-LAM and SPS models also show the impact of high-

resolution surface modeling on capturing the near-surface phenomena such as UHI. UHI can cause 

discomfort, respiratory difficulties, heat cramps and exhaustion, non-fatal heat stroke, and heat-

related mortality inside buildings [13]. The 2018 Canadian heatwave was associated with more 

than 90 deaths in Quebec Province [14], many of which occurred in the dense urban areas due to 
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UHI. In this section, a continuous forecast is performed by SPS during the four warmest months 

in the Montreal region, from 0000 UTC 1 May 2018 to 0000 UTC 1 September 2018. This period 

includes the 2018 heatwave that occurred from June 30 to July 5, 2018. Then, the output of SPS 

forecasts is used for the buildings’ energy simulation using CityBEM only for the heatwave period.  

Validation of SPS Result 

Measurement data by five weather stations around Montreal provided by the Environment and 

Climate Change Canada  [151] are used to validate the SPS result. The weather stations and their 

location are shown in Table 6-1 and Fig. 6-5, respectively. All five weather stations are in urban 

or suburban areas. They are located near the ground, and the average height of sensors is 2 m. 

Therefore, screen level (1.5 m) air temperature, dew-point temperature, and wind speed calculated 

by SPS are compared with weather stations' measurement data.  

Table 6-1 Name and location of five weather stations for validation of the SPS result. 

Weather station Name Latitude Longitude 

WS_1 McTavish 45°30'17.070" N 73°34'45.000" W 

WS_2 ST-HUBERT 45°31'03.000" N 73°25'01.000" W 

WS_3 INTL A 45°28'14.000" N 73°44'27.000" W 

WS_4 TRUDEAU INTL 45°28'04.000" N 73°44'30.000" W 

WS_5 BELLEVUE 45°25'38.000" N 73°55'45.000" W 

Standard metrics to evaluate the accuracy of the forecasting result include mean bias error (MBE, 

or bias), root mean square error (RMSE), and standard deviation (STDE). These are defined as 

follows: 



142 
 

𝑀𝐵𝐸 =
1

𝑁
∑(𝑥𝑓,𝑖 − 𝑥𝑜,𝑖)

𝑁

𝑖=1

 Eq. 6-1 

𝑅𝑀𝑆𝐸 = √
1

𝑁
∑(𝑥𝑓,𝑖 − 𝑥𝑜,𝑖)

2
𝑁

𝑖=1

 Eq. 6-2 

𝑆𝑇𝐷𝐸 = √𝑅𝑀𝑆𝐸2 −𝑀𝐵𝐸2 Eq. 6-3 

Where 𝑥𝑓,𝑖  is the measurement data and 𝑥𝑜,𝑖  is the simulation result. The MBE is the average 

forecast error representing the SPS model's systematic error to under or over forecast. MBE gives 

the average magnitude of forecast errors, while RMSE gives more weight to the largest errors. 

RMSE without systematic error (STDE) captures the part of the RMSE that is not due to systematic 

error. 

 

Figure 6-5 Location of the five weather stations in Montreal for validation of the SPS result 
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Table 6-2 Comparison of SPS result with weather stations’ measurement data. 

Table 6-2 presents the MBE, RMSE, and STDE of air temperature, wind speed, and dew point 

temperature compared to the measurement data. Results are presented for all five stations and the 

average of the stations. The hourly comparison of the simulation and measurement data for the 

heatwave period is shown in Figs. 6-6 and 6-7. The average MBE, RMSE, and STDE of air 

temperature are −0.167 ℃, 1.982 ℃, and 1.938 ℃, respectively. The air temperature is a little 

underestimated during the daytime and overestimated during the nighttime. The average error of 

simulated air temperature is less than 2 ℃, and the simulation result is in good agreement with 

measurement data. The average MBE, RMSE, and STDE of simulated wind speed are 

−0.185 𝑚 𝑠⁄ , 1.467 𝑚 𝑠⁄ , and 1.332 𝑚 𝑠⁄ , respectively. The RMSE of all stations is less than 

1.816 𝑚 𝑠⁄ . Comparing with the accuracy of previous studies and other NWP systems shows that 

the simulation results are in good agreement with measurement data. The average MBE, RMSE, 

and STDE of simulated dew point temperature are −0.334 ℃ , 1.965 ℃ , and 1.902 ℃ , 

Variable WS Station Bias RMSE STDE 

Air temperature 

WS_1 McTavish -0.074 2.487 2.486 

WS_2 ST-HUBERT -0.029 1.859 1.859 

WS_3 INTL A -0.550 1.867 1.785 

WS_4 TRUDEAU -0.587 1.995 1.907 

WS_5 BELLEVUE 0.405 1.705 1.656 

- Average  -0.167 1.982 1.938 

Wind speed 

WS_1 McTavish 0.396 1.187 1.119 

WS_2 ST-HUBERT -0.926 1.816 1.563 

WS_3 INTL A -0.798 1.697 1.498 

WS_4 TRUDEAU -0.197 1.283 1.268 

WS_5 BELLEVUE 0.596 1.353 1.215 

- Average -0.185 1.467 1.332 

Dew point 

temperature 

WS_1 McTavish 0.154 2.031 2.026 

WS_2 ST-HUBERT -0.784 1.940 1.774 

WS_3 INTL A -0.416 1.852 1.805 

WS_4 TRUDEAU -0.003 1.975 1.975 

WS_5 BELLEVUE -0.621 2.031 1.933 

- Average -0.334 1.965 1.902 
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respectively. It shows the good accuracy of the screen level’s dew point temperature calculated by 

SPS compared to the measurement data. In conclusion, comparing the SPS result with observation 

data from weather stations highlights the simulation result's good accuracy.   

  

  

 

Figure 6-6 Comparison of SPS’ near-surface air temperature with measurement data of five 

weather stations. 
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Figure 6-7 Comparison of SPS’ near-surface wind speed with measurement data of five 

weather stations 

Vulnerable Buildings and Regions Against Heatwave 

In this section, the SPS and CityBEM result on June 29, 4 pm is studied. Fig. 6-8 shows the surface 

radiative temperature, screen level air temperature, and the Universal Thermal Climate Index 

(UTCI) calculated by SPS. UTCI is the radiation-based thermal stress index implemented into the 

SPS and GEM models [104]. The near-surface air temperature of all urban areas is higher than 

30 ℃. SPS provides high-resolution results near the surface. Some areas are hotter than other 
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regions and can be considered as local hotspots during the heatwave. Surface radiative temperature 

and UTCI index highlight the same regions as vulnerable areas against heatwave. 

Fig. 6-8d shows the surface temperature gradient obtained from Quebec open dataset [187,188]. 

This figure is based on the satellite imagery data with 20-m resolution and shows the relative 

surface temperatures. Comparing the hotspots modeled by SPS with Fig. 6-8d shows that the high-

resolution SPS model can accurately predict Montreal's hotspots. Local outdoor air temperature 

interpolated on the buildings is plotted in Fig. 6-8e. Comparison of the Figs. 6-8e and 6-8b shows 

that the SPS local weather data are correctly interpolated on each building. Fig. 6-8f presents the 

buildings’ surface temperature calculated by CityBEM. Buildings’ year of construction is shows 

in Fig. 6-8g. in downtown As discussed in chapter 5, the buildings’ surface temperature depends 

on the local microclimate and the building envelope’s thermal properties. Usually, the surface 

temperature of buildings in hotspots is higher than in other areas. It causes more energy 

consumption and higher indoor air temperature in the lack of air conditioning systems. The results 

presented by CityBEM can help to find vulnerable buildings against heatwave. Mitigation 

strategies can be studied to improve buildings’ resiliency against heatwave. My future work 

includes the validation of CityBEM and SPS results using MODIS satellite imagery. Also, a more 

detailed analysis will be done on the CityBEM result, and different scenarios such as power outage 

or lack of air conditioning system will be studied to investigate the indoor thermal comfort and 

building’s resiliency against heatwave.   
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(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 
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Figure 6-8 a) surface radiative temperature by SPS, b) screen-level air temperature by SPS, c) 

UTCI calculated by SPS, d) surface temperature obtained from DONNÉES QUÉBEC, e) outdoor 

air temperature interpolated on buildings, f) buildings’ surface temperature calculated by 

CityBEM, g) buildings’ year of construction  

6.2. Add CityBEM to the SPS-TEB Model 

As already discussed, the TEB model is a simplified urban surface model, especially for modeling 

the buildings. Therefore, it is crucial to add a detailed building energy model to TEB to improve 

anthropogenic fluxes' estimation from buildings’ surfaces to the atmosphere and provide 

forecasting results of buildings’ energy performance. The multi-scale models studied in previous 

sections can perform short-term forecasting of buildings’ energy analysis. Still, they cannot 

capture the impact of buildings on near-surface atmospheric fields. Therefore, the CityBEM model 

is added as a new subroutine to the TEB module of GEM-LAM and SPS models in this section. 

For this purpose, all the physical equations and components of the CityBEM described in Chapter 

4 are entirely added to the TEB model (Fig. 6-9). The archetype library for the estimation of 

building non-geometrical properties is also defined in the TEB-CityBEM code.  
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Figure 6-9 Schematic of the TEB-CityBEM model. 

6.2.1. Buildings’ Geometrical and Non-Geometrical Properties 

The urban canopy scheme used in the TEB model is based on 1D analysis, and the real orientation 

of buildings’ façade is not considered for calculation of short-wave radiation. Also, to assign non-

geometrical properties to the buildings, buildings’ type and year of construction information are 

required. The current LULC dataset only covers limited buildings and does not include the 

buildings’ year of construction information. To provide this information for each grid point in the 

SPS model, the coordinates (Latitude and Longitude) of all grid points for the study region are 

extracted. Then, for each grid point, the building's properties located in that location are extracted 

from the 3D buildings model and Montreal PAU shapefile. The data is added to the TEB-CityBEM 

dataset. This method is applied to the SPS 250-m model of Montreal studied in section 6.1.  

6.2.2. Experimental Design 
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The developed TEB-CityBEM model is applied to the SPS model of Montreal with 250-m grid 

spacing. The model is launched for two days of summer 2018: May 1-2, 2018. Fig. 6-10 shows 

the near-surface air temperature, window surface temperature, and HVAC energy consumption 

distribution inside the domain on May 2, 8 pm UTC. Results show that the TEB-CityBEM model 

is launched successfully on the ECCC server. The near-surface air temperature in urban areas is 

around 14 ℃. Therefore, considering the indoor set-point temperature of 21 ℃, buildings are in 

heating mode. All buildings' window surface temperature is higher than 18 ℃, larger than the 

outdoor air temperature because the indoor air temperature is higher than the ambient air 

temperature. The glazing also absorbs part of the solar radiation. The HVAC energy consumption 

results show relatively higher energy consumption in Montreal’s downtown due to high-rise 

buildings and a higher density of buildings in this area.    
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Figure 6-10 TEB-CityBEM result for Montreal simulation on May 2, 2018, 8 pm UTC 

The results presented in this section are preliminary analyses showing that the CityBEM model is 

successfully added to the TEB model. Future work will focus on 1) the validation of the TEB-

CityBEM model by verifying that the applied equations are solved correctly, and comparison of 

energy consumption, surface temperature, and indoor air temperature with measurement data, 2) 

compare the screen level atmospheric fields with the results obtained only by TEB model and 

measurement data to study the impact of CityBEM model on the accuracy of surface and near-

surface simulation, 3) Use the new TEB-CityBEM model in the GEM-LAM model and the ECCC 

air quality model (GEM-MACH) to study the impact of CityBEM on the accuracy of urban 

atmosphere and air quality forecasting result. For this purpose, the TEB-CityBEM model will be 

implemented to a one-way grid nesting of the GEM-LAM model. The sub-kilometer model of 

Montreal is shown in Fig. 6-11. Three nested grids with 2.5-km, 1-km, and 250-m grid spacings 

were set up to focus on the Montreal metropolitan area. The 10-km RDPS model provides the 

initial and boundary conditions for the HRDPS 2.5-km model.  
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Figure 6-11 Schematic of multi-scale GEM-LAM model.  

6.3. Summary 

In this chapter, a multi-scale urban building energy and climate simulation tool is developed by 

coupling SPS and CityBEM models. The developed system can perform kilometer to sub-

kilometer and buildings’ scale simulation. The output of the high-resolution SPS models is 

interpolated on center points of buildings in CityBEM. In this model, there is no feedback from 

buildings and CityBEM on the atmospheric fields. Therefore, CiyBEM is added to the TEB 

scheme in the SPS model to capture buildings' impacts on near-surface atmospheric fields. The 

model is used for simulation of the 2018 summertime in Montreal. Results show that the high-

resolution multi-scale model can find the vulnerable areas and buildings against the heatwave.  
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Chapter 7 Integration of CityBEM and City Reduced Probability of Infection 

Models  

City Reduced Probability of Infection (CityRPI)1  is a model developed to calculate airborne 

transmission of COVID-19 in all buildings' indoor spaces in a city. In this chapter, the CityRPI 

methodology is introduced. Different mitigation strategies for reducing the risk of infection in 

indoor spaces are studied. To study the impact of different strategies on the infection risk and 

energy consumption of buildings, CityBEM is integrated with CityRPI. Simultaneous CityBEM 

and CityRPI simulation is performed. The schematic of the integrated CityBEM-CityRPI model is 

shown in Fig. 7-1.   

7.1. Modeling Aerosol Infection Risk 

The aerosol infection risk calculation is based on the modified Wells-Riley Formulation [189,190], 

which Miller et al. [124] used to calculate airborne transmission of COVID-19 in indoor 

microenvironments. Miller et al. [127] made five assumptions for applying this approach: i) 

calculation of aerosol infection risk is based on the presence of one infected person who emits 

SARS-CoV-2 quanta (a quantum is defined as the dose of airborne droplet nuclei required to cause 

infection in 63% of susceptible persons) with a constant rate, ii) there are not any earlier SARS-

CoV-2 quanta in the space, iii) the latent period of the disease (i.e., the period between exposure 

and infection) is longer than the time duration of the event. Based on this assumption, the quanta 

emission rate remains constant during the event, iv) the indoor environment can be modeled as 

well-mixed, and the infectious respiratory aerosol is evenly distributed throughout the room air, 

and v) the infectious quanta removing by the ventilation, filtration, deposition on surfaces, and 

 
1 I did the CityRPI project in collaboration with Mr. Maher Albettar and Dr. Leon Wang - https://concordia-
cityrpi.web.app/ 
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airborne inactivation is a first-order process considered the in the model. Two types of PI are 

calculated in this work: conditional PI and absolute PI. The conditional probability of infection 

(𝑃𝐼𝑐𝑜𝑛𝑑) is calculated based on the assumed number of infected people inside the room, and the 

prevalence rate of the disease in the area of study is neglected in the calculation. Absolute 

probability of infection (𝑃𝐼𝑎𝑏𝑠) is calculated based on the 𝑃𝐼𝑐𝑜𝑛𝑑 and considering the prevalence 

rate of the disease in the area of study.  

 

Figure 7-1 Schematic of the CityRPI model combined with CityBEM.  

7.1.1. Conditional Probability of Infection 

The conditional probability of infection (𝑃𝐼𝑐𝑜𝑛𝑑) is given by the expression:  
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𝑃𝐼 = 1 − 𝑒−𝜇 Eq. 7-4 

where 𝜇 is the number of quanta inhaled by a susceptible. Consider a susceptible in the room who 

inhales at rate B (𝑚3 ℎ⁄ ) and is present for T hours. The expected number of quanta inhaled is 

calculated by Eq. 7-2:  

𝜇 = 𝐶𝑎𝑣𝑔 × 𝐵 × 𝑇 × (1 − 𝑓𝑚 ×𝑀𝑖𝑛) Eq. 7-5 

𝐶𝑎𝑣𝑔 is the time-average quanta concentration (𝑞 𝑚3⁄ ); 𝑓𝑚 is the fraction of people in the room 

who wears the mask, and 𝑀𝑖𝑛 is the inhalation mask efficiency. By solving the well-mixed material 

balance equation for the room, the 𝐶𝑎𝑣𝑔 is calculated using Eq. 7-3.  

𝐶𝑎𝑣𝑔 =
𝐺

𝜆𝑉
[1 −

1

𝜆𝑇
(1 − 𝑒−𝜆𝑇)] 

Eq. 7-6 

𝑉 is the volume of the room (𝑚3); 𝜆 is the first-order loss rate coefficient for quanta (ℎ−1); and 𝐺 

is the net quanta emission rate (ℎ−1) which is calculated based on the number of infected people 

in the room (𝑁𝑖𝑛𝑓), the fraction of people in the room with the mask (𝑓𝑚), exhalation mask 

efficiency (𝑀𝑒𝑥), and quanta emission rate by one infected individual ER𝑞 (Eq. 7-4).  

𝐺 = ER𝑞(1 − 𝑓𝑚 ×𝑀𝑒𝑥) × 𝑁𝑖𝑛𝑓 Eq. 7-7 

Buonanno et al. [191] calculated the quanta emission rate ER𝑞  of SARS-CoV-2 for different 

combinations of expiratory activities (oral breathing, speaking, and singing or loudly speaking) 

and activity levels (resting, light activity, and heavy exercise).  

7.1.2. First-order Loss Rate Coefficient (𝝀) 
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The infectious quanta can be removed from room air by first-order processes reflecting several 

mechanisms: outdoor air ventilation (𝜆1), filtration (𝜆2), deposition on surfaces (𝜆3), and airborne 

inactivation (𝜆4). 

𝜆 = 𝜆1 + 𝜆2 + 𝜆3 + 𝜆4 Eq. 7-8 

First, infectious quanta are removed with a first-order rate constant 𝜆1 equal to the air change of 

outdoor air per hour (ℎ−1) supplied to the room by the HVAC system or opening the windows. 

Second, the in-room air filtration using portable air purifiers and/or duct filters in HVAC systems 

for recirculation of filtered indoor air can remove infectious quanta with a rate constant 𝜆2. Third, 

infectious quanta are removed by gravitational settling with a first-order rate constant 𝜆3. The 

deposition rate is calculated by Buonanno et al. [133] as the ratio between the settling velocity of 

super-micrometric particles and the height of the emission source and is equal to 0.24 ℎ−1. Finally, 

infectious quanta are biologically inactivated with a first-order rate constant 𝜆4 . The quanta 

inactivation was evaluated based on the SARSCoV-2 half-life (1.1 h) [192] and is equal to 0.63 

ℎ−1.  

7.1.3. Absolute Probability of Infection 

For estimation of infection risk in city-scale where the number of infected individuals in each 

building is not known, the prevalence of the disease in the community is used to estimate how 

many infected individuals may be present in the building, and the absolute probability of infection 

𝑃𝐼𝑎𝑏𝑠 is calculated based on estimated infected individuals [193].  

𝑃𝐼𝑎𝑏𝑠 = 1 − (1 − 𝑃𝐼𝑐𝑜𝑛𝑑 × 𝑃𝑝𝑟𝑒𝑣)
𝑁𝑠𝑢𝑠 Eq. 7-9 
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𝑁𝑠𝑢𝑠 = 𝑁𝑡𝑜𝑡 × (1 − 𝐹𝑖𝑚𝑚𝑢𝑛𝑒) Eq. 7-10 

𝑃𝑝𝑟𝑒𝑣 =
𝑁𝑛𝑒𝑤
𝑃

× (1 − 𝑓𝑢𝑛𝑟𝑒𝑝) × 𝐷 
Eq. 7-11 

𝑃𝑝𝑟𝑒𝑣 is the disease prevalence in the community that depends on the state of the pandemic in the 

region of study and the period. 𝑁𝑛𝑒𝑤 and 𝑃 are the number of daily new cases and the population 

of the studied region, respectively. 𝑓𝑢𝑛𝑟𝑒𝑝  is the fraction of unreported cases. A study on ten 

diverse geographical sites in the US shows that the estimated number of infections was much 

greater (6 to 24 times) than the number of reported cases in all sites [194]. 𝐷 is the duration of the 

infectious period of SARS-CoV-2 [195]. 𝑁𝑡𝑜𝑡  and 𝑁𝑠𝑢𝑠  are the total number and number of 

susceptible people in the room, respectively. 𝐹𝑖𝑚𝑚𝑢𝑛𝑒 is the fraction of the population that has had 

the disease and has some immunity against it. It can be estimated using the total number of infected 

people in the region of study [194,196].  

7.1.4. Outdoor Ventilation Rate and Number of Occupants 

The real number of occupants and outdoor ventilation rates are not known for all buildings in a 

city. These parameters are estimated based on the ASHRAE Standard 62.1-Table 6.2.2.1 [197]. 

The table provides occupant density 𝐷𝑜𝑐𝑐 (# 100𝑚2⁄ ), and combined outdoor air rate per person 

𝑅𝑝 (𝑐𝑓𝑚 𝑝𝑒𝑟𝑠𝑜𝑛⁄ ) for different occupancy category (building type). Using these two parameters 

and the floor area of the building 𝐴𝑓  (𝑚2), total number of occupants 𝑁𝑡𝑜𝑡  and air change of 

outdoor air per hour 𝐴𝐶𝐻𝑣𝑒𝑛𝑡 (ℎ
−1) can be estimated by 

𝑁𝑡𝑜𝑡 = 𝐷𝑜𝑐𝑐 ×
𝐴𝑓

100
 

Eq. 7-12 
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𝐴𝐶𝐻𝑣𝑒𝑛𝑡 =
𝑅𝑝 ×𝑁𝑡𝑜𝑡 × 1.699

𝐴𝑓 ×𝐻
 

Eq. 7-13 

7.1.5. Development of Archetype Library 

For calculation of the indoor probability of infection in all buildings in a city using Eqs. 7-1 to 7-

10, several building-related parameters are needed, including floor area, ceiling height, average 

stay time, the average age of occupants, occupant density, and outdoor air rate per person. The 

floor area of buildings is obtained from open data sources such as OpenStreetMap (OSM) [198] 

and Microsoft buildings’ footprint [199,200], but other parameters are not available for all 

buildings in a city. In this work, to estimate all required parameters for PI calculation, an Archetype 

library is developed. In this library, buildings are classified into 31 different usage types. Then, 

the required parameters are assigned to each class. The usage type of buildings can be provided by 

local datasets that are available for most of the cities around the world. For the City of Montreal 

studied in this work, buildings’ usage type information is provided by the shapefiles of boundaries 

of the property assessment units (PAU) [146]. PAU is the vector geospatial data of the subdivision 

of the Montreal agglomeration properties containing the general information on the units of 

property assessments, particularly the codification of use (CUBF), year of construction, and the 

approximate dimensions.  

7.2. Validation of CityRPI and CityBEM Results 

In this section, separate validations are done on the CityRPI and CityBEM models.  

7.2.1. Validation of Aerosol Infection Risk Calculation 

For the validation of the CityRPI model, a real outbreak occurred due to the attendance of a 

symptomatic index case at a weekly rehearsal of the Skagit Valley Chorale (SVC) [127] is modeled. 
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Results are compared with those of Miller et al. [127] and COVID-19 Aerosol Transmission 

Estimator (COVID-19 ATE) [193].   

Table 7-1 Parameters used for the simulation of SVC super spreading event 

Parameter Symbol Unit Value 

Volume 𝑉 (𝑚3) 810 

Duration of event 𝑇 hour 2.5 

Volumetric breathing rate 𝐵 (𝑚3 ℎ⁄ ) 1.0 

Quanta emission rate ER𝑞 𝑞𝑢𝑎𝑛𝑡𝑎 ℎ⁄  970 

Fraction of the population with immunity 𝐹𝑖𝑚𝑚𝑢𝑛𝑒 - 0 

Fraction of people with mask 𝑓𝑚 - 0 

Total number of people in the room 𝑁𝑡𝑜𝑡 - 61 

Number of infective people 𝑁𝑖𝑛𝑓 - 1 

Disease prevalence rate 𝑃𝑝𝑟𝑒𝑣 % 0.011 

 

Table 7-1 shows the simulation settings of the SVC super spreading event. The mean quanta 

emission rate of 970 𝑞𝑢𝑎𝑛𝑡𝑎 ℎ⁄  was estimated using the Monte Carlo simulation based on the 

reported infection rate of the event. Conditional and absolute probability of infections are 

calculated as a function of loss rate 𝜆 and results are shown in Fig. 7-2. Infection risks calculated 

by CityRPI are the same as Miller et al. [127] and COVID-19 ATE, which shows that the 

calculation of infection risk by the CityRPI model is consistent with other validated works. 
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Figure 7-2 Comparison of 𝑃𝐼𝑐𝑜𝑛𝑑 and 𝑃𝐼𝑎𝑏𝑠 at different loss rate coefficients for SVC super 

spreading event calculated by CityRPI, COVID-19 ATE, and Miller et al. [127] 

7.2.2. Validation of Indoor Air Temperature Result  

Accuracy of the CityBEM for calculation of buildings’ energy performance is already investigated 

by comparing the annual and hourly electricity consumption with corresponding measurement data 

[85,201]. In this work, for the validation of indoor air temperature results calculated by CityRPI, 

the City of Montreal is simulated from June 24-29, 2020. The calculated indoor air temperature of 

two school buildings is compared with measurement data provided by sensors installed in different 

buildings' rooms. Figs. 7-3a and 7-3b show the schools' aerial view map and weather data (outdoor 

air temperature and solar radiation) used for the simulation. According to Fig. 7-3b, the studied 

days are hot and sunny. In the absence of Air conditioning (AC) systems in the buildings, it is 

expected that indoor air temperature is higher than the cooling-setpoint temperature. School 1 is a 

two-story building constructed in 1953. There are some Air Conditioning (AC) units in the 

classrooms, but they did not work during the simulation period because of insufficient power. Two 

indoor sensors are installed in two classrooms on the first floor. School 2 is a two-story building 

constructed in 1958 with four indoor sensors to measure indoor air temperature. All sensors are 
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installed in the classrooms, two of them are on the first floor, and two other sensors are on the 

second floor. There is not any AC system in the classrooms. Due to the lack of AC systems in the 

buildings, the HVAC model is disabled in CityRPI simulation. Figs. 7-3c and 7-3d compare the 

indoor air temperature calculated by CityRPI with all sensors data of school one and school 2, 

respectively. Accuracy of the result is acceptable considering the uncertainties of the input 

parameters used for CityRPI simulation and the simplified single-zone model used for the whole 

building. The RMSE between the average temperature of classrooms and simulation results of 

schools 1 and 2 are 1.78 ℃ and 1.56 ℃, respectively.  

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 7-3 Validation of indoor air temperature calculated by CityRPI: a) aerial view map, b) 

weather data of simulation period, c) comparison of simulation and measurement data of school 

1, d) comparison of simulation and measurement data of school 2. 
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7.3.   Case study and Result 

According to equations 7-1 to 7-10, the indoor aerosol infection risk is a function of several 

parameters. Some of them including the number of occupants, ventilation rate, stay time, and 

breathing rate depending on the building usage type. Therefore, infection risk and the effectiveness 

of mitigation measures can change by the type of building. In this section, the City of Montreal is 

modeled by the CityRPI model. The impact of the following mitigation strategies on the indoor 

aerosol infection risk is studied for all the buildings: 1) wear a face mask, 2) increase the outdoor 

air ventilation rate, 3) upgrade to high-efficiency duct filters in HVAC systems, 4) use portable air 

cleaners in the rooms, 5) spend less time in indoor spaces, 6) reduce the number of occupants in 

the space. Increasing the outdoor air ventilation rate by opening the windows or more outdoor air 

from the intakes can improve the room ventilation condition and reduce infection risk. Still, on the 

other hand, in the winter season, it can significantly increase the energy consumption of the 

building. Therefore, it is crucial to find the most effective strategy considering both the reduced 

probability of infection and the building's energy consumption. For this purpose, a simulation is 

conducted over Montreal from February 12-21, 2020, the coldest days of winter 2019. The 

effectiveness of three mitigation strategies for improving the indoor ventilation condition (more 

outdoor air, upgrading duct filter, portable air cleaner) is compared together.  

7.3.1. Geometry and Input Data 

The simulation area that covers Montreal City is shown in Fig. 7-5. The 3D model of buildings is 

generated using Microsoft buildings’ footprint data and Google Earth buildings’ height 

information [201]. The total number of buildings is 358295. Table 7-2 shows the settings used for 

the simulation. For all the buildings, the infection risk is calculated for a room with 100 𝑚2 floor 

area. The disease prevalence rate in Montreal is calculated using the last updated data by SANTÉ 
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MONTRÉAL on 10/21/2020 [202]. The number of daily new cases, the total number of confirmed 

cases, and the total number of deaths on 10/21/2020 are 316, 39712, and 3516, respectively. It was 

the maximum alert level or red situation in Montreal. Disease prevalence rate and the fraction of 

people with immunity calculated using this information are presented in Table 7-2. Other 

parameters that are needed for calculation of infection risk are estimated using the archetype library 

for each building type.  

Table 7-2 Parameters used for the Montreal City simulation 

Parameter Symbol Unit Value 

Floor area 𝐴𝑓 𝑚2 100 

Fraction of population with immunity 𝐹𝑖𝑚𝑚𝑢𝑛𝑒 - 0.094 

Fraction of asymptomatic cases 𝑓𝑢𝑛𝑟𝑒𝑝 - 0.8 

Disease prevalence rate 𝑃𝑝𝑟𝑒𝑣 % 0.54 

 

7.3.2. Mitigation Strategies by Building Type 

In this section, six different mitigation measures that can reduce the indoor aerosol infection risk 

are applied to all buildings: 1) wear a face mask, 2) increase the outdoor air ventilation rate, 3) 

upgrade to high-efficiency duct filters in HVAC systems, 4) use portable air cleaners in the rooms, 

5) spend less time in indoor spaces, 6) reduce the number of occupants in the space. Fig. 7-4a 

shows the impact of mitigation measures on the probability of infection in different types of 

buildings. Mitigation measures are compared with a base scenario, which is: 0% mask usage, no 

outdoor air ventilation, without any duct filter, without air cleaner, full occupancy, and standard 

stay time.  The CityBEM model covers 31 building types, but in this figure, only the results of 10 

essential types of buildings regarding the COVID-19 aerosol infection risk are presented. Wearing 

masks by all the occupants can reduce the risk of infection by more than 60% in all types of 

buildings. Staying half time compared to the normal condition in public or crowded rooms can 
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reduce the risk of infection by more than 60% in all buildings except the daycare and can be 

considered one of the most effective strategies to reduce infection risk. Reduce the number of 

occupants inside the room can be an effective strategy for reducing the PI by around 50% in all 

buildings. Using a high-efficiency (MERV-13) duct filter in the buildings with an HVAC system 

can filter out the recirculated COVID-19 aerosol particles and reduce the infection risk by more 

than 56% in all buildings. Upgrading the duct filter is the most effective strategy for daycare rooms 

with 82% RPI. The RPI of the duct filter in Fig. 7-4 is the median of all buildings with the same 

type. Unlike other strategies that present the same RPI for all buildings with the same usage type, 

the RPI of duct filter is different for each building because the HVAC system's airflow rate is 

different for each building depending on the design condition. Fig. 7-4b shows the box plot of duct 

filter RPI for various building types. In buildings without the HVAC system and air duct filters, 

using a portable air cleaner can be an alternative strategy to reduce the aerosol infection risk of 

COVID-19. A portable air cleaner with 480 CFM capacity is modeled in this work. The RPI by 

using an air cleaner is from 35-72% depending on the buildings’ condition. Using an air cleaner 

with higher capacity can provide a higher RPI. Proper outdoor air ventilation by opening the 

windows or from air intakes can reduce the concentration of COVID-19 aerosol particles and 

reduce the risk of infection. In this work, the minimum required ventilation rate suggested by 

ASHRAE is used for the simulation. The ventilation rate depends on the building type (outdoor 

airflow rate per person and occupant density). Therefore, the effectiveness of this strategy is 

considerably different between buildings of various types  (20 ≤ 𝑅𝑃𝐼 ≤ 70) . Enhancing the 

outdoor air ventilation rate can increase the RPI provided by this strategy. In conclusion, all studied 

measures can significantly reduce indoor aerosol infection risk of COVID-19. The effectiveness 

of these measures depends on the building type. Fig. 7-4a provides information regarding the most 
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to least effective measures for each building type. For example, in daycares upgrading the duct 

filter and half occupancy are the most and least effective strategies to reduce the PI.  

 

 

Figure 7-4 a) Impact of 6 mitigation measures on the indoor aerosol infection risk of different 

types of buildings, b) Range of reduced risk using duct filter for various building types. 

According to Fig. 7-4, enhancing indoor air quality using three studied strategies (outdoor air 

ventilation, duct filter, and portable air cleaner) can reduce the aerosol infection risk of COVID-

19 in indoor spaces. Still, they may also affect the energy consumption of the building. During the 

winter, increasing the outdoor air ventilation rate needs more energy consumption to warm up the 
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cold outdoor air for supplying to the indoor space. On the other hand, portable air cleaners use 

electricity and increase the energy consumption of the building. Winter is coming, and the number 

of daily new cases of COVID-19 is rising all around the world. Therefore, it is essential to be 

prepared for it and make the best decision for reducing the risk of infection and save energy.  

7.3.3. HRDPS Weather Data 

In this section, mesoscale weather data provided by the High-Resolution Deterministic Prediction 

System (HRDPS) [145] is used for energy simulation of all buildings in the City of Montreal. 

HRDPS data are extracted and then interpolated on each building: First, the simulation area's 

boundaries (Latitude and Longitude) and all HRDPS grid points located inside the domain are 

specified. In this work, Montreal City is selected for the simulation (Fig. 7-5). Blue circles show 

the HRDPS grid points. Then, atmospheric elements required for buildings’ energy simulation 

using CityBEM (outdoor air temperature, solar radiation, wind speed, wind direction, and dew 

point temperature) are extracted for all HRDPS grid points inside the domain. Finally, four HRDPS 

grid points around each building are selected, and weather data are interpolated on the center of 

the building based on the distance between the building’s center point and grid points [186].  
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Figure 7-5 HRDPS grid points selected for the Montreal buildings’ energy simulation. 

In this section, all Montreal buildings are simulated from February 12-21, 2020, the coldest period 

of winter 2019. Fig. 7-6 shows the peak electricity demand per floor area of all Montreal buildings 

at 4 AM on February 15, 2020. Results are presented for the base scenario. The figure provides 

information on the energy performance of the buildings. In buildings with lower energy 

performance, mitigation measures that do not affect the building's energy consumption, such as 

wearing a mask, reducing the number of occupants, and reducing the stay time, should be 

considered the first strategies for reducing the risk infection. Fig. 7-6 also identifies neighborhoods 

with overall better energy performance. Some regions in the north and south-west of the city 

identified by red colors include low energy-efficient buildings. On the other hand, Montreal's 

downtown, highlighted by the white box, presents higher energy performance buildings. The 

buildings' energy performance depends on several parameters, including age and usage type of the 

building, and microclimate condition, discussed in detail in the previous chapters [85,201]. I am 

working on running CityBEM for different scenarios to study each strategy's impact on the peak 
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electricity load. The energy consumption result can help choose the best strategy considering both 

infection risk and buildings' energy consumption.   

 

Figure 7-6 Peak electricity demand per floor area of Montreal buildings at 4 AM on February 15, 

2020. 

7.4. Summary 

Recent studies on the COVID-19 virus shows that airborne transmission is a major route of the 

infection. Airborne transmission is higher in crowded indoor spaces with poor ventilation 

conditions. Different mitigation strategies can reduce the room's infection risk, including wearing 

a mask, reducing the occupants' number, reducing the stay time, improving the ventilation 

condition using duct filters, outdoor air ventilation, and portable air cleaner. These strategies' 

effectiveness depends on the building type, and other properties and buildings must be studied 

separately. Also, mitigation strategies may affect the building’s energy consumption. Thus, 

infection risk and energy consumption must be analyzed simultaneously. In this thesis, a model 
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called CityRPI is developed to calculate the infection risk in all buildings in a city. CityRPI is 

integrated with CityBEM to study the impact of different strategies on buildings' infection risk and 

energy consumption. The model is applied to Montreal, and simulation is done for the coldest days 

of winter 2019. Results show that the effectiveness of strategies depends on the building type and 

properties. Therefore, it is essential to investigate the impact of scenarios on each building 

separately. In future work, the effects of strategies on peak load of buildings will be studied to 

choose the most effective strategy by focusing on both infection risk and energy consumption.   
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Chapter 8 Conclusions and Future Work 

8.1. Conclusions 

This research established a new urban building energy model to calculate all buildings' energy 

performance in a city. The proposed model (CityBEM) includes all essential elements for accurate 

calculation of the building’s energy consumption and is significantly faster than existing UBEM 

tools. Here, it has concluded that: 

• Creating the 3D model of buildings is one major challenge of existing tools. In this work, an 

automated model is developed for creating the 3D model of buildings. The developed model 

is accurate and needs minimum manual efforts.  

• Estimation of the building’s non-geometrical parameters is the second challenge with current 

tools. In this work, an archetype library is developed to classify the buildings. Then, non-

geometrical properties are assigned to each group of buildings. The archetype library is created 

by gathering data from various datasets.  

• Using local microclimate data can significantly impact the accuracy of buildings’ energy 

simulation. Buildings also affect the simulation of local microclimate in urban areas. Therefore, 

in this work, CityBEM is integrated with two urban microclimate simulation tool to capture 

the two-way interaction between buildings and microclimate.   

• GEM is a numerical weather prediction system developed in ECCC for short-term weather 

forecasting in Canada and North America. In this work, CityBEM is integrated with the GEM 

model to perform short-term forecasting of buildings’ energy consumption using high-

resolution weather forecast data. CityBEM is added as a new module to the GEM. It can 
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perform accurate buildings’ modeling and improve the calculation of near-surface atmospheric 

fields in the GEM model.  

• The accuracy of the CityBEM is investigated by comparing the results with measurement data 

of electricity consumption and indoor air temperature of some selected buildings. Results show 

that CityBEM results' accuracy is acceptable, considering the problem's scale and many 

uncertainties in the input data.  

• Airborne transmission of COVID-19 is a significant route of infection, especially in indoor 

spaces. The infection risk depends on the ventilation condition and some other properties of 

indoor environments. The CityRPI model is developed to calculate the airborne infection risk 

in all buildings' indoor spaces. CityBEM is integrated with CityRPI, and the impact of different 

mitigation measures are studied on the infection risk and energy consumption of buildings. 

The effectiveness of strategies depends on the building type, and it is essential to perform 

separate analyses on each type of buildings.  

8.2. Contributions 

• This thesis's first contribution is the mathematical and numerical comparison of three 

coupling strategies for solving the coupled thermal and airflow problem in buildings. The 

results of this work are used by NIST company for developing the CONTAM-HT model.  

• Secondly, I developed the first urban building energy model in Canada to model all 

buildings' energy performance in large cities or even provinces. Automated generation of 

3D buildings’ model and high-resolution 3D model of buildings, trees, terrain, etc., is the 

next contribution of this thesis.  
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• The integrated CityBEM-CityFFD model is developed for solving the two-way impacts 

between buildings and local urban microclimate. It is the first integration of UBEM and 

microclimate models.  

• Adding CityBEM to the TEB for modeling buildings and its integration with GEM and 

SPS models is the next contribution. CityBEM can improve the accuracy of the GEM 

weather forecasting and GEM-MACH air quality modeling in urban areas. Short-term 

forecasting simulation of buildings’ energy performance will be the new capability of the 

GEM model.  

• Finally, the CityRPI model is developed for the estimation of airborne transmission of 

COVID-19 in indoor spaces. The novelty of CityRPI is the capability to model all buildings 

in a city and study the effectiveness of different strategies in reducing the infection risk.  

8.3. Future work 

• Complete the integration of CityBEM with the TEB model. Run the multi-scale model 

equipped with the CityBEM-TEB model and compare the result with measurement data to 

study the impact of CityBEM on the accuracy of the GEM model.  

• The exterior shading by neighbor buildings is not modeled in the CityBEM. A shading model 

will be added to the CityBEM to improve the accuracy of the model.   

• The current version of CityBEM only models the long-wave radiation between buildings, 

ambient air, and sky. The long-wave radiation between adjacent buildings is not modeled. A 

new long-wave radiation model will be added to the CityBEM.  

• The current geometrical model only includes the 3D model of buildings. It is essential to have 

the terrain, trees, mountains, and other urban elements in the geometrical model in some cases. 

A new method will be developed for creating the detailed 3D model of a city using GE API.  
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• Buildings are modeled as one block in the current version of the CityBEM. An automated 

multi-zone model will be developed by using one zone for each floor of the building. Different 

weather data will be used for each floor using CityFFD and/or GEM data to improve the 

simulation's accuracy.  

• CityBEM will model different heatwave mitigation strategies such as natural ventilation, green 

roof, cool roof, retrofitting of buildings’ envelope and glazing, etc. The impact of each scenario 

on the UHI and energy consumption will be studied.  

• The impact of TEB-CityBEM on the urban air quality will be examined by adding the TEB-

CityBEM model to the GEM-MACH air quality model of ECCC.  

• The impact of mitigation strategies for reducing the indoor infection risk will be studied on the 

peak heating load of winter 2019. The best strategy for reducing the infection risk and saving 

energy will be identified for each building class.  
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Appendix A  

Airflow path models 

Airflow paths represent openings between zones or to ambient. The power-law equation is often 

used to model the airflow from zone 𝑖 to zone 𝑗 through path 𝑖𝑗 (𝐹𝑖𝑗), which is  

𝐹𝑖𝑗 = 𝐶𝑖𝑗(∆𝑃𝑖𝑗)
𝑛𝑖𝑗

 (A.1) 

Where  

𝐶𝑖𝑗 is the flow coefficient of the flow path 𝑖𝑗 

𝑛𝑖𝑗 is the flow exponent of path 𝑖𝑗 ≅ {

0.5 large openings
1 narrow openings

0.6 − 0.7 crack − like openings
 

∆𝑃𝑖𝑗 is the pressure difference across the path 𝑖𝑗.  

Orifice airflow equation is another version of the power-law equation:  

𝐹𝑖𝑗 = 𝐶𝑑,𝑖𝑗𝐴𝑖𝑗√2ρ∆𝑃𝑖𝑗 (A.2) 

Where  

𝐶𝑑,𝑖𝑗 is the discharge coefficient if path 𝑖𝑗 

𝐴𝑖𝑗 is the area of path 𝑖𝑗 (𝑚2) 

The power-law model can be integrated with leakage area formulation to calculate air leakage 

through the building envelope 

𝐹𝑖𝑗 = 𝐶𝑖𝑗(∆𝑃𝑖𝑗)
𝑛𝑖𝑗

 (A.3) 

𝐶𝑖𝑗 = 𝐿𝑖𝑗𝐶𝑑,𝑖𝑗√2𝜌(∆𝑃𝑟,𝑖𝑗)
0.5−𝑛

 (A.4) 

Where  

𝐿𝑖𝑗 is the effective leakage area (𝑚2) 
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∆𝑃𝑟,𝑖𝑗 is the reference pressure difference (𝑃𝑎) 

𝐶𝑑,𝑖𝑗 is the discharge coefficient. There are two reference conditions≅ {
1.0 if ∆𝑃𝑟,𝑖𝑗 = 4 𝑝𝑎

0.6 if ∆𝑃𝑟,𝑖𝑗 = 10 𝑝𝑎
 

Shaft airflow model is used to model low resistance airflow between buildings level through the 

atria, elevator shafts, and stairwells.  

𝐹𝑖𝑗 = 𝑓𝑡𝑢𝑟𝑏√𝜌(∆𝑃𝑖𝑗)
𝑛𝑖𝑗

 (A.5) 

Appendix B 

Tridiagonal matrix algorithm  

The tridiagonal matrix algorithm (TDMA), also known as the Thomas algorithm, is a simplified 

form of Gaussian elimination that can be used to solve the tridiagonal system of equations  

𝑎𝑖𝑥𝑖−1 + 𝑏𝑖𝑥𝑖 + 𝑐𝑖𝑥𝑖+1 = 𝑑𝑖,      𝑖 = 1,…𝑛, (B.1) 

Where 𝑎1 and 𝑐𝑛 are zero. Equation (A.1) can be written in the matrix form  

(

 
 

𝑏1 𝑐1 0 ⋯ ⋯ 0
𝑎2 𝑏2 𝑐2 ⋯ ⋯ 0

0
⋯
0

𝑎3
⋯
⋯

𝑏3 𝑐3 ⋯ 0
⋯ ⋯ ⋯ 𝑐𝑛−1
⋯ 0 𝑎𝑛 𝑏𝑛 )

 
 

(

 
 

𝑥1
𝑥2
⋮

𝑥𝑛−1
𝑥𝑛 )

 
 
=

(

 
 

𝑑1
𝑑2
⋮

𝑑𝑛−1
𝑑𝑛 )

 
 

 (B.2) 

The TDMA consists of two parts: a forward elimination phase and a backward substitution phase. 

At the forward elimination phase, the coefficients 𝑎𝑖 , 𝑏𝑖 and 𝑐𝑖 are modified as follows  

𝑐𝑖
∗ = {

𝑐1
𝑏1

                                     ; 𝑖 = 1

𝑐𝑖
𝑏𝑖 − 𝑐𝑖−1

∗ 𝑎𝑖
; 𝑖 = 2,3, … , 𝑛 − 1

 (B.3) 
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𝑑𝑖
∗ =

{
 
 

 
 𝑑1
𝑏1

                                      ; 𝑖 = 1

𝑑𝑖 − 𝑑𝑖−1
∗ 𝑎𝑖

𝑏𝑖 − 𝑐𝑖−1
∗ 𝑎𝑖

; 𝑖 = 2,3, … , 𝑛 − 1

 (B.4) 

The solution is then obtained by back substitution 

𝑥𝑛 = 𝑑𝑛
∗  (B.5) 

𝑥𝑖 = 𝑑𝑖
∗ − 𝑐𝑖

∗𝑥𝑖+1 ; 𝑖 = 𝑛 − 1, 𝑛 − 2,… ,1 (B.6) 

The solution is obtained in 𝑂(𝑛) operations, instead of 𝑂(𝑛3 3⁄ ) required by Gaussian elimination. 

The TDMA is only applicable to diagonally dominant matrices, i.e.,  

|𝑏𝑖| > |𝑎𝑖| + |𝑐𝑖| , 𝑖 = 1,2, … , 𝑛. (B.7) 

Appendix C  

The winding number 𝜔(𝑅, 𝐶)  of a point 𝑅  for a closed curve 𝐶(𝑡) = (𝑥(𝑡), 𝑦(𝑡))
𝑡
, 𝑡 ∈

[𝑎, 𝑏], 𝐶(𝑎) = 𝐶(𝑏), is the number of revolutions made around 𝑅 while traveling once along 𝐶, 

provided that 𝑅 is not visited in doing so. 𝜔(𝑅, 𝐶) can be calculated by integrating the differential 

of the angle 𝜑(𝑡) between the edge 𝑅𝐶(𝑡)̅̅ ̅̅ ̅̅ ̅̅  and the positive horizontal axis through 𝑅 (Fig. 3(a)). 

As 𝐶(𝑡) is a closed curve, this always yields 𝜔. 2𝜋 with 𝜔 ∈ ℤ denoting the winding number.  
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Fig. 1 (a) The continuous angle 𝜑(𝑡) for curves. (b) The discretely signed angle 𝜑𝑖 for 

polygons.  

Without loss of generality, we assume 𝑅 = (0, 0) so that 𝜑(𝑡) = 𝑎𝑟𝑐𝑡𝑎𝑛(𝑦(𝑡) 𝑥(𝑡)⁄ ) and  

𝜔(𝑅, 𝐶) =
1

2𝜋
∫𝑑𝜑(𝑡)

𝑏

𝑎

=
1

2𝜋
∫
𝑑𝜑

𝑑𝑡
(𝑡)𝑑𝑡

𝑏

𝑎

=
1

2𝜋
∫
�̇�(𝑡)𝑥(𝑡) − 𝑦(𝑡)�̇�(𝑡)

𝑥(𝑡)2 + 𝑦(𝑡)2
𝑑𝑡

𝑏

𝑎

 (C1) 

A closed polygon 𝑃 represented as an array of 𝑛 points 𝑃0, 𝑃1, … , 𝑃𝑛−1, 𝑃𝑛 = 𝑃0 can be seen as a 

piecewise linear curve 𝑡 → (𝑥𝑖(𝑡 − 𝑖), 𝑦𝑖(𝑡 − 𝑖))
𝑇
, 𝑡 ∈ [𝑖, 𝑖 + 1],  with (𝑥𝑖(𝑡), 𝑦𝑖(𝑡))

𝑇
= 𝑡𝑃i+1 +

(1 − 𝑡)𝑃i. Using Eq. (A1) we obtain  

𝜔(𝑅, 𝑃) =
1

2𝜋
∑∫

�̇�𝑖(𝑡)𝑥𝑖(𝑡) − 𝑦𝑖(𝑡)�̇�𝑖(𝑡)

𝑥𝑖(𝑡)2 + 𝑦𝑖(𝑡)2

1

0

𝑑𝑡

𝑛−1

𝑖=0

=
1

2𝜋
∑arccos [

〈𝑃𝑖|𝑃𝑖+1〉

‖𝑃𝑖‖‖𝑃𝑖+1‖
] . sign |

𝑃𝑖
𝑥 𝑃𝑖+1

𝑥

𝑃𝑖
𝑦

𝑃𝑖+1
𝑦 |

𝑛−1

𝑖=0

=
1

2𝜋
∑𝜑𝑖

𝑛−1

𝑖=0

 

(C2) 

where 𝜑𝑖 is the signed angle between the edges 𝑅𝑃𝑖̅̅ ̅̅  and 𝑅𝑃𝑖+1̅̅ ̅̅ ̅̅ ̅ (Fig. 3(b)).  
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Eq. (A2) can be used for creating an algorithm for computing the winding number, but it involves 

expensive calls to the arccos and sqrt routines. A simple observation lets us replace this formula 

with a more efficient one.  

Define the unit vector 𝐰(𝑅, 𝑢) = 𝑅𝐶(𝑡)̅̅ ̅̅ ̅̅ ̅̅ |𝑅𝐶(𝑡)̅̅ ̅̅ ̅̅ ̅̅ |⁄  which gives a continuous function 𝑊(𝑅): 𝐶 →

𝑆1 mapping the point 𝐶(𝑡) on 𝐂 to the point 𝐰(𝑅, 𝑢) on the unit circle 𝑆1 = {(𝑥, 𝑦)| 𝑥2 + 𝑦2 =

1}. This map can be represented in polar coordinates as 𝑊(𝑅)(𝑡) = (cos 𝜃(𝑡), sin 𝜃(𝑡)) where 

𝜃(𝑡)  is a positive counterclockwise angle in radians. Pick any point 𝑄  on 𝑆1 . Then, as the 

curve 𝑊(𝑅) wraps around 𝑆1, it passes 𝑄 a certain number of times. If we count (+1) when it 

passes 𝑄  counterclockwise, and (–1) when it passes clockwise, then the accumulated sum is 

precisely the total number of times that 𝑊(𝑅) wraps around 𝑆1 , and is equal to the winding 

number 𝑤𝑛(𝑅, 𝐶). Further, if we take an infinite ray 𝑃 starting at 𝑅 and extending in the direction 

of the vector 𝑄 , then intersections where 𝑃  crosses the curve 𝐶  correspond to the points 

where 𝑊(𝑅) passes 𝑄. To do the math, we have to distinguish between positive and negative 

crossings where 𝐶 crosses 𝑃 from right-to-left or left-to-right. This can be determined by the sign 

of the dot product between a normal vector to 𝐶 and the direction vector 𝑞 = 𝑄 [52], and when the 

curve 𝐶  is a polygon, one just needs to make this determination once for each edge. For a 

horizontal ray 𝑃 from 𝑅, testing whether an edge's endpoints are above and below the ray suffices. 

If the edge crosses the positive ray from below to above, the crossing is positive (+1); but if it 

crosses from above to below, the crossing is negative (–1). One then simply adds all crossing 

values to get 𝑤𝑛(𝑅, 𝐶). 

 


