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Abstract. Research on artificial intelligence (AI) for healthcare gained interest in 
recent years. However, the use of AI in daily clinical practice is still rare. We 

created and distributed an online survey among professionals working within the 
health informatics field to explore their views. The provided answers were 

classified into referring or not to: 1) Application areas; 2) Medical specialities; 3) 

Specific technologies; 4) Use cases; 5) Citizens involvement; and 6) Challenges. 
We received 42 valid responses. With regard to the sentiment of the answers, 

71,4% were classified by the AFINN tool as being positive. In light of the open 

question, 76,2% of the respondents referred to possible applications areas. They 
think the most frequent uses will be for diagnostic, decision making and treatment. 

54,8% of respondents referred to use cases, being personalized care and daily 

practice the most popular scenarios. 28,6% mentioned citizens' involvement, and 
23,8% medical specialities in which AI might be used. There is a mostly positive 

attitude towards the application of AI in healthcare, in particular regarding its 

future use for realising routine tasks. From these results, we conclude that research 
should further focus on realising AI-based applications for relieving health 

professionals from repetitive tasks and optimize healthcare processes.  
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1. Introduction 

Artificial intelligence (AI) refers to computer systems imitating human intellectual 

processes, such as reasoning, discovering meaning, generalizing, predicting, or learning 

from past experiences [1]. Within healthcare, AI is starting to be applied to support 

clinical decision making [2], for diagnostic purposes [3], or for data analysis [4]. At the 

end of 2020, a simple PubMed query using the keyword ‘artificial intelligence’ 

retrieved more than 114.000 indexed papers. This search shows that the first paper on 

AI for health dates back to 1951[5]. Since then, the number of papers has grown year 

after year, and nearly 10% of all Pubmed indexed papers are from 2020. The interest of 

using AI in participatory health is also increasing [6]. Common applications include the 

secondary analysis of social media data[7]. Results of such analysis are among other 

things used for disease surveillance [8,9]. Other application areas include determining 

if online forums require assistance[10], identifying users who are likely to drop from 

forums [11], extracting terms to learn its vocabulary, highlighting contextual 
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information [12], or paraphrasing medical terms [13]. Although all the attention, so far 

AI in healthcare is mainly prevalent in research labs, and not yet used in daily practice 

[14]. The objective of this paper is to explore views, perspectives and beliefs of 

professionals within the health informatics field regarding the future of AI.  

2. Methods 

We created an anonymous survey using Google Forms including the following 

question: “How do you think will be the future of artificial intelligence for healthcare? 

(e.g. To what extent will it be used, for which purposes, by whom?)”. As demographic 

data, we asked for “Gender”; “Profession”; and “Background”. The survey was 

distributed internationally via e-mail among professors, researchers, and students 

within the health informatics field, following a convenience sampling approach and 

using the business networks of the authors. The e-mail containing the link to the survey 

provided participants with information regarding the purpose of the study and 

anonymity. The online survey was available to be answered for 2 weeks, from 

November 23rd and until December 6th, 2020. We analyzed the free text responses 

regarding their sentiment (positive, neutral or negative) using AFINN sentiment 

analysis tool [15]. We classified the answers independently into referring or not to six 

main topics: 1) Application areas; 2) Medical specialities; 3) Specific technologies; 4) 

Use cases; 5) Citizens involvement; and 6) Challenges. We calculated the inter-rater 

agreement using Cohen kappa analysis. In case of discrepancies regarding 

categorization all identified topics. Data were analyzed using SPSS (version 25; IBM 

Corp). 

3. Results 

We received a total of 60 survey answers. After removing duplicates, and empty 

received questionnaires, a total of 42 answers were considered as valid. Among the 42 

respondents, 22 identified themselves as male (52,4%) and 20 as female (47,6%). 

Respondents had a background in health sciences (15/42), computer science (15/42), 

social sciences (4/42), health and computer sciences (2/42), computer and social 

sciences (2/42), computer, health and social sciences (1/42) and other (3/42). Regarding 

profession, answers were given by researchers (12/42), professors (6/42), researcher 

and professor (13/42), student and researcher (1/42) and others (10/42). With regards to 

the sentiment of the answers, 30 of the responses were classified by AFINN tool as 

being positive (71,4%), 10 neutral (23,8%), and 2 negative (4,8%). Regarding the 

classification of the six main topics, the inter-rater agreement was moderate16 for the 

topics “medical specialities” and “technologies” (Kappa= 0,442, and Kappa= 0,557 

respectively); substantial [16] for the topics “challenges”, “use case” and “application 

areas” (Kappa= 0,627, Kappa= 0,714 and Kappa= 0,738 respectively); and almost 

perfect agreement16 for the “citizens involvement” topic (Kappa= 0,877).  In light of 

the open question “How do you think will be the future of artificial intelligence for 

healthcare?”, 76,2% of the respondents referred to application areas. The most common 

application areas were: diagnostic (mentioned by 47,6%), decision making (21,4%), 

and treatment (14,3%). A list of all reported application areas of is shown in Figure 

1. Use cases were pointed out in 54,8% of responses, the most popular cases of use of 
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AI in the future being personalized care and the daily practice (cited 23,8% and 9,5% 

respectively). See Figure 1. Other issues mentioned in the answers were the citizens' 

involvement, which was named by 12 (28,6%); medical specialities were mentioned by 

10 (23,8%); or specific technologies were referred in 8 responses (19,0%). Only 6 of 

the respondents (14,3%) alluded to the challenges of future AI for healthcare.  

 
Figure 1. Issues raised by respondents within each of the six main topics. 

4. Discussion and Conclusions 

4.1. Uses of AI in the future 

The most often mentioned medical speciality related to AI in future was radiology. 

This speciality is already highly digitized with image processing that can be processed 

by automated methods. It is expected that images will be examined at some point by a 

machine [14]. Many other medical specialities might benefit with the successful 

progress of AI in handling millions of images very rapidly [17], including public 

health. During the COVID-19 pandemic, research developed and tested a broad range 

of AI applications for monitoring, diagnosis, risk prediction and treatment [18]. Also 

public opinions on outbreak-related topics were analysed with AI [18-20]. These 

developments might have had an impact on the optimism regarding the future of AI for 

healthcare. Several answers claimed that AI will be used for realizing repetitive tasks. 

This is interesting, since this topic seems to be underrepresented in existing research. 

There are attempts where AI-based chatbots are used for collecting medical histories 

(e.g. Ana) [21], or the development of digital scribes to reduce clinical burden using 

speech recognition and natural language processing [22,23]. However, there are still 

some challenges [24]. It would be interesting to learn more about repetitive tasks that 

could be realized by AI. Many AI research seems to concentrate on analysing data [25] 

or on AI-empowered devices [26], but it seems that AI for performing repetitive tasks 

in healthcare has not yet been considered to a sufficient extent.   
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4.2. Positivity about the future of AI for healthcare 

Although the future of AI for healthcare is uncertain, most of our survey´ respondents 

(seven out of ten) gave answers that were classified as having a positive sentiment. 

This positive sentiment could be interpreted as positive perceptions about the future of 

AI for healthcare, and perhaps even optimism about it. Only a few survey´ respondents 

referred to challenges of using AI for healthcare in the future. One of the mentioned 

issues was the concern that AI could substitute healthcare personnel in the future. 

Previous publications have reported experts´ concern about different healthcare 

professionals being replaced by AI, especially radiologists [17]. However, AI is likely 

to support clinicians with their routine tasks, improve their efficiency and allow them 

to spend more time with the patients17. Ethical, legal and technological issues were also 

mentioned as challenges, as well as the potential misuse by insurance companies. There 

are clearly more challenges than those, such as: the burden of missing training data, 

reproducibility of AI-decisions [27], privacy considerations [28], implementation 

challenges [29] or the possible overuse of healthcare due to overdiagnosis done by AI 

[30], etc.  

4.3. Limitations of this study 

Our survey was purely exploratory. The findings cannot be generalized to all 

professionals within the health informatics field. Future research could consider 

expanding the questionnaire and reaching out more professionals. Since the whole user 

statement was used as input for the sentiment analysis tool, it gives us only an overall 

sentiment and not an aspect-related sentiment.  

4.4. Conclusions 

There are visions for additional use cases of AI in healthcare that go beyond support in 

diagnosis or treatment and image analysis namely applications that support repetitive 

tasks. Research should start focusing also on such applications. AI applications 

relieving health professionals from their clinical documentation burden could address 

the fear that AI could replace physicians and could contribute to acceptance of AI in 

healthcare. In order to integrate AI into daily practice, efficiency and usefulness have to 

be studied and demonstrated. 
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