
Air Force Institute of Technology Air Force Institute of Technology 

AFIT Scholar AFIT Scholar 

Theses and Dissertations Student Graduate Works 

3-2021 

Real-time Aerial Magnetic and Vision-aided Navigation Real-time Aerial Magnetic and Vision-aided Navigation 

Daniel J. Clarke 

Follow this and additional works at: https://scholar.afit.edu/etd 

 Part of the Electromagnetics and Photonics Commons, and the Navigation, Guidance, Control and 

Dynamics Commons 

Recommended Citation Recommended Citation 
Clarke, Daniel J., "Real-time Aerial Magnetic and Vision-aided Navigation" (2021). Theses and 
Dissertations. 4994. 
https://scholar.afit.edu/etd/4994 

This Thesis is brought to you for free and open access by the Student Graduate Works at AFIT Scholar. It has been 
accepted for inclusion in Theses and Dissertations by an authorized administrator of AFIT Scholar. For more 
information, please contact richard.mansfield@afit.edu. 









Figure 3: Earth’s crustal field at 4 km altitude, EMAG2 version 3 [14].

they time-varying, but they are highly dependent on location as well. The magnitude

of temporal variations are weak compared to the main field and crustal field. Typ-

ically, the daily cycle for these variations are on the order of 10s of nano-Teslas [9].

Figure 4 shows 24 hours of temporal variations collected at four different base stations

in the Western United States. This plot depicts the similarities in the low-frequency

spectrum of the variations. It can be implied that at low frequencies the temporal

variations are consistent over a regional area.

World Magnetic Model

The WMM is the standard core field model used by the United States Department

of Defense for navigation using the Earth’s geomagnetic field [16]. The model primar-

ily characterizes the core field and includes its rate of change to account for secular

variations. Unpredictable changes in the core field over time require the model to
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Figure 4: Temporal Variations with mean removed over a 24 hour period at different
base stations in the Western United States. Figure generated from data provided by
[15]

be updated and released every five years by the National Centers for Environmental

Information (NCEI) on behalf of the National Geospatial-Intelligence Agency (NGA)

[16]. The WMM can be used as a reference field for the Earth’s main field when

processing aeromagnetic field data for navigation. The expected Earth main field can

be computed based on latitude, longitude, altitude, date, and time.

2.1.2 Earth’s Magnetic Anomaly Field

A magnetic anomaly is the scalar deviation from a reference field. The reference

field for our purposes is the main Earth field, and the anomalies of interest come from

Earth’s crustal field [1]. Magnetic anomaly maps have been generated for decades in

order to study the Earth’s subsurface. This valuable information is commonly used

in industry for resource mining and drilling. Large joint efforts have been conducted

to produce magnetic anomaly map data for entire continents. The North American
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Magnetic Anomaly Database (NAMAD) is one example of those efforts, and is one

of the anomaly maps used in this research. Furthermore, the creation of anomaly

maps and using them for navigation requires the use of map transforms. One type of

transform, continuation filters, allow two-dimensional anomaly maps to be accurately

projected into three dimensions.

Anomaly Definition

Consider the total magnetic field intensity (Btotal) to be the vector summation

of the main Earth field (Bmain) and the magnetic anomaly created by the Earth’s

crustal field (Banomaly), as shown in (1).

Btotal = Bmain +Banomaly (1)

We can approximate the magnitude of the magnetic anomaly by performing scalar

subtraction between the magnitude of the total field and the magnitude of the main

Earth field, shown in (2).

‖Banomaly‖ u ‖Btotal‖ − ‖Bmain‖ (2)

This approximation is only valid when ‖Bmain‖ � ‖Banomaly‖. The main field is

on the order of 50,000 nT and the crustal anomaly field is on the order of 100 nT. More

appropriately stated, a scalar magnetic anomaly represents an approximation to the

Figure 5: Projection of magnetic anomaly onto the main Earth field.
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projection of the magnetic anomaly along the reference field direction [1]. Figure 5

illustrates this vector projection. The length of the anomaly vector is exaggerated for

reader visibility.

Scalar Magnetic Anomaly Maps

Magnetic anomaly navigation is a map-based navigation system [1]. Scalar mag-

netic anomaly maps are comprised of a geolocated grid of scalar magnetic measure-

ments intended to capture only the intensity of the Earth’s crustal field [4]. When

maps are created, the same assumptions as above hold. What is mapped is the actual

scalar subtraction (Btotal−Bmain). It is approximately equal to the projection of the

magnetic anomaly onto the main Earth field.

Maps are typically created by flying gridded survey lines at constant altitude

above ground level and measuring the scalar magnetic field intensity. Altitude may

also be flown at a constant mean sea level. The main Earth field is removed from

the measurements using a reference field. Temporal variations are removed by use of

base station measurements[9]. The geomagnetic survey (geo-survey) aircraft used are

magnetically quiet, and sensors are placed in advantageous positions away from large

magnetic disturbances on the aircraft. Magnetic compensation is still performed to

remove what little remaining aircraft disturbance field exists [1]. Aircraft magnetic

compensation will be further discussed in Section 2.1.5.

Two important factors for magnetic anomaly maps are line spacing and altitude.

The line spacing is the spacing between survey lines. It is driven by the desired

resolution of the map, as well as the altitude. Flying at a line spacing equal to

the survey height ensures the map is fully sampled—all spatial frequencies in the

magnetic anomaly signal are captured [17]. Knowing whether a map is fully sampled,

or close to fully sampled, is important for magnetic navigation. It ensures the correct
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reconstruction of the signal when interpolating [1]. This ability to fully reconstruct

the signal from a gridded map is a unique advantage of magnetic navigation over

other map-based navigation systems [1].

The altitude of the magnetic anomaly map is important not only because it is a

driving factor for your line spacing. The Earth’s magnetic field is a three dimensional

field, meaning intensity values for the measured field change with altitude. Increasing

altitude essentially acts as a low pass filter [1]. Intuitively, flying low altitude surveys

will lead to a higher map resolution. As altitude increases, a “blurring” effect is

seen in the magnetic intensity data as high-frequency components are reduced. This

indicates that for magnetic navigation, altitude will have a large impact on navigation

performance.

North American Magnetic Anomaly Database

The NAMAD is the result of a joint effort by the Geological Survey of Canada

(GSC), United States Geological Survey (USGS), and Consejo de Recursos Minerales

of Mexico (CRM) [18]. The magnetic anomaly data for the entirety of North America

is shown in Figure 6. It is a collection of decades of magnetic anomaly maps collected

a pieced together into one large database. With individual maps dating back to the

1980s, the database almost completely covers North America [18].

Using the NAMAD as a navigation aid is prevented by three primary error sources

[1]:

1. Some map data is poorly geolocated,

2. Majority of the map is undersampled, and

3. Areas of the map are missing data entirely

Poor geolocation of some of the map data is caused by the maps being collected
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Figure 6: North American Magnetic Anomaly Map, 1km grid spacing at 305 meter
altitude [18].

prior to GPS being readily available. This can cause location errors in the map

up to hundreds of meters [1]. The map is technically at an altitude of 305 meters

above terrain, but is very under-sampled at this altitude [1]. Some maps used for the

database were sampled at upwards of 8 km line spacing [18]. Lastly, some data is

missing altogether. This is particularly true over the oceans and some coastal regions.

The NAMAD can still prove useful for magnetic navigation. Flying at higher

altitudes, the NAMAD can be used as an accurate reference. Additionally, it has

proven to be a useful tool for simulating magnetic measurements, which was done in

this research.
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Continuation Filtering

Magnetic anomaly maps exist in two-dimensions with a constant altitude. When

using a map as a reference for map-based navigation, transforms such as continu-

ation filtering are required to create a three-dimensional map of magnetic anomaly

values. Specifically, upward continuation is used to create magnetic anomaly maps at

altitudes higher than a known two-dimensional map of surveyed magnetic anomaly

values.

Magnetic anomaly fields are potential fields. Upward continuation is used to cal-

culate the potential field at any point above a known potential field [19]. The upward

continuation integral is derived from Laplace’s equations and Green’s identities in

[19] and is given by

U(x, y, z0 −∆z) =
∆z

2π

∫ ∞
−∞

∫ ∞
−∞

U(x′, y′, z0)[
(x− x′)2 + (y − y′)2 + ∆z2

]3/2
δx′δy′. (3)

The use of the upward continuation integral is computationally expensive. An

equivalent expression in the Fourier domain is derived in [19]. More details on the

use of upward continuation and the Fourier domain algorithm can be found in [1] and

[19].

2.1.3 Magnetic Measurements and Sensors

Two types of magnetic measurements are required for scalar magnetic anomaly

navigation: Scalar measurements and vector measurements. Scalar measurements are

used to obtain the navigation signal and vector measurements are used in compensa-

tion of aircraft effects.
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Scalar Measurements and Sensors

Magnetic fields are vector fields consisting of both direction and magnitude. Scalar

measurements capture only the total intensity, or magnitude, of a surrounding mag-

netic field. Ideally, a scalar magnetic intensity measurement would be constant at

a given point in time and space, independent of the orientation of the measurement

device.

Scalar magnetometers are the devices used to obtain scalar measurements. Mod-

ern scalar magnetometers have accuracies on the order of 1 nano-Tesla and sensitivi-

ties on the order of pico-Teslas [8].

When using a scalar magnetic anomaly map as reference for navigation, scalar

magnetometers are the main measurement device used to obtain the navigation sig-

nal. As mentioned above, a scalar measurement consists of the total intensity of a

surrounding magnetic field. In the flight environment, a scalar measurement includes

corrupting magnetic fields beyond the Earth’s anomaly field which will be discussed

in Section 2.1.4.

Vector Measurements and Sensors

Vector measurements can directly measure the components of a surrounding mag-

netic field. Both magnitude and direction information are obtained with these mea-

surements. The magnitude, B is given by

B =
√
B2

x +B2
y +B2

z , (4)

where Bx, By, and Bz are the individual components of the surrounding magnetic

field. The components are oriented along the axes of the vector measurement device.

Vector magnetometers are the devices used to obtain vector measurements. Vector

magnetometers are much less accurate than scalar magnetometers, and have worse
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performance at the low frequencies needed for magnetic navigation [1].

For navigation using a scalar magnetic anomaly map, vector magnetometers can

be used for some forms of aircraft magnetic compensation. Although they are low

in accuracy compared to scalar magnetometers, they allow for the observation of

magnetic field changes based on aircraft orientation. This concept is used in aircraft

magnetic compensation, further described in Section 2.1.5. In a flight environment,

vector measurements include the same corrupting magnetic fields as scalar measure-

ments.

2.1.4 Measuring the Magnetic Anomaly Field in a Flight Environment

The Earth’s magnetic anomaly field, the navigation signal for magnetic navigation,

is not directly measurable in flight. It can however be isolated from scalar magnetic

intensity measurements. Scalar magnetic intensity measurements measure total mag-

netic intensity of the surrounding magnetic field. There are four main components in

the total magnetic intensity in a flight environment.

1. Earth’s Anomaly Field

2. Earth’s Main Field

3. Aircraft Disturbance Field

4. Space Weather Effects

Non-anomaly field components can be thought of as measurement errors, or cor-

rupting sources [1]. Fortunately, there are methods for removing these corrupting

sources from the total magnetic intensity.
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Earth’s Main Field

The easiest corrupting source to remove is the Earth’s main field. As discussed

previously, the Earth’s main field has an average magnitude of about 50,000 nT and

varies by approximately ± 20,000 nT based on your global location [9]. Since it is

well-modeled by reference systems such as the WMM, it can be removed from the

total magnetic intensity using the model and an estimate of current aircraft position

and time.

Aircraft Disturbance Field

By far the most challenging corrupting source to remove is the aircraft distur-

bance field. This field is the disturbance to the Earth’s magnetic field that is caused

by the aircraft and field generated by the aircraft itself. It is caused primarily by

magnetically susceptible materials on the aircraft and their orientation within the

Earth’s magnetic field [9]. Additionally, aircraft systems and electronics can cause

disturbance depending on their size, power, function, and relative location to the

magnetometers being used.

Permanent magnetization, induced magnetization, and eddy currents are three

sources of disturbance caused by magnetically susceptible materials on the aircraft.

The aircraft’s permanent field is caused by actual magnetic components of the air-

craft. This field is a relatively constant magnitude in relation to the aircraft, but it’s

direction changes with the aircraft attitude [9]. The induced aircraft field is caused

by the magnetically susceptible materials of an aircraft flying in an external magnetic

field, the Earth’s magnetic field [1]. The orientation of the aircraft within the Earth’s

magnetic field is a large contributor to both the magnitude and direction of the air-

craft’s induced magnetic field. Eddy currents are electrical currents running through

conductive materials on the aircraft. These electrical currents are caused by conduc-
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tive material moving within an external magnetic field according to Faraday’s law of

induction. The Eddy currents create their own corrupting magnetic field following

the Bio-Savart law [1], which describes the magnetic field generated by an electric

field.

Aircraft systems and electronics can cause corrupting magnetic fields following

similar principles as those described above. Some systems function by causing mag-

netically susceptible material to displace: Moving control surfaces, actuators, and

fuel or hydraulic pumps. Other systems consist of high power electrical systems:

Communications, RADAR, and lighting. These examples are not all inclusive, but

can give the sense of just how many systems there can be on a modern operational

aircraft. Each system has the potential to contribute to the aircraft disturbance field

depending on their proximity to magnetometers.

The primary and preferred method for removing or reducing the aircraft distur-

bance field is to place magnetometers as far away from disturbance causing sources

as possible. Geo-survey aircraft typically use a “stinger” to place the magnetometers

far away from the aircraft engines, their main source of induced disturbance. Figure 7

shows a tail-mounted stinger on a geo-survey aircraft. When the magnetometers are

in a stinger, the aircraft disturbance field is typically under 10 nT [9]. When the

magnetometers are not placed far away from corrupting sources, disturbance field

values can be thousands of nano-Teslas or greater. This will most likely be the case

for currently fielded operational aircraft that were not designed around the aspects

of magnetic navigation; however, magnetometer placement must still be studied and

considered as it is by far the most effective means of reducing the aircraft disturbance

field.

To further reduce the aircraft disturbance field, aircraft magnetic compensation

systems can estimate and remove the aircraft magnetic fields based on the orientation
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Figure 7: Tail-mounted stinger on a geo-survey aircraft [20].

of the aircraft within the Earth’s magnetic field [1]. Additionally, compensation

systems can potentially incorporate other known and observable corrupting sources

(i.e. aircraft systems and electronics) into the estimation methods. This research

field is rapidly expanding and is not a focus of this paper. Further reading can be

done in [21] and [22]. Section 2.1.5 provides an introduction to traditional aircraft

compensation methods used in previous research on magnetic navigation.

Space Weather Effects

The final corrupting source to remove from total magnetic intensity is space

weather effects. As described in Section 2.1.1, space weather effects consist primarily

of temporal variations. Traditionally, geomagnetic surveyors will remove temporal

variations by using magnetic base stations located nearby the magnetic survey (less

than approximately 100 km). Any variations recorded by a static base station (iso-

lated from nearby environmental effects) can be attributed to temporal variations

[1]. This method would not be realistic in real-time flight. Canciani showed that a

navigation filter can effectively co-estimate the variations along with position, and

remove them from the measured magnetic field. The high-frequency variations are
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treated as white noise of zero mean. The low-frequency variations are modeled as a

first-order Gauss Markov (FOGM) process [1].

Corrupting Sources Summary

The three main corrupting sources of magnetic fields in a total magnetic intensity

measurement are the Earth’s main field, aircraft disturbance field, and space weather

effects. Methods exist, or are under further development, to remove these corrupting

sources from the measurement in real-time and are important in isolating the Earth’s

magnetic anomaly field in flight. The importance of their removal can be seen by

their relative magnitude compared to the magnitude of the Earth’s anomaly field.

Table 1 summarizes their approximate magnitudes.

2.1.5 Aircraft Magnetic Compensation

Aircraft magnetic compensation consists of methods to model and remove the air-

craft disturbance field from the total magnetic field measured in flight. Compensation

is necessary to obtain accurate measurements of the Earth’s magnetic anomaly field.

Traditional compensation methods have been around since the 1950s and have proven

effective for geo-survey aircraft and other very low disturbance vehicles. Methods for

improving or replacing traditional compensation methods is required for aircraft with

large disturbance fields. Aircraft magnetic compensation is a rapidly expanding re-

Table 1: Approximate magnitudes of scalar magnetic intensity measurement compo-
nents in flight.

Measurement Component Approximate Magnitude
Anomaly Field 0 - 200 nT

Main Field 30,000 - 70,000 nT

Disturbance Field
10 nT (Geo-survey)
10,000 nT (F-16)

Space Weather Effects 0 - 20 nT
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search field and is not a focus of this paper.

Traditional Compensation and Tolles-Lawson

Traditional compensation of the aircraft disturbance field primarily uses the Tolles-

Lawson model and an in-flight calibration procedure. The disturbance field is esti-

mated and removed using 18 calibration coefficients and vector magnetometer mea-

surements, which are used to observe the orientation of the aircraft within the Earth’s

magnetic field [1]. The in-flight calibration procedure consists of flying a square pat-

tern and performing a set of pitch, roll, and yaw attitude changes on each leg of

the square. The procedure is typically flown at a high altitude over an area of low

magnetic anomaly variations. This ensures that there will be little change in the

Earth’s magnetic field during the procedure, and any variation in the measurements

is from the aircraft’s attitude changes [9]. Figure 8 shows a depiction of an in-flight

calibration procedure with the corresponding scalar magnetic intensity measurement.

The variation in the measurements from aircraft attitude changes is used to resolve

the calibration coefficients, which can be used to estimate the aircraft disturbance

field for the remainder of the flight or on subsequent flights.

The Tolles-Lawson model is given by [24] and [25]. It incorporates effects from

the permanent field, induced field, and eddy currents of the aircraft disturbance field,

as shown in (5). There are 3 permanent field coefficients, 6 induced field coefficients,

and 9 eddy current coefficients.

Bdist = Bpermanent +Binduced +Beddy, (5)

where

Bpermanent = a1 cosX + a2 cosY + a3 cosZ, (6)
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Figure 8: Depiction of in-flight calibration procedure and example magnetic intensity
measurement [23].

Binduced = Bt(a4 + a5 cosX cosY + a6 cosX cosZ (7)

+ a7 cos2 Y + a8 cosY cosZ + a9 cos2X),

Beddy = Bt(a10 cosX cos Ẋ + a11 cosX cos Ẏ + a12 cosX cos Ż (8)

+ a13 cosY cos Ẋ + a14 cosY cos Ẏ + a15 cosY cos Ż

+ a16 cosZ cos Ẋ + a17 cosZ cos Ẏ + a18 cosZ cos Ż).

Bt is the total magnetic intensity measurement (scalar magnetometer) and the deriva-

tives in (8) are with respect to time. a1−18 are the Tolles-Lawson calibration coeffi-

cients. cosX, cosY , and cosZ are direction cosine terms computed from the vector

magnetometer measurements as shown in (9).

cosX =
Bx

Bt

, cosY =
By

Bt

, cosZ =
Bz

Bt

, (9)

where Bx, By, and Bz are the vector measurement components.
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Improved Aircraft Magnetic Compensation

The Tolles-Lawson model presented above is a linear model. It’s simplicity works

well for the small disturbance fields seen in geo-survey aircraft. On aircraft with larger

disturbance fields and disturbances from aircraft systems and electronics, this model

alone will be unable to compensate for the aircraft disturbance field well enough to

allow for magnetic navigation. The development of non-linear models or the use of

machine learning algorithms show promise moving forward for improving compensa-

tion [21]. Machine learning in particular could determine the relationship between

a collection of known magnetic anomaly values and a collection of model input pa-

rameters, such as the vector magnetometer measurements. Additional model input

parameters could be added for aircraft systems, such as engine rotation or control

surface deflections. This would require flight over a magnetic anomaly map with a

known position to be able to collect known magnetic anomaly values.

2.2 Aerial Vision-Aided Navigation

Aerial vision-aided navigation uses computer vision algorithms to match features

between aerial imagery and a database of reference imagery. An estimate of aircraft

position is extracted from matching image features and the position is used to aid

aircraft inertial measurements. Reference imagery is available for a large portion of

the Earth through the use of satellite imagery, but it is not available world-wide

or at all times. A significant disadvantage of vision navigation systems are their

limitations over large areas of feature-less terrain, such as oceans, forests, and deserts.

Weather, such as clouds or snow-covered terrain, can also significantly impact some

forms of vision navigation. Another disadvantage to vision navigation systems is the

computing power required for computer vision algorithms to operate in real-time with

a database of reference imagery. If the algorithm must search over a large number of
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reference images to cover a large area of potential matching features, then it will not

be able to compute a solution in real-time. However, vision navigation systems have

shown much promise in achieving GPS-level accuracy. Venable’s work in [2] presents

a vision-aided navigation system that fuses aerial information from aerial imagery

with information extracted from satellite imagery to estimate a position reportable

to an INS. Their algorithm is able to recover a coarse position and bootstrap a fine-

tracking algorithm to provide position estimates to a tactical grade INS. With real

flight data, they were able to demonstrate horizontal position accuracies better than

5 meters on a 45 minute flight [2].

This research employs a “black box” vision-aided navigation solution that follows

the work done by Venable in [2]. The following subsections will provide the reader

with a limited background on computer vision and how it pertains to the vision-aided

navigation system within this research.

2.2.1 Camera Modeling and Calibration

The basic computer vision system relies on a perspective projection model, which

allows for the mapping from the 3-D world to a 2-D image plane. Perspective projec-

tion assumes a pinhole camera model where the image is formed by the intersection

of light rays through the optical center of the camera with the 2-D image plane [26].

A depiction of perspective projection is shown in Figure 9. The mapping from the

3-D world to the 2-D image plane is given by the perspective projection equation

λ


u

v

1

 = K


X

Y

Z

 =


fx 0 u0

0 fy v0

0 0 1



X

Y

Z

 , (10)

where λ is the depth factor, K is the camera calibration matrix, fx and fy are the
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Figure 9: Perspective projection model. Mapping a 3-D object onto a 2-D image
plane [27].

focal lengths, and u0 and v0 are the principal point coordinates on the image plane.

These parameters are computed during camera calibration [26].

A pinhole camera model assumes there are no lenses used to focus light, and that

there is a perfect projection of the 3-D world onto the image plane. The addition of

lenses introduces radial distortion into the projection. This distortion can be modeled

using a higher order polynomial and applied to the object coordinates to create a set

of distorted coordinates. The coefficients of this polynomial, known as distortion

parameters, are computed during camera calibration [26].

Camera calibration is the measurement of both intrinsic and extrinsic parameters

of the camera system. Intrinsic parameters are those that were discussed above and

are related to the camera itself. Extrinsic parameters are the lever arms and orien-

tations relating the camera to the aircraft or navigating vehicle. Intrinsic calibration

parameters are computed by taking multiple pictures of an image with distinguishable

points of known 2-D geometry, such as a planar checkerboard-like pattern [26].

To expand on the camera model one step further, we will incorporate a world
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coordinate frame that gives the camera a position and orientation. The camera has

a rotation (R) and translation (t) in relation to the origin of the world coordinate

frame, as depicted in Figure 10. Equation (10) can be expanded to

xp = P Xw = K [R | t] Xw, (11)

where

xp =


u

v

1

 , Xw =



Xw

Yw

Zw

1


. (12)

The camera matrix, P describes how the world coordinates (Xw, Yw, and Zw) project

into the image plane through use of the rotation (R) and translation (t) of the camera,

as well as the camera calibration matrix (K) [28].

Figure 10: Position and orientation of a camera in a World coordinate frame [29].
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2.2.2 Image Features

With computer vision, we want to find matching points between different images

of an environment. This allows us to extract information from two related images.

Matching points, or image features, are characteristics in an image that are uniquely

recognizable [30]. In a navigation system that utilizes computer vision, the most

important type of image features are point features such as corners or blobs. Their

position in an image can be measured accurately. A corner is a point at the intersec-

tion of two or more edges. A blob is an image pattern that differs from its immediate

neighborhood in terms of intensity, color, and texture [31]. The ideal point feature

appears in multiple images and is unique compared to other features in the same

area. Additionally, it would correspond with a stationary object (ideally with known

coordinates) or an object with known velocity. Finding and matching these features

across multiple images requires a detection of the feature as well as a description of

the feature [28].

Feature Detection

A feature detector will find where the features are in the image. A good detec-

tor will have localization accuracy, repeatability, computational efficiency, robustness

to noise, distinctiveness across images, and invariance to photometric and geomet-

ric changes [31]. Common corner detectors are the Harris corner detector [32] and

the Shi-Tomasi corner detector [33]. They are computationally efficient but lack dis-

tinctiveness across images. Blob detectors on the other hand are more distinctive,

making them better suited for vision navigation. However, they are computation-

ally slow compared to corner detectors. Common blob detectors are scale invariant

feature transform (SIFT) [34] and speeded up robust features (SURF) [35]. SIFT is

widely considered the highest performing feature detector (and feature descriptor),
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but comes with a computational cost. It detects features by identifying local maxi-

mums or minimums through comparison of different levels of Gaussian blurring [34].

An example of an image with SIFT features is shown in Figure 11.

Feature Description

Feature description consists of computing what the feature “looks like”. The re-

gion around each detected feature is used to compute a compact descriptor that stores

relevant information about the feature. This descriptor is used to match features

across multiple images [31]. An ideal descriptor will be invariant to scale, rotation,

and viewing angle. The simplest type of descriptor is appearance—the intensity of

the pixels around a feature. However, the appearance usually changes with scale,

rotation, and viewing angle so it is not a good descriptor of information for matching

across multiple images. SIFT and SURF are again two of the more popular descrip-

tors for point features. SIFT decomposes the area around a feature into a histogram

of gradient orientations. This method has proved to be stable against changes in

scale, rotation, and viewing angle [31]. SURF was created with the desire to have

something more computationally efficient than SIFT. Details on SURF can be found

Figure 11: Example image containing SIFT features.
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in [35].

Feature detectors and descriptors are not one-size-fits-all solutions. Specific appli-

cations and environments require different algorithms. For example, a corner detector

might be better-suited in an urban environment with many buildings and corners than

a blob detector [31]. Computational efficiency is also large factor. There are many

algorithms that exist beyond SIFT and SURF that look to improve on computation

times; however, they are beyond the scope of this research.

Feature Matching

The goal of feature detection and description is largely the same for most applica-

tions, increase the probability of feature matching between images of the same scene.

Feature matching searches for corresponding features between images. To simplify

the problem, assume we compare all features in one image to all features in another.

Descriptors are compared based on their similarity, and if they are high enough in

similarity then they are considered a match [31]. Feature matches between two images

are shown in Figure 12.

Outlier rejection methods are used to identify and remove bad matches (a few are

seen in Figure 12. A commonly used robust outlier rejection method is random sample

consensus (RANSAC). RANSAC randomly selects a number of points required to fit

Figure 12: Feature matching between two images with orientation change. SIFT was
used for both feature detection and description.
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a model, fits a model using those points, then tests all other data against the model

to record points that fit the model well [36]. With two images containing a good set of

matching features, the relative orientation between the two images can be computed

using visual odometry [26]. Visual odometry is used with vision navigation systems

that rely on relative positioning, where you want to know you position in relation to

a previous position of yours. An absolute positioning system, which is used in this

research, operates using different methods.

2.2.3 Absolute Positioning with Vision

An absolute positioning vision navigation system provides a set of camera coordi-

nates in a World reference frame similar to how GPS reports latitude, longitude, and

altitude. Refer to the last example where we had two images containing a good set of

matching features. Now suppose that the first image’s features are of known World

coordinates. The second image’s matched features can now be used to compute the

camera’s orientation in the World frame.

Perspective-N-Point (PnP) algorithms use detected 2-D keypoint features in an

image, and their matched 3-D landmark features to estimate camera rotation and

translation [2]. Recall Equation (11),

xp = P Xw = K [R | t] Xw,

where

xp =


u

v

1

 , Xw =



Xw

Yw

Zw

1


.
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If we consider our measurement z to be the x and y locations of the observed feature

in the image plane, then we can write out the measurement equation as

z = xp = h(Xw,R, t,K, distortion parameters) + noise. (13)

The classic PnP algorithm would seek to solve for R and t using

arg min
R,t

‖z− h(Xw,R, t,K, distortion parameters) + noise‖2. (14)

Equations were obtained from [28] and derived from a full discussion on PnP algo-

rithms in [37]. An illustration of the PnP problem in an airborne environment for

vision-aided navigation is shown in Figure 13.

A reference collection of aerial or satellite images serves as the landmark database.

Figure 13: Illustration of the PnP problem while airborne [2].
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The landmark database contains high-resolution images that contain image features

with known World coordinates, called landmarks. Real-time aerial imagery can then

be collected and matched to the landmark database to estimate position. Since

computer vision algorithms are generally computationally expensive, the vision-aided

navigation system cannot search the entire landmark database in real-time to find a

matching image. Using a previous estimate of position, the vision-aided navigation

system can search within a limited area for a matching image. The larger the uncer-

tainty around the previous position, the more challenging this task becomes. Course

positioning algorithms exist for vision-aided navigation [2], but another navigation

system—such as magnetic navigation—can also be used to serve that purpose.

2.3 Extended Kalman Filter

The extended Kalman filter (EKF) is the traditional estimation method used for

applications with non-linear dynamics or non-linear measurement models. It is the

standard recursive data processing algorithm that is used in many fielded navigation

systems. While it may not be the best solution for either magnetic navigation or

vision-aided navigation alone, it is a simple and computationally inexpensive method

to apply to a navigation system that utilizes both magnetic and vision measurements.

This section provides the basic equations needed to implement an EKF following [38],

which should be referenced for the full derivation and further discussion.

Assume system state dynamics and measurement models are governed by non-

linear functions f and h, respectively. The non-linear system is expressed as

xk = f(xk−1,uk) + wk, (15)

zk = h(xk) + vk, (16)
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where

xk is the state vector at discrete time step k

xk−1 is the state vector at the previous time step

uk is the input vector at time k

wk is the additive white Gaussian noise (AWGN) vector of the state dynamics

model, with covariance matrix Q

zk is the measurement vector at time k

vk is the AWGN vector of the measurement model, with covariance matrix R.

The EKF, similar to the Kalman filter, implements a series of propagation and mea-

surement update steps that estimate the system states at discrete points in time.

The state estimates are normally distributed and are defined by an estimated mean

vector (x̂) and covariance matrix (P). Time steps are still denoted by a subscript k,

where k − 1 would mean the previous time step. Measurement updates are denoted

in superscripts by a minus sign (before measurement update, -) and a plus sign (after

measurement update, +).

Linearization and Jacobian Matrices

Firstly, the non-linear functions f and h of the system state dynamics and mea-

surement models must be linearized to form their respective Jacobian matrices, F

and H. The linearization is performed by first order Taylor series expansion. The

Jacobian matrices are defined as,

Fk ,
δf(x,u)

δx

∣∣∣∣
x=x̂+

k

, (17)

Hk ,
δh(x)

δx

∣∣∣∣
x=x̂−

k

. (18)
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State Propagation

The propagation step propagates the state mean vector and covariance matrix

forward in time. Propagation is performed with

x̂−k = f(x̂+
k−1,uk), (19)

P−k = Φk−1P
+
k−1Φ

T
k−1 + Qd, (20)

where

Φ is the matrix exponential of the state dynamics Jacobian matrix, F

Qd is a discretized version of the dynamics model noise covariace matrix, Q.

Measurement Update

The next step is to update the states of the EKF with the measurement. The

measurement update is performed with

x̂+
k = x̂−k + Kk[zk − h(x̂−k , k], (21)

P+
k = (I−KkHk)P−k , (22)

where I is the identity matrix and K is the Kalman Gain term defined by

Kk = P−k HT [HP−k HT + R]−1. (23)

2.4 15 State Pinson INS Error Model

The complex and non-linear system dynamics of a moving vehicle can be modeled

using INS measurements and a linearized INS error state model. A commonly known

model of this type is the Pinson error model, fully derived in [39]. 15 states can be
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