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Abstract: Text information extraction from natural scene images is a rising area of research. Since text in natural scene 

images generally carries valuable details, detecting and recognizing scene text has been deemed essential for a variety of 
advanced computer vision applications. There has been a lot of effort put into extracting text regions from scene text images 
in an effective and reliable manner. As most text recognition applications have high demand of robust algorithms for 
detecting and localizing texts from a given scene text image, so the researchers mainly focus on the two important stages text 
detection and text localization. This paper provides a review of various techniques of text detection and text localization.  
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I. INTRODUCTION  

 

In recent years, because of widespread use of 
devices for taking digital images like 
smartphones, digital cameras, CCTVs, content-
based image processing methods have gotten a lot 
of attention. Of all the contents in images, text 
information has piqued interest because it is 
simple to understand for both humans and 
computers and has a wide range of applications. 

Text information is available everywhere of 
our live, whether that be in a roadside hoarding, 
or in a supermarket or in a parking lot or 
railway stations, airports, highways etc. It may 
be in a complex or simple surroundings, somewhere 
it may be clearly noticeable and somewhere it may 
be less noticeable. Presence of textual 
information in both artificial and natural 
environments, orientation or quality of text 
makes text extraction more complicated. 
Therefore, text extraction from natural scene 
images has led to technological developments in 
this area. 

The textual evidence provided by text in 
images can be very helpful in describing the 
image content. Generally, text in images can be 
grouped into two classes, scene text and caption 
text. A scene text is a section of an original 
image when captured using mobile or digital 

camera, whereas a caption text is the result of 
artificial text being put over the original image 
in a later phase. In indexing and retrieving 
images or videos, caption text is used. The 
Fig.1.1 (a) shows an example of scene text and 
Fig.1.1 (b) shows example of caption text present 
in the image. 

 

  

    (a) 

  

      (b) 

Fig. 1.1 (a) Scene Text (b) Caption Text 

Text typically conveys useful information in 
scene images, so detecting and recognizing scene 
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text has been considered important for a number 
of advanced computer vision applications such as 
multilingual translation, translation of street 
signs, image and video indexing, text recognition 
to help visually impaired people, industrial 
automation and license plate recognition etc. 
Since most text recognition applications require 
that text in images be localised in advance, 
robust and effective algorithms for detecting and 
localising texts from a given scene text image 
are in high demand. 

The text information in the image can be 
extracted using the Text Information Extraction 
(TIE) [1] architecture as shown in Fig: 1.2. 
According to the architecture, there are four 
fundamental stages to text recognition: (i) the 
text detection process detects whether or not 
there is text in the image, (ii) Text 
localization refers to the process of determining 
the position of a text area and drawing a 
bounding box around it, (iii) text enhancement 
stage removes  noise from the image and  the 
segmentation stage segments the text i.e. divides 
text into meaningful units such as characters, 
words and sentences, and (iv) the text 
recognition stage uses an OCR engine to identify 
the text in the image. 

 

Fig 1.2: Text recognition architecture 

Because of the variety of texts and the complexity of the 
contexts, text localization is a difficult process. Text strings, 
for example, may be of different sizes and fonts, moreover 
the orientation of the texts can be either in a straight line or 
can be slanted. It can also be multi-colored or curved or 
vertical. Text can also be affected by artefacts like clutter, 
distortions, low contrast or by lighting differences such as 
non-uniform illuminations and shadows. 

The remainder of the paper is divided into the sections 
below. A brief overview on different benchmark dataset used 
in scene text detection and localization is discussed in 

Sections II. Section III provides a brief survey of relevant 
recent works on text detection and text localization. Section 
IV provides a brief survey of relevant works on text 
enhancement. Text recognition is discussed in Section V.  
Evaluation protocols for measuring the recognition accuracy 
is discussed in Section VI.  And finally Section VII 
concludes the paper. 

 

II. BENCHMARK DATASET 

 
A number of Benchmark dataset has been used in scene text 
detection over the years. These datasets where used for the 
tasks of text detection, text localization, text segmentation 
and text recognition, a summary of it is shown in table -I. 
 
 
 

III. TEXT DETECTION AND TEXT LOCALIZATION 

 
Although text recognition has several applications, the main 
purpose is to identify if there is text in a given image and, if 
so, to detect, localize, and recognize it. Generally a scene 
text detection method usually consists of four successive 
phases these are candidate text detection, false candidate 
text removal, extraction and verification of text [2]–[5]. 
 
In the literature, the text recognition phases are referred to 
by different names as text localization [6], which aims to 
locate the position of candidate text, text detection which 
determines presence of text using the localization and 
verification techniques, and textual information extraction 
[7], [8], which is based on localization and binarization. 
Text enhancement on the other hand are used to improve 
image resolution and fix distorted text prior to the task of 
recognition. Also analysis of images in natural scene is 
mentioned in scene text recognition [9] and text recognition 
in the wild [10]. Therefore, for a system to recognize textual 
information from a natural scene text detection, localization 
and recognition forms the essential phases. 
 
Techniques for text localization can be divided into two 
groups: region-based and texture-based techniques. Region 
base technique is further classified into connected 
component based techniques, edge based techniques and 
stroke based techniques. Fig 1.3 shows the categories of text 
localization techniques. 
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Fig 1.3: Text Localization Methods 

 
Texture-based approaches [6][12][13][14] work under the 
basis that text regions have a distinct texture that allows 
them to be distinguished from the context or background. 
The texture features of the text region can be detected by 
discrete cosine transform (DCT) [15], histogram of oriented 
gradients (HOG) [16], local binary pattern [17] and wavelet 
transform. Texture-based techniques are relatively less 

sensitive to background colors; they however fail to 
differentiate between the text and the text like backgrounds. 
Effectiveness of such methods comes when the 

characters are dense, but the methods are slow 

and gives poor results if the variation in text 

 

 

 

 

  

TABLE I.  BENCHMARK DATASET  

 

Dataset 
No. of 
Images 

Training 
Images, 
Test 
Images 

Training 
words/Test 
Words 

Labeled 
Words 

Resolution Type Language Task 

ICDAR’13 
462, 
551 

(229,233) 
(410,141) 

848/1,095 
3,564/1,439 

- - 
Scene Text, 
Graphic text 

English 

Text 
Detection, 
Segmentation
, Recognition 

ICDAR’11 484,522 
(229/255) 
(420/102) 

(848/1,189) 
(3,583/918) 

- - 
Scene Text, 
Graphic text 

English 

Text 
Detection, 
Segmentation
, Recognition 

KAIST 
(2010) 

3000 - - - 640x480 
Indoor, 
Outdoor 

Korean, English,  
Mixed (Korean + 
English) 

Text 
localization, 
segmentation 
and 
recognition 

SVT (2010) 
 

350 100,250 211,514 725 - - English 
Text 
Localization 

COCO-Text 
(2016) 

63,686 
43686, 
20000 

- 173589 - 

Machine 
printed and 
handwritten 
text 

English, 
non-English 

Text 
localization 
and 
recognition 

Synthetic 
Word 
Dataset 
(Oxford, 
VGG) 
(2014) 
 

900000
0 

- - 90000 - - - 
Text 
recognition, 
segmentation 

SynthText 
in the Wild 
Dataset 
(2016) 

858750 - - 

7266866 
words, 
28971487 
characters 

- - - 
Text 
detection 

MSRA-
TD500 
(2012) 
 

500 300,200 - - 
1296X864 
1920X128
0 

signs, 
doorplates,  
caution plates, 
guide boards, 
billboards 

English, Chinese 
Text 
detection 

IIIT 5K-
Words 
(2012) 
 

5000 2000,3000 - 500000 - - English 
Text 
recognition 

Chars74k 
2009 
 

74000 - - - - 
Natural images, 
hand drawn 
characters,  

English, Kannada 
Text 
recognition 
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synthesized 

MLT 
(2017) 
 

18000 - - - - 

street signs & 
advertisement 
boards,  
user’s photos in 

microblogs 
shops names 

English, Chinese, 
French, Italian, 
Korean, German, , 
Japanese, Arabic and 
Bangla 

Text 
detection, 
script 
identification 

Street View 
House 
Numbers 
(SVHN) 

600,000 
73257, 
26032 
digits  

- - 32X32 
House number 
digits 

- 
Number 
Recognition 

alignment is more. The downside of such methods 

is their complexity, whereas they are more 

robust when dealing with complex background. 

 
The Connected-component based methods [18][19][20] are 
based on bottom up approach that is it considers text as a set 
of distinct connected components having uniform colors and 
fulfill certain shape, size and spatial alignment constraints. 
distinct color and intensity. It groups the smaller 
components into larger ones before all of the text regions are 
found. In these methods connected components are 
extracted using Edge detection methods and color clustering 
methods. CC based methods are comparatively simpler to 
implement than edge based methods. CC based methods 
have lower computation cost however shows poor result in 
localizing text where the image background is complex. In 
CC based methods, some heuristic rules for text position are 
used to get good results. The maximal stable extremal 
regions (MSER) [21] is one such approach in CC based 
method. Advantage of MSER is that it is sensitive to image 
blur [21][22]. Since the number of segmented components 
in CC-based approaches is comparatively low, recognition 
can be used directly for the located text. 
 
The edge based methods [23][24] effectively extracts text 
from natural scene images. These methods take into account 
strength of the edge, its change in orientation and edge 
density. These methods merge edges of the text boundary 
and filter out the non-text regions using several other 
techniques. The text regions are detected assuming that the 
context i.e. background is more scattered than the text. 
Although these methods show good results for images 
exhibiting large & symmetric gradient but is not 
very effective to detect texts with blurred image, images 
with large font size and images with the challenging 
background. 
 
Stroke based methods[3][25][26] uses stroke feature for text 
detection. Each text in the image is modelled using some 
number of strokes, each having a different orientation. 
Mostly, candidate text stroke is extracted using 
segmentation and verification of the stroke is accomplished 
by feature extraction and classification. Finally, it is grouped 
as a single unit with the help of clustering. Due to the 
simplicity of the method, it is quite easy to implement. 
However, the method suffer in performance in complex 
background as segmentation and verification of text stroke 
is hard in such environment. 

 

IV. TEXT ENHANCEMENT  

 
Text recognition in natural scene is affected by 
some of the key factors like blurring, low 
resolution or degraded text. In such cases text 
enhancement techniques can be implemented to 
improve the recognition accuracy of the text in 
context. 

Text enhancement uses some learning [27] or 
reconstruction techniques[28],[29]to improve text 
resolution or recover degraded text. Among 
conventional methods deconvolution is used for 
deblurring. However, it has been seen that 
deconvolution does not preserve the properties of 
the text region in the image. 

In [30], an improved deconvolution technique was 
introduced. Here an iterative optimization 
algorithm based on strokes of similar widths and 
uniform colours has shown good results. 

[27] used multi-resolution histogram encoding to 
model the relationship between the degraded 
images and their  high-resolution training 
counterparts to generate high resolution text. 

 
In [28], broken characters in a video is 
reconstructed using  stroke property. Here 
normalized gradient features 
along with Canny edge map is used to extract 
character contours. Then a ring radius transform 
text enhancement technique was applied to 
identify the missing pixels to map the inner and 
outer contours of the broken character. And thus 
reconstructed. Text enhancement base on Sparse 
reconstruction has also been investigated 
[29][31].  

 

V. TEXT RECOGNITION 

 
In recent years’ a huge amount of textual information is 

being retrieved from digital images and scanned documents 
and thus resulting in text recognition as one of the most 
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important area of research. Text recognition is challenging 
as it involves recognition of text in images which are of 
different fonts, size, orientation and with different 
background. Also presence of noise also affects the 
recognition performance. The text recognition process starts 
with capturing the image followed by preprocessing like 
noise removal and extraction of desired section of the text 
and then segmentation to extract the text region present in it. 
And finally text recognition converts image regions into 
strings. Text recognition deals with two recognition types 
firstly character recognition and secondly word recognition. 
Word recognition has been significant to text recognition as 
there are well-defined statistical models implementing low 
and high-level language features. It was comparatively easy 
to recognizing text at word and character levels than at the 
sentence level, as sentences are less tractable than words.  
 

A. Character Recognition 

 
In character recognition where characters are in the same 
font, linear discriminant analysis and Gabor feature and is 
used [26]. In case where characters are in different fonts or 
are distorted, classifying is difficult because of diversity 
within a class [32]. However specific classifier for each of 
them can be used to sort such problems [32][33]. 
 
Other ways of character recognition are done using 
unsupervised learning [34], image rectification 
algorithms[35], or feature pooling [36]. 
 
In literature some of the methods of character recognition 
include template matching[37] or matrix matching. Here all 
the character images are kept as templates. Character 
classification is achieved by matching score of the input 
character image against the templates. The score results in a 
similarity measure. Higher value of similarity measure 
means that the probability of match between character 
image and template is on a higher side. Also certain 
variation of the existing techniques is used for classification. 
One such way is to use wavelet transform of the character 
image and template for matching instead of pixel based 
approach. 
  
Structural classification [37] techniques uses structural 
features such as character strokes, character holes,  character 
corners and character concavities to classify characters. 
Here structural features of the input text character are 
extracted and sent to a rule-based system to identify the 
class of the character in context. Instead of using rule based 
system nearest neighbor classifier is also used as a variation 
in the feature space. 
 
In some other methods discriminant function classifiers 
operate in multi-dimensional feature spaces to distinguish 
character feature descriptions and minimise mean-squared 
classification error. Bayesian classifiers uses probability 
theory to minimize loss function related with character 
misclassification.  Artificial Neural Networks based 
character classification techniques that uses mathematical 

optimization to minimize classification errors. 
 

B. Word Recognition 

 
Word recognition in natural scene images is a different form 
of Optical character recognition. ICDAR dataset available 
for natural scenes has been used in the recent years for 
Robust Reading Competitions. This has led to extensive 
work on word/text recognition. Scene Text Recognition is 
still a challenging task because of multiple reasons, such as 
complex backgrounds, multi oriented text, different fonts, 
and inadequate imaging environment. Fig 1.4 shows 
Complex, Multiple Font, Multi oriented text. 
 

   
 

Fig: 1.4: Complex, Multiple Font, Multi oriented text 

 
In word recognition it is observed that the recognition model 
fails to recognize word/text which are either distorted or 
degraded. The recognition model may classify identical 
characters as different due such distortions and 
unavailability of sufficient training data for specific fonts 
[9].  
 
Also language models can be integrated with  character 
recognition using some optimization techniques such as 
Bayesian inference [9][38], graph models[34], Markov [39], 
Conditional random fields [40]. 
 
In [9] a model is constructed by combining key information 
such as similarity to other characters, appearance, a lexicon 
and language. Similarity function was integrated for 
improved recognition in case of lesser font samples.  It 
incorporated a lexicon into the model and removed 
recognition errors and improved accuracy. 
 
In [41] a bottom-up (character) and top-down (language) 
framework was used for text recognition. A sliding window 
classification was used for character detections, along with 
that a CRF model was used to strengthen the detections.  
Also higher order language models (n-grams) and maximum 
a posteriori (MAP) have been used to improve recognition 
accuracy. Large dictionaries to assist weak character 
recognition and non-dictionary words has been adopted to 
implement a high order language model  
 

VI. EVALUATION PROTOCOL 

 
The performance of any text recognition technique is 
measured using precision, recall and F1-score. These 
matrices are computed based on the parameters of confusion 
matrix. The parameters of confusion matrix are computed 
based on the predicted text instances which is matched 
against the ground truth.  
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True Positives (TP) - It means value of both actual and 
predicted class is positive. 
 
True Negatives (TN) - It means value of both actual and 
predicted class is negative. 
 
False Positives (FP) - It means value of actual class is 
negative and value of predicted class is positive. 
  
False Negatives (FN) - It means value of actual class is 
positive and value of predicted class is negative. 
 

A. Precision 

The term "precision" refers to how accurate or precise a 
model is. How many of the cases that were predicted to be 
positive really turned out to be positive? It is also called a 
measure of positive predictive value. 
 

          
             

                              
  

 

B. Recall 

The number of real positives that the model predicted as 
positives is calculated by recall. It is also known as True 
positive rate (TPR) or sensitivity. 
 

       
             

                              
 

 

C. F1 score  

F1 Score is the harmonic mean of Recall and Precision 
 

         
                        

                  
 

 
Here a summary of the detection accuracy in terms of 
Precision, Recall and F1 score of various state-of-the-art 
approaches on the widely used scene text datasets ICDAR 
2013 and ICDAR 2015 are shown in Table 2 and Table 3. 
 
TABLE 2: Scene Text Detection on ICDAR-2013 

 

Method Precision Recall F1 

Zhang et al. [42]  88 78 83 

CTPN [43] 93 83 88 

Holistic [44] 88.88 80.22 84.33 

PixelLink [45] 86.4 83.6 84.5 

He et al. [46]  92 80 86 

EAST [47] 92.64 82.67 87.37 

SSTD [48] 89 86 88 

Lyu et al. [49] 93.3 79.4 85.8 

Liu et al. [50]  88.2 87.2 87.7 

WordSup [51] 93.34 87.53 90.34 

Lyu et al.[52] 94.1 88.1 91.0 

Baek et al. [53] 97.4 93.1 95.2 

 
TABLE 3: Scene Text Detection on ICDAR-2015 
 

Method Precision Recall F1 

Zhang et al. [42]  71 43.0 54 

CTPN [43]  74 52 61 

Holistic [44] 72.26 58.69 64.77 

PixelLink [45] 85.5 82.0 83.7 

He et al. [46] 82 80 81 

EAST [47] 83.57 73.47 78.20 

SSTD [48] 80 73 77 

Lyu et al. [49] 94.1 70.7 80.7 

Liu et al. [50] 72 80 76 

WordSup [51]  79.33 77.03 78.16 

Lyu et al.[52] 85.8 81.2 83.4 

Baek et al. [53] 89.8 84.3 86.9 

 

VII. CONCLUSION 

 
A study of current text detection, localization, enhancement, 
and text recognition techniques in natural scene images was 
presented in this paper. Despite the fact that much work has 
been done on text recognition and localization in the past, 
there is still a lot of scope to create a versatile system that 
can work in a variety of environments and text formats. In 
most text detection systems designed for natural scene, 
extraction of the text regions has always remained a 
challenging task. With the rapid growth of machine learning 
and other state of the art techniques, design of new, effective 
and robust techniques which can detect and localize text will 
be an important task. 
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