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Abstract: A nonlinear control system depending on a parameter is considered in a finite-dimensional
Euclidean space and on a finite time interval. The dependence on the parameter of the reachable sets and
integral funnels of the corresponding differential inclusion system is studied. Under certain conditions on the
control system, the degree of this dependence on the parameter is estimated. Problems of targeting integral
funnels to a target set in the presence of an obstacle in strict and soft settings are considered. An algorithm
for the numerical solution of this problem in the soft setting has been developed. An estimate of the error
of the developed algorithm is obtained. An example of solving a specific problem for a control system in a
two-dimensional phase space is given.
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Introduction

A nonlinear control system depending on a parameter is considered in a finite-dimensional
Euclidean space and on a finite time interval.

The reachable sets and integral funnels of the differential inclusion corresponding to the system
are studied. The problems related to the study of reachable sets and integral funnels of dynamical
systems are closely intertwined with numerous problems in the theory of dynamical systems in-
cluding those that arise in control theory and the theory of differential games [5, 6, 10–13, 16, 17].
Various theoretical approaches and associated computational methods [1–3, 5–14, 16–21] are used
in the study of reachable sets, their construction, and estimation. These control problems and
differential games include, for example, various types of approach problems, resolving construc-
tions of which include one of the main components that are called solvability sets, i.e., the sets
of those positions of the control system from which the approach problem is solvable [10–13]. For
many problems, these sets can be described quite simply in terms of reachable sets and integral
funnels [1, 2, 5–9, 12, 13, 16–21]. Some problems can be formulated as problems of the theory of
controllability of dynamical systems [19].

In this paper, we study the dependence on a parameter of reachable sets and integral funnels:
the degree of this dependence on the parameter is estimated under certain conditions imposed on
the control system. We introduce systems of sets in the phase space that approximate reachable
sets and integral funnels on a given time interval corresponding to a finite partition of this interval.
In this case, the degree of dependence on the parameter of the approximating system of sets is
first estimated, and then this estimate is used to estimate the dependence on the parameter of
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the reachable sets and integral funnels of the differential inclusion. This approach is natural and
especially useful for studying specific applied control problems, when, in the end, one has to deal
not with ideal reachable sets and integral funnels, but with their approximations corresponding to
a discrete representation of the time interval.

1. Estimates of reachable sets and integral funnels of differential inclusions

Consider a control system Σ

dx

dt
= fα(t, x, u), u ∈ P ∈ comp (Rp) (1.1)

on a time interval [t0, ϑ], t0 < ϑ < ∞; here x ∈ R
n is the phase vector of Σ, u is the control vector,

α is a parameter from a set L ∈ comp (Rl); comp (Rk) is the set of compact subsets of Rk with
the Hausdorff metric

d(X(1),X(2)) = max(h(X(1),X(2)), h(X(2),X(1))), h(X(1),X(2)) = max
x(1)∈X(1)

ρ(x(1),X(2))

is the Hausdorff deviation of X(1) from X(2), where

ρ(x(1),X(2)) = min
x(2)∈X(2)

‖x(1) − x(2)‖.

We assume that the system Σ satisfies the following conditions.

A. The function fα(t, x, u) is defined on [t0, ϑ]× R
n × P × L and, for any bounded and closed

domain D ⊂ [t0, ϑ]× R
n, there are a continuous function ω∗(r), r ∈ (0,∞) (ω∗(r) ↓ 0, r ↓ 0)

and a continuous function L(t) ∈ (0,∞), t ∈ [t0, ϑ], satisfying the relations

‖fα(t, x, u)− fβ(τ, x, u)‖ 6 ω∗(|t− τ |+ ‖α− β‖),
(t, x) ∈ D, (τ, x) ∈ D, u ∈ P, α, β ∈ L ;

‖fα(t, x, u) − fα(t, y, u)‖ 6 L(t)‖x− y‖,
(t, x) ∈ D, (t, y) ∈ D, u ∈ P, α ∈ L .

B. There is γ ∈ (0,∞) such that

‖fα(t, x, u)‖ 6 γ(1 + ‖x‖), (t, x, u) ∈ [t0, ϑ]× R
n × P, α ∈ L .

We introduce a multivalued mapping

(t, x) 7→ Fα(t, x) = coFα(t, x),

Fα(t, x) = {fα(t, x, u) : u ∈ P} ∈ comp (Rn),

(t, x) ∈ [t0, ϑ]×R
n, α ∈ L .

The mapping (t, x) 7→ Fα(t, x) ∈ comp (Rn) satisfies the following conditions.

A∗. For any bounded and closed domain D ⊂ [t0, ϑ]×R
n, there are a continuous function ω∗(r),

r ∈ (0,∞) (ω∗(r) ↓ 0, r ↓ 0) and a continuous function L(t) ∈ (0,∞), t ∈ [t0, ϑ], satisfying
the relations

d(Fα(t, x), Fβ(τ, x)) 6 ω∗(|t− τ |+ ‖α− β‖),
(t, x) ∈ D, (τ, x) ∈ D, α, β ∈ L ;

(1.2)

d(Fα(t, x), Fα(t, y)) 6 L(t)‖x− y‖,
(t, x) ∈ D, (t, y) ∈ D, α ∈ L .

(1.3)
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B∗. There is γ ∈ (0,∞) such that

h(Fα(t, x), {0}) 6 γ · (1 + ‖x‖), (t, x, α) ∈ [t0, ϑ]× R
n × L ;

here 0 is the null-vector in R
n.

Let us introduce on [t0, ϑ] the differential inclusion

dx

dt
∈ Fα(t, x), α ∈ L , (1.4)

that satisfies the system Σ.
Let t∗ and t∗ (t∗ < t∗) be from [t0, ϑ], x∗ ∈ R

n, X∗ ∈ comp (Rn), and α ∈ L .
Let us introduce the notation:

• Xα(t
∗, t∗, x∗) is the reachable set of the differential inclusion (1.4) at the time t∗ with the

initial point x(t∗) = x∗;

• Xα(t
∗, t∗,X∗) =

⋃
x∗∈X∗

Xα(t
∗, t∗, x∗) is the reachable set of the differential inclusion (1.4) at

the time t∗ with the initial set X∗.

It is known that Xα(t
∗, t∗,X∗) ∈ comp (Rn), the mapping (t∗, t∗,X∗) 7→ Xα(t

∗, t∗,X∗) is continuous
in t∗ on [t∗, ϑ] for fixed (t∗,X∗) ∈ [t0, ϑ]×comp (Rn) in the Hausdorff metric, and also Xα(t

∗, t∗,X∗)
continuously depends on X∗ for fixed t∗, t

∗, and α.

The mapping α 7→ Xα(t
∗, t∗,X∗) is also continuous on L for fixed (t∗, t∗,X∗), t0 6 t∗ < t∗ 6 ϑ,

and X∗ ∈ comp (Rn).
Let us refine the continuous dependence of α 7→ Xα(t

∗, t∗,X∗) on the set L . To do this, we
derive an upper bound for the Hausdorff distance

d(Xα(t
∗, t∗,X∗),Xβ(t

∗, t∗,X∗)), α, β ∈ L , (1.5)

which we represent as a function of ‖α− β‖.
It is known that, under the conditions A∗ and B∗, the reachable set Xα(t

∗, t∗,X∗) satisfies the
equality

Xα(t
∗, t∗,X∗) = lim

∆=∆(Γ)↓0
X̃Γ∗

α (t∗).

Here X̃Γ∗

α (t∗) ⊂ R
n, α ∈ L are the sets corresponding to the partition

Γ∗ = {τ0 = t∗, τ1, ..., τi, ..., τN = t∗}
(τi+1 − τi = ∆ = ∆(Γ∗) = N−1(t∗ − t∗), i = 0, N − 1)

of the interval [t∗, t
∗] defined by the equality X̃Γ∗

α (t∗) = X̃Γ∗

α (tN ) and the recurrence relations

X̃Γ∗

α (τ0) = X∗, X̃Γ∗

α (τi+1) = X̃α(τi+1, τi, X̃
Γ∗

α (τi)), i = 0, N − 1, (1.6)

where

X̃α(τ
∗, τ∗,W∗) =

{
x∗ ∈ R

n : x∗ = w∗ + (τ∗ − τ∗)f∗, w∗ ∈ W∗, f∗ ∈ Fα(τ∗, w∗)
}
,

t∗ 6 τ∗ < τ∗ 6 t∗, W∗ ∈ comp (Rn).

Taking into account the condition B∗ and the size of the compact set X∗, we can specify a
bounded and closed domain D ⊂ [t0, ϑ]×R

n containing all sets arising in the subsequent reasoning
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and estimates in the space [t0, ϑ] × R
n. We assume that functions ω∗(r), r ∈ (0,∞), and L(t),

t ∈ [t0, ϑ], corresponding to this domain D are used in further estimates.
We first estimate quantity (1.5) for a one-point set X∗ = {x∗}, (t∗, x∗) ∈ D.
When deriving an estimate for quantity (1.6), we will apply the so-called “step-by-step” rea-

soning scheme and “step-by-step” estimates, that is, we will move through the steps [τi, τi+1],
i = 0, N − 1, of the partition Γ∗.

We start deriving an estimate with the interval [τ0, τ1] of the partition Γ∗. Let us find an upper
bound for the Hausdorff deviation

h(X̃Γ∗

α (τ1), X̃
Γ∗

β (τ1)), α, β ∈ L ;

here X̃Γ∗

α (τ1) = X̃α(τ1, τ0, x∗) and X̃Γ∗

β (τ1) = X̃β(τ1, τ0, x∗).

In X̃Γ∗

α (τ1), we choose a point x(τ1) such that ρ(x(τ1), X̃
Γ∗

β (τ1)) = h(X̃Γ∗

α (τ1), X̃
Γ∗

β (τ1)). The
point x(τ1) is representable as

x(τ1) = x∗ +∆fα(τ0), fα(τ0) ∈ Fα(τ0, x∗).

Let us choose a vector fβ(τ0) in Fβ(τ0, x∗) closest to fα(τ0). The following estimate is valid:

‖fα(τ0)− fβ(τ0)‖ = ρ(fα(τ0), Fβ(τ0, x∗)) 6 h(Fα(τ0, x∗), Fβ(τ0, x∗)) 6 ω∗(‖α − β‖).

In X̃Γ∗

β (τ1), we consider the point y(τ1) = x∗ +∆fβ(τ0), ∆ = ∆(Γ∗). There is an estimate

‖x(τ1)− y(τ1)‖ 6 ∆ω∗(‖α − β‖).

The definition of the point x(τ1) and the inclusion y(τ1) ∈ X̃Γ∗

β (τ1) imply the estimate

h(τ1) 6 ∆ω∗(‖α− β‖); (1.7)

here h(τ1) = h(X̃Γ∗

α (τ1), X̃
Γ∗

β (τ1)).
Let us turn to the next interval [τ1, τ2] of the partition Γ∗ and consider the sets

X̃Γ∗

α (τ2) = X̃α(τ2, τ1, X̃
Γ∗

α (τ1)) and X̃Γ∗

β (τ2) = X̃β(τ2, τ1, X̃
Γ∗

β (τ1)).

In X̃Γ∗

α (τ2), we choose a point x(τ2) such that

ρ(x(τ2), X̃
Γ∗

β (τ2)) = h(X̃Γ∗

α (τ2), X̃
Γ∗

β (τ2)). (1.8)

The point x(τ2) is representable as

x(τ2) = x∗(τ1) + ∆fα(τ1), x∗(τ1) ∈ X̃Γ∗

α (τ1), fα(τ1) ∈ Fα(τ1, x∗(τ1)).

Let us choose a point y∗(τ1) in X̃Γ∗

β (τ1) closest to x∗(τ1):

‖x∗(τ1)− y∗(τ1)‖ = ρ(x∗(τ1), X̃
Γ∗

β (τ1)).

The following estimate is valid:

‖x∗(τ1)− y∗(τ1)‖ 6 h(τ1).

Let us choose a vector fβ(τ1) in Fβ(τ1, y∗(τ1)) closest to fα(τ1). By (1.2) and (1.3), the following
inequalities hold:

‖fα(τ1)− fβ(τ1)‖ 6 h(Fα(τ1, x∗(τ1)), Fβ(τ1, y∗(τ1)))

6 d(Fα(τ1, x∗(τ1)), Fβ(τ1, y∗(τ1))) 6 ω∗(‖α − β‖) + L(τ1)h(τ1).
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We introduce the point

y(τ2) = y∗(τ1) + ∆fβ(τ1), y∗(τ1) ∈ X̃Γ∗

β (τ1), fβ(τ1) ∈ Fβ(τ1, y∗(τ1)).

The points x(τ2) and y(τ2) satisfy the inequalities

‖x(τ2)− y(τ2)‖ 6 ‖x∗(τ1)− y∗(τ1)‖+∆‖fα(τ1)− fβ(τ1)‖
6 h(τ1) + ∆ · (ω∗(‖α− β‖) + L(τ1)h(τ1))

6 ∆ω∗(‖α − β‖) + eL(τ1)∆1 · h(τ1),
(1.9)

where ∆1 = ∆ = ∆(Γ∗).
Considering (1.8) and the inclusion y(τ2) ∈ X̃Γ∗

β (τ2) = X̃β(τ2, τ1, X̃
Γ∗

β (τ1)), we obtain

h(X̃Γ∗

α (τ2), X̃
Γ∗

β (τ2)) 6 ‖x(τ2)− y(τ2)‖. (1.10)

Estimates (1.9) and (1.10) imply that

h(X̃Γ∗

α (τ2), X̃
Γ∗

β (τ2)) 6 ∆ω∗(‖α− β‖) + eL(τ1)∆1h(τ1). (1.11)

Consider the next interval [τ2, τ3] of the partition Γ∗ and the sets X̃Γ∗

α (τ3) = X̃α(τ3, τ2, X̃
Γ∗

α (τ2))
and X̃Γ∗

β (τ3) = X̃β(τ3, τ2, X̃
Γ∗

β (τ2)).
Let us find an upper bound for the Hausdorff deviation

h(X̃Γ∗

α (τ3), X̃
Γ∗

β (τ3)), α, β ∈ L .

To do this, we choose a point x(τ3) in the X̃Γ∗

α (τ3) such that

ρ(x(τ3), X̃
Γ∗

β (τ3)) = h(X̃Γ∗

α (τ3), X̃
Γ∗

β (τ3)). (1.12)

The point x(τ3) is representable as

x(τ3) = x∗(τ2) + ∆fα(τ2), x∗(τ2) ∈ X̃Γ∗

α (τ2), fα(τ2) ∈ Fα(τ2, x∗(τ2)).

Let us choose a point y∗(τ2) in X̃Γ∗

β (τ2) closest to the point x∗(τ2):

‖x∗(τ2)− y∗(τ2)‖ = ρ(x∗(τ2), X̃
Γ∗

β (τ2)).

The following inequality is valid

‖x∗(τ2)− y∗(τ2)‖ 6 h(X̃Γ∗

α (τ2), X̃
Γ∗

β (τ2)).

Let us choose a vector fβ(τ2) in Fβ(τ2, y∗(τ2)) closest to fα(τ2). We obtain the estimate

‖fα(τ2)− fβ(τ2)‖ 6 h(Fα(τ2, x∗(τ2)), Fβ(τ2, y∗(τ2)))

6 d(Fα(τ2, x∗(τ2)), Fβ(τ2, y∗(τ2)))

6 ω∗(‖α − β‖) + L(τ2)‖x∗(τ2)− y∗(τ2)‖.

Consider the point y(τ3) = y∗(τ2)+∆fβ(τ2) in X̃Γ∗

β (τ3). The points x(τ3) and y(τ3) satisfy the
inequalities

‖x(τ3)− y(τ3)‖ 6 ‖x∗(τ2)− y∗(τ2)‖+∆ · (ω∗(‖α− β‖) + L(τ2)‖x∗(τ2)− y∗(τ2)‖)
6 ∆ · ω∗(‖α − β‖) + eL(τ2)∆2h(X̃Γ∗

α (τ2), X̃
Γ∗

β (τ2))

6 ∆ · ω∗(‖α − β‖) + eL(τ2)∆2(∆ · ω∗(‖α− β‖) + eL(τ1)∆1h(τ1)),
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where ∆2 = ∆ = ∆(Γ∗).
As a result, we get

‖x(τ3)− y(τ3)‖ 6 (1 + eL(τ2)∆2) ·∆ω∗(‖α− β‖) + eL(τ1)∆1+L(τ2)∆2 · h(τ1). (1.13)

Considering (1.12) and the inclusion y(τ3) ∈ X̃Γ∗

β (τ3), we get

h(X̃Γ∗

α (τ3), X̃
Γ∗

β (τ3)) 6 ‖x(τ3)− y(τ3)‖. (1.14)

From (1.13) and (1.14), it follows that

h(X̃Γ∗

α (τ3), X̃
Γ∗

β (τ3)) 6 (1 + eL(τ2)∆2) ·∆ω∗(‖α − β‖) + eL(τ1)∆1+L(τ2)∆2 · h(τ1). (1.15)

For a final understanding of the structure of the estimate of the quantity h(X̃Γ∗

α (τi+1), X̃
Γ∗

β (τi+1)),

i = 0, N − 1, we consider the next interval [τ3, τ4] of the partition Γ∗ and the sets

X̃Γ∗

α (τ4) = X̃α(τ4, τ3, X̃
Γ∗

α (τ3)) and X̃Γ∗

β (τ4) = X̃β(τ4, τ3, X̃
Γ∗

β (τ3)).

Let us estimate from above the quantity

h(X̃Γ∗

α (τ4), X̃
Γ∗

β (τ4)), α, β ∈ L .

To do this, we choose a point x(τ4) in X̃Γ∗

α (τ4) such that

ρ(x(τ4), X̃
Γ∗

β (τ4)) = h(X̃Γ∗

α (τ4), X̃
Γ∗

β (τ4)).

The point x(τ4) is representable in the form

x(τ4) = x∗(τ3) + ∆fα(τ3), x∗(τ3) ∈ X̃Γ∗

α (τ3), fα(τ3) ∈ Fα(τ3, x∗(τ3)).

Let us choose a point y∗(τ3) in X̃Γ∗

β (τ3) closest to x∗(τ3):

‖x∗(τ3)− y∗(τ3)‖ = ρ(x∗(τ3), X̃
Γ∗

β (τ3)).

The following inequality holds:

‖x∗(τ3)− y∗(τ3)‖ 6 h(X̃Γ∗

α (τ3), X̃
Γ∗

β (τ3)). (1.16)

Let us choose a vector fβ(τ3) in Fβ(τ3, y∗(τ3)) closest to fα(τ3).
By relations (1.2) and (1.3), the following estimate is valid:

‖fα(τ3)− fβ(τ3)‖ 6 h(Fα(τ3, x∗(τ3)), Fβ(τ3, y∗(τ3))) 6 d(Fα(τ3, x∗(τ3)), Fβ(τ3, y∗(τ3)))

6 ω∗(‖α − β‖) + L(τ3)‖x∗(τ3)− y∗(τ3)‖.

Let us choose the point y(τ4) = y∗(τ3) + ∆fβ(τ3) in X̃Γ∗

β (τ4).
Taking into account (1.15) and (1.16), we obtain

‖x(τ4)− y(τ4)‖ 6 ‖x∗(τ3)− y∗(τ3)‖+∆‖fα(τ3)− fβ(τ3)‖
6 ‖x∗(τ3)− y∗(τ3)‖+∆ω∗(‖α− β‖) + L(τ3)‖x∗(τ3)− y∗(τ3)‖ 6

6 ∆ω∗(‖α− β‖) + eL(τ3)∆3
(
(1 + eL(τ2)∆2) ·∆ω∗(‖α− β‖) + eL(τ1)∆1+L(τ2)∆2 · h(τ1)

)
,

∆3 = ∆ = ∆(Γ∗).
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As a result, we get the estimate

‖x(τ4)− y(τ4)‖ 6 ∆ω∗(‖α − β‖) ·
(
1 + eL(τ3)∆3 + eL(τ3)∆3+L(τ2)∆2

)

+eL(τ3)∆3+L(τ2)∆2+L(τ1)∆1 · h(τ1).

Further, taking into account the choice of the points x(τ4) and y(τ4), we obtain

h(X̃Γ∗

α (τ4), X̃
Γ∗

β (τ4)) 6 ‖x(τ4)− y(τ4)‖.

The latter two inequalities imply the estimate

h(X̃Γ∗

α (τ4), X̃
Γ∗

β (τ4)) 6
(
1 + eL(τ3)∆3 + eL(τ3)∆3+L(τ2)∆2

)
·∆ω∗(‖α− β‖)+

+eL(τ3)∆3+L(τ2)∆2+L(τ1)∆1 · h(τ1).
(1.17)

Analyzing estimates (1.11), (1.15), and (1.17), we conclude that the interval [τi, τi+1],
i = 1, N − 1, of the partition Γ∗ corresponds to the following estimate of the Hausdorff de-
viation h(X̃Γ∗

α (τi+1), X̃
Γ∗

β (τi+1)) of the set X̃Γ∗

α (τi+1) = X̃α(τi+1, τi, X̃
Γ∗

α (τi)) from the set

X̃Γ∗

β (τi+1) = X̃β(τi+1, τi, X̃
Γ∗

β (τi)):

h(X̃Γ∗

α (τi+1), X̃
Γ∗

β (τi+1)) 6
(
1 + e

∑i
k=i L(τk)∆k + e

∑i
k=i−1 L(τk)∆k+

+e
∑i

k=i−2 L(τk)∆k + ...+ e
∑i

k=1 L(τk)∆k
)
· h(τ1).

(1.18)

Further, given that h(τ1) = h(X̃Γ∗

α (τ1), X̃
Γ∗

β (τ1)) satisfies (1.7), from (1.18) we obtain the fol-
lowing estimate:

h(X̃Γ∗

α (τi+1), X̃
Γ∗

β (τi+1)) 6
(
1 + e

∑i
k=i L(τk)∆k + e

∑i
k=i−1 L(τk)∆k+

+e
∑i

k=i−2 L(τk)∆k + ...+ e
∑i

k=1 L(τk)∆k
)
∆ω∗(‖α − β‖).

(1.19)

Let us supplement the estimate (1.19) with a comment related to the function L(t) continuous
on the interval [t0, ϑ], which was introduced in the condition B.

Remark 1. In numerous studies devoted to nonlinear control systems described by ordinary
differential equations, the condition of the local Lipschitz property of its right-hand side with
respect to the phase variable is introduced as one of the main conditions imposed on the system. In
this case, often in the process of studying control problems for such systems, it becomes necessary
to choose in the space of positions of the control system a domain D that would contain all the
components of the resolving structure (resolving sets, trajectories of systems, phase constraints,
etc.). In other words, quite often, when studying and solving control problems, it is necessary to
choose a domain D in the space of positions of the system, in which the problem is solved. In this
case, the Lipschitz constant L corresponding to this domain D is used for constructing a solution
and justifying its correctness. However, the introduced domain D may turn out to be large, and
the corresponding constant L may also turn out to be large. In this case, the estimates justifying
the correctness of the solution of the control problem in which this constant L is involved may turn
out to be rough. For various reasons, these estimates in a specific control problem (with a specific
control system) may be unsatisfactory from the point of view of the person solving the problem and
counting on finer estimates. In this regard, taking into consideration the conditions imposed on the
nonlinear control system (1.1), in this paper, instead of the traditional local Lipschitz condition with
the Lipschitz constant L, we introduce a continuous function L(t) ∈ (0,∞) on [t0, ϑ], which is more
suitable for the dynamics of (1.1). Estimate (1.19) of h(X̃Γ∗

α (τi+1), X̃
Γ∗

β (τi+1)) is more accurate
in the sense that, for each interval [τi, τi+1] of the partition Γ∗, the step-by-step estimates involve
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its own value L(τi) ∈ (0,∞), which is close to L(t), t ∈ [τi, τi+1], for small ∆ = ∆(Γ∗), and not
some constant L ∈ (0,∞) common to all [τi, τi+1] from the interval [t0, ϑ]. Note, however, that this
reasoning assumes that the domain D is in the position space of the system and the corresponding
function L(t) on [t0, ϑ] is chosen sufficiently adequately to the dynamics of the control system. So,
for example, in control problems related to the study of reachable sets and integral funnels, the
domain D should track more or less accurately the dynamics of reachable sets and, therefore, the
spatial structure of integral funnels.

Thus, in many specific control problems, the problem of choosing the domain D and the cor-
responding function L(t), t ∈ [t0, ϑ], in our opinion, is very significant, since the accuracy of the
estimates related to solving problems depends on this.

Obviously, one of the ways to solve this problem in each specific task related to the study of
reachable sets and integral funnels is to form the domain D and the function L(t), t ∈ [t0, ϑ], in a
step-by-step procedure (by time layers [τi, τi+1]×R

n, i = 0, 1, ..., N −1) along with the construction
of reachable sets.

Let us now return to estimate (1.19) and present some roughness of this estimate in a simpler
form.

Replacing in (1.19) 1 and the exponents e
∑i

k=r L(τk)∆k , r = 1, i, by the exponent e
∑i

k=0 L(τk)∆k ,
we get the estimate

h(X̃Γ∗

α (τi+1), X̃
Γ∗

β (τi+1)) 6 e
∑i

k=0 L(τk)∆k · (i+ 1)∆ω∗(‖α − β‖),

i.e.,

h(X̃Γ∗

α (τi+1), X̃
Γ∗

β (τi+1)) 6 e
∑i

k=0 L(τk)∆k · (τi+1 − τ0)ω
∗(‖α− β‖). (1.20)

In particular, the following estimate holds:

h(X̃Γ∗

α (t∗), X̃Γ∗

β (t∗)) 6 e
∑N−1

k=0 L(τk)∆k · (t∗ − t∗)ω
∗(‖α − β‖). (1.21)

Replacing in estimates (1.19)–(1.21) the numbers L(τk), k = 0, N − 1, with some L satisfying
the inequality 0 < max

t∈[t0,ϑ]
L(t) 6 L < ∞, we obtain the following estimates for i ∈ 1, N − 1 and α,

β from L , respectively:

h(X̃Γ∗

α (τi+1), X̃
Γ∗

β (τi+1)) 6
i∑

k=0

eLk∆∆ω∗(‖α− β‖), (1.22)

h(X̃Γ∗

α (τi+1), X̃
Γ∗

β (τi+1)) 6 eL·(τi+1−τ0)(τi+1 − τ0)ω
∗(‖α− β‖), (1.23)

h(X̃Γ∗

α (t∗), X̃Γ∗

β (t∗)) 6 eL·(t
∗−t∗)(t∗ − t∗)ω

∗(‖α− β‖). (1.24)

Reasoning similar to those given above for h(X̃Γ∗

α (τi+1) and X̃Γ∗

β (τi+1)) yields estimates for

h(X̃Γ∗

β (τi+1), X̃
Γ∗

α (τi+1)) similar to (1.19)–(1.24). Taking this into account, we come to the following
statement.

Lemma 1. Assume that [t∗, t
∗] ⊂ [t0, ϑ], X∗ ∈ comp (Rn), Γ∗ = {τ0 = t∗, τ1, ..., τi, ..., τN = t∗}

(τi+1 − τi = ∆i = ∆, i = 0, N − 1), and {X̃Γ∗

α (τi) : τi ∈ Γ∗} is the system of sets (1.6) approxi-
mating the reachable set Xα(t

∗, t∗,X∗), α ∈ L , of the differential inclusion (1.4). Then, under the
conditions A and B on system (1.1), the following estimates hold :

d(X̃Γ∗

α (τi+1), X̃
Γ∗

β (τi+1)) 6
(
1 +

i−1∑

s=0

e
∑i

k=i−s L(τk)∆k

)
∆ω∗(‖α − β‖), (1.25)

d(X̃Γ∗

α (τi+1), X̃
Γ∗

β (τi+1)) 6 e
∑i

k=0 L(τk)∆k(τi+1 − τ0)ω
∗(‖α − β‖), (1.26)
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d(X̃Γ∗

α (t∗), X̃Γ∗

β (t∗)) 6 e
∑N−1

k=0 L(τk)∆k(t∗ − t∗)ω
∗(‖α− β‖), (1.27)

d(X̃Γ∗

α (τi+1), X̃
Γ∗

β (τi+1)) 6

i∑

k=0

eLk∆∆ω∗(‖α − β‖), (1.28)

d(X̃Γ∗

α (τi+1), X̃
Γ∗

β (τi+1)) 6 eL·(τi+1−τ0) · (τi+1 − τ0)ω
∗(‖α− β‖), (1.29)

d(X̃Γ∗

α (t∗), X̃Γ∗

β (t∗)) 6 eL(t
∗−t∗)(t∗ − t∗)ω

∗(‖α − β‖). (1.30)

From estimate (1.28), we derive estimates (1.29) and (1.30).
Let us write one more important estimate that follows from (1.28):

d(X̃Γ∗

α (τi+1, X̃
Γ∗

β (τi+1)) 6
e(i+1)L∆ − 1

eL∆ − 1
∆ω∗(‖α − β‖), i = 0, N − 1.

Let us estimate from above the right-hand side of this inequality, assuming that, along with
the conditions A and B on system (1.1), the following condition on the partition Γ∗ of the time
interval [t∗, t

∗] holds.

C. The diameter of the partition Γ∗ satisfies the relation

0 < ∆ = ∆(Γ∗) < L−1 ln
(
1 +

3

2
L∆
)
.

Under the condition C, the following inequalities are valid:

e(i+1)L∆ − 1

eL∆ − 1
<

eL∆ · eL(τi+1−τ0) − 1

L∆

<

(
1 + 3/2 · L∆

)
eL(τi+1−τ0) − 1

L∆
=

eL(τi+1−τ0) − 1

L∆
+

3

2
eL(τi+1−τ0).

Taking this inequality into account, we obtain

d(X̃Γ∗

α (τi+1), X̃
Γ∗

β (τi+1)) < L−1(eL(τi+1−τ0) − 1)ω∗(‖α− β‖)+

+
3

2
eL(τi+1−τ0)∆ω∗(‖α− β‖), i = 0, N − 1.

(1.31)

As a result, the following statement is true.

Theorem 1. Let [t∗, t
∗] ⊂ [t0, ϑ] and X∗ ∈ comp (Rn). Then, under the conditions A, B ,

and C on system (1.1), the sets Xα(t
∗) = Xα(t

∗, t∗,X∗) and Xβ(t
∗) = Xβ(t

∗, t∗,X∗), α and β
from L , satisfy estimate (1.31).

Obviously, for small ∆ = ∆(Γ∗), the strict estimate (1.31) will turn into the following estimate:

d(X̃Γ∗

α (τi+1), X̃
Γ∗

β (τi+1)) 6 L−1(eL(τi+1−τ0) − 1)ω∗(‖α− β‖), i = 0, N − 1.

In particular, the following statement is true.

Assertion 1. Assume that [t∗, t
∗] ⊂ [t0, ϑ] and X∗ ∈ comp (Rn). Then, under the conditions

A, B , and C on system (1.1), the sets Xα(t
∗) = Xα(t

∗, t∗,X∗) and Xβ(t
∗) = Xβ(t

∗, t∗,X∗), α and
β from L , satisfy the estimate

d(X̃Γ∗

α (t∗), X̃Γ∗

β (t∗)) 6 L−1(eL(t
∗−t∗) − 1)ω∗(‖α− β‖). (1.32)
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The question arises, at what ratios between the numbers L and (t∗ − t∗) one or another of
estimates (1.30) and (1.32) is better. To answer it, let us compare the numbers L−1(eL(t

∗−t∗) − 1)
and eL(t

∗−t∗)(t∗ − t∗), i.e., compare eL(t
∗−t∗) − 1 and eL(t

∗−t∗)L(t∗ − t∗).

Assuming that L(t∗ − t∗) = ρ > 0, we come to the comparison of eρ · (1− ρ) and 1 for ρ > 0.

Since the function eρ · (1− ρ) equals 1 for ρ = 0 and decreases on [0,∞), we get

eρ · (1− ρ) < 1, ρ > 0

and therefore

L−1(eL(t
∗−t∗) − 1) < eL(t

∗−t∗)(t∗ − t∗)

for every L ∈ (0,∞) and (t∗ − t∗) > 0.

This means that estimate (1.32) is more precise than estimate (1.30) for sufficiently small
∆ = ∆(Γ∗).

We have considered the case X∗ = {x∗}, (t∗, x∗) ∈ D, and received estimates (1.25)–(1.30).
Estimates (1.25)–(1.30) are also true in the general case X∗ ∈ comp (Rn), (t∗,X∗) ⊂ D.

Bearing in mind the general case, we choose from (1.25)–(1.30) estimate (1.27) for the following
reasons. Along with the sets X̃Γ∗

α (t∗) and X̃Γ∗

β (t∗) included in (1.27), consider the reachable sets
Xα(t

∗) = Xα(t
∗, t∗,X∗) and Xβ(t

∗) = Xβ(t
∗, t∗,X∗) of the differential inclusion (1.4).

We are looking for upper bounds for the values d(Xα(t
∗), X̃Γ∗

α (t∗)) and d(Xβ(t
∗), X̃Γ∗

β (t∗)),
where α and β are from L . It is known that, under the conditions A and B on system (1.1), these
estimates are of the form

d(Xα(t
∗), X̃Γ∗

α (t∗)) 6 eL·(t
∗−t∗)(t∗ − t∗)(ω

∗(∆) + LK∆),

d(Xβ(t
∗), X̃Γ∗

β (t∗)) 6 eL·(t
∗−t∗)(t∗ − t∗)(ω

∗(∆) + LK∆);
(1.33)

here L ∈ (0,∞) is defined on p. 127, K = max
(t,x,u,α)∈D×P×L

‖fα(t, x, u)‖ ∈ (0,∞), and ∆ = ∆(Γ∗).

Remark 2. It can be shown that, along with estimates (1.33), there are more subtle estimates:

d(Xα(t
∗), X̃Γ∗

α (t∗)) 6 e
∫ t∗

t∗
L(t)dt(t∗ − t∗)(ω

∗(∆) + LK∆),

d(Xβ(t
∗), X̃Γ∗

β (t∗)) 6 e
∫ t∗

t∗
L(t)dt(t∗ − t∗)(ω

∗(∆) + LK∆).

Taking into account (1.27) and (1.33), we get

d(Xα(t
∗),Xβ(t

∗)) 6 d(Xα(t
∗), X̃Γ∗

α (t∗)) + d(X̃Γ∗

α (t∗), X̃Γ∗

β (t∗)) + d(X̃Γ∗

β (t∗),Xβ(t
∗))

6 e
∑N−1

k=1 L(τk)∆k · (t∗ − t∗)ω
∗(‖α − β‖) + 2eL·(t

∗−t∗) · (ω∗(∆) + LK∆),

where α and β from L .

Since this estimate holds for any partitions Γ∗ of the interval [t∗, t
∗], letting the diameter

∆ = ∆(Γ∗) of the partition Γ∗ tend to zero, we obtain

d(Xα(t
∗),Xβ(t

∗)) 6 e
∫ t∗

t∗
L(t)dt · (t∗ − t∗) · ω∗(‖α − β‖); (1.34)

here
∫ t∗

t∗
L(t)dt is the Riemann integral of the function L(t) over the interval [t∗, t

∗] ⊂ [t0, ϑ].

Now let us turn to the interval [t0, ϑ], on which the control system (1.1) and the differential
inclusion (1.4) are initially considered.
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Assume that in the previous calculations t∗ = t0, t
∗ = t ∈ [t0, ϑ], X∗ = X(0) ∈ comp (Rn),

and (t0,X
(0)) ⊂ D, where X(0) is the initial set for system (1.1) and the differential inclu-

sion (1.4), so that the reachable sets Xα(t) and Xβ(t) of the differential inclusion (1.4) become
Xα(t) = Xα(t, t0,X

(0)) and Xβ(t) = Xβ(t, t0,X
(0)).

For these sets, we write estimate (1.34):

d(Xα(t),Xβ(t)) 6 e
∫ t
t0

L(τ)dτ · (t− t0)ω
∗(‖α − β‖), (1.35)

where t ∈ [t0, ϑ] and α, β ∈ L .
We also introduce the partition Γ = {t0, t1, ..., ti, ..., tN = ϑ} of the interval [t0, ϑ] with the

diameter ∆ = ∆(Γ) = ti+1 − ti = N−1(ϑ − t0).
Along with the reachable sets Xα(t), α ∈ L , t ∈ [t0, ϑ], we consider the integral funnel

Xα(t0,X
(0)) =

⋃

t∈[t0,ϑ]

(t,Xα(t)), α ∈ L ,

of the differential inclusion (1.4).
Assume that

XΓ
α (t0,X

(0)) =
⋃

ti∈Γ

(ti,Xα(ti)), X̃
Γ
α (t0,X

(0)) =
⋃

ti∈Γ

(ti, X̃
Γ
α (ti))

are sets in D, where X̃Γ
α (ti) are defined on p. 122 by the recurrent relations with τ0 = t0 and

X̃Γ
α (t0) = X̃Γ

α (τ0) = X(0).
Here the sets XΓ

α (t0,X
(0)) and X̃Γ

α(t0,X
(0)) are some approximations of the integral funnel

Xα(t0,X
(0)), α ∈ L , discrete by the parameter t ∈ [t0, ϑ].

From the estimate

d(Xα(ti), X̃
Γ
α (ti)) 6 eL·(ti−t0)(ti − t0)(ω

∗(∆) + LK∆), i = 1, N, α ∈ L ,

we obtain the estimate

d(XΓ
α (t0,X

(0)), X̃Γ
α (t0,X

(0))) 6 eL·(ϑ−t0)(ϑ − t0)(ω
∗(∆) + LK∆); (1.36)

here L is defined on p. 127 and K on p. 129.
Since the following inequality holds for each interval [ti, ti+1] of the partition Γ, every t ∈

[ti, ti+1], and every α ∈ L :

d
(
(t,Xα(t)), (ti,Xα(ti))

)
6 (1 +K)∆,

we have
d(Xα(t0,X

(0)),XΓ
α (t0,X

(0))) 6 (1 +K)∆. (1.37)

Considering estimates (1.36) and (1.37), we get

d(Xα(t0,X
(0)), X̃Γ

α (t0,X
(0))) 6 eL·(ϑ−t0)(ϑ − t0)(ω

∗(∆) + LK∆) + (1 +K)∆. (1.38)

Obviously, using the technique of obtaining estimates described above, we can replace esti-
mate (1.38) with a more accurate one:

d(Xα(t0,X
(0)), X̃Γ

α (t0,X
(0))) 6 e

∑N−1
i=0 L(ti)∆i · (ϑ− t0)(ω

∗(∆) + LK∆) + (1 +K)∆,

∆i = ∆ = ∆(Γ), i ∈ 0, N − 1, α ∈ L .

Inequality (1.35) implies the following statement for the integral funnels Xα(t0,X
(0)) and

Xβ(t0,X
(0)).

Theorem 2. Let the control system (1.1) satisfy the conditions A, B , and C , and let
X(0) ∈ comp (Rn). Then the integral funnels Xα(t0,X

(0)) and Xβ(t0,X
(0)) satisfy the inequality

d(Xα(t0,X
(0)),Xβ(t0,X

(0))) 6 e
∫ ϑ

t0
L(t)dt · (ϑ− t0)ω

∗(‖α − β‖), α, β ∈ L .
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2. Problems of targeting integral funnels to target sets in R
2

In this section, we restrict ourselves to considering system (1.1) and the differential inclusion
(1.4) in the space R

2. Let us study problems of targeting integral funnels Xα(t0, x0), α ∈ L , x0 ∈
X(0), and their approximations X̃Γ

α(t0, x0) to target sets in R
2. We formulate some of these problems

using the concept of the area of a set in R
2. In this regard, we will study questions concerning

the approximate calculation of the areas of reachable sets Xα(t, t0, x0), x0 ∈ X(0) ∈ comp (R2),
and sets associated with Xα(t, t0, x0). In this case, we use the estimates of the Hausdorff distances
obtained in Section 1.

Let us start the study of targeting problems by considering the individual integral funnels
Xα(t0,X

(0)), X(0) ∈ comp (R2). Of course, the funnels Xα(t0, x0), α ∈ L , x0 ∈ X(0), also belong
to the class of these funnels. Thus, the estimates of the Hausdorff distances obtained for integral
funnels Xα(t0,X

(0)), α ∈ L , also hold for funnels Xα(t0, x0), α ∈ L .

Let us take an arbitrary funnel Xα(t0,X
(0)), α ∈ L , X(0) ∈ comp (R2), and its approximating

set X̃Γ
α (t0,X

(0)) =
⋃

ti∈Γ

(ti, X̃
Γ
α (ti)) in D corresponding to the partition Γ = {t0, t1, ..., ti, ..., tN = ϑ}

(ti+1 − ti = ∆i = ∆ = ∆(Γ), i = 0, N − 1).

The mismatch between the time sections Xα(ti) and X̃Γ
α (ti), ti ∈ Γ, of the sets Xα(t0,X

(0))
and X̃Γ

α(t0,X
(0)) is restricted by the estimate

d(Xα(ti), X̃
Γ
α (ti)) 6 e

∑N−1
j=0 L(tj)∆j ·

(
K∆

N−1∑

j=0

L(tj)∆j + (tj − t0)ω
∗(∆)

)
. (2.1)

Along with the set X̃Γ
α (t0,X

(0)) and its sections X̃Γ
α (ti), ti ∈ Γ, we consider the set X̃Γ

β (t0,X
(0)),

β ∈ L , and its sections X̃Γ
β (ti), ti ∈ Γ. The following estimate is valid:

d(X̃Γ
α (ti), X̃

Γ
β (ti)) 6 e

∑N−1
j=0 L(tj)∆j · (ti − t0)ω

∗(‖α − β‖). (2.2)

Estimates (2.1) and (2.2) implpy

d(Xα(ti), X̃
Γ
β (ti)) 6 κ(∆, ‖α− β‖), (2.3)

where

κ(∆, ρ) = e
∑N−1

j=0 L(tj)∆j

(
(ϑ − t0)ω

∗(ρ) + (ϑ − t0)ω
∗(∆) +K∆

N−1∑

j=0

L(tj)∆j

)
,

α, β ∈ L , ti ∈ Γ, ρ ∈ (0,∞).

We will use estimates (2.1)–(2.3) for studying problems of targeting integral funnels to target
sets. These estimates will also be taken into account when estimating the mismatch of sets of the
type of reachable sets in R

2.

Let us formulate these targeting problems.

Assume that a finite set T of times η1, η2, ..., ηN∗
from the interval [t0, ϑ] is given and the

partition Γ = {t0, t1, ..., ti, ..., tN = ϑ} considered previously contains this set T .

Assume that compact sets X(0), X(ϑ), and Φ(k) in R
2 are given, where each set Φ(k) corresponds

to its time ηk ∈ T ; moreover, the sets X(0), X(ϑ), and Φ(k), ηk ∈ T , have rectifiable boundaries
∂X(0), ∂X(ϑ), and ∂Φ(k), ηk ∈ T .

Here we assume that Φ(k) = Φ(ηk), ηk ∈ T , where the set Φ(t) ∈ comp (R2), t ∈ [t0, ϑ], is
interpreted by us as an obstacle to system (1.1).
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Problem 1 on targeting integral funnels (strict setting). It is required to find a pair
(α∗, x∗) ∈ L ×X(0) such that the following relations hold:

X(ϑ) ⊂ Xα∗
(ϑ, t0, x∗), Φ(k) ∩Xα∗

(ηk, t0, x∗) = ∅, ηk ∈ T .

Exact computation of the sets Xα(ti, t0, x0), α ∈ L , ti ∈ Γ, x0 ∈ X(0) is not possible due to
the complexity of the system dynamics (1.1). In particular, it is impossible to compute the sets
Xα∗

(ϑ, t0, x∗) and Xα∗
(ηk, t0, x∗), ηk ∈ T . Also in the case when, for example, one of the sets L

and X(0) is infinite, the complete enumeration of all pairs (α, x) ∈ L ×X(0) is impossible.

Therefore, it makes sense to go from the statement of Problem 1 to a statement in terms of the
sets X̃Γ

α (ti, t0, x0), α ∈ L , ti ∈ Γ, x0 ∈ X(0). Moreover, under the sets X̃Γ
α (ti, t0, x0) we understand

time sections of the sets X̃Γ
α (t0, x0), α ∈ L , x0 ∈ X(0), corresponding to the times ti ∈ Γ.

More precisely, we assume that there are given ε, ρ, and σ from (0,∞) and finite sets corre-
sponding to the numbers ρ and σ in the sets L and X(0), a ρ-net L (ρ) = {α(r) : r = 1, r∗} and a
σ-net X(σ) = {x(s) : s = 1, s∗}.

Problem 1(ε) on targeting integral funnels. It is required to find a pair (α(r), x(s)) ∈
L (ρ) ×X(σ) such that the following relations hold:

X(ϑ) ⊂ X̃Γ
α(r)(ϑ, t0, x

(s))ε, Φ(k)
ε ∩ X̃Γ

α(r)(ηk, t0, x
(s)) = ∅, ηk ∈ T .

For Problems 1 or 1(ε) formulated for a particular system (1.1), it may turn out that there is no
solution. Taking into account such situations, we formulate the targeting problem in a less strict
setting, using the concept of the area of a set in R

2. At the same time, we assume that such a
formulation does not contradict the meaning of the original real targeting problem.

First, we give a statement in terms of ideal reachable sets Xα(ti, t0, x0), α ∈ L , x0 ∈ X(0),
ti ∈ Γ.

Let us introduce the notation

J (1)(α, x) =
∑

ηk∈T

s(Φ(k)\Xα(ηk, t0, x)),

J (2)(α, x) = s(X(ϑ) ∩Xα(ϑ, t0, x)),

α ∈ L , x ∈ X(0);

here s(Y ) is the area of the set Y ∈ comp (R2), by which we mean the Lebesgue measure (see, e.g.,
[4, Ch. 2, Sect. 2.5]) of the compact set Y in R

2.

Let us fix λ1 and λ2 from [0, 1], λ1 + λ2 = 1.

Let us clarify once again that, under a strict setting of the problem of targeting integral funnels
of the differential inclusion (1.4), we mean a setting in which an integral funnel Xα(t0, x

(0)), α ∈ L ,
should not intersect an obstacle Φ(t), t ∈ [t0, ϑ]; in the worst case, it can only touch its boundary
∂Φ(t), t ∈ [t0, ϑ]. In this case, the integral funnel Xα(t0, x

(0)), α ∈ L , must completely cover the
target set X(ϑ) at the terminal time ϑ.

The soft setting of the targeting problem allows the integral funnel Xα(t0, x
(0)) to creep on

the obstacle Φ(t), t ∈ [t0, ϑ] and admits incomplete coverage of the target set X(ϑ) by the integral
funnel Xα(t0, x

(0)) (more precisely, by its latter section Xα(ϑ, t0, x
(0))) at the time ϑ. However, this

involves some quantitative estimates of the effectiveness of the integral funnel Xα(t0, x
(0)) when

solving the problem of targeting X(ϑ). These quantitative estimates are associated with calculating
the areas of sets in the space R

2.

We assume that J(α, x) = λ1J
(1)(α, x) + λ2J

(2)(α, x).
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Problem 2 on targeting integral funnels (soft setting). It is required to find a pair
(α∗, x∗) ∈ L ×X(0) such that the following relation is true:

J(α∗, x∗) = max
(α,x)∈L×X(0)

J(α, x). (2.4)

Since we are not able to solve Problem 2 exactly for the same reasons as Problem 1, we formulate
and solve some approximation problem in which, instead of the sets L and X(0), in the cases where
they are not finite, there are their finite nets L (ρ) and X(σ) and, instead of (ideal) reachable sets
Xα(t, t0, x0), α ∈ L , x0 ∈ X(0), there are their approximations X̃Γ

α(r)(ti, t0, x
(s)), (α(r), x(s)) ∈

L (ρ) ×X(σ).
Let us introduce the notation

J̃
(1)
Γ (β, y) =

∑

ηk∈T

s(Φ(k)\X̃Γ
β (ηk, t0, y)),

J̃
(2)
Γ (β, y) = s(X(ϑ) ∩ X̃Γ

β (ϑ, t0, y)),

(β, y) ∈ L
(ρ) ×X(σ).

We assume that J̃Γ(β, y) = λ1J̃
(1)
Γ (β, y) + λ2J̃

(2)
Γ (β, y).

Problem 3 on targeting integral funnels (soft setting). It is required to find a pair
(β∗, y∗) ∈ L (ρ) ×X(σ) such that the following relation holds:

J̃Γ(β
∗, y∗) = max

(β,y)∈L (ρ)×X(σ)
J̃Γ(β, y). (2.5)

Let us show that, for small ρ and σ from (0,∞), the solution of the approximation Problem 3 is
close to the solution of Problem 2. This circumstance justifies replacing Problem 2 with Problem 3.
In this case, we understand the proximity of solutions as the proximity of optimal values (2.4) and
(2.5) in Problems 2 and 3 and the proximity of optimal pairs in L ×X(0) and L (ρ) ×X(σ).

So, consider first pairs (α, x) and (β, y), where (α, x) is chosen in L ×X(0) arbitrarily and the
pair (β, y) ∈ L (ρ) ×X(σ) is such that ‖α − β‖ 6 ρ and ‖x− y‖ 6 σ.

Let us find an upper bound for the Hausdorff distance

d(Xα(ηk, t0, x), X̃
Γ
β (ηk, t0, y)), ηk ∈ T .

In view of (2.3) and the estimate

d(X̃Γ
β (ηk, t0, x), X̃

Γ
β (ηk, t0, y)) 6 e

∑N−1
j=0 L(tj)∆j · ‖x− y‖ 6 e

∑N−1
j=0 L(tj )∆j · σ,

we have

d(Xα(ηk, t0, x), X̃
Γ
β (ηk, t0, y)) 6 d(Xα(ηk, t0, x), X̃

Γ
β (ηk, t0, x)) + d(X̃Γ

β (ηk, t0, x), X̃
Γ
β (ηk, t0, y))

6 κ(∆, ρ) + e
∑N−1

j=0 L(tj)∆j · σ, ηk ∈ T .

For simplicity, we introduce the notation

κ
∆(ρ, σ) = κ(∆, ρ) + e

∑N−1
j=0 L(tj)∆j · σ, ρ, σ ∈ (0,∞).

Finally, for pairs (α, x) ∈ L × X(0) and (β, y) ∈ L (ρ) × X(σ) such that ‖α − β‖ 6 ρ and
‖x− y‖ 6 σ, we have the estimate

d(Xα(ηk, t0, x), X̃
Γ
β (ηk, t0, y)) 6 κ

∆(ρ, σ). (2.6)
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Let us describe the function κ
∆(ρ, σ) in more detail and estimate it from above. The following

representation is valid:

κ
∆(ρ, σ) = e

∑N−1
j=0 L(tj)∆j ·

(
(ϑ − t0)ω

∗(ρ) + (ϑ − t0)ω
∗(∆) +K∆

N−1∑

j=0

L(tj)∆j + σ
)
.

Since, by the condition A, the function L(t) ∈ (0,∞) is continuous on [t0, ϑ], the following
estimate is valid for L ∈

(
max
t∈[t0,ϑ]

L(t),∞
)
:

κ
∆(ρ, σ) 6 eL·(ϑ−t0)

(
(ϑ− t0)ω

∗(ρ) + (ϑ− t0)ω
∗(∆) + LK(ϑ− t0)∆ + σ

)
.

This estimate implies the limit equality lim
∆↓0,ρ↓0,σ↓0

κ
∆(ρ, σ) = 0.

We supplement the conditions A, B and C with the following condition.

D. The lengths of the boundaries ∂X(0), ∂X(ϑ), ∂Φ(k), ∂Xα(ti, t0, x), and ∂X̃Γ
β (ti, t0, y) ((α, x) ∈

L ×X(0), (β, y) ∈ L (ρ) ×X(σ), ηk ∈ T , ti ∈ Γ) are bounded from above by some l∗ ∈ (0,∞).

The condition D holds for many problems on guiding integral funnels, since the lengths of the
boundaries ∂X(0), ∂X(ϑ), and ∂Φ(k) (ηk ∈ T ) are bounded, and the lengths of the boundaries
∂Xα(ti, t0, x) and ∂X̃Γ

β (ti, t0, y), ti ∈ Γ, do not increase abruptly with increasing the times ti. So,

for example, the set Xα(t, t0, x), α ∈ L , x ∈ X(0), continuously depends on t on [t0, ϑ] (see Sect. 1,
p. 122) and the set ∂Xα(t, t0, x) also continuously depends on t on [t0, ϑ] for many control problems.
In these problems, it continuously depends on t and the length of the boundary ∂Xα(t, t0, x).

Let
Uα(ηk) = cl(Xα(ηk, t0, x)κ∆(ρ,σ)\Xα(ηk, t0, x))

be the κ
∆(ρ, σ)-layer around the set Xα(ηk, t0, x), and let

ŨΓ
β (ηk) = cl

(
(X̃Γ

β (ηk, t0, y)κ∆(ρ,σ)\X̃Γ
β (ηk, t0, y)

)

be the κ
∆(ρ, σ)-layer around the set X̃Γ

β (ηk, t0, y).
Estimate (2.6) implies

Xα(ηk, t0, x) ⊂ X̃Γ
β (ηk, t0, y) ∪ ŨΓ

β (ηk),

X̃Γ
β (ηk, t0, y) ⊂ Xα(ηk, t0, x) ∪ Uα(ηk).

(2.7)

From inclusions (2.7), we obtain

Xα(ηk, t0, x) ∩ Φ(k) ⊂
(
X̃Γ

β (ηk, t0, y) ∩ Φ(k)
)
∪
(
ŨΓ
β (ηk) ∩ Φ(k)

)
, ηk ∈ T ,

X̃Γ
β (ηk, t0, y) ∩ Φ(k) ⊂

(
Xα(ηk, t0, x) ∩ Φ(k)

)
∪
(
Uα(ηk) ∩ Φ(k)

)
, ηk ∈ T .

(2.8)

Inclusions (2.8) imply the following inequalities for the areas:

s(Xα(ηk, t0, x) ∩ Φ(k)) 6 s(X̃Γ
β (ηk, t0, y) ∩ Φ(k)) + s(ŨΓ

β (ηk)), ηk ∈ T ,

s(X̃Γ
β (ηk, t0, y) ∩ Φ(k)) 6 s(Xα(ηk, t0, x) ∩Φ(k)) + s(Uα(ηk)), ηk ∈ T .

(2.9)

From inequalities (2.9), we derive the estimate

∣∣s(Xα(ηk, t0, x) ∩ Φ(k))− s(X̃Γ
β (ηk, t0, y) ∩ Φ(k))

∣∣ 6
6 max

(
s(Uα(ηk), s(Ũ

Γ
β (ηk))

)
, ηk ∈ T .

(2.10)
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Let us make a short note about the layers surrounding compact sets in R
2; these layers include

the sets Uα(ηk) and ŨΓ
β (ηk), ηk ∈ T .

It is known (see., e.g., [15]) that if X ∈ comp (R2) is a convex set, then the area s(Uε) of the
ε-layer Uε = cl(Xε\X) surrounding X and the length l(∂X) of the boundary ∂X of the set X are
connected as follows:

s(Uε) = l(∂X) · ε+ π · ε2. (2.11)

If the set X ∈ comp (R2) is not convex and connected, then the area s(Uε) can satisfy the
inequality

s(Uε) 6 l(∂X) · ε+ π · ε2, (2.12)

which we will use to estimate the areas s(Uα(ηk), s(Ũ
Γ
β (ηk)), τk ∈ T .

Remark 3. We will give examples of non-convex sets for which equality (2.11) turns into
inequality (2.12) and examples of non-convex sets for which equality (2.11) is satisfied. We will
also demonstrate that the connectedness condition is necessary.

Example 1. Consider the simplest example of a convex set: X = {x = (x1, x2) : ‖x‖ 6 R},
where R > 0 is the radius of the disk X (Fig. 1).

In this case, equality (2.11) is easily verified by direct computation. Indeed,

s(Uε) = π(R+ ε)2 − πR2 = 2πRε+ πε2.

Here the length of the boundary ∂X is equal to l(∂X) = 2πR in full accordance with (2.11).

Example 2. Consider a non-convex set (Fig. 2)

X =
{
x = (x1, x2) : max{|x1|, |x2|} 6 R,

‖x−A∗‖ > R, ‖x−B∗‖ > R, ‖x− C∗‖ > R, ‖x−D∗‖ > R
}
,

where A∗ = (−R,−R), B∗ = (−R,R), C∗ = (R,R), and D∗ = (R,−R), R > 0.
We denote by K =

{
x = (x1, x2) : max{|x1|, |x2|} 6 R} the square A∗B∗C∗D∗. In this case,

the ε-layer Uε consists of four semidisks of radius ε centered in the middle of the segments A∗B∗,
B∗C∗, C∗D∗, and A∗D∗ and the four curvilinear sets

U1 = (B(A∗, R)\B(A∗, R − ε)) ∩K,

U2 = (B(B∗, R)\B(B∗, R− ε)) ∩K,

U3 = (B(C∗, R)\B(C∗, R − ε)) ∩K,

X
Uε

Figure 1. Example 1: the simplest convex set in the
form of a disk.

X

Uε

A∗

B∗ C∗

D∗

RR

Figure 2. Example 2: a simple non-convex set.
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U4 = (B(D∗, R)\B(D∗, R− ε)) ∩K,

where B(a, r) = {x = (x1, x2) : ‖x− a‖ 6 r} denotes the closed disk of radius r > 0 centered at a
point a ∈ R

2.
Obviously, the total area of the four semidisks is 2πε2, and the sum of the areas of the curvilinear

sets is
s(U1) + s(U2) + s(U3) + s(U4) = πR2 − π(R− ε)2 = 2πRε− πε2.

As a result, we get
s(Uε) = 2πRε+ πε2.

Since l(∂X) = 2πR, equality (2.11) is satisfied in this case even though X is a non-convex set.

Example 3. Consider another non-convex set X = X1 ∪X1, (Fig. 3), where

X1 = {x = (x1, x2) : R 6 ‖x−O1‖ 6 R+ µ, x2 > 0},
X2 = {x = (x1, x2) : R 6 ‖x−O2‖ 6 R+ µ, x2 6 0},
O1 = (0, 0), O2 = (2R + µ, 0), R > 0, µ > 0.

X

Uε

A B C D E HO1 O2

Figure 3. Example 3: a non-convex S-shaped set.

In this case, the ε-layer consists of four quarters of disk of radius ε centered at the points A,
B, E, and H, respectively, and four curvilinear sets adjacent to the arcs AD, BC, DE, and CH.

It is easy to calculate that, firstly,

l(∂X) = 2µ+ 2πR + 2π(R + µ);

secondly,

s(Uε) = πε2 + π(R + µ+ ε)2 − π(R+ µ)2 + πR2 − π(R− ε)2 = πε2 + 2π(R+ µ)ε+ 2πRε.

Thus, in this case, equality (2.11) holds despite the non-convexity of X.

Example 4. Let us give an example of a non-convex set X for which equality (2.11) nevertheless
turns into inequality (2.12). Let X = K2\K1 (Fig. 4), where

K1 = {x = (x1, x2) : max{|x1|, |x2|} 6 1},
K2 = {x = (x1, x2) : max{|x1|, |x2|} 6 2}.

In this case, it is easy to calculate that

l(∂X) = 8 + 4 = 12, s(Uε) = 8ε+ πε2 + 4ε− 4ε2 = 12ε− (4− π)ε2,
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X

Uε

Figure 4. Example 4: a set with a cut-out square
hole for which equality (2.11) is violated.

X

Uε

Figure 5. Example 5: a set with three holes for
which equality (2.11) is violated to a large extent.

i.e., instead of equality (2.11), inequality (2.12) holds.

Example 5. Obviously, by increasing the number of “holes” inside the set X, one can increase
the absolute value of the difference between s(Uε) and l(∂X) · ε + πε2. For example, the area of
the ε-layer for the set X shown in Fig. 5 (and consisting of a disk with three round holes)

s(Uε) = l(∂X) · ε− 2πε2

regardless of the values of the radii of the disk and holes, provided that the radii of all holes are
not less than ε.

Example 6. Note that the presence of “holes” inside X is not necessary to violate equal-
ity (2.11). Fig. 6 shows a simply connected set X for which

s(Uε) = l(∂X) · ε+ 5πε2 − 16ε2.

X

Uε

A B

CD

E

GH

K

Figure 6. Example 6: a simply connected set with a negative quadratic addition in the formula for the
ε-layer area.

Example 7. This example of the set X consisting of two separate disks of radius R (Fig. 7)
shows that the connectedness condition for the set X is necessary for inequality (2.12). Indeed, in
this case,

s(Uε) = l(∂X) · ε+ 2πε2,
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X

Uε

RR

Figure 7. Example 7: a non-simply connected set for which inequality (2.12) is violated.

which violates inequality (2.12).

Example 8. In the last example, we will show that the addition to the main part l(∂X) · ε in
the expression for s(Uε) is not always proportional to ε2. Indeed, let X = B(O1, R) ∪ B(O2, R),
0 < ε < R. In this case, the boundaries ∂B(O1, R) and ∂B(O2, R) (which are circles) intersect at
two points B and D. Define ∠O1O2B = ϕ (Fig. 8).

X

Uε

R

R

A

B
C

D

HO1 O2ϕ

Figure 8. Example 8: two intersecting disks.

Then l(∂X) = 4R(π − ϕ).
From ∆BHO2, we get |BH| = R sinϕ, |HO2| = R cosϕ.
Considering the right-angled triangle ∆AHO2 and the Pythagorean theorem, we find that

|AO2| = R+ ε, |AH| =
√

(R + ε)2 −R2 cos2 ϕ.

Further, the length of the segment AB is

|AB| = |AH| − |BH| =
√

(R+ ε)−R2 cos2 ϕ−R sinϕ,
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the area of the triangle ∆ABO2 is

s(∆ABO2) =
1

2
|AB| · |HO2| =

1

2

(√
(R+ ε)−R2 cos2 ϕ−R sinϕ

)
R cosϕ,

the value of the angle ∠HO2A is

∠HO2A = arccos
|HO2|
|AO2|

= arccos
(R cosϕ

R+ ε

)
,

and the value of the angle ∠BO2A is

∠BO2A = ∠HO2A− ϕ = arccos
(R cosϕ

R+ ε

)
− ϕ.

Consider the figure ABC whose sides AB and AC ⊂ AO2 are segments and BC is an arc of
the circle centered at O2. Denote by O2BC the sector based on the arc BC. The area of the figure
ABC is

s(ABC) = s(∆ABO2)− s(O2BC)

=
1

2

(√
(R + ε)2 −R2 cos2 ϕ−R sinϕ

)
R cosϕ− 1

2
R2
(
arccos

(R cosϕ

R+ ε

)
− ϕ

)
.

Taking into account the symmetry of the set X about the lines AD and O1O2, we obtain the
area of the ε-layer:

s(Uε) = 4s(ABC) + 2 · 2π − 2ϕ

2

(
(R+ ε)2 −R2

)

= 2
(√

(R+ ε)2 −R2 cos2 ϕ−R sinϕ
)
R cosϕ

+2R2
(
ϕ− arccos

(R cosϕ

R+ ε

))
+ 2
(
π − arccos

(R cosϕ

R+ ε

))
(2Rε+ ε2)

or

s(Uε) = l(∂X) · ε+ 4
(
ϕ− arccos

(R cosϕ

R+ ε

))
Rε

+2
(√

(R + ε)2 −R2 cos2 ϕ−R sinϕ
)
R cosϕ

+2R2
(
ϕ− arccos

(R cosϕ

R+ ε

))
+ 2
(
π − arccos

(R cosϕ

R+ ε

))
ε2.

Note that, in the particular case ϕ = 0,

s(Uε) = l(∂X) · ε− 4R arccos
( R

R+ ε

)
ε

+2
(√

(R+ ε)2 −R2
)
R− 2R2 arccos

( R

R+ ε

)
+ 2
(
π − arccos

( R

R+ ε

))
ε2

= l(∂X) · ε− 8

3

√
2R · ε3/2 + 2πε2 − 14

15

√
2ε5/2√
R

+
71

420

√
2ε7/2

R3/2
+O(ε9/2), ε → 0.

Thus, the addition to l(∂X) in the expression for s(Uε) may have rather complicated asymptotics
and may not start with a term of the form C · ε2.

Remark 4. As can be seen from the examples, the question of the asymptotic behavior of
the areas of the ε-layers Uε surrounding the set X is nontrivial. It is related to questions of the
geometric and topological structure of sets X in R

2 and has an independent meaning.
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In connection with Remark 3, we introduce one more condition concerning the sets Xα(ti, t0, x)
and X̃Γ

β (ti, t0, y), (α, x) ∈ L ×X(0), (β, y) ∈ L (ρ) ×X(σ), ti ∈ Γ.

E. The areas s(Uα(ti)), s(Ũ
Γ
β (ti)), α, β ∈ L , ti ∈ Γ, satisfy inequality (2.12) for ε = κ

∆(ρ, σ):

s(Uα(ti)) 6 l(∂Xα(ti, t0, x))ε + πε2,

s(Ũβ(ti)) 6 l(∂X̃Γ
β (ti, t0, y))ε+ πε2.

Taking into account the definition of the sets Uα(ηk) and ŨΓ
β (ηk), ηk ∈ T , and the condition E,

we obtain

max
(
s(Uα(ηk)), s(Ũ

Γ
β (ηk))

)
6 max

(
l(∂Xα(ηk, t0, x) ∩ Φ(k)),

l(∂X̃Γ
β (ηk, t0, y) ∩Φ(k))

)
· κ∆(ρ, σ) + π · κ∆(ρ, σ)2 6 l∗ · κ∆(ρ, σ) + π · κ∆(ρ, σ)2.

(2.13)

From (2.10) and (2.13), it follows that

∣∣s(Xα(ηk, t0, x) ∩ Φ(k))− s(X̃Γ
β (ηk, t0, y) ∩ Φ(k))

∣∣ 6 l∗ · κ∆(ρ, σ) + π · κ∆(ρ, σ)2, ηk ∈ T . (2.14)

From (2.14), it follows the estimate

∣∣s(Φ(k)\Xα(ηk, t0, x)) − s(Φ(k)\X̃Γ
β (ηk, t0, y))

∣∣ 6 l∗ · κ∆(ρ, σ) + π · κ∆(ρ, σ)2, ηk ∈ T . (2.15)

From (2.15), we obtain the estimate
∣∣∣
∑

ηk∈T

s(Φ(k)\Xα(ηk, t0, x))−
∑

ηk∈T

s(Φ(k)\X̃Γ
β (ηk, t0, y))

∣∣∣ 6 N∗ ·
(
l∗ · κ∆(ρ, σ) + π · κ∆(ρ, σ)2

)
,

which can be written in the form

|J (1)(α, x) − J̃
(1)
Γ (β, y)| 6 N∗ ·

(
l∗ · κ∆(ρ, σ) + π · κ∆(ρ, σ)2

)
. (2.16)

A similar scheme is used to derive the estimate

|J (2)(α, x) − J̃
(2)
Γ (β, y)| 6 l∗ · κ∆(ρ, σ) + π · κ∆(ρ, σ)2. (2.17)

From estimates (2.16) and (2.17), we obtain

|J(α, x) − J̃Γ(β, y)| 6 ζ∆(ρ, σ), (2.18)

where
ζ∆(ρ, σ) = (N∗ + 1) ·

(
l∗ · κ∆(ρ, σ) + π · κ∆(ρ, σ)2

)
;

∆, ρ, and σ are from (0,∞).
Based on esimate (2.18), we show that, for small ∆, ρ, and σ, the solutions of Problems 2 and 3

are close, and we estimate this proximity.
Indeed, according to (2.18), the following inequality holds for every pair (β, y) ∈ L (ρ)×X(σ) ⊂

L ×X(0):
|J(β, y) − J̃Γ(β, y)| 6 ζ∆(ρ, σ),

since the pair (β, y) ∈ L ×X(0) is the closest pair in L (ρ) ×X(σ) to itself and, therefore, satisfies
the inequalities ‖β − β‖ 6 ρ and ‖y − y‖ 6 σ.

Hence, the following inequality holds for every pair (β, y) ∈ L (ρ) ×X(σ):

J̃Γ(β, y)− ζ∆(ρ, σ) 6 J(β, y) 6 max
(α,x)∈L ×X(0)

J(α, x),
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which implies
max

(β,y)∈L (ρ)×X(0)
J̃Γ(β, y)− ζ∆(ρ, σ) 6 max

(α,x)∈L×X(0)
J(x, α). (2.19)

On the other hand, according to (2.18), the inequality

J(α, x) 6 J̃Γ(β, y) + ζ∆(ρ, σ)

is true for every (α, x) ∈ L ×X(0) and (β, y) ∈ L (ρ)×X(σ) such that ‖α−β‖ 6 ρ and ‖x−y‖ 6 σ.
Hence, for every pair (α, x) ∈ L ×X(0), the inequality

J(α, x) 6 max
(β,y)∈L (ρ)×X(σ)

J̃Γ(β, y) + ζ∆(ρ, σ)

holds, which, in turn, implies

max
(α,x)∈L×X(0)

J(α, x) 6 max
(β,y)∈L (ρ)×X(σ)

J̃Γ(β, y) + ζ∆(ρ, σ). (2.20)

Inequalities (2.19) and (2.20) imply

max
(β,y)∈L (ρ)×X(0)

J̃Γ(β, y) − ζ∆(ρ, σ) 6 max
(α,x)∈L×X(0)

J(α, x) 6 max
(β,y)∈L (ρ)×X(σ)

J̃Γ(β, y) + ζ∆(ρ, σ),

i.e., we have the estimate

∣∣ max
(α,x)∈L ×X(0)

J(α, x) − max
(β,y)∈L (ρ)×X(0)

J̃Γ(β, y)
∣∣ 6 ζ∆(ρ, σ).

Let us say a pair (β∗, y∗) ∈ L (ρ) ×X(σ) is the optimal in the Problem 3, i.e.,

J̃Γ(β
∗, y∗) = max

(β,y)∈L (ρ)×X(σ)
J̃Γ(β, y).

Then we have the estimate

∣∣ max
(α,x)∈L×X(0)

J(α, x) − J̃Γ(β
∗, y∗)

∣∣ 6 ζ∆(ρ, σ). (2.21)

In addition, as shown above, the pair (β∗, y∗), like any pair (β, y) ∈ L (ρ) ×X(σ), satisfies the
inequality

|J̃Γ(β∗, y∗)− J(β∗, y∗)| 6 ζ∆(ρ, σ). (2.22)

From (2.21) and (2.22), we obtain

∣∣ max
(α,x)∈L×X(0)

J(α, x) − J(β∗, y∗)
∣∣ 6 2ζ∆(ρ, σ). (2.23)

Inequality (2.23) states that every optimal pair (β∗, y∗) ∈ L (ρ)×X(σ) for Problem 3 is 2ζ∆(ρ, σ)-
optimal for Problem 2.

Taking into account the quadratic dependence of the function ζ∆(ρ, σ) from the function
κ
∆(ρ, σ) and the equality lim

∆↓0,ρ↓0,σ↓0
κ
∆(ρ, σ) = 0, we obtain lim

∆↓0,ρ↓0,σ↓0
ζ∆(ρ, σ) = 0. Hence,

for a predetermined ε > 0, one can choose ∆ = ∆(Γ), ρ, and σ from (0,∞) so that the following
inequality is true:

ζ∆(ρ, σ) 6 ε. (2.24)

Using ρ and σ satisfying (2.24), we can find a pair (β∗, y∗) ∈ L (ρ)×X(σ) optimal for Problem 3.
As a result, the following statement is true.
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Theorem 3. Assume that the control system (1.1) in R
2 satisfies the conditions A and B

and, together with the partition Γ = {t0, t1, ..., ti, ..., tN = ϑ} (∆ = ∆(Γ) = N−1(ϑ − t0)), the
condition C . Assume that, in Problems 2 and 3, along with the conditions A, B , and C , the
conditions D and E are satisfied for the sets X(0), X(ϑ), Φk = Φ(ηk), Xα(ti, t0, x), and X̃Γ

β (ti, t0, y),

where (α, x) ∈ L ×X(0), (β, y) ∈ L (ρ) ×X(σ), ti ∈ Γ, and ηk ∈ T .

Then every optimal pair (β∗, y∗) ∈ L (ρ) ×X(σ) in Problem 3 is a 2ζ(∆)(ρ, σ)-optimal pair in
Problem 2.

3. Example

In this section, we consider a nonlinear control system in R
2 on the time interval [t0, ϑ] = [0, 1]

depending on parameter α:





ẋ1=−x2 ·
1

2

(
7 +

1

4
cos(x2) +

1

2
sin(α1t)

)
+ â(x)

‖x‖
1 + ‖x‖u1+0.1α1,

ẋ2 = x1 ·
1

2

(
7 +

1

4
cos(x1) +

1

2
sin(α2t)

)
+ â(x)

‖x‖
1 + ‖x‖u2 + 0.1α2,

x(0) ∈ X(0),

(3.1)

where

â(x) =





0.01 for ‖x‖ < 1,

0.01

‖x‖ for ‖x‖ > 1,

α = (α1, α2) ∈ I =

[
2

3
,
4

3

]
×
[
− 1

3
,
1

3

]
,

u = (u1, u2) ∈ P = {u = (u1, u2) : ‖u‖ 6 1} .

One problem of targeting the integral funnels of system (3.1) is formulated and solved in a soft
setting close to Problem 3 from the previous section.

In this setting, the set X(0) of initial positions of system (3.1) is a closed set in R
2 bounded by

the Cassini oval

(x2 + y2)2 − 2c2(x2 − y2)2 6 a4 − c4,

where a = 4.4 and c = 4.

Along with X(0) in R
2, the following two sets are also given:

(1) the rectangle Φ(t), t ∈ [0, 1], with the initial set Φ(t0) = [−9,−3]× [−10,−6] rotating in one
direction around its center (−6,−8) over time 0.01 at the angle 1◦;

(2) the ellipse

X(ϑ) =

{
(x1, x2) ∈ R

2 :
(2
5

)2
(x1 − 12)2 +

( 2

15

)2
(x2 + 5)2 6 1

}
.

There are given the rectangle Φ(t), t ∈ [0, 1], changing its orientation over time t, that we treat as
a zone of dangerous stay during the entire period of time [0, 1], and the ellipse X(ϑ) that we treat
as a target set for the system (3.1) at the terminal time ϑ = 1.

We have the following two goals for the control system (3.1):
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(1) assuming that the reachable sets Xα(t, t0,X
(0)), α ∈ L , t ∈ [t0, ϑ], can intersect the sets Φ(t),

we must strive to ensure that the total intersection area Φ(ηi)
⋂

Xα(ηi, t0,X
(0)), ηi ∈ T , will

be as small as possible; here T is some finite set in [t0, ϑ];

(2) we must strive to ensure that the area of the intersection X(ϑ)
⋂

Xα(ϑ, t0,X
(0)) is as much

as possible.

Let us formalize our targeting problem.
Introduce the notation

J (1)(α) =
∑

ηk∈T

s(Φ(ηk)\Xα(ηk, t0,X
(0))),

J (2)(α) = s
α∈L

(X(ϑ)
⋂

Xα(ϑ, t0,X
(0))),

J(α) = λ1J
(1)(α) + λ2J

(2)(α),

where λ1 and λ2 are from [0,1], λ1 + λ2 = 1.

Problem 4 on targeting integral funnels of system (3.1) (soft setting). It is required
to find α∗ ∈ L such that

J(α∗) = max
α∈L

J(α).

Remark 5. Problem 4 is close in setting to Problem 2 from Section 2 and differs from it by
considering the sets Xα(tk, t0,X

(0)), α ∈ L , with initial set X(0) instead of the sets Xα(tk, t0, x),
(α, x) ∈ L ×X(0). This limitation will not affect the key estimates that we use in Problem 4.

Since we cannot solve Problem 4 exactly, we formulate an approximation problem in which,
instead of the set L , there is a ρ-net L (ρ). The partition Γ is used as the interval [t0, ϑ] and,
instead of ideal reachable sets Xα(t, t0,X

(0)), their approximations X̃Γ
α(r)(ti, t0,X

(0)), α(r) ∈ L (ρ),
ti ∈ Γ, are used.

Let us introduce the notation

J̃
(1)
Γ (α(r)) =

∑

ηi∈T

s(Φ(ηi)\X̃Γ
α(r)(ηi, t0,X

(0))),

J̃
(2)
Γ (α(r)) = s(X(ϑ)

⋂
X̃Γ

α(r)(ϑ, t0,X
(0)));

recall that s(X) is the area of a set X ⊂ R
2.

Let us clarify how we define the partition Γ in the approximation problem and the ρ-net L (ρ).
Assume that

Γ = {t0 = 0, t1, ..., ti, ..., tN = ϑ = 1} ,
where ti+1 − ti = ∆i = ∆ = 0.01 and N = 100;

L
(ρ) = L

(ρ)
1 × L

(ρ)
2 ,

where

ρ =

√
2

15
,

L
(ρ)
1 =

{
α
(l)
1 ∈

[2
3
,
4

3

]
, α

(0)
1 =

2

3
, α

(l)
1 = l

(0)
1 +

l

15
, l = 1, 10

}
,

L
(ρ)
2 =

{
α
(k)
2 ∈

[
− 1

3
,
1

3

]
, α

(0)
2 = −1

3
, α

(k)
2 = l

(0)
2 +

k

15
, k = 1, 10

}
;
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in addition, points of the set L (ρ) are parameterized by the parameter r = 1, 121 and are denoted
by α(r).

Assume that
J̃Γ(α

(r)) = λ1J̃
(1)
Γ (α(r)) + λ2J̃

(2)
Γ (α(r)),

where λ1 and λ2 are defined above. Let us formulate an approximation problem.

Problem 4(a). It is required to find α(r∗) ∈ L (ρ) such that

J̃Γ(α
(r∗)) = max

α(r)∈L (ρ)
J̃Γ(α

(r)).

It is important for us not only to calculate the optimal result J̃Γ(α
(r∗)) in Problem 4(a), but also

find out how accurately it approximates the optimal result J(α∗) in Problem 4. In other words, we
are also interested in an upper estimate of the quantity |J(α∗)− J̃Γ(α

(r∗))|. Note that this estimate
is completely analogous to estimate (2.18) from Section 2 with the only difference that here σ = 0.

Let us calculate the numerical characteristics in Problem 4(a) involved in an estimate of type
(2.18). Some of them will turn out to be quite significant in size. This is connected both with the
dynamics of system (3.1) and with the roughness of the approximations Γ and L (ρ) of the sets
[t0, ϑ] and L .

The right-hand side of system (3.1) has the form

fα(t, x, u) =



−x2

2
·
(
7 +

1

4
cos(x2) +

1

2
sin(α1t)

)

x1
2

·
(
7 +

1

4
cos(x1) +

1

2
sin(α2t)

)


+ â(x) · ‖x‖

1 + ‖x‖ u+ 0.1α.

Let us estimate from above the value ‖fα(t, x, u)‖:

‖fα(t, x, u)‖

6

√
x22
4

(
7 +

1

4
cos(x2) +

1

2
sin(α1t)

)2
+

x21
4

(
7 +

1

4
cos(x1) +

1

2
sin(α2t)

)2

+â(x)
‖x‖

1 + ‖x‖‖u‖ + 0.1‖α‖

6
31

16
‖x‖+ 0.01 · 1 + 0.1

√(4
3

)2
+
(1
3

)2
< 1.9375‖x‖ + 0.1475,

i.e.,
‖fα(t, x, u)‖ 6 1.9375‖x‖ + 0.1475. (3.2)

Hence, under the condition B for system (3.1), we can set γ = 1.9375.
Using the Cauchy–Bunyakovsky inequality and an inequality of the type 2ab 6 a2 + b2, we

estimate the variation of ‖x(t)‖2 along the trajectory x = x(t) of system (3.1):

d‖x‖2
dt

= 2〈x, ẋ〉 = 2(x1ẋ1 + x2ẋ2)

= −x1x2

(
7 +

1

4
cos x2 +

1

2
sin(α1t)

)
+ 2x1α̂(x)

‖x‖
1 + ‖x‖u1 + 0.2α1x1

+x1x2

(
7 +

1

4
cos x1 +

1

2
sin(α2t)

)
+ 2x2α̂(x)

‖x‖
1 + ‖x‖u2 + 0.2α2x2

=
x1x2
4

(
cos x1− cos x2+2 sin(α2t)−2 sin(α1t)

)
+2(x1u1+x2u2)α̂(x)

‖x‖
1+‖x‖+0.2(α1x2+α2x2)
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6
6

4
|x1x2|+ 2‖x‖ · ‖u‖â(x) ‖x‖

1 + ‖x‖ + 0.2‖α‖ · ‖x‖

6
3

4
‖x‖2 + 2α̂(x)‖x‖ + 0.2‖x‖

√(4
3

)2
+
(1
3

)2

6
3

4
‖x‖2 + 0.295‖x‖ 6

3

4
‖x‖2 + 3

10
‖x‖.

Given the equality
d‖x‖2
dt

= 2‖x‖d‖x‖
dt

,

from the inequality
d‖x‖2
dt

6
3

4
‖x‖2 + 3

10
‖x‖,

we get
d‖x‖
dt

6
3

8
‖x‖+ 3

20
for ‖x‖ 6= 0.

From this inequality, we easily deduce the estimate

‖x(t)‖ 6 ‖x(t0)‖ · e3/8·(t−t0) +
3 · 8
20 · 3(e

3/8·(t−t0) − 1), t ∈ [t0, ϑ] = [0, 1].

Hence,

max
t∈[t0,ϑ]

‖x(t)‖ 6 ‖x(t0)‖e3/8 +
2

5
· (e3/8 − 1). (3.3)

Taking into account the equation for the Cassini oval, we obtain

max
x(t0)∈X(0)

‖x(t0)‖ =
√

a2 + c2 =
√

42 + 4.42 ≈ 5.946. (3.4)

From (3.3) and (3.4), we conclude that the following estimate holds for the trajectories x(t),
x(0) ∈ X(0) of system (3.1):

max
t∈[t0,ϑ]

‖x(t)‖ 6 8.833.

As constraints and a closed domain D in the space of positions (t, x) containing all possible
motions (t, x(t)) of the control system together with some of their neighborhood (with respect to
the phase variable), we can take the set

D = {(t, x) : t ∈ [t0, ϑ], ‖x‖ 6 8.833 + ε} ,

where we set ε = 0.167. In this case, we find that

D = {(t, x) : t ∈ [0, 1], ‖x‖ 6 9}.

Estimate (3.2) and inclusion (t, x) ∈ D imply

‖fα(t, x, u)‖ 6 1.9375 · ‖x‖+ 0.1475 6 1.9375 · 9 + 0.1475 = 17.585

for α ∈ L and u ∈ P .

It follows the inequality

max
{
‖x(t)‖ : t ∈ [t0, ϑ], x(t0) ∈ X(0)

}
6 8.833.
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The following inequality is valid for (t, x, u) and (t, y, u) from D × P and α ∈ L :

‖fα(t, x, u) − fα(t, y, u)‖

6

∥∥∥∥∥∥∥



(y2 − x2) ·

1

2

(
7 +

1

2
sin(α1t)

)

(x1 − y1) ·
1

2

(
7 +

1

2
sin(α2t)

)




∥∥∥∥∥∥∥
+

∥∥∥∥∥∥∥




1

8

(
y2 cos y2 − x2 cos x2

)

1

8

(
x1 cos x1 − y1 cos y1

)




∥∥∥∥∥∥∥

+

∣∣∣∣α̂(x) ·
‖x‖

1 + ‖x‖ − α̂(y) · ‖y‖
1 + ‖y‖

∣∣∣∣ · ‖u‖.

Let us estimate from above each of the three terms on the right-hand side of this inequality.
We have ∥∥∥∥∥∥∥



(y2 − x2) ·

1

2

(
7 +

1

2
sin(α1t)

)

(x1 − y1) ·
1

2

(
7 +

1

2
sin(α2t)

)




∥∥∥∥∥∥∥
6 ϕ(t)‖x− y‖,

where

ϕ(t) =





1

2
+

1

2
sin
(4
3
t
)

for t <
3π

8
,

1 for t >
3π

8
.

Further, taking into account the inequality

∥∥∥
d(xk cos(xk))

dxk

∥∥∥ = ‖ cos(xk)− xk sin(xk)‖ 6

√
1 + x2k 6

√
1 + 92 ≈ 9.055,

(t, xk) ∈ D, k = 1, 2,

we get ∥∥∥∥∥∥∥




1

8

(
y2 cos y2 − x2 cosx2

)

1

8

(
x1 cos x1 − y1 cos y1

)




∥∥∥∥∥∥∥
6

9.055

8
‖x− y‖.

Let us now estimate the third term. To do this, we introduce

R = α̂(x) · ‖x‖
1 + ‖x‖ − α̂(y) · ‖y‖

1 + ‖y‖

and estimate |R|:

|R| =
∣∣∣∣
α̂(x)‖x‖(1 + ‖y‖)− α̂(y)‖y‖(1 + ‖x‖)

(1 + ‖x‖) · (1 + ‖y‖)

∣∣∣∣ 6
∣∣α̂(x)‖x‖ − α̂(y)‖y‖ + ‖x‖‖y‖(α̂(x)− α̂(y))

∣∣.

We consider four cases for further estimation of |R|.
Case 1. ‖x‖ < 1 and ‖y‖ < 1. Then

α̂(x) = α̂(y) = 0.01,

|R| 6 0.01
∥∥|x‖ − ‖y‖

∣∣.

Case 2. ‖x‖ > 1 and ‖y‖ > 1. Then

α̂(x) =
0.01

‖x‖ , α̂(y) =
0.01

‖y‖ ,

|R| 6
∣∣0.01(‖y‖ − ‖x‖)

∣∣ = 0.01
∥∥|x‖ − ‖y‖

∣∣.
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Case 3. ‖x‖ < 1 and ‖y‖ > 1. Then

α̂(x) = 0.01, α̂(y) =
0.01

‖y‖ ,

|R| 6
∣∣∣0.01‖x‖ − 0.01

‖y‖ · ‖y‖+ ‖x‖ · ‖y‖
(
0.01 − 0.01

‖y‖
)∣∣∣ = 0.01 ·

∣∣1− ‖x‖ · ‖y‖
∣∣.

Consider two subcases.

(a) ‖x‖ · ‖y‖ > 1. Then

|R| 6 0.01
∣∣1− ‖x‖ · ‖y‖

∣∣ 6 0.01
∣∣1− ‖y‖

∣∣ 6 0.01
∥∥|x‖ − ‖y‖

∣∣ < 0.01‖x − y‖.

(b) ‖x‖ · ‖y‖ < 1. Then

|R| 6 0.01
∣∣1− ‖x‖‖y‖

∣∣ 6 0.01
∣∣1− ‖x‖

∣∣ 6 0.01
∥∥|y‖ − ‖x‖

∣∣ 6 0.01‖y − x‖.

Case 4. ‖x‖ > 1 and ‖y‖ < 1. Since this case is similar to Case 3, we have the inequality
|R| 6 0.01‖x − y‖.

Thus, in all cases, we have the inequality |R| 6 0.01‖x − y‖.
Taking this inequality into account, we obtain an estimate for the third term:

|R| · ‖u‖ 6 0.01 · ‖x− y‖.

As a result, for (t, x, u) and (t, y, u) from D × P and α ∈ L , we get

‖fα(t, x, u) − fα(t, y, u)‖ 6 L(t)‖x− y‖,

where L(t) = ϕ(t) + 1.142, and we can take L = 2.142.

Let us now estimate from above the value

‖fα(t, x, u) − fβ(τ, x, u)‖,

where (t, x, u) and (τ, x, u) from D × P and α and β are from L :

‖fα(t, x, u) − fβ(τ, x, u)‖ 6

∥∥∥∥∥∥∥



−1

4
x2 · (sin(α1t)− sin(β1τ))

1

4
x1 · (sin(α2t)− sin(β2τ))




∥∥∥∥∥∥∥
+ 0.1

∥∥∥∥∥

(
α1 − β1

α2 − β2

)∥∥∥∥∥

=
1

4

√
x22 · (sin(α1t)− sin(β1τ))2 + x21 · (sin(α2t)− sin(β2τ))2 + 0.1‖α − β‖

6
1

4
‖x‖
√

(α1t− β1τ)2 + (α2t− β2τ)2 + 0.1‖α − β‖

6
1

4
‖x‖
(
|α1t− β1τ |+ |α2t− β2τ |

)
+ 0.1‖α − β‖

=
1

4
‖x‖
(
|α1t− α1τ + α1τ − β1τ |+ |α2t− α2τ + α2τ − β2τ |

)
+ 0.1‖α − β‖

6
1

4
‖x‖
(
α1|t− τ |+ τ |α1 − β1|+ α2|t− τ |+ τ |α2 − β2|

)
+ 0.1‖α − β‖

6
1

4
‖x‖
(
(α1 + α2)|t− τ |+ τ(|α1 − β1|+ |α2 − β2|)

)
+ 0.1‖α − β‖

6
1

4
‖x‖
(5
3
|t− τ |+ τ

√
2‖α− β‖

)
+ 0.1‖α − β‖
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6
1

4
max

(t,x)∈D
‖x‖ ·

(5
3
|t− τ |+

√
2‖α− β‖

)
+ 0.1‖α − β‖

6
1

4
max

(t,x)∈D
‖x‖ ·max

(5
3
,
√
2 +

0.2

max(t,x)∈D ‖x‖
)
· (|t− τ |+ ‖α− β‖)

=
1

4
· 9 · 5

3
· (|t− τ |+ ‖α− β‖) = 15

4
· (|t− τ |+ ‖α− β‖).

As a result, we obtain the following estimate for (t, x, u) and (τ, x, u) from D × P and α and β
from L :

‖fα(t, x, u)− fβ(τ, x, u)‖ 6
15

4
(|t− τ |+ ‖α− β‖),

from which it follows that, in the problem under consideration, we can take

ω∗(ξ) =
15

4
ξ, ξ ∈ (0,∞).

So, we have calculated the main characteristics involved in this problem in an estimate of the
type of estimate (2.18): K,L(t), t ∈ [0, 1], L ∈ (0,∞), and ω∗(ξ), ξ ∈ (0,∞). Let us supplement
them with several more characteristics participating in this estimate. Namely, the performed
calculations show that the lengths of the boundaries of the sets X(0), X(ϑ), Φ(ti), ti ∈ Γ, and
X̃Γ

α(r)(ti, t0,X
(0)), ti ∈ Γ, α(r) ∈ L (ρ), can be etsimated by the number l∗ = 32. We also assume

that ∆ = ∆(Γ) = ∆i = ti+1 − ti = 1/N = 0.01, where N = 100, N∗ = N , ρ = 1/15, and σ = 0 as
noted above.

Having determined all the main numerical characteristics in the considered problem, we proceed
to calculating the main estimate of the type of estimate (2.18).

The following relations are valid:

κ
∆(ρ, σ) = e

∑N−1
k=0 L(tk)∆k ·

(
(ϑ− t0) · ω∗(ρ) + 2(ϑ− t0)ω

∗(∆) + 2K

N−1∑

k=0

L(tk)∆k + σ
)

≈ e1.926 ·
(15
4
ρ+ 2 · 15

4
∆ + 2 · 17.585∆ · 1.926

)
≈ 516.3 ·∆+ 25.73 · ρ;

ζ∆(ρ, σ) = (N∗ + 1) ·
(
l∗ · κ∆(ρ, σ) + πκ∆(ρ, σ)2

)

≈ (N + 1) · (32 · (516.3 ·∆+ 25.73 · ρ) + 3.142 · (516.3 ·∆+ 25.73 · ρ)2
)
≈ 37242.74.

Hence, we obtain the following estimate of the mismatch of the optimal results J(α∗) and
J̃Γ(α

∗
r) in Problems 4 and 4(a):

|J(α∗)− J̃Γ(α
r∗)| 6 ζ∆(ρ, σ) ≈ 37242.74. (3.5)

Remark 6. Estimating the mismatch between the optimal results in Problems 4 and 4(a), we
found that estimate (3.5) is very rough. The roughness of estimate (3.5) is due to several factors:

(1) the dynamics of system (3.1);

(2) the presence of exponential quantities in the derivation of an estimate, which is standard for
control problems with a Lipschitz right-hand side of the control system with a phase variable;

(3) the roughness of our discrete approximations L (ρ) and Γ of the compact set L and the
interval [0,1] due to the limited capabilities of computer technology.
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Note that, although estimate (3.5) is rough, it was obtained within the framework of the theory
developed in Sections 1 and 2 and does not reflect the real value of the mismatch |J(α∗)− J̃Γ(α

r∗)|,
which is much smaller.

Nevertheless, the question arises, how and by what means can estimate (3.5) be improved. One
way to improve this is to establish more accurate approximations L (ρ) and Γ for the compact
set L and the time interval [t0, ϑ] = [0, 1]. In addition, if in the setting of Problems 4 and 4(a), the
number N∗ is small, then it also improves estimate (3.5).

As an example, let us set ρ = 1/150, N∗ = 1, N = 1000, and therefore ∆ = ∆(Γ) = 0.001.
Then

κ
∆(ρ, σ) = e

∑N−1
k=0 L(ηk)∆k ·

(
(ϑ− t0) · ω∗(ρ) + 2(ϑ− t0)ω

∗(∆) + 2K∆
N−1∑

k=0

L(ηk)∆k

)

≈ e1.928
(15
4
ρ+ 2 · 15

4
∆ + 2 · 17.585 ·∆ · 1.928

)
≈ 517.8 ·∆+ 25.78 · ρ,

ζ∆(ρ, σ) = (N∗ + 1) ·
(
l∗ · κ∆(ρ, σ) + πκ∆(ρ, σ)2

)

≈ 2 ·
(
32 · (517.8∆ + 25.78ρ) + 3.142(517.8 ·∆+ 25.78 · ρ)2

)
≈ 47.13.

We see that the decrease in the values ρ and ∆ by a factor of 10 and the number N∗ by a factor
of 100 led to a significant improvement in the value of ζ∆(ρ, σ).

Note also that if the compact set L is finite by the statement of Problem 4(a), then we can
treat it as a finite approximation L (ρ) of itself with the value ρ = 0.

In this case, with the same N∗ and N as in the previous example, we get the estimate

|J(α∗)− J̃Γ(α
r∗)| 6 ζ∆(ρ, σ) ≈ 34.82.

For the example under consideration, we considered three variants of Problem 2 on targeting
integral funnels (in a soft setting). Moreover, the peculiarity of our consideration is that we do
not vary the starting point x(0) in the set X(0) and, instead of the sets X̃Γ

α (ti, t0, x
(0)), consider the

reachable sets X̃Γ
α(ti, t0,X

(0)), α ∈ L .

Each of the variants is determined by the choice of a pair of numbers λ1 and λ2 (λ1, λ2 ∈ [0, 1],
λ1 + λ2 = 1):

Variant 1. λ1 = 0.1 and λ2 = 0.9;
Variant 2. λ1 = 0.5 and λ2 = 0.5;
Variant 3. λ1 = 0.9 and λ2 = 0.1.

For each of the variants, in the set L (ρ) ⊂ L , the optimal point α∗ = (α∗
1, α

∗
2) is calculated:

Variant 1. α∗
1 = 0.66667 and α∗

2 = 0.33333;
Variant 2. α∗

1 = 0.80000 and α∗
2 = 0.33333;

Variant 3. α∗
1 = 1.26670 and α∗

2 = 0.33333.

Each of the three options is illustrated with six figures (Fig. 9–Fig. 14, Fig. 15–Fig. 20, Fig. 21–
Fig. 26) that correspond to the times ti = 0; 0.2; 0.4; 0.6; 0.8; 1.0 of the partition Γ. The figures
show the sets X̃Γ

α∗(ti, t0,X
(0)) and Φ(ti) corresponding to these numbers and the target set M .

Also, each of the three variants indicates the optimal result obtained in the course of an ap-
proximate solution of Problem 2:

Variant 1. J(α∗,X(0)) = 38.4361;
Variant 2. J(α∗,X(0)) = 743.9625;
Variant 3. J(α∗,X(0)) = 2450.
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Variant 1

Figure 9. The sets M , Φ(ti), and X̃Γ
α
(ti, t0, X

(0)) for α∗

1 = 0.66667, α∗

2 = 0.33333, and ti = 0.

Figure 10. The sets M , Φ(ti), and X̃Γ
α
(ti, t0, X

(0)) for α∗

1 = 0.66667, α∗

2 = 0.33333, and ti = 0.2.
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Figure 11. The sets M , Φ(ti), and X̃Γ
α
(ti, t0, X

(0)) for α∗

1 = 0.66667, α∗

2 = 0.33333, and ti = 0.4.

Figure 12. The sets M , Φ(ti), and X̃Γ
α
(ti, t0, X

(0)) for α∗

1 = 0.66667, α∗

2 = 0.33333, and ti = 0.6.
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Figure 13. The sets M , Φ(ti), and X̃Γ
α
(ti, t0, X

(0)) for α∗

1 = 0.66667, α∗

2 = 0.33333, and ti = 0.8.

Figure 14. The sets M , Φ(ti), and X̃Γ
α
(ti, t0, X

(0)) for α∗

1 = 0.66667, α∗

2 = 0.33333, and ti = 1.
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Variant 2

Figure 15. The sets M , Φ(ti), and X̃Γ
α
(ti, t0, X

(0)) for α∗

1 = 0.8, α∗

2 = 0.33333, and ti = 0.

Figure 16. The sets M , Φ(ti), and X̃Γ
α
(ti, t0, X

(0)) for α∗

1 = 0.8, α∗

2 = 0.33333, and ti = 0.2.
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Figure 17. The sets M , Φ(ti), and X̃Γ
α
(ti, t0, X

(0)) for α∗

1 = 0.8, α∗

2 = 0.33333, and ti = 0.4.

Figure 18. The sets M , Φ(ti), and X̃Γ
α
(ti, t0, X

(0)) for α∗

1 = 0.8, α∗

2 = 0.33333, and ti = 0.6.
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Figure 19. The sets M , Φ(ti), and X̃Γ
α
(ti, t0, X

(0)) for α∗

1 = 0.8, α∗

2 = 0.33333, and ti = 0.8.

Figure 20. The sets M , Φ(ti), and X̃Γ
α
(ti, t0, X

(0)) for α∗

1 = 0.8, α∗

2 = 0.33333, and ti = 1.
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Variant 3

Figure 21. The sets M , Φ(ti), and X̃Γ
α
(ti, t0, X

(0)) for α∗

1 = 1.2667, α∗

2 = 0.33333, and ti = 0.

Figure 22. The sets M , Φ(ti), and X̃Γ
α
(ti, t0, X

(0)) for α∗

1 = 1.2667, α∗

2 = 0.33333, and ti = 0.2.
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Figure 23. The sets M , Φ(ti), and X̃Γ
α
(ti, t0, X

(0)) for α∗

1 = 1.2667, α∗

2 = 0.33333, and ti = 0.4.

Figure 24. The sets M , Φ(ti), and X̃Γ
α
(ti, t0, X

(0)) for α∗

1 = 1.2667, α∗

2 = 0.33333, and ti = 0.6.
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Figure 25. The sets M , Φ(ti), and X̃Γ
α
(ti, t0, X

(0)) for α∗

1 = 1.2667, α∗

2 = 0.33333, and ti = 0.8.

Figure 26. The sets M , Φ(ti), and X̃Γ
α
(ti, t0, X

(0)) for α∗

1 = 1.2667, α∗

2 = 0.33333, and ti = 1.
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