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Abstract: The mitral valve orifice area is a reliable measure for evaluating mitral valve stenosis (MS) severity, which is obtained
by the planimetry of the mid-diastole frame in the echocardiography sequences. Since the manual method for determining this
frame is time-consuming and user-dependent, a novel automatic method has been proposed in this study. First, the region of
interest (ROI) containing the mitral valve orifice region is detected using circular Hough transform and k-means algorithms.
Then, the dimension reduction method is applied to the ROI of each frame to map it into a point in a 2D space. The performance
of the local linear embedding (LLE), isometric mapping, kernel principal component analysis (PCA), and linear PCA algorithms
has been evaluated in this study. Finally, a distance curve is obtained by calculating the Euclidean distance between
consecutive points in 2D space, and the mid-diastole frame is determined by interpreting this curve. The proposed algorithm
was validated using 2D echocardiography of the 20 MS patients. Finally, the LLE method showed the best result, and the
average frame difference for 20 cases using the proposed method compared with the gold standard (the echo-cardiologist

opinion) was 1.40.

1 Introduction

Mitral valve stenosis (MS) is a form of valvular heart disease in
which the primary cause of this disease in adult patients (<90%) is
rheumatoid diseases. However, rheumatic MS is less common in
the United States (<1% of the population), but commonly seen in
developing countries [1]. In the normal cardiac physiology, the
mitral valve opens during the left ventricle diastole to allow blood
to flow from the left atrium to the left ventricle. This forward flow
direction continues until the pressure in the left atrium is higher
than the left ventricle. However, the mitral stenosis causes a
mechanical restriction in blood flow from the left atrium to the left
ventricle, which is due to the thickening and immobility of the
mitral leaflets, the fusion of the chordae tendineae, and
calcification of commissural [2]. The main factors for analysing the
severity of MS include the calculation of the mitral valve orifice
area by the pressure half-time method and also by direct planimetry
of the mitral valve orifice, the mean pressure gradient across the
mitral valve, and the pressure of the pulmonary artery [2].
According to these factors, mitral valve stenosis is categorised into
three grades of mild, moderate, and severe [2]. The mitral valve
orifice area can be calculated easily by the pressure half-time
method. However, it may be affected by hemodynamic factors such
as heart rate, cardiac rhythm, and cardiac index. The direct
planimetry of the mitral valve orifice leads to the hemodynamic-
independent assessment of mitral valve area [3] and plays the
central role in a proper diagnosis or treatment planning of MS. In
the mild and moderate MS, certain drugs can reduce symptoms of
diseases by easing the heart's workload and regulating its rhythm.
In the severe MS, the valve repair or replacement to treat the mitral
stenosis is done, which may include surgical (mitral valve
replacement) and nonsurgical (percutaneous balloon mitral
Valvuloplasty) options [4].

The quantification of the left ventricle function markers such as
ejection fraction and global longitudinal strain can be done using
the 2D echocardiography. Such echocardiographic measurements
usually relate to time points such as end-diastole and end-systole
and, therefore, the detection of the end of the left ventricular
systole and diastole is necessary. However, in the mitral valve
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stenosis diagnosis, the calculation of the mitral valve orifice area
by the planimetry has an important role, which is done in the mid-
diastole frame in the parasternal short axis (PSAX) view of the 2D
echocardiography sequences. In this frame, the mitral valve has the
most significant area [5]. Therefore, in practice before performing
the planimetry, finding the mid-diastole frame is required [2],
which is performed manually by an experienced echo-cardiologist.
However, it is time-consuming and depends on the cardiologist's
experience. As a simplification diagnosis process, developing a
system for automatic determination of the mid-diastole frame is
needed, which is addressed by this research for the first time.

Most of the researches on the automatic phase detection field
has been focused on finding end-systole and end-diastole frames in
2D echocardiography sequences, and some available resources will
be reviewed below.

The authors of [6, 7] recognised the end-systole and end-
diastole frames using the high-dimensional data visualisation
methods such as dimensionality reduction algorithms, which
mapped the high dimensional of echocardiography image to low-
dimensional space. The authors of [8—10] carried out the further
development of artificial neural networks and machine learning
algorithms for determining cardiac phases automatically. The real-
time estimation of the cardiac cycle phase was the advantage of the
introduced methods of these authors. In [11], the authors evaluated
the deep learning algorithms for view recognition and end-systolic
and end-diastolic frame detection in 2D echocardiography
sequences. They demonstrated the potential of the deep learning
algorithms in accomplishing the mentioned tasks. Recently, Dezaki
et al. [12] developed a deep learning framework consisting of a
convolution neural network and recurrent neural network to predict
the end-diastole and end-systole frames. Fiorito et al. [13]
proposed a novel method for detecting cardiac events in
echocardiography using deep learning algorithms. 3D convolution
neural network was employed to extract spatial-temporal features
directly from the input video, and end-diastole and end-systole
frames were detected automatically. Narang et al. [14] reported of
machine learning-based system, featuring automated left ventricle
function analysis, where automated end-diastolic and end-systolic
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Fig. 1 Overview of the proposed automatic algorithm for the mid-diastole frame determination. CLC: centre of the largest circle

frame selection was a part of their study. Recently, another machine
learning-based method to left ventricle function analysis by using
cardiovascular magnetic resonance (CMR) images proposed in
[15]. Their method allows analysis of potentially useful indices of
left ventricle ejection/filling parameters. A recent study by
Zolgharni [16] concluded that the speckle tracking by the
development toolbox, which relies on the block matching
algorithm is an efficient method for end-diastole and end-systole
frames determination in 2D echocardiography sequences. One
research [17] suggested three methods for estimation of the end-
diastole frame. In the first method, intensity variation in the region
of interest was considered, and the second method was based on
the left ventricle deformations in a heart cycle. Finally, the
combination of the two previous methods was examined. Some
algorithms used segmentation methods for end-systolic and end-
diastole frame detection [18]. In the segmentation-based
approaches, end-diastole and end-systolic frames are characterised
by the assumption that the most significant and smallest left
ventricle segmented cross-sections in a cardiac cycle correspond to
the end-systole and end-diastole frames. In clinical practice, the
end-diastolic and end-systolic frames are manually determined by
using the R-wave and T-wave detection in the ECG signal,
respectively [16]. The detection of the R-peaks localisation in the
noisy signal by using the Hilbert transform combined with a
threshold technique was proposed in [19]. As the ECG sampling
rate and resolution decreased, their method demonstrated poor
performance. Also, a framework to detect aortic valve opening
phase with the help of a seismocardiogram (SCG) signal was
proposed in [20], which was another study in the automatic cardiac
phase-detection field.

Thus, based on the above literature review, to our knowledge,
no study has been conducted for finding the mid-diastole frame
automatically, which is the first step to perform the planimetry of
mitral valve orifice, and previous studies have been focused on
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finding the end-systole, and end-diastole frames and other cardiac
phases.

In this research, a novel automatic method is proposed to the
mid-diastole frame detection, which is combined the circular
Hough transform algorithm and the dimension reduction method.
Circular Hough transform method was employed for the automatic
detection of the region of interest (ROI), in which this region was
used instead of the whole image in this study. To visualisations of
the high-dimensional data of the mitral valve orifice region in all
frames, the mapping of this region data into a 2D space was done
by the dimension reduction method. Since the mapping quality of
the local linear embedding (LLE), isometric mapping (IsoMap),
and kernel principal component analysis (PCA) dimensionality
reduction methods depend on their free parameters, the residual
variance measure has been used to determine their optimal free
parameter value.

This paper is divided into five sections. Following the above
introduction, Section 2 presents the automatic ROI detection
method, as well as the proposed algorithm for determining the mid-
diastole frame. Section 3 shows the conducted experiments on
mitral valve stenosis cases by four different dimension reduction
procedures. Section 4 discusses the obtained results of this work.
Finally, the conclusion of this study is given in Section 5.

2 Methods
2.1 Overview

Fig. 1 shows the schematic of the proposed approach for the
automatic determination of the mid-diastole frame, which right
after image acquisition, the centre of the largest circle (CLC) is
determined by applying the circular Hough transform algorithm.
Unfortunately, the circular Hough transform may lead to the
incorrect definition of the CLC in some frames, and because that
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Fig. 2 Position of the left ventricle cavity and the mitral valve orifice in the parasternal short axis view of 2D echocardiography

Fig. 3 Steps to achieve the ROI automatically

(a) Original frame, (b) CLC is obtained from all frames by circular Hough transform algorithm (red dot), (¢) Classification of CLCs by k-means algorithm and eliminating outliers

(red dots), (d) ROI

the average of CLCs is considered as the final region of interest
centre, removing such untrue CLCs is necessary which is done by
the unsupervised k-means algorithm in this study. After applying
the k-means algorithm on all CLCs, the cluster, which has a
smaller number of samples, is regarded as an outlier cluster, and its
samples are removed. Therefore, the average position of the
remaining CLCs and the radius of the largest circle are considered
as centre and radius of the ROI, respectively. Since the variation of
the ROI position in the echocardiography sequences is almost
negligible, the detected centre and radius can be used for the ROI
definition in all frames. Finally, the dimension reduction algorithm
is applied to the automatic detected ROI in all frames, and the
mapping of data is obtained from high-dimensional space on a 2D
space. The distance curve is achieved by calculation of the
Euclidean distance between consecutive points in 2D space, and by
analysing the distance curve, ECG signal, and echo-cardiologist
opinion, the mid-diastole frame is determined. To further
evaluation of the proposed method, other distance measures such
as Canberra distance, cosine coefficients, and generalised Dice
coefficients are also examined [21]. Moreover, the optimal free
parameters value for dimension reduction methods is achieved by
residual variance measure in this study.

2.2 Image acquisition

There were 20 participants in this study who provided informed
consent about involving in this research. The data was collected
from the Rajaei Cardiovascular, Medical and Research Center. The
Vivid 7 (GE Medical Systems, Horton, Norway) and Affiniti70
(Philips Medical System, US) ultrasound systems were used for
recording the data, which six of the echocardiography sequences
were obtained with the Affiniti70 and the rest with Vivid 7.
Transthoracic 2D echocardiography sequences in PSAX view were
acquired, and detection of the mid-diastole frame was performed
manually by the experienced echo-cardiologist for evaluating the
automatic proposed method.

2.3 CLC detection by circular Hough transform algorithm

One of the popular methods for determining circular objects in
image processing is the circular Hough transform algorithm. In
[22], a circular Hough transform is used to automatic left ventricle
centre point location in the echocardiography sequences in two
different levels of the left ventricle in the parasternal short-axis
view. By taking into consideration, the position of the mitral valve
in parasternal short-axis view in 2D echocardiography sequences,
which is located in the left ventricle (Fig. 2), the left ventricle
centre point determination by using the circular Hough transform
algorithm leads to discovering the approximated mitral valve
orifice region centre. The discovered centre point is considered as
the CLC in each frame in this study.
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According to the circular Hough transform formulation [23], the
characteristic equation of a circle of radius r € [Fy/m] and centre
(a, b) is given by the following equation:

(x—a)+@-by=r &)
The two following equations can describe this circle:
x = a+ rcos(d)
@

y = b+ rsin(0)

where (x, y) is the location of the pixel on the circle. Thus, the role
of the circular Hough transform is to search for the triplet of
parameters (a, b, r). If we know the radius of the circle to be
detected in the image, the parameter to search is reduced to a pair
(a, b). In echocardiography sequences, the radius range of the left
ventricle is based on the geometry of the acoustic window [24],
and in the dataset used in this study, r € [10 100] was obtained
empirically.

2.4 Removing outlier centres by k-means algorithm and ROl
determination

Fig. 3b shows the found CLCs in all frames of an
echocardiography video in a frame (the red dots). According to this
figure, some of the CLCs are far from the focusing region of other
centres, which named ‘outlier’ CLCs.

Since the average position of CLCs has been considered as the
ROI centre in this research, outliers may lead to the wrong
definition of the ROI. So, discovering outliers and eliminating
them is necessary. The outlier removal methods are usually based
on distance and clustering methods, in which the k-means
algorithm is one of the popular unsupervised clustering ones [25].
The letter & in this algorithm is the number of clusters (in this
study, £=2). First, randomly k centre points are assigned, and the
distance computes between each sample and all centres, then the
sample is attached to the cluster corresponding to the centre having
the minimum distance to this sample. Finally, after assigning all
samples to the clusters, a new centre point for every cluster is
calculated by averaging all samples belonging to the cluster. These
processes continue until there is no change in the centre's location.
Fig. 3¢ shows the results of CLCs classification using the k-means
algorithm. Briefly, after applying the k-means algorithm, a cluster
with a smaller number of CLCs was considered as an outlier
cluster, and the corresponding CLCs were removed (red dots in
Fig. 3¢). The average position of the remaining CLCs (blue dots in
Fig. 3¢) and the radius of the largest circle detected in all frames
were used as the centre and the radius of the ROI, respectively

(Fig. 3d).
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2.5 Proposed algorithm for automatic mid-diastole frame
determination

Dimension reduction tools can be useful for visualisation of data in
high-dimensional space by mapping them in low-dimensional
space while the information content of the data is preserved [26].
PCA, multi-dimensional scaling, and Fisher's linear discriminant
analysis are instances of linear dimension reduction methods. Also,
some of the non-linear dimension reduction methods (or manifold
learning) include IsoMap, LLE, and kernel PCA algorithms. The
manifold learning is one of the non-linear dimension reduction
methods, which attempts to preserve perfectly the relationships
between neighbourhoods in the process of dimensionality reduction
(the relationship can be based on the distance). These methods are
divided into two general categories: local and global. Local
approaches (such as LLE) guarantee that the nearby points in the
high-dimensional space should be mapped to nearby points in the
low-dimensional. While, the global approaches (such as IsoMap
and kernel PCA) follow the same goal of local methods, but at the
same time, high-dimensional faraway data must be mapped to
faraway data in low-dimensional space.

In the echocardiography sequence, each frame contains
information in the high-dimensional space equalling to the number
of pixels in each frame.

So, interpreting the data of a frame and the relationship between
consecutive frames of an echocardiography sequence in high-
dimensional space is complicated. For visualising this information,
frames mapping from a high-dimensional space to 2D space by
dimension reduction techniques are required.

In this study, the determination of the mid-diastole frame was
done by mapping the ROI information of all frames into a 2D
space using the dimension reduction algorithm, and the
performance of LLE, IsoMap, kernel PCA and linear PCA
algorithms were evaluated for this purpose. In the following, the
theory of the mentioned dimension reduction algorithms is
described briefly.

2.5.1 Overview of dimensionality reduction methods:

o The linear PCA algorithm: In the PCA algorithm, the linear
mapping of the data to a low-dimensional space is performed, in
which data variance is maximised in the low-dimensional space
[27]. The first step in the PCA algorithm is normalisation. Based
on the assumption that the mean of data is zero in the PCA
algorithm, all intensity values of each column of A(x, y) matrix
(which is the ROI intensity matrix) from the total mean of the
same column should be subtracted. The second step is the
construction of the covariance matrix of the data, and in the next
stage, eigenvectors and eigenvalues of the covariance matrix are
calculated by the singular value decomposition (SVD) as
follows:

cv =24 3)

The ¢ is the covariance matrix, v and A are eigenvectors and
eigenvalues of the covariance matrix, respectively. Finally, for
data mapping to 2D space, eigenvectors corresponding to the
two largest eigenvalues are selected, and by multiplying
Apormalised(X; y) by the desired eigenvectors, mapping of data into
2D space is performed.

* The kernel PCA algorithm: The kernel PCA is the generalisation
of the linear PCA that, unlike the standard linear PCA, allows
nonlinear dimensionality reduction, which is helpful for
complex data that cannot be well represented in a linear space
[28]. In fact, in the kernel PCA algorithm, the data is projected
into the new space by a non-linear kernel function.

* Assume we have a non-linear transformation ¢@(x;) which

transfers data from D-dimensional feature space (R") to a high-
dimensional space (Rf ) being linearly separable in this space.
So, each data point x;,(i =1,..., N) is projected into a point
@(x;). Then the linear PCA procedure in the new space can be
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performed. One of the commonly used kernels is the Gaussian

kernels
2
Gaussian kernel: exp(——” x—zy I ) 4

20
In this work, we have used the Gaussian kernel PCA.
e The LLE algorithm: The LLE method is a non-linear
dimensionality reduction technique to map high-dimensional
observation data onto a new low-dimensional space persevering
neighbourhood relationship. So, each input data and its k nearest
neighbours lie on a locally-linear patch, and then this patch
applies in a low-dimensional space. The summary of the LLE
algorithm is as follows:

(1) The k nearest neighbours are chosen for each point using a
distance measure such as the Euclidean distance, Mahalanobis,
or Pearson coefficients metrics.

(i1) A set of weights is computed for the reconstruction of the
point by its neighbours, which weights cannot be zero, and the
sum of the weights equals to one.

(ii1) The embedding vector is computed using weights defined in
the previous step.

* For more details of the LLE algorithm, refer to [29].

e The IsoMap algorithm: IsoMap algorithm is a non-linear
dimensionality reduction method, which tries to preserve the
geodesic distances between data in the lower dimension space.
This method is an improvement of the multi-dimensional scaling
(MDS) dimension reduction method. IsoMap differs from
classical MDS in the initial few steps only. Instead of using the
Euclidean metric for dissimilarity, it uses graph distances, which
consists of three main stages [30]:

(1) Creating a neighbourhood graph from the dataset by
Euclidean metrics.
(i) Using the graph distance to the approximate geodesic
distance between all pairs of data.
(iii) Implementing the MDS algorithm.

e Through mapping with geodesic distances, it nicely
approximates the close points as neighbours and far away points
as distant.

In the next subsection, a measure is introduced to choose the
optimum free parameter value in LLE (k), IsoMap (k), and
Gaussian kernel PCA (6) methods, which have a critical role in
mapping quality.

2.5.2 Optimal free parameter choice in dimension reduction
methods: In LLE and IsoMap algorithms, if the number of nearest
neighbours is large, it will cause smoothing or deletion of small-
scale structures. Conversely, if the neighbourhood is poorly
selected, it can mistakenly divide the continuous manifold into
discrete manifolds. In the Gaussian kernel PCA, o is a parameter
that controls the width of the Gaussian kernel and the flexibility of
the model. In fact, for large values of o, the data mapping is nearly
linear. One of the methods for choosing the optimal free parameter
value in the dimension reduction algorithms is to check the
mapping quality for different free parameter values. It is necessary
to define a measure of information preservation for the
dimensionality reduction process, to evaluate the embedding
quality of high-dimensional data obtained with the dimension
reduction method. The residual variance is commonly used to
evaluate how well the pairwise distances are preserved and is used
to determine the optimal free parameter value in dimension
reduction methods. It is a quantitative criterion for estimating the
quality of input—output mapping and showing how high-
dimensional data is mapped to low-dimensional space. This metric
is defined as follows:

&var=1=pbp, ©)
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where p is the standard linear correlation coefficient taken over all
entries of D, and D,, D, and D, are the matrices of the Euclidean
distances between pairs of points in X and Y, respectively. X and Y
are the input high-dimensional data set and output embedded low-
dimensional data set, respectively[31]. The possible value of
residual variance ranges from 0 to 1. Generally, the lower the
residual variance indicates the better the high-dimensional data
mapping quality in the embedded space.
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2.5.3 Implementation of dimension reduction for finding the
mid-diastole frame: To implement the dimension reduction
approaches, including LLE, IsoMap, linear PCA, and kernel PCA
algorithms on each case, the ROI of all frames, which achieved
automatically in the previous section, was considered. Therefore, in
our study, instead of the whole image, a smaller part of the image
(ROI) was regarded, most of the valuable information centres in
this region. Then, after applying the dimension reduction algorithm
with optimal free parameter value (obtained by residual variance
measure), the ROI of all frames was mapped to the new 2D space.
Subsequently, the distance curve was achieved by computing the
Euclidean distance between consecutive points in two-dimensional
space and was employed to determine the mid-diastole frame.
Fig. 4 displays the mapped data of the ROIs of the
echocardiography sequence on the 2D space using the LLE
algorithm and the associated Euclidean distance curve for a subject
(each of small dots is equivalent to a frame).

The distance curve of Fig. 4 is comparable to the trend of the
ventricular volume variation curve in Fig. 5 (in diastole phase). As
illustrated in Fig. 5, the ventricle volume increases in the ‘rapid
inflow” phase because of the mitral valve opening and rapid filling
of the left ventricle (purple colour part in Fig. 4). Since in the
‘diastasis’ phase, the pressure in both the left ventricle and the left
atrium is equal, there is an insignificant change in the ventricular
volume (yellow colour part in Fig. 4). Then, because of the atrial
contraction, the volume of the left ventricle rises [33]. The minima
of Fig. 4 are also corresponding to Fig. 5 (parts 1 and 2). Through
investigating cardiac frames, ECG signal, their corresponding
points in the distance curve and experienced echo-cardiologist
diagnosis on 20 different cases, it has been derived that the highest
pick (part 1) corresponds to end of the ‘rapid inflow’, which
represents the early-diastole frame and the minimum after that (part
2) shows the end of the ‘diastasis’ phase, which denotes the mid-
diastole frame.

The correct cardiac phase for performing the planimetry of
mitral valve orifice is the mid-diastole phase being the most
significant opening state of the mitral valve [5]. Fig. 6 shows two
frames of the 2D echocardiography sequence in PSAX view at the
tips of mitral valve leaflets in early-diastole and mid-diastole
phases. In the next section, the performance of different dimension

Vertricular pressure

_~ Vertricularvolume

7",é‘w‘7 Phonocardiagream

Syszole

Fig. 5 Demonstration of different stages of the diastolic cardiac phase. Parts 1 and 2 correspond to the highest peak and the minimum after that in Fig. 4

respectively [32]

Fig. 6 Displaying the early-diastole (left) and mid-diastole (right) frames in one subject in 2D echocardiography in PSAX view at the tips of mitral valve

leaflets
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PCA) for one specific case

Table 1 Optimal neighbouring value in the LLE and IsoMap algorithms, and ¢ value in kernel PCA method for 20 different

cases

Case/method #1 #2 #3 #4 #5 #6 #7 #8 #9

LLE (k) 17 15 23 13 24 16 16 12 21
IsoMap (k) " 12 12 22 23 24 24 14 21

kernel PCA (o) 7 12 12 9 9 19 19 16 19
Case/method #10 #11 #12 #13 #14 #15 #16 #17 #18 #19 #20
LLE (k) 16 14 18 17 1" " 14 1 1" 15 19
IsoMap (k) 18 14 21 16 20 12 1" 1 " 13 13
kernel PCA (o) 19 19 12 10 8 14 10 8 5 6 7
reduction methods to determine the mid-diastole frame echocardiography sequence. The value which was minimised the

automatically will be assessed.

3 Results

3.1 Assessment of free parameter selection in dimension
reduction algorithms

In this study, the residual variance measure was employed to
discover the appropriate free parameter value of the three
mentioned dimension reduction algorithms. The optimal value
indicates that with the selected value, the algorithm solves the
problem of dimensionality reduction with higher accuracy and
obtains meaningful data structures in lower-dimensional space.
Fig. 7 illustrates the residual variance variation concerning the free
parameter of each mentioned dimension reduction algorithm (k in
LLE and IsoMap and o kernel PCA) for one case. The optimal free
parameter value for each algorithm was obtained by applying the
algorithm with various free parameter values (in this study, 8 <k <
25 for both LLE and IsoMap methods, and 1 <6<20 for Gaussian
kernel width were considered) on the ROI of all frames of the
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residual variance was considered as the optimal free parameter one.
The optimal value for the LLE, IsoMap, and kernel PCA
algorithms was 17, 17, and 11, respectively. Table 1 shows the
calculated optimal neighbouring value in LLE and IsoMap
algorithms and o value in the kernel PCA method for 20 different
cases by using the residual variance method. As one can see, the
constant optimum value was not obtained for either method. This
may be due to the complex structure of the mitral valve in different
cases (Fig. 8). So, discovering the optimal value of the dimension
reduction algorithm's parameter is critical in this study, which was
done by the residual variance measure.

3.2 Comparison of different dimension reduction algorithms
for the mid-diastole frame determination

Fig. 9 illustrates the two-dimensional manifolds taken by applying
three mentioned dimension reduction methods in achieved optimal
free parameter values and for the linear PCA algorithm for the case
of Fig. 7. Fig. 9 indicates that the manifold of the LLE, IsoMap,
and kernel PCA algorithms provides meaningful structure, while
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Fig. 8 Structure of the mitral valve in the mid-diastole frame in three different cases
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Fig. 9 Two-dimensional manifolds taken by applying three mentioned dimension reduction methods in determined optimal free parameter values and for the

linear PCA algorithm

the linear PCA algorithm does not cause meaningful ones.
According to the disappointing result of the linear PCA mapping to
create a meaningful structure in our dataset, the comparison of the
LLE, kernel PCA, and IsoMap algorithms was examined to
discover the mid-diastole frame. Fig. 10 shows the obtained
Euclidean distance curves by applying three the dimension
reduction methods, including LLE, IsoMap, and Kernel PCA
algorithms, on the two different cases (the cyan circle is the
detected mid-diastole frame automatically, and the red diamond is
the experienced echo-cardiologist diagnosis). In case #1, the frame
difference error in the LLE, IsoMap, and kernel PCA is 0, 1, 1,
respectively, while in case #2 equals to 1 in all three methods. The
performance of the three approaches in case #2 was identical, but
in case #1, the LLE method produced a better outcome than the
other two methods.
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Table 2 presents the result of applying the proposed automatic
mid-diastole frame detection method in twenty cases. It is clear that
the LLE was more successful than the other two methods, and the
average frame difference achieved by the comparison of the
automatic method result and the manual diagnosis performed by
the expert echo-cardiologist was 1.4, while in IsoMap and kernel
PCA algorithm was 2.05 and 2.2, respectively. Also, the maximum
frame difference error achieved by applying LLE, IsoMap, and
kernel PCA algorithms was 3, 4, and 5 frames, respectively.

As you can see, by considering the Euclidean distance measure
to discover the mid-diastole frame, the LLE algorithm performs
better than the other two dimension reduction methods. To confirm
the applicability of the LLE method, the impact of the other
distance measures such as the Canberra distance, cosine
coefficients, and generalised dice-coefficients were examined on
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Table 2 Comparison of the LLE, IsoMap, and kernel PCA algorithms for finding the mid-diastole frame in 20 different cases.
The last column represents the average frame difference, and the numerical values in other columns show the frame difference

Case/method #1 #2 #3 #4 #5 #06 #7 #8 #9 #10 #11 #12 #13 #14 #15 #16 #17 #18 #19 #20 Average frame difference

LLE (k) 1201111331 3 2 2
IsoMap (k) 3232111401 4 0 2
kernelPCA(G) 2 2 3 1 0 1 1 2 0 4 3 3 5

1 1 1 1 0 3 0 28/20=1.40
3 4 3 1 4 0 2 4120=2.05
5 3 3 3 1 0 1 44/20=2.20

Table 3 Comparison of the Euclidean distance, the Canberra distance, cosine coefficients, and generalised dice coefficients

for the mid-diastole frame detection

Measure/method Euclidean Canberra

Cosine coefficients

Generalised dice coefficients

LLE 1.40 2.40

2.50 1.95

the mid-diastole frame discovery. Table 3 displays the average
frame difference results of the different distance indicators for mid-
diastole frame determination by employing the LLE algorithm. As
shown in the table, all distance measures are successful in mid-
diastole frame detection. However, the Euclidean distance
performed a little better than the other similarity measures.

3.3 Investigating the effects of using the mitral valve orifice
region

In this section, the result of using the ROI instead of the whole
frame in mid-diastole frame determination is presented. Fig. 11
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shows the accuracy of the LLE algorithm for both using the entire
image (left column) and only the ROI (right column) for two
different cases. It is clear that by using the whole frame, the
obtained frame difference in case #1 was significant (equal to five
frames) while considering only the ROI, the obtained result was
following the echo-cardiologist diagnosis. Also, in case #2, when
using the whole frame, the uninterpretable result was achieved, but
the frame difference error was equal to one by using the ROL In
this study, experiments were run in 2017B software, on an Intel
Core (TM) 17-8700 K CPU running at 3.70 GHz. Since the result
of using the whole image in the mid-diastole frame determination
was uninterpretable in some cases, comparing the average frame
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difference in two states (using the whole image and ROI) was not
available. However, the average processing time for the whole
frame was about 10 min, while the ROI of frames was <1 s. The
result proved that using the ROI not only decreases the
computational cost but also enhances the accuracy of the proposed
method.

4 Discussion

An ECG recording system is a powerful tool in cardiac ultrasound
imaging systems, which helps the echo-cardiologist to find the
mid-diastole frame. However, the robust detection of this frame is a
challenge.

In Fig. 3, 50 frames were taken from an echocardiography
sequence for ROI detection by the circular Hough transform
algorithm, and 45 of CLCs were located within the ROI and the
rest outside it (called outliers). One of the reasons for the
occurrence of outlier CLCs is the low quality of the
echocardiography sequence, which causes the left ventricle not to
be seen well in the image, and the other reason is that, because of
the ‘fish mouth’ shape of mitral valve [2] in diastole phase, circular
Hough transforms could not detect the circular shape of the left
ventricle. Generally, the circular Hough transform algorithm was
successful in the ROI determination in twenty different cases,
which showed a high potentiality of this method in detecting this
region. Typically, for determining the optimal free parameter value
in dimension reduction algorithms, a quantitative measure for a
specific range of free parameters should be calculated. So, in [34],
Spearman's rho measure was used to find the optimal & value of the
LLE algorithm, which estimates the correlation of rank-order data.
Also, in [35], a visualisation metric was employed, which was
based on the correlation coefficient that was computed the pairwise
geodesic distance vector between the original manifold and the
lower-dimensional embedding results. Also, automatic tuning of
the kernel parameters in the kernel PCA algorithm is necessary,
which several researchers proposed algorithms for solving it,
especially in the context of the support vector machine (SVM)
[36], and kernel parallel analysis (KPA) [37], which had high
computational cost. Because the data visualisation problem was
raised in this study, we used the same method of finding the
optimal & value in the LLE and IsoMap algorithms for the optimal
Gaussian kernel width discovering too. So, the residual variance
was used to discover the optimal free parameter values, which is
another measure for evaluating the mapping quality and has low
computational complexity and provides reliable results. From the
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result of the LLE algorithm in Table 2, we concluded that the LLE
algorithm provided the best performance, which has a lower
average frame difference. Also, the maximum number of frame
differences in the LLE algorithm was lower comparing two other
methods. The squared exponential kernel, like the Gaussian kernel,
is generally more flexible than the linear or polynomial kernel.
Although the results obtained for the kernel PCA method with the
Gaussian kernel were comparable to the IsoMap algorithm, the
results of the IsoMap algorithm were more accurate. The LLE
algorithm gives a better mapping quality than the other mentioned
dimension reduction methods, which is maybe because that the
LLE method is the local dimension reduction method, and its main
focus is to preserve the neighbourhood of similar data in low
dimensional space. While the IsoMap and the kernel PCA methods
are the global approaches, and all points are examined
simultaneously, which may cause errors. Since the linear
techniques such as linear PCA algorithm seek to find a linear
relationship between data and because of the non-linearity
behaviour of data in the real world, this algorithm was not
successful in our data. The performance of a distance measure
depends on how data distributed on space. Through the
investigation of different distance measures, it was obvious that the
Euclidean distance performs better than other distance measures. It
may be because that the Euclidean distance performs well when
deployed to datasets that include compact or isolated clusters. In
this paper, two other methods were also evaluated to find the mid-
diastole frame. In the first method, after finding the ROI, the
intensity variations inside the region of interest are considered to
find the desired frame, which did not provide an accurate result. In
the second method, we used the segmentation methods to find the
mitral valve area, which could use to discover the mid-diastole
frame. However, because the mitral valve leaflets do not have a
continuous structure in PSAX view in some patients, this method
was not suitable. Also, the image processing methods were used to
create a continuous structure in the mitral valve leaflets, but these
methods changed the area of the mitral valve. Also, the application
of artificial intelligence methods to determine the mid-diastole
frame is accompanied by serious limitations such as the need for
large numbers of data. Therefore, the visualisation of
echocardiography sequences by using dimension reduction
methods was an appropriate choice to find the mid-diastole frame.
As mentioned in the introduction, there have not been any
researches that focus on detecting the mid-diastole frame
automatically, and in the following section, we consider related
works such as the automatic end-systole and end-diastole frame
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detection by 2D echocardiography and using ECG sound analysis.
For comparison of the proposed method and previous studies, we
considered the performance of the three previous kinds of research,
which designed to solve the cardiac phase-detection problem. In
[18], the authors reported an average of 0.20 and 1.43 frame
mismatch for the end-diastole and end-systole frames, respectively.
They implemented a deep learning framework, consisting of the
CNN and RNN modules to predict the end-diastole and end-systole
frames. In another study [13], the 3D CNN model performed for
detecting cardiac events on a dataset consisting of standard B-mode
images of apical four- and two-chamber views. The mean absolute
error was 1.63 and 1.71 frames from end-diastole/end-systole
reference, respectively. Deep learning methods have been
successful in various applications, and with increasing depth of
CNN, classification accuracy increases. However, as pointed out in
[38], degradation is one of the issues preventing efficient training
of deep models. Compared to previous research [12, 13], we
achieved a 1.40 error frame difference by the analysis of
echocardiography videos for the detection of the mid-diastole
frame. In the previous studies, automatic phase detection was
detected based on deep learning method, which requires a huge
number of data for training, there are many hyper-parameters to be
set by a human (i.e. number of layers, filters, filter shape, etc.), and
requires high-performance hardware. On the other hand, the
proposed method can reduce the workload of clinicians, and it
takes less time to process.

There is a limitation to be addressed in this study. The poor
image quality patients precluded mitral orifice area region
determination and its appropriate analysis in this study. Although
the new-generation ultrasound imaging systems indeed yielded
improvements in image quality in a large number of subjects, ~4%
of subjects still had poor image quality [38]. So, the proposed
method has a limitation for poor image quality patients.

In addition to mid-diastole frame detection, the proposed
algorithm may be used for detection of the most opened mode of
the other heart valves, like the mid-systole frame in the aortic valve
opening phase (for planimetry in aortic valve stenosis cases) [39].

5 Conclusion

In summary, a novel automatic algorithm for the mid-diastole
frame detection in 2D echocardiography sequences in the PSAX
view was presented. The automatic detection of the approximated
mitral valve orifice region was done by the combination of circular
Hough transform and k-means algorithms. Also, for the mid-
diastole frame determination, four the dimension reduction
methods, including the LLE, IsoMap, kernel PCA, and linear PCA,
were assessed, but the LLE algorithm presented better results than
other dimension reduction methods.
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