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Abstract. We argue that the time is ripe to investigate differential mon-
itoring, in which the specification of a program’s behavior is implicitly
given by a second program implementing the same informal specification.
Similar ideas have been proposed before, and are currently implemented
in restricted form for testing and specialized run-time analyses, aspects
of which we combine. We discuss the challenges of implementing differ-
ential monitoring as a general-purpose, black-box run-time monitoring
framework, and present promising results of a preliminary implementa-
tion, showing low monitoring overheads for diverse programs.

Keywords: Run-time verification · Software engineering · Implicit spec-
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1 Introduction

Run-time verification has a major advantage on static verification: it is easier to
decide whether one particular run of a program conforms to a specification than
reasoning about all possible runs. While some run-time verification frameworks
are based on similar techniques as static approaches [3, 16], run-time verification
also allows us to focus on end-to-end properties of the program, by checking
the correctness of the response of a program to some input while ignoring its
inner workings. Such a black-box approach is especially appealing if the pro-
gram source is unavailable, or untrusted. However, for long-running and stateful
programs, which transform input streams into output streams, the complete
specification of the program’s end-to-end behavior may itself become compli-
cated and can amount to essentially writing the program a second time, often
in a more cumbersome language that is also slower to execute.

Differential monitoring is the idea of running different versions of the same
program in parallel, duplicating any external inputs and merging any outputs
after checking them for equivalence. In this way, each program acts as an end-to-
end specification for the other. On a system with enough idle hardware resources,
this represents a natural method for improving software quality and security
through redundancy and over-engineering.

The underlying idea is not new — it dates back to the 1960s [8, 9] under
the name of n-version programming. The closest current incarnation of this
concept is called n-version execution [4, 26, 40, 11], where the system calls of
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the executed programs need to match (almost) exactly. Hence, the differences
between the programs must be minimal and typically are variations on possible
memory layouts to catch (often security-related) memory over/underflow errors,
or updated versions of the original program that should largely behave the same.

In contrast, differential testing [32, 15, 24] exploits true diversity of implemen-
tations to find bugs with respect to a common specification, e.g. for compilers [41]
or SQL-databases [39]. However, differential testing mainly applies to finite (and
not necessarily parallel) runs in a controlled environment.

We argue that the time is ripe to explore the idea of running and moni-
toring truly diverse versions of the same program in parallel: the two versions
could be written by independent development teams, in different languages, im-
plementing different algorithms, against a common input-output interface. In
this way, run-time monitoring can increase the trust in the correctness of pro-
grams and program updates without looking into the internals of the different
implementations: if both independent implementations yield the same results,
our confidence increases that the results are correct. On the other hand, if the
monitor discovers a run-time discrepancy, a warning can be issued. This set-up
presupposes, of course, that the duplication and monitoring can be done with
little overhead. This can be the case, for example, if there are available hardware
resources such as unused cores (/nodes) on a processor (cluster), or if the gain
in confidence is worth the extra hardware, such as in safety-critical applications
(where redundancy has long been a dominant paradigm) or in finance.

In comparison to traditional run-time monitoring, no formal specification of
the program is needed in order to monitor it: on any given input, the expected
outputs of one implementation are generated by the second implementation,
and vice versa. The main overhead of differential monitoring comes from code
comparing these outputs. Given sufficient operating system support, much of
this work can be done when the program is paused anyway, such as during
file operations. Preliminary benchmarks on a modified Linux kernel to monitor
such file operations show very low overheads from monitoring and merging the
outputs, even if the two implementations are written in different languages.

The main challenge for differential monitoring is that one implementation
may overconstrain the expected behavior of the other implementation, mainly
due to acceptable non-determinism and differences in timing, but also due to
acceptable differences in system calls. Therefore, a differential monitor may also
need a specification of how the output streams of two equivalent implementa-
tions may differ for the same input stream, and how the monitor can check and
enforce such an equivalence run-time, for example, by delaying an implementa-
tion to let the other implementation catch up. The complexity of the monitor
is proportional to the amount of acceptable differences in a program’s behav-
iors. The specification and monitoring/enforcement of equivalence relations on
input/output traces is an important area for future work; for now, we describe
a relatively simple version of our vision, and how to extend it in the future.
The main goal of the present paper is to demonstrate that for a practical def-
inition of behavioral equivalence —essentially, trace equality where individual
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inputs/outputs can be delayed by the monitor— the equivalence monitoring can
be performed on real systems with a very modest overhead.

In summary, differential monitoring is a low-cost, black-box, on-line, and
end-to-end run-time verification method requiring redundant hardware but no
or little formal specification. These properties make it ideal for scenarios where
one seeks to gain confidence in or improve the quality of continuously running
software by using otherwise unused or easily obtainable hardware resources.

The rest of the paper is organized as follows:

– In Section 2, we review the current state of the art in related fields, and
discuss how differential monitoring builds upon and extends it.

– In Section 3, we discuss the logical setup of differential monitoring and its
main challenges.

– Finally, in Section 4, we present the results of preliminary experiments on
differentially monitored programs written in different languages.

2 Background and Related Work

n-Version Programming/Execution Running several versions of the same
program in parallel to improve software reliability dates back to the 1970s [8,
9, 14, 20, 30, 18]. Chen and Avizienis [8, 9] rely on the cooperation of the vari-
ous versions of the program: part of the process of n-version programming is
to specify interesting kinds of data, and points of synchronization where each
version explicitly presents that data to a coordinator process, who then judges
which versions have produced correct data (via some voting mechanism, for ex-
ample) and which need to either be aborted or otherwise corrected. Once this
coordination step is complete, the (correct) versions can resume their work.

Modern works on n-version execution [4, 12, 6, 26, 40, 11, 33] follow this model
in the sense that system calls and their arguments are the synchronization points
and interesting data, respectively. Thus, correct versions of the same program
generate the same sequence of system calls with the same arguments, including
not only outputs, but also any form of reads: only one process actually reads; the
results are shared with the others. This naturally side-steps the main challenges
of differential monitoring we discuss in Section 3. However, it requires the differ-
ent versions to be very closely related, to a point where it is implausible for the
versions to be developed independently, or in different programming languages.

Though limited in this way, n-version execution can be used to guard against
memory-related safety and security problems by varying memory layouts of data
structures, including the stack, between versions [4, 12, 26, 40]. Another scenario
in which two programs are related sufficiently closely are program updates: n-
version execution can be used to have an oracle for regression testing, and also
to update running programs in the middle of processing requests [6, 33].

While the core idea of differential monitoring is the same as that of n-version
programming, the technical and theoretical environment is vastly different to-
day, and our proposed blueprint and the challenges we discuss in Section 3 reflect
this. Like n-version execution, we focus on the interactions of programs with the
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environment rather than arbitrary program state in order to both provide a
less intrusive interface and exploit modern hardware/operating system architec-
ture, but unlike n-version execution, we seek to recover the idea of truly diverse
implementations.

Differential Testing Differential Testing [32, 24, 15] is a well-known technique
to test programs for which multiple versions exist. A large number of automati-
cally generated test inputs are fed to n > 1 supposedly equivalent programs. Any
differences detected in their output indicate possible bugs that need to be inves-
tigated. This technique has been fruitfully applied to finding bugs in Javascript
debuggers [31], C compilers [41], and SQL databases [39, 37, 36].

DiffStream [27] is a framework supporting differential testing of stream out-
puts, which is closely related to our implementation of differential monitoring.
They key technical difference is that differential monitoring does not only track
and compare a set of (potentially unbounded) streams, but also needs to help
programs stay in sync (see Section 3). For system calls and other events, the
atomicity of stream elements can itself be in need of specification, as one system
call may be equivalent to a sequence of several other ones. Finally, DiffStream
ignores the question of what to output for equivalent but unequal streams.

Knight and Leveson [28, 29] took issue with the claim that independently
produced programs contain independent errors. Their experiments showed that
faults exhibited by programs written independently by different programmers
to the same specification are not completely independent. As a result, n-version
execution has dropped high-level correctness claims, instead focusing on targeted
variations (which are thus not independent of each other) of a program, and thus
finding errors related to those variations. On the other hand, differential testing
shows that a large variety of bugs can be found (and eliminated) by simply
comparing the outputs of different but supposedly equivalent programs.

Run-Time Verification/Monitoring Run-time verification (RV) is the gen-
eral area of monitoring and possibly enforcing that a given program satisfies
some properties, typically related in some way to the program’s overall correct-
ness [25, 2]. In RV, a program generates a trace of interesting events, and a
specification of the program’s behavior allows us to build a monitor that checks
such a trace of interesting events for whether it (possibly or definitely) conforms
to the specification. A considerable body of work exists on various specification
languages based on linear temporal logic and similar logics [34, 7, 13, 1, 5, 23],
and there are specification languages specifically for properties of streams [38],
but these languages are interpreted over individual traces, rather than tuples
of traces produced by supposedly equivalent programs. Especially in the area
of security, languages like Hyper-LTL [10] are used on sets of traces (or, often-
times, pairs of traces). However, similar to n-version execution, hyperlogics are
usually interpreted over sets (or pairs) of traces that are generated by multiple
executions of a single (often reactive or otherwise nondeterministic) program.
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Fig. 1. The Logical Parts of Differential Monitoring

In process algebra, there has been much work on trace equivalence and other
equivalence relations for comparing individual behaviors [21, 22, 19], but com-
paratively little attention to the online monitoring and enforcement of these
equivalences. The definition of distinguishability in DiffStream [27] echoes some
of our concerns. Interestingly, enforcement [17] has been a concern of n-version
programming [8, 9], which implements it by voting among the different versions.

3 Challenges

The goal of differential monitoring is to provide a low-cost, black-box, end-
to-end run-time verification method, where the low cost relates to both the
effort required in terms of specification and any run-time overhead caused by
monitoring. There are two key challenges here: first, that an executable program
may over-specify the desired behavior of the other program; second, how much
“enforcement” a differential monitor may perform, say, by delaying or reordering
inputs to the monitored programs, and by “merging” outputs of the monitored
program (e.g., interpolation of different outputs, or voting for n ≥ 3 programs).
These challenges are two sides of the same coin, with the monitor trying to ensure
that the monitored programs run independently as if they were running alone,
yet are kept sufficiently in sync to produce equivalent results. A more advanced
differential monitor may adjust scheduling decisions by the operating system, or
try to synchronize the effects of some otherwise nondeterministic system calls.

Figure 1 shows the logical parts of a differential-monitoring setup: typically,
a program would receive its inputs from and send its outputs to some environ-
ment, including the rest of the system it is running on as well as any network
or other devices it has access to. The differential monitor inserts itself into this
relationship on both ends, and additionally does this for two programs at once.
The input processor is the part of the monitor that handles any input the mon-
itored programs receive. By default, it simply duplicates any inputs it receives
and forwards them to both programs. The equivalence checker receives the out-
puts of both programs and checks them for equivalence, which by default simply
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means equality. Finally, the output processor produces the output that is finally
sent to the environment. If equivalence is defined as equality, its default behav-
ior is to send the output of one of the programs to the environment as long as
the equivalence checker’s verdict is positive, and some error message aborting
the programs when the verdict becomes negative. However, for more complex
notions of input processing, output equivalence, output merging, and error han-
dling can be specified. All three components may communicate with each other
via some notion of monitor state.

Each program may expect to see the effects of its output in the environment.
Thus the monitor may have to slow down the inputs and/or outputs of the faster
program to let the slower program catch up. In general, a differential monitor
should prevent either program from being confronted with an environment state
it does not expect, keeping up the illusion that it is running alone. Beyond using
additional memory to buffer input or output elements as in DiffStream [27],
differential monitors may need additional power and resources to ensure that
the different programs’ interactions with their environment do not get too out-
of-sync. Kallas et al. [27] already recognized that some parts of the output (for
example, timings and random numbers) may have to be relaxed or ignored for
equivalence checking, though deciding on the “merged” output may be harder.

In differential monitoring, the program specification is replaced by the moni-
tor specification, which ought to be simpler. All three components of a differential
monitor have to be accompanied by a specification defining exactly when and
how to defer, transform, deem equivalent, and merge any inputs or outputs. The
precise form and power of such specifications, and of the monitors implementing
them (e.g., their memory needs), will be an interesting area of research, as will
be the automatic synthesis of differential monitors from formal specifications.

4 Experimental Results

In this section, we report on experiments evaluating the feasibility of differential
monitoring and the overheads it causes in practice based on a simple framework.

Experimental Setup To test the basic overheads of running two programs
side-by-side, duplicating inputs and comparing outputs, we modified a current
version of the Linux kernel to support an additional system call that activates
monitoring for a pair of processes and any of their children. In particular, we
watch the basic file operations of these processes. When a file is opened, we
determine whether its operations need to be monitored. For example, regular
files opened in a read-only fashion can be ignored and any further interactions
of the programs with them incur no overhead. On the other hand, non-seekable
files (pipes, the user’s terminal, etc.) need the monitor to provide the same data
to both processes. Finally, files opened for writing are monitored to ensure that
both programs write the same data to them.

In terms of our model from Section 3, the input processor duplicates all
inputs (mostly reads from the standard input) by buffering the result of the
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faster reader to also provide it to the second process. The equivalence checker
checks the bytes written out for equality; neither monitored writes nor reads need
to match exactly in terms of how many bytes are read/written in a single system
call — the monitor will proceed as far as possible. The input processor holds up
the faster program by not returning from the write system call until all bytes a
process wanted to write have been matched and sent to the environment. If the
output of the two programs does not match, the monitor aborts both programs—
this is of course the most extreme measure that could be taken, but suffices for
our goal of measuring overheads in the case where both programs are correct. We
did test that our monitor indeed stops programs that do not produce equivalent
output, and does so before actually printing that output.

Our benchmarks often write a large number of small output lines in rapid
succession. For this case, an optional, experimental optimization allows the faster
program to continue execution until it gets too far ahead, buffering writes in
the meantime. This is valid when programs do not need to see the effects of
their outputs on the environment immediately and expect the writes to always
succeed, as is the case for our test programs, or, for example, web servers. In
general, a monitor specification would specify in what cases this optimization
can be applied. By default, our benchmarks run without this optimization.

This simple prototype of course does not capture the full complexity of the
specifications eventually needed to run more complex programs side-by-side, but
it lets us explore the overheads of what we believe are the most common cases
in differential monitoring. To this end, we wrote several small benchmark pro-
grams in C, Java, and Python, sometimes using different algorithms between the
programs, and ran them in various pairings and alone to compare the slowdowns
caused by our monitor. Here, we present these benchmarks and the results of
our measurements. As the relevant metric we compare, for each pairing of pro-
grams, the wall-clock time of running the pairing against the wall-clock time of
the slower program (which is a natural lower bound for the pairing). All bench-
marks were run on a minimal Gentoo installation using our modified kernel on
an Intel(R) Core(TM) i5-4690K processor with 16GiB RAM and a mid-level
SSD.

Main Benchmark: Primes Consider verifying programs that should answer
queries about whether a given number n is prime or what the nth prime number
is. Any black-box attempt to verify the outputs of such a program invariably
needs to do a similar amount of work as the original program.

For this benchmark, we picked two algorithms to determine primality: the
Sieve of Eratosthenes and the Baillie-PSW [35] primality test. We implemented
the former in C and the latter in Java. The programs have two modes. In inter-
active mode, they accept a stream of queries for either the n-th prime number or
whether a given number n is prime, and produce a corresponding answer. In non-
interactive mode, they simply enumerate all the primes up to a certain index,
in our case up to the 10 000th prime. For that mode, we also included another
Java (“Java-E”) and a Python implementation of the Sieve of Eratosthenes.
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C C 0.40s 0.40s 0.43s 8.06% 0.42s 4.53%
C Java 0.40s 0.66s 0.69s 4.80% 0.67s 2.74%
C Java-E 0.40s 0.28s 0.56s 39.80% 0.47s 17.63%
C Python 0.40s 4.22s 4.25s 0.75% 4.32s 2.35%
Java Java 0.66s 0.66s 0.77s 17.75% 0.69s 5.10%
Java Java-E 0.66s 0.28s 0.77s 16.68% 0.68s 3.66%
Java Python 0.66s 4.22s 4.42s 4.72% 4.33s 2.70%
Java-E Java-E 0.28s 0.28s 0.38s 33.33% 0.31s 7.94%
Java-E Python 0.28s 4.22s 4.32s 2.31% 4.35s 3.20%
Python Python 4.22s 4.22s 4.49s 6.48% 4.33s 2.57%

Fig. 2. Benchmark Results for Primes

Figure 2 shows the average running times (in seconds) of 20 runs for each lan-
guage on its own (WT-1/WT-2) and in a paired monitored setting (WT), and the
corresponding overhead. For the interactive mode, in one run we generated 300
queries with n < 4 000, and in the other, we generated 10 000 such queries with
n < 500, trading off internal computation time vs. interaction with the system.
As we see, the overhead is negligible for the fewer requests where both programs
spend more time simply computing the response, while it is still relatively low
for programs where our monitoring code is invoked more often. The overheads
for the non-interactive version are significantly higher — they are writing signif-
icantly more lines than the interactive version in less time; the write-buffering
optimization mentioned above (results shown in the “-O” columns) drastically
improves our results. Overall, Java seems to suffer the most from being run side-
by side with another program; however, this is also true for just running the
Java program twice at the same time without monitoring. We believe the cause
to be the optimization behavior of the JVM, which spawns around 12 threads
for these single threaded applications. In so far as the negative overhead of the
C/Java pairing is not a measuring artifact, it is likely for similar reasons as the
negative overheads for the Echo benchmark discussed below.

Sort For this benchmark, we implemented Insertion-Sort in C, Merge-Sort in
Java, and Quicksort in Python. In interactive mode, they accept three sorts of
commands: one to add a number to a currently maintained list, one to print
the list in sorted order, and one to clear the maintained list. The input we
generate for interactive mode sorts the list on roughly every 10th command, and
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C C 5.55s 5.55s 5.84s 5.23% 5.74s 3.52%
C Java 5.55s 0.52s 6.22s 12.07% 5.84s 5.24%
C Python 5.55s 0.54s 5.88s 5.96% 5.67s 2.30%
Java Java 0.52s 0.52s 1.11s 114.45% 0.75s 44.70%
Java Python 0.52s 0.54s 1.26s 132.56% 0.70s 29.61%
Python Python 0.54s 0.54s 0.84s 54.80% 0.64s 17.34%

Fig. 3. Benchmark Results for Sort

clears it after roughly every 6 of those, which makes for relatively short lists,
but still a high output-to-input ratio. In non-interactive mode, the programs
read in a list of 100 000 numbers from a file, sort it, and print the result. As an
interesting variation, we give each program a different permutation of the same
list — as this does not affect the results of sorting those lists, the programs still
produce the same out. In this way, this benchmark simulates different ways in
which programs may keep private data. The net result of this setup is that the
programs do a batch of reading first (except for the C program, whose insertion
sort is running while reading the list), followed by a large burst of writes (this is
also true for the C program). As we can see in Figure 3, the high rates of writes
for both modes can cause quite extreme overheads, which again can be brought
down significantly with our write-buffering optimization.

Further Benchmarks We only briefly describe our other two benchmark pro-
grams here. More details on them can be found in Appendix A.

Echo Echo was intended to be a worst-case benchmark for our framework: the
programs written in C, Java, and Python simply read text from the standard
input line by line and write it back to the standard output, thus maximally using
both our input-splitting and output-comparing facilities. Overheads for Echo
reached 67.50% for two Java programs (10.26% for two C programs), which fell
to 10.05% (−1.24% for C-C) using our writer-buffering optimization. The same
optimization made all other pairings produce negative overhead, as it turned out
that the programs were now parallelizing the reading IO operations.

Mod-Squares Mod-squares was designed to simulate single-threaded computa-
tional activity that is not parallelizable and works in constant memory, thus
eliminating any sort of resource constraints other than the extra computation
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and coordination caused by the monitor. At its core, it simply squares a (hard-
coded constant) number some number of times, always modulo some other num-
ber. The highest overhead, again in the Java-Java pairing, was 34.42% (the C-C
pairing had 4.20%), which the write-buffering optimization reduced to 7.45% (or
0.22% for C-C).

Discussion Our benchmarks tested a general framework to monitor the IO
operations of programs written in different programming languages. Previous
work would have been unable to do so, as works in multi-version execution [40,
26] depend on the programs making the exact same system calls, which would
already be violated by the Java and Python virtual machines’ startup activities,
while DiffStream [27] works on a different level of abstraction and does not
consider having to delay outputs. The overheads we saw for our main benchmark
are relatively low, and naturally somewhat related to the ratio of work a program
does to how often it interacts with its environment and thus the monitor. The
other benchmarks we ran consider various worst-case scenarios with extremely
heavy interaction with the monitor; overheads in these benchmarks go up to
150% in extreme cases. These extreme overheads go down to 45% with our
write-buffering optimization, showing that there is much room for optimizations
both in our basic implementation and in exploiting monitoring specifications to
allow for more efficient processing of those particular cases.

5 Conclusion

Differential Monitoring has the potential to be a comparatively light-weight
runtime-verification method that is able to check programs’ end-to-end behav-
ior in an efficient way, simply through redundancy and overengineering. Similar
efforts have both a long history and recent activity, and the ubiquitousness of
multi-core hardware suggests that the approach can be applied in many scenar-
ios without too much of a performance penalty. For complicated programs, the
lack of formal specification is not absolute, but turned upside down: a differ-
ential monitor may need a specification of two programs potential differences,
which should be comparatively small in any case. The precise formalisms for
such a specification will draw heavily on existing work on runtime monitoring
but pose some interesting challenges on their own, including for their eventual
implementation. However, we believe that these challenges can be overcome,
thereby significantly adding to the toolbox that runtime verification offers its
users to increase the quality of software.
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Program 1 Program 2 WT-1 WT-2 WT Overhead WT-O Overhead-O

C C 0.64s 0.64s 0.71s 10.26% 0.64s -1.24%
C Java 0.64s 0.64s 0.94s 46.19% 0.64s -0.31%
C Python 0.64s 0.64s 0.86s 33.51% 0.62s -3.34%
Java Java 0.64s 0.64s 1.07s 67.50% 0.70s 10.05%
Java Python 0.64s 0.64s 1.05s 64.15% 0.62s -3.90%
Python Python 0.64s 0.64s 0.96s 49.34% 0.61s -5.69%

Fig. 4. Benchmark Results for Echo
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iv
e Program 1 Program 2 WT-1 WT-2 WT Overhead WT-O Overhead-O

C C 0.68s 0.68s 0.71s 4.20% 0.70s 2.87%
C Java 0.68s 0.76s 0.93s 21.07% 0.81s 6.28%
Java Java 0.76s 0.76s 1.03s 34.42% 0.82s 7.72%

N
-I

-a
ct

iv
e Program 1 Program 2 WT-1 WT-2 WT Overhead WT-O Overhead-O

C C 2.68s 2.68s 2.73s 1.60% 2.69s 0.22%
C Java 2.68s 2.63s 3.04s 13.10% 2.78s 3.39%
Java Java 2.63s 2.63s 3.01s 14.57% 2.82s 7.45%

Fig. 5. Benchmark Results for Modsquares

A Detailed Benchmark Results

A.1 Additional Benchmarks

Echo Echo was intended to be a worst-case benchmark for our framework: the
programs written in C, Java, and Python simply read from the standard input
line by line and write it back to the standard output, thus maximally using both
our input-splitting and output-comparing facilities.

Figure 4 shows the results for running echo on 100 000 lines of inputs drawn
from a selection of a few random lines of text. By default, the overheads are
indeed somewhat heavy. However, our write-buffering optimization eliminates
almost all of them (modulo the Java anomaly we already mentioned). In fact,
the monitored instances of echo run slightly faster than the single unmonitored
programs. The reason for that lies in the design of the benchmark: only one
process actually reads from the input, while the other gets a buffered result.
Using the write-buffering optimization, a process can run ahead and already
read the next input for the second process. As they will likely switch places
some times, this amounts to them parallelizing the (not cost-free) read operation,
effectively reading the input faster than a single-threaded program would.

Mod-Squares Mod-squares was designed to simulate single-threaded compu-
tational activity that is not parallelizable and works in constant memory, thus
eliminating any sort of resource constraints other than the extra computation
and coordination caused by the monitor. At its core, it simply squares a (hard-
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Program 1 Program 2 WT-1 WT-2 WT Overhead WT-O Overhead-O

C C 1.47s 1.47s 1.56s 6.54% 1.49s 1.77%
C Java 1.47s 1.52s 2.62s 72.63% 1.57s 3.19%
C Python 1.47s 1.51s 2.05s 35.78% 1.55s 2.85%
Java Java 1.52s 1.52s 2.77s 81.91% 1.60s 5.13%
Java Python 1.52s 1.51s 3.81s 150.46% 1.64s 8.19%
Python Python 1.51s 1.51s 2.28s 50.81% 1.55s 2.55%

N
o
n
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ra
ct

iv
e Program 1 Program 2 WT-1 WT-2 WT Overhead WT-O Overhead-O

C C 5.55s 5.55s 5.84s 5.23% 5.74s 3.52%
C Java 5.55s 0.52s 6.22s 12.07% 5.84s 5.24%
C Python 5.55s 0.54s 5.88s 5.96% 5.67s 2.30%
Java Java 0.52s 0.52s 1.11s 114.45% 0.75s 44.70%
Java Python 0.52s 0.54s 1.26s 132.56% 0.70s 29.61%
Python Python 0.54s 0.54s 0.84s 54.80% 0.64s 17.34%

Fig. 6. Benchmark Results for Sort

coded constant) number some number of times, always modulo some other num-
ber. In interactive mode, it takes queries consisting of a pair of numbers, the
first being the number of squaring operations and the second a modulus to use
— it then returns the result of the repeated squaring operation. We generate
10 000 queries, each for some random number of up to 10 000 squarings. In non-
interactive mode, it enumerates the first 20 000 squarings of our constant, similar
to the non-interactive mode of primes.

Figure 5 shows the results for both modes. The short running times of the
interactive mode for 10 000 queries means that each query was handled within a
rather short time, hence the program more heavily interacted with the monitor.
However, as we see, the write-buffering optimization reduces those overheads
significantly. The overheads are less severe for the non-interactive mode, where
programs even without monitoring take about four times as long to emit twice
the output of the interactive mode. Even so, the write-buffering optimization
reduces the overheads to quite low levels.

Sort For this benchmark, we implemented Insertion-Sort in C, Merge-Sort in
Java, and Quicksort in Python. In interactive mode, they accept three sorts of
commands: one to add a number to a currently maintained list, one to print
the list in sorted order, and one to clear the maintained list. The input we
generate for interactive mode sorts the list on roughly every 10th command, and
clears it after roughly every 6 of those, which makes for relatively short lists,
but still a high output-to-input ratio. In non-interactive mode, the programs
read in a list of 100 000 numbers from a file, sort it, and print the result. As an
interesting variation, we give each program a different permutation of the same
list — as this does not affect the results of sorting those lists, the programs still
produce the same out. In this way, this benchmark simulates different ways in
which programs may keep private data. The net result of this setup is that the
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programs do a batch of reading first (except for the C program, whose insertion
sort is running while reading the list), followed by a large burst of writes (this is
also true for the C program). As we can see in Figure 6, the high rates of writes
for both modes can cause quite extreme overheads, which again can be brought
down significantly with our write-buffering optimization.
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Program 1 Program 2 WT-1 WT-2 WT Overhead WT-O Overhead-O

S
m

l
Q

s C C 3.11s 3.11s 3.13s 0.56% 3.13s 0.69%
C Java 3.11s 3.82s 3.87s 1.31% 3.80s -0.33%
Java Java 3.82s 3.82s 3.84s 0.69% 3.92s 2.74%

L
rg

Q
s C C 1.83s 1.83s 1.87s 1.94% 1.84s 0.35%

C Java 1.83s 2.32s 2.36s 1.79% 2.33s 0.63%
Java Java 2.32s 2.32s 2.48s 7.17% 2.33s 0.56%

N
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n
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Program 1 Program 2 WT-1 WT-2 WT Overhead WT-O Overhead-O

C C 0.40s 0.40s 0.43s 8.06% 0.42s 4.53%
C Java 0.40s 0.66s 0.69s 4.80% 0.67s 2.74%
C Java-E 0.40s 0.28s 0.56s 39.80% 0.47s 17.63%
C Python 0.40s 4.22s 4.25s 0.75% 4.32s 2.35%
Java Java 0.66s 0.66s 0.77s 17.75% 0.69s 5.10%
Java Java-E 0.66s 0.28s 0.77s 16.68% 0.68s 3.66%
Java Python 0.66s 4.22s 4.42s 4.72% 4.33s 2.70%
Java-E Java-E 0.28s 0.28s 0.38s 33.33% 0.31s 7.94%
Java-E Python 0.28s 4.22s 4.32s 2.31% 4.35s 3.20%
Python Python 4.22s 4.22s 4.49s 6.48% 4.33s 2.57%

Fig. 7. Full Benchmark Results for Primes

Primes For this benchmark, we picked two algorithms to determine primality:
the Sieve of Eratosthenes and the Baillie-PSW [35] primality test. We imple-
mented the former in C and the latter in Java. The programs have two modes.
In interactive mode, they accept a stream of queries for either the n-th prime
number or whether a given number n is prime, and produce a corresponding
answer. In non-interactive mode, they simply enumerate all the primes up to
a certain index, in our case up to the 10 000th prime. For that mode, we also
included another Java (“Java-E”) and a Python implementation of the Sieve of
Eratosthenes.

Figure 7 shows the average running times (in seconds) of 20 runs for each
language on its own (WT-1/WT-2) and in a paired monitored setting (WT),
and the corresponding overhead. For the interactive mode, in one run we gen-
erated 300 queries with n < 4 000, and in the other, we generated 10 000 such
queries with n < 500, trading off internal computation time vs. interaction with
the system. As we see, the overhead is negligible for the fewer requests where
both programs spend more time simply computing the response, while it is still
relatively low for programs where our monitoring code is invoked more often.
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The overheads for the non-interactive version are significantly higher — they
are writing significantly more lines than the interactive version in less time, so
we also ran it under the write-buffering optimization mentioned above (results
shown in the “-O” columns), which drastically improves our results. Overall,
Java seems to suffer the most from being run side-by side with another pro-
gram; however this is also true for just running the Java program twice at the
same time without monitoring. We believe the cause to be the optimization be-
havior of the JVM, which spawns around 12 threads for these single threaded
applications. In so far as the negative overhead of the C/Java pairing is not a
measuring artifact, it is likely for similar reasons as the negative overheads for
the echo benchmark.


