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Abstract

In this paper, we provide a method that allows to construct parametric curves having (or not)
non—ordinary singularities and having (or not) neighboring points. This method is based on a
characterization of the non-ordinary singularities and neighboring points by means of linear
equations involving the given parametrization. As a consequence, we obtain an algorithm
that constructs a parametrization which contains a given point, P, as a singularity as well
as some additional information as for instance, the order of P, parameters corresponding
to P, multiplicity of each parameter and the singularities in the first neighborhood of the
singularity P.

Keywords: Rational curve parametrization; Algebraic curve; Singularities of an algebraic
curve; Non—ordinary singularity

1. Introduction

Rational algebraic curves and surfaces (i.e algebraic curves and surfaces that can be
rationally parametrized) are an important topic of geometric and algebraic investigation.
They have applications for instance in number theoretic problems, in models of biological
shapes, in error—correcting codes, in cryptographic algorithms and of course, they are central
objects in Computer Aided Geometric Design (CAGD).

A rational algebraic curve can be represented in different ways, such as implicitly by defin-
ing polynomials, parametrically by rational functions, or locally parametrically by power se-
ries expansions around a point. These representations all have their individual advantages;
an implicit representation lets us decide easily whether a given point actually lies on a given
curve, a parametric representation allows us to generate points of a given curve over the
desired coordinate fields, and with the help of a power series expansion we can for instance
overcome the numerical problems of tracing a curve through a singularity.

Many authors have studied different problems related to rational curves assuming that
the original curve was given implicitly. However, the knowledge of the curve from the
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defining parametrization is an essential point. Computer Aided Design (CAD) programs
use, generally, parametric representation of curves and this is why the study and manipu-
lation of curves from a parametrization is so interesting (see e.g. [7], [12], [13], [14], [18]).
In this context, when one is plotting a curve, the presence of selfintersections and cusps
could become an obstacle in CAGD. Consequently, the detection of the singular points of
an algebraic curve is important and one has to understand its geometry. Here, rational
parametrizations provide interesting approaches from the computational point of view. For
instance, for the case of parametric plane curves, some interesting results are provided in [8],
where the singular points are computed using the implicitization matrix derived from the
p—basis of the curve. In addition, a conjecture is presented which concerns the computation
of the parameter values corresponding to all the singularities, from the Smith normal forms
of certain Bézout resultant matrices derived from p—bases. In [15] it is provided a technique
to detect the singularities of rational parametric planar curves and to compute the correct
order of each singularity including the infinitely near singularities without resorting to blow
ups. The approach uses a pu—basis for the parametrization to construct two planar algebraic
curves whose intersection points correspond to the parameters of the singularities including
infinitely near singularities with proper multiplicity. This approach extends the Abhyankar’s
method presented in [1]. In [16], authors prove the conjecture of Chen et al. in [8] concerning
how to calculate the parameter values corresponding to all the singularities, including the
infinitely near singularities, of rational planar curves from the Smith normal forms of certain
Bézout resultant matrices derived from p—bases. In [17], it is reviewed the state-of-the-art
results in p—bases theory and applications for rational curves and surfaces, and raise un-
solved problems for future research. In [29], a natural one to one correspondence is derived
between the singular points of a rational planar curve and the axial moving lines that follow
that curves. This correspondence is applied to compute and analyze the singular points of
low degree rational planar curves by using p—bases. In [5], it is introduced a new implicit
representation of the curve which consists in the locus where the rank of a single matrix
drops. From this representation, one may compute the singularities of the given curve. In
6], it is given a complete factorization of the invariant factors of resultant matrices, built
from birational parameterizations of rational plane curves, in terms of the singular points of
the curve and their multiplicity graph. This also allows to prove the validity of some con-
jectures introduced in [8]. A new technique for detecting singularities is introduced in [28].
The idea is to compute a p—basis for the parametrization and to generate, from this p—basis,
three planar algebraic curves of different bidegrees, whose intersection points correspond to
the parameters of the singularities. In order to find these intersection points, a new sparse
resultant matrix for these three bivariate polynomials is constructed. Afterwards, authors
compute the parameter values corresponding to the singularities by applying Gaussian elim-
ination to the resultant matrix. In [2], authors use the projection from the rational normal
curve to the given curve and its interplay with the secant varieties to the normal curve.
Thus, certain zero dimensional schemes are defined, which encode all the information about
the singularities. In [21], a method for detecting and analyzing the singularities of a rational
curve (including the non-ordinary ones) by computing a univariate resultant, is provided.
This approach generalizes some previous results presented in [1], [11], [23] and [30]. The
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study of singularities in parametric space curves has been addressed in [5], [24], [28] and
29].

In this paper, we provide a method that allows to construct parametric curves having
(or not) non-ordinary singularities and having (or not) neighboring points. From this ap-
proach, we present an algorithm that outputs a parametrization of a rational curve having
singularities at some given input points. In this algorithm, the singular point P, the order
of P, the parameters corresponding to P, the multiplicity of each parameter, as well as
singularities in the first neighborhood of P, are fixed as the input of the problem. As output
of the algorithm, we obtain a rational curve defined parametrically with the singularities
(and their properties) fixed in the input. Thus, the algorithm presented is very useful for
constructing examples related to singularities, and then, the results in this paper are very
important in the frame of practical designing of engineering and modeling applications.

The method developed in this paper is based on the characterization of non—ordinary sin-
gularities and neighboring points by means of linear equations involving the given parametriza-
tion. For this purpose, we first study the singularities of a given algebraic projective curve
C in terms of a rational projective parametrization P(t) defining C. Since we treat with
non—ordinary singularities, we analyze the basic properties of such singularities in terms
of algebraic properties involving P(¢). It began as an attempt to understand the resolu-
tion of singularities, from the parametric point of view, without implicitizating. We remind
that non—ordinary singularities have to be treated specially since a non—ordinary singularity
might have other singularities in its “neighborhood”. The analysis of such neighborhoods
is the topic of the field of resolution of singularities (see e.g. [33]). The problem with these
singularities is that they have multiple tangents, and these multiple tangents are resolved
by “blowing up” the singularity (see [4], [10] or [31]).

Although the techniques used in the paper are not novel, most existing textbooks explain
the problem dealt in this paper in the language of implicit equations. Here, we translate
every detail of the definitions and resolutions into the language of parametric equations,
which are quite helpful to CAGD.

In this paper, we treat only with rational algebraic plane curves, although the results
and methods can be easily generalized to rational curves in the affine n—space. Furthermore,
the approach obtained here provide some ideas that could be used to solve a similar problem
for the case of surfaces. For this purpose, one could start by using, for instance, the results
obtained in [22]. As a future work, we will deal with this problem and additionally, we
propose the study of an important problem in the frame of practical designing of engineer-
ing and modeling applications. More precisely, we intend to analyze the free parameters
obtained in the output parametrization of the algorithm presented in this paper. These free
parameters will allow to model the output curve depending on the practical applied problem
one is dealing with.

The structure of the paper is as follows: In Section 2, we introduce the terminology
that will be used throughout this paper as well as some previous results. In Section 3,
given a projective plane curve C defined parametrically by P(t), we show how to compute
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the tangents of a point P € C from P(t). From this computation, we obtain Theorem 2
that characterizes non-ordinary singular points and provides an algorithm that allows us
to construct a rational parametric curve that has non-ordinary singularities at some given
input points. Section 4 is devoted to the analysis and construction of a rational curve
parametrization with non—ordinary singularities and neighboring points. Thus, the main
idea is to generalize Section 3 to the case on whether some neighboring points appear. For
this purpose, we first summarize the process of blowing up a singularity (see Subsection
4.1). Afterwards, we blow up a singularity from a given parametrization, and we obtain
some algebraic conditions (see Theorems 3 and 4) that allow us to characterize the form of
a parametrization that defines a curve having non—ordinary singularities and neighboring
points. From these results, a new algorithm is derived (see Subsection 4.2). This algorithm
outputs a parametrization which contains a given point, P, as a singularity as well as some
additional information as for instance, the order of P, the parameters corresponding to P,
and the multiplicity of each parameter and the singularities in the first neighborhood of the
singularity P. Finally, some conclusions and future challenges are presented in Section 5.

Throughout the whole paper, we outline all the results obtained with examples where we
show how to construct rational parametrizations with some previously given singularities.

2. Notation and preliminaries

In this section we introduce the notation and terminology that will be used throughout
the paper. In addition, we recall some basic results on parametric curves. These results will
be used throughout the subsequent sections.

In the following, we assume that we give a parametric plane curve. However, all the
results presented in the paper can be easily generalized to rational curves in the affine
n-space.

Notation and Basic Notions

Let K be an algebraically closed field of characteristic zero, and let K* = K\ {0}. Let
F(z1,x2) be the defining polynomial of a rational affine irreducible curve C, and let

P(t) = (pi(t), p2(t)) € K(¢)?,

be a rational parametrization of C, where p;(t) = p;(lt()t),i = 1,2, and ged(p11,p21,p) = 1.
Let deg(P(t)) = max{deg(p11),deg(p21),deg(p)}. We may assume w.l.o.g (without lost
of generality) that P is proper (i.e. invertible). Otherwise, we reparametrize it using, for

instance, the results in [20].

_ We observe that the corresponding projective curve C is defined by the homogenization
F(x1,x9,23) of F(x1,x2). Therefore, if we write

F(x1,20) = Fy(x1, ) + Fyo1(x1,22) + -+ - + Fy(x1, 22),
4



where Fj(x1,x2) is a homogeneous polynomial of degree k, and F,; # 0, then

F(xy, 29, 73) = Fy(w1,29) + Fy_1(z1, 22) 73 + - - - + Fo(01, 70) 75,

Thus, the projective parametrization of C is defined by P(t) = (P1.1(t), P2 (t), p(t)) . Fi-

nally, we represent by P(t,s) the homogeneous parametrization of C obtained from the
homogenization of P(t).

Every affine point (a,b) on C corresponds to a point (a : b : 1) of the projective plane P?
on the curve C, and every additional point on C is a point at infinity. In other words, the
first two coordinates of the additional points are the non—trivial solutions of Fy(x,y). Thus,
C has only finitely many points at infinity.

Any rational parametrization P(¢) induces a natural dominant rational mapping ¢p
from the affine line onto the curve. When we study the properness of P(t), we analyze the
injectivity of ¢p over almost all values in K. The mapping ¢p is dominant thus, in general,
it might not be surjective, and hence some points of the algebraic set are missed. In fact, it
is said that P(t) is normal if and only if ¢p is surjective or equivalently if and only if for all
P € C there exists ¢y € K such that P(ty) = P.

In [25], it is proved that any affine rational parametrization P(t) generates, when the
parameter, t, takes values in an algebraically closed field, all affine points on the curve with
the exception of at most one point which we will refer as the critical point of P(t). In fact,
it is shown that any affine parametrization can always be reparametrized into a normal one
(see Subsection 6.3 in [26]).

Singular Points

Singular points play an important role in the theory of algebraic curves. In the following,
some basic notions and results are reviewed (see [4], [10], [26], [27] or [31]).

Definition 1. Let P = (a,b) € C. We say that P is a point of multiplicity ¢ on C if and
only if all the derivatives of F up to and including the (¢ — 1)-th vanish at P but at least
one {—th derivative does not vanish at P.

P is called a simple point on C if and only if the multiplicity is 1. Otherwise, we say that
P is a multiple or singular point (or singularity) of multiplicity £ on C or an (-fold point.

Observe that the multiplicity of C at P is given as the order of the Taylor expansion of
F at P. The tangents to C at P are the irreducible factors of the first non-vanishing form
in the Taylor expansion of F' at P, and the multiplicity of a tangent is the multiplicity of
the corresponding factor.

For analyzing a singular point P on a curve C we need to know its multiplicity but also
the multiplicities of the tangents at P. If all the ¢ tangents at the /-fold point P are different,



then this singularity is called ordinary, and non—ordinary otherwise. Thus, we say that the
character of P is either ordinary or non—ordinary.

As far as projective curves are concerned, we observe that every point at infinity can be
transformed to a point at finite distance by a change of coordinates.

In order to compute the affine singularities, one just has to find the finitely solutions of

the system of algebraic equations {F = g—gi = 88_52 = 0}, and to determine the singularities

at infinity one can dehomogenize F(z1, 23, r3) with respect to another variable. Also, one
can look for the non—zero projective solutions of { g—z = g—z = g—i = 0}. In this case, P be
a singularity of multiplicity ¢ on C if all the (¢ — 1)-th partial derivatives of F(z1,zs,x3)
vanish at P and at least one (—th partial derivative of F'(z1,x9,23) at P does not vanish
(see Theorem 1). We remark that every curve has only finitely many singularities.

From the parametric point of view that is, if the given plane curve C is defined parametri-
cally, a method for computing the singularities and their multiplicities without knowing the
defining polynomial of C is provided in [21]. In addition, it is presented a complete analysis
of the non—ordinary singularities.

In the following, we discuss three equivalent definitions of a singularity of order ¢ on a
rational curve. This result is proved in Theorem 21 in [32].

Theorem 1. Let C be a rational plane curve defined by the homogeneous parametrization
P(t,s) and its corresponding implicit equation F(zy,z9,73) = 0. Let P be a singularity of
multiplicity £ on C. The following statements are equivalent:
1. All (¢ — 1)-th partial derivatives of F(x1,x9,23) vanish at P and at least one (~th
partial derivative of F(x1,12,73) at P does not vanish.
2. The number of intersections, counted with multiplicity, of a generic line with the curve
at the point P is (.
3. The number of parameters (t,s) corresponding to the point P is {.

Remark 1. Let C be a plane curve defined parametrically by P(t) = (p1(t), p2(t)), pi(t) =
p;ét()t), i =1,2, and let P = P(sg) € C. In order to determine the multiplicity of P, one
computes ged(G(t, so), Ga(t, s0)), where G;(t,s) = pi1(t)p(s) — pia(s)p(t), i = 1,2. One
has that ¢ = deg(ged(Gi(t, o), Ga(t,50))) (see Theorem 17 and Corollary 1 in [21]). In
addition, the computation of singular points can be done by applying Theorem 11 in [21].

More precisely, if P is a singularity, then T(so)M (so)p(so) = 0, where
T(s) = Resi(G1/G, Go/G), M(s) = ged(le(G,t), le(Ga,t)), G(t,s) = ged(Gi(t, s), Ga(t, s)),

and Res(p, q) denotes the univariate resultant of two polynomials, p,q, w.r.t the variable t,
and lc(p, t) is the leading coefficient of p w.r.t the variable t.

If the point P € C is a point at infinily or a critical point, one considers a new
parametrization reaching the point P (see Remark 3), and one reasons similarly as before.



3. Construction of a rational curve parametrization with non—ordinary singu-
larities

In this section, we present an algorithm that outputs a parametrization of a rational
curve having singularities at some given input points. In this algorithm, the singular point
P and some additional information as the order of P and the parameters corresponding
to P, are fixed as the input of the problem. As the output of the algorithm, we obtain a
rational curve defined parametrically with the singularities fixed in the input. Thus, the
algorithm presented is very useful in the frame of practical designing of engineering and
modeling applications since it allows to construct examples related to singularities.

The ideas used are based on the characterization of non—ordinary singularities and neigh-
boring points by means of linear equations involving the given parametrization. We recall
that non—ordinary singularities have to be treated specially since a non—ordinary singularity
might have other singularities in its “neighborhood”. The analysis of such neighborhoods is
the topic of the field of resolution of singularities (see e.g. [33]) and it will be deeply treated
in Section 4.

To start with and in order to check whether a singularity is ordinary or not, one has to
analyze the tangents (we recall that non—ordinary singularities are singular points having
multiple tangents). Hence, we first recall how to compute the tangents from a given rational
parametrization P(t) = (p1(t), p2(t)), pi(t) = pi1(t)/p(t), i = 1,2, of a plane curve C.

Consequently, we obtain a result that allows us to characterize whether a point P € C
is a non—ordinary singularity by analyzing some equalities involving the parametrization
P(t) = (p1.1(t), p2a(t), p(t)) (see Theorem 2). We show how these equalities can be used to
construct a rational parametric curve having non—ordinary singularities at some given input
points (see Algorithm Parametrization Construction with Singularities).

For this purpose, we denote by

K.
PO = G0, W 0). (0 = T, i= 12, k=12,

and P9 (t) := P(t). We assume that we have r + 1 places with center at P € C, given by
P(s;) + t™P™)(s;)
where P =P(s;), s; €K, 7=0,...,r, (s; #s;fori,ke{0,...,r})
Pk)(sj) =(0,0), forj=0,....,r and k=1,...,m; —1 (if m; > 2),
and ij)(sj) # 0 or p;”)(sj) # 0 for j = 0,...,7 (see e.g. [4] or [31]). Since the curve
tangents of C at P consist of the tangents to the places of the curve that are centered at P

(see [12]), we conclude that the tangents of C at P are the lines defined parametrically by

T;(t) = P(s;) + t™P™)(s;), j=0,...,r
7



The notation can be extended analogously to the projective space and in particular, to P(t).

Under these conditions, the multiplicity of P is {p = Z;:o m;, and the tangents of C
at P are the lines parametrized by T;(t) € K(¢)?, each of multiplicity m;, 7 =0,...,r (see
Theorem 17 and Corollary 1 in [21]). We should note that some of these lines could be equal
that is, if for instance T} (t) and Ty(t) parametrize the same line, then the tangent that they
define would have multiplicity m, + ms.

Furthermore, taking into account Theorem 1, we have that P is a singularity if and
only if » > 1 or r = 0 with mg > 2. In addition, from the notions of ordinary and
non-ordinary singularity introduced in Section 2, we get that P is ordinary if and only if
mj=1,7=0,...,r, and the r + 1 tangents defined by T}(t), j = 0,...,r, are all different.

Using the preliminaries previously introduced, we prove Theorem 2 that characterizes
whether a point is a non—ordinary singularity and computes its tangents. For a simpler
handling and easier understanding of the results, throughout what is left in the paper, we
work in the projective space and thus, we consider the projective parametrization P(t). In

addition, we denote by fk) de derivative of order k£ w.r.t ¢ of all the components of the
projective parametrization P(t).

Theorem 2. A point P € C is a non—ordinary singularity if and only if one of the following
statements hold:

1. There exists at least sy € K such that P = P(sq) and 7_3k)(50) = MoP(80), for some
Mo €K, and k =1,2,...,mg —1,mg > 2. In this case, we have a tangent line of
multiplicity mg defined parametrically by

To(t) = Plso) + P (s0),

and P is a non—ordinary singularity of multiplicity {p > my.
2. There exist at least sg, 51 € K, sg # 81, such that P = P(sq) and

P(s0) = 51P(s1), for some By € K*

and
k) —

P (s5) = M jP(s;), for some N\; €K, and k=1,2,...,m; — 1

with m; > 2 for j=0o0rj=1, or
P (s0) — aapl (s1) = (0™ (50) — ap™(s1))pi(s1), for some oy € K* and i = 1,2.

In this case, we have two tangent lines of multiplicity m; defined parametrically by

Ti(t) = Plsi) +tP"(s), i =0, 1,
respectively, and P is a non-ordinary singularity of multiplicity {p > mgy + my.
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Proof. Taking into account the preliminaries previously introduced, if P is a non—ordinary
singularity then, one of the following statements hold:

1. There exists at least s, € K such that P = P(sg) and P¥(sy) = 0, for k =

1,2,...,mg — 1. This last equality is equivalent to 7_3k)(50) = MoP(s0), where Ao =
P (s0)/p(s0) € K. Indeed: it holds that

1) 1
1) o) = P1,1(80)p(30) - p1,1(80)p )(80)
b (50) = p(80)?

)

and in general, if pg)(sg) =0,7=1,...,r—1, one gets that

_ Pa(s0)p(50) — pia(50)p”(s0).

P(30)2

7 (50)

Since pf)(so) =0,k=1,2,...,mg— 1, from the above equality, we get that

p%(So)P(So) = pz‘,1(30)pk)(30)
which implies that pi)l(so) = AoPin(So0), with Ao = P (s0)/p(s0) € K.

2. There exist at least sg, s1 € K, sg # s1, such that P = P(sq) = P(s1) and P¥(s;) =
(0,0), for k =1,2,...,m; —1 (if m; >2for j =0 or j = 1) or P™)(s9) = e, P™(s1),
for some ¢; € K* (note that this last equality implies that T and 77 parametrize the
same tangent line; this condition is mandatory if mg = m; = 1).

Hence, taking into account that P¥(s;) = (0,0) for k = 1,2,...,m; — 1 (if m; > 2
for j = 0 or j = 1) and using statement 1, one deduces that 7_7k)(sj) = A\.;P(s;), for
some A ; € Kand k= 1,2,...,m; —1 (if my > 2 for j =0 or j = 1). In addition,
since P(sg) = P(s1), we get that P(sg) = S1P(s1) for 1 = p(so)/p(s1) € K*. Finally,
let us see that
Pt (s0) = npl (1) = (0" (s0) — aap™(s))pi(sr), i =12, an €K
Indeed: using the proof of the first statement, and the fact that pf)(sj) =0,k =
L,...,m; — 1 (if m; > 2), we get that
m;)

P (s;) = pii (5;)p(s;) — pia(s;)p™)(s;)
- P

From P™)(sy) = ¢;P™)(s;), we have that

Li=1,2,m;>1, j=0,1.

P (s0)p(50) = pin (50)p™ (s0) i (s1)p(51) — pat(51)p™ (51)
P(80)? p(s1)?
and using that P(sq) = 8P (s1) for B = p(so)/p(s1) € K*, we deduce that
p%O)(SO) - Clﬂlpﬁl)(sl) = (p™(s0) — c1B1p™ (s1))pi(s1), i = 1,2.
We consider a; := ¢4 € K*.




Reciprocally, one may easily check that if one of the statements holds then, P € C is a
non-ordinary singularity. |

For a parametrized curve, there are two kinds of singular points, the self-crossing points,
which are the points that can be obtained via P(t) with several values of the parameter t,
and the stationary points, for which both derivatives (with respect to the parameter t) of
P(t) are zero. In addition, a self-crossing point may also be a stationary point for some
parameter values that define the point. Note that statement 1 in Theorem 2 has to do with
stationary points, and statement 2 in Theorem 2 has to do with self-crossing points.

We observe that, in Theorem 2, we get that £p > mg or £p > mg + my (statement 1
and 2, respectively) since it could be more points s; € K satisfying equalities obtained in
the theorem. Note that we state that there exists “at least” one value (statement 1) or two
values (statement 2) of the parameter ¢ satisfying the obtained conditions. If more points,
s; € K, are considered in statement 2 (i.e. j > 2), then we get the same equalities with
sj, j > 2, instead of s; (see also Algorithm Parametrization Construction with Singularities).

In addition, we also get the following remarks concerning to Theorem 2.
Remark 2. 1. Condition
p??lo)(so) - alpzlf)(sl) = (p™) (s50) — arp™ (s1))ps(s1), for some oy € K* and i = 1,2

must be necessarily satisfied if mo = mqy = 1; otherwise, this condition is not mandatory
and only condition

fk)(sj) =\ ;jP(sj) fork=1,2,....m; —1, withm; >2 forj=0o0rj=1

has to be satisfied so that P is non—ordinary singularity.

In addition, note that condition

p??lo)(so) — alpzlf)(sl) = (p™) (s50) — arp™ (s1))ps(s1), for some oy € K* and i = 1,2

implies that To(t) and T1(t) parametrize the same tangent line. In addition, condition
ﬁk)(sj) =\ ;jP(sj) fork=1,2,....m; —1, withm; >2 forj=0o0rj=1

implies that the tangent line deﬁ_ned by Tj (for j =0 or j = 1) is a multiple line.
2. If only the equality P(so) = BiP(s1) holds in statement 2 of Theorem 2, then P =
P(so) € C is a singularity of multiplicity {p > 2. Additionally, if P(t) satisfies that
7_Dk)(5j) = \e;P(sj), forsome\p; EK, k=1,2,...,m; —1,
with m; > 2 for j =0o0rj=1, or
pzlf)(so) — alpzlf)(sl) = (p™) (s50) — a1p™ (s1))ps(s1), for some oy € K* and i = 1,2

then, P is non—ordinary and {p > mo + mq. In this sense, we note that if the second
equality above does not hold, we are in the conditions of statement 1 in Theorem 2.
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Remark 3. Theorem 2 characterizes whether a point, P = (a; : ay : 1) € C such that
P(so) = (a1,a2), so € K, is a non—ordinary singularity (i.e. we assume that P is an affine
point and it is not the critical point). Furthermore, we also provide a method for computing
the tangents of P. For the critical point and points at the infinity, we reason as follows:

1. Let (a1, az2) be a critical point of P(t). We consider a change of variable in P(t) such
that (ay, as) is generated by the new parametrization (note that the tangents of a ratio-
nal curve at a point are invariant under changes of variable in the parametrization).
For instance, one may take Q(t) = P(1/(t —a)), where a € K and p(a) # 0. Note that
Q(a) = (ay,a3). Then, we apply Theorem 2 to the projective parametrization obtained
from Q(t), and so = a.

2. For points at infinity, (ay : as : 0), we consider Q(t) = (p11/p2.1,p/p21) or Qt) =
(p2.1/P11, P/P11), depending on whether az # 0 or ay # 0, respectively. Then, we apply
Theorem 2 to the projective parametrization obtained from Q(t).

In Example 1, we apply Theorem 2 to show that (=2 : 6 : 1) and (0 : 0 : 1) are two
non-ordinary singularities of multiplicity 3.

Example 1. Let C be a plane curve over C defined parametrically by P(t) =
<(t —1)2(t — 2)(263 + 26> + 5t + 2) (t — 1)*(t — 2)(2t* — 61 — 15t — 6) 13 )
2 ’ 2 4 '

-1 42834+ —¢2

Observe that:
1. For sy = 0, it holds that ﬁk)(so) = MoP(s0), k = 1,2, where \y = 0, \y = —3/2.
Thus, we have a tangent line of multiplicity my = 3 defined parametrically by

Tot) = Plso) + P (so) = (2 + 3¢, —6 + 39t, —1 + 12¢).

Then, P = P(sy) = (=2 : 6 : 1) is a non—ordinary singularity of multiplicity {p =
moy = 3.
2. For sy =1, s; = 2, it holds that

P(s0) = 21/368P(s1) = (0: 0:21/4), and P (so) = 21/74P(s0) = (0: 0 : 37/2),

Hence, there exist two tangent lines of multiplicity mo = 2 and m; = 1 defined para-
metrically by

To(t) = Plso) + P (s0) = (—11¢,25¢,21/4 + 97/2t),  and

To(t) = P(sy) + 1P (s1) = (18t, —22t,92 + 229¢),

respectively (note that Ty and Ty parametrize different lines). Thus, P = P(sy) = (0 :
0:1) is a non—ordinary singularity of multiplicity {p = mqy + my = 3.
11
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Figure 1: General view of curve C (left) and detailed view of the singular points (0: 0: 1), (—2: 6 : 1) (right)

From Theorem 2, we also obtain an algorithm that outputs a parametrization of a rational
curve having singularities at some given input points. For simplicity, we outline here the
algorithm when only an input affine point is considered. If more than one point is given, one
may apply recursively the algorithm. For this purpose, the input considered is the output
obtained the last time that the algorithm was executed.

Thus, given a point P = (a; : as : 1), three polynomials of degree d > 3 with undeter-
mined coeflicients, some (different) points s; € K and m; € N, j = 0,...,r, and some sets
Sn = {j1,-- 1.}, e € {0,...,7}, the algorithm outputs a rational curve C defined by a
parametrization P(t) of degree d having a singularity at P of multiplicity £p > mo+---+m,

and such that for each input set, S,, the tangents 7;(t), j € S,,, parametrize the same line.

_ We have that P is ordinary if and only if m; = 1,j = 0,...,r, and the tangents
Ti(t),j=0,...,r, are all different (that is, no sets S, are given in the input of the algo-
rithm). Otherwise, P is a non—ordinary singularity.

We observe that the algorithm assumes that the given point is an affine point, and it is
not a critical point (otherwise, one applies Remark 3). Finally, we remark that the algorithm
can be easily generalized for space curves.

12



Algorithm Parametrization Construction with Singularities.

Input:
e apoint P = (a;:as:1).
o s;c Kandm; €N, for j =0,...,7 (s; # 55, 4,7 € {0,...,7}).

e d € N, d > 3, and polynomials p;1(t),p(t) € K[t], i = 1,2, of degree d, with
undetermined coefficients.

o sets S, ={j1,-- -, g bk €{0,....r}H, k=1,...,l,and n=1,2,....

Output: a rational curve, C, defined by a parametrization P(t) of degree d that has a
singularity at P of multiplicity /p > mg+ - - - + m,. and such that for each n = 1,2, ...
the tangents T';(t), j € S,,, parametrize the same line.

1. Consider the linear equations

pLa(s;) = Bjaw = p2a(s;) — Bjae = p(s;) = B3 =0, =0,....r,
and for s; € K with m; > 2,5 =0,...,r,

k k
pl?l(sj) — Ak, j01 = pQ?l(sj) — g2 = pk)(sj) —X; =0, k=1,2...,m;—1.

If no sets S, are given, choose a solution satisfying that for j = 0,...,r,

B; # 0 and lelj)(sj) — Mm@ # 0 (for i = 1 or 2) or p™(s;) — Ayj # 0.
Substitute the solution in p;;(t),p(t), ¢ = 1,2, and return the parametrization
P(t) = (p11(t), p21(t), p(t)). Otherwise, go to step 2.

2. For each S, and j, € S,,, consider the equations

pi,IJO (Sjo) - Oéjlpi,lj1 (Sjl) = (p ]D)<3j0> — Q5 p jl)(sjl))&h = 1727

for every j; € S,,. Solve these equations and the equations obtained in step 1, and
choose a solution satisfying that for j = 0,...,r, a;3; # 0 and p?ff)(sj)—)\mwai #*
0 (for i = 1 or 2) or p™)(s;) — A ; # 0. Substitute the solution in p; 1 (t), p(t), i =
1,2, and return the rational parametrization P(t) = (p11(t), p2.(t), p(t)).

Remark 4. 1. Note that for every j = 0,...,r, it should be satisfied that o;3; # 0 and
pzlf)(sj)—)\mj,jai #0 (fori=10r2)orp™(s;)—M; # 0. Under these conditions, the
algorithm outputs a parametrization if and only if there is a solution to the equations
obtained in steps 1 and 2, and the previous inequalities. Observe that in order to find
these solutions, one may proceed as follows: one solves the equalities obtained from
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the linear equations appearing in steps 1 and 2. Afterwards one checks whether the
solutions obtained satisfy the inequalities imposed.

. Depending on the input of the algorithm (e.g., if only a point is considered and there are
enough free unknowns), we may give particular values to the parameters aj, 5, Ay j €
K, to construct the parametrization P(t). For instance, if we consider Bj =My =1
and o, = p™io)(s;,) /p")(s),), we obtain simpler equations.

. Observe that the input of the algorithm is given over an algebraically closed field of
characteristic zero, K. Thus, the equations and the solutions as well as the output of
the algorithm will be over K. In general, for practical applications, one considers the
field of complex numbers C.

. Theorem 2 characterizes non—ordinary singularities. In fact, there are two cases: either
a multiple tangent line at an irreducible branch curve, or two irreducible branch curves
having the same center and tangent line. Statement 1 of Theorem 2 corresponds to the
first situation, and statement 2 of Theorem 2 mizes both situations (see statement 2 of
Remark 2). The algorithm is formulated using statement 2 since this item includes the
two cases. If one needs to have a multiple tangent line at an irreducible branch curve
(first case), then one only has to impose that the equality in step 2 of the algorithm
does not hold.

In the following example, we illustrate the previous algorithm and we show how to

construct a parametrization with a non—ordinary singular point of multiplicity 3.

Example 2. Let us construct a rational curve, C, over C defined by a parametrization P(t)
of degree d = 5 having a non-ordinary singularity at P = (0 : 0 : 1) of multiplicity 3.
For this purpose, we apply Algorithm Parametrization Construction with Singularities. Let
so=0,s1 =1, mg =2, my =1, the generic polynomials

p1a(t) = ag + art + agt® + ast® + agt* +1°, P21 (t) = b + byt + bot? + bst® + byt +1°,

p(t) = co + it + cot® + et 4+ eqtt + 17,

and 81 = {0,1}. In step 1 of the algorithm, we consider the equations

p11(s;) = paa(s;) = p(s;) —B;=0,7=0,1, and P&(So) = p§?1($0) =p"(s0) = Ao = 0.

In addition, since S; = {0,1}, let

P (s0) — arpy (s1) = P2y (s0) — cupy)i (s1) = 0

(see step 2). We solve these equations and we get that the solution satisfies the inequal-
ities of step 2 if aj(ag — by) # 0 (see statement 1 in Remark 4). Thus, we substitute
the solution in p;1(t),p(t), i = 1,2, and the algorithm returns the rational parametrization

Pt) = (p11(t), paa(t), p(t)), where

14



pl,l(t) = tz(—]. + t) (t2a1 + 2(12t + O(lagt - Otlt - CLQOél)/Oél
pgyl(t) = tQ(—l + t) (tQOél + 2b2t + Oélet — Oélt — bgal)/()él,
p(t) =y + )\l’gt + CQtQ + C3t3 + C4t4 + t5.

Note that P(t) satisfies that the tangent lines parametrized by To(t) and T1(t) are the
same line (see statement 2 in Remark 2). In addition, we observe that from the algorithm
we get that {p > 3 since it could be more points s;,, € C (s;, # 0 and s;, # 1) such
that P(s;,) = P. However, in this case, one may check that only sy = 0, s; = 1 (with
mo = 2, my = 1) satisfy that P(so) = P(s1) = P. Thus, in this example, we may conclude
that Ep = 3.

Finally, we note that in this example, we could have applied statement 2 in Remark /,
and we would have obtained a simplified rational parametrization. Furthermore, we note
that we consider the field of complex numbers C although, in this particular case, since the
input of the problem and the solutions are obtained in the field of real numbers R, the output
parametrization is defined over R (see statement 3 of Remark 4).

In Figure 2, we plot the output curve C for some particular values of the undetermined
coefficients, and a detailed view of the singular point (0:0: 1).

0.061
0.044

0.02

-0.04+

-0.06

Figure 2: General view of curve C (left) and detailed view of the singular point (0:0: 1) (right)

4. Blowing up the singularities

This section is devoted to the analysis and construction of a rational curve parametriza-
tion with non—ordinary singularities and neighboring points. Thus, the main idea is to
generalize Section 3 to the case on whether some neighboring points appear.

For this purpose, in Subsection 4.1, we summarize the process of blowing up a singularity
and we illustrate it with an example. Afterwards, we blow up a singularity from a given
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parametrization, and we obtain some algebraic conditions that will allow us to characterize
the form of a parametrization defining a curve that has non-ordinary singularities and
neighboring points (see Subsection 4.2 and in particular, Theorems 3 and 4). Furthermore,
we show how these conditions can be used to construct a rational parametric curve that has
as non—ordinary singularities and neighboring points some given input points.

4.1. Description of the blowing—up process

In this subsection, we summarize the process of blowing up a given C at a non-ordinary
singularity P, and we introduce some notions, the delta invariant and the number of lo-
cal branches, which are associated to P. We recall that the problem with non—ordinary
singularities is that they have multiple tangents. One resolves these multiple tangents by
“blowing up” the singularity, by achieving the blow-ups by quadratic transformations of the
plane that are special birational maps of the projective plane onto itself (see [4], [10] or [31]).

We could proceed in the following way for obtaining these sequences of quadratic trans-
formations resolving the singularities of a given irreducible curve. The method consists in
recursively blowing up the given curve at the non—ordinary singularities:

Step 1. Let P be a non-ordinary ¢—fold point of C. Apply a linear change of coordinates,
L, such that P is moved to (0 : 0 : 1), none of its tangents is an irregular line (i.e. a
line ;7 = 0,29 = 0 or z3 = 0), and no other point on an irregular line is a singular
point on C.

Step 2. Apply the q_uadratic transformation T = (xex3, 123, T122) t0 C, getting the trans-
formed curve C;. It holds that:

e Qutside of the irregular lines, 7 preserves the multiplicity of points and their
tangents (and thus, its character).

e New ordinary singularities might be created at the points (1 : 0 : 0), (0:1:0)
and (0 : 0 : 1) which are called the fundamental points (observe that these points
do not correspond to any singular point in the input curve since in step 1, we are
assuming that and no other point on an irregular line is a singular point on the
input curve).

e The new curve C; might have singularities, also non-ordinary ones, on the irregu-
lar line x3 = 0. These singularities are obtained from P; that is, P is replaced on
C1 by points (1 : v :0) € Cy, with v # 0 (note that 7(1,7,0) = P). Some of them
might be singularities, also non—ordinary ones. We denote by &, := {P}, ..., Polé1 }
the set of points of multiplicities {],..., 0} }, € > 2, where B! = (1 : 7; : 0),
vi #0,1=1,...,a;. We say that & is the first neighborhood of P.

Step 3. Apply recursively steps 1 and 2 to C; until non-ordinary singularity is left. More
precisely, if some of the points in &; are non—ordinary, we get the second neighborhood
of P as the union of the first neighborhoods of these non—ordinary singular points.

16



The points in the second neighborhood of P are called the neighboring points of P at
its second neighborhood, and we denote it as & = {PZ ..., Pa22}. The multiplicity
and character of points at the second neighborhood are defined in a way analogous to
the one for points in the first neighborhood. In general, we will call any point in one
of the neighborhoods of P a neighboring point of P.

P lﬁ—fold point non-ord. ‘
T (L)
pl fi-fold ord. | p! ¢}, -fold non-ord.
L' (1st neighborhood) @1 | (1st neighborhood)
T(Ls)
p2 ft-foldord. | p2 EiQ—fold non-ord.
1| (2nd neighborhood) @2 | (2nd neighborhood)
T(Ln)
pn fy-fold ord. | n (7, -fold ord.
1| (nth neighborhood) @n | (nth neighborhood)
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It is proved that there are at most a finite number of singular points in the neighborhoods
of any point of an irreducible curve (see [31], pp. 82). Hence the analysis of a singularity
in terms of neighboring singularities is a finite process and leads to a complete classification
of all singular points. Observe that the process finishes when &, = @), for some m € N and
thus, this method always achieves an irreducible curve having only ordinary singularities in
a finite number of steps (see [10]).

Let P € C be a singularity of multiplicity £p. One can associate P its delta invariant, dp,
and the number of local branches, rp. The delta invariant is a very important number since
for instance, the genus of an irreducible plane curve is the number (d—1)(d—2)/2—3" p. 5 6p,
where d is the degree of the given curve, and S is the set of singular points. Intuitively
speaking, the delta invariant dp measures the number of double points concentrated at P;
i.e. p concentrates dp ordinary double points (see Subsection 7.4.1 in [18], Subsection 2.5.4
n [3] or Subsection 8.1 in [9]). For instance, let us consider an ordinary 3—fold point. When
moving one of the three lines slightly, we see that we find three ordinary double points in a
small neighborhood of the original singularity.

Taking into account the above sentences and the notation previously introduced, one
gets that the delta invariant is given as

op = Up(lp — 1)/2+zn:§:£g(€{ —1)/2

=1 i=1

where n is the number of neighborhoods, &; := {Pf, o ,ng}, j = 1,...,n (in order to
compute dp, one also may apply the formula using intersection index of Pusieux expansion;
see e.g. Subsection 2.5.4 in [3]).

In general rp < {p and ¢p({p — 1)/2 < Jp, and both of these inequalities are equalities
when the singularity is an ordinary singularity of multiplicity £p. In fact, given a non-
ordinary singularity P € C of multiplicity ¢p, three different situations could appear:

S1. lp(lp —1)/2 = 6p and rp < {p: from Theorem 1, we get that there exist ¢p values
of the parameter ¢, namely sq,..., Sy, such that 5(3j) = P but only rp of them are
different. In addition, from the previous paragraphs, we have that & = 0.

So. {p({p—1)/2 < §p and rp = £p: from Theorem 1, we deduce that there exist £p different
values of the parameter ¢, namely s,...,s,, such that P(s;) = P. Furthermore,
taking into account the previous paragraphs, we get that 0p1 = dp — {p({p — 1)/2,
where dp1 := Z?; ) P and in general

Qi—1

Opi = Opi-1 — Zﬁ’ 1 1)/2, where 0pi := Z(SPZ for i =1,.

J=1
(we denote P° := P). We recall that the i—th neighborhood of P is given by the
set of points & = {P{,..., P} of multiplicities {¢{,...,¢, }, and delta invariants
{6¢,. .. ,52”}, respectively (for i = 1,...,n). In addition, dpn+1 = 0 and &,1 = 0.
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S3. {p({p —1)/2 < dp and rp < £p: in this case, S; and Sy hold simultaneously.

In the following example, we illustrate the method summarized above and we describe
the blowing—up process for a given irreducible plane curve defined by a parametrization
P(t). For each singularity P, we also compute dp and 7p.

Example 3. Let C be the plane curve over C defined by the parametrization P(t) = (t2,1°,1).
By applying [21] (see also Theorem 1 and Remark 1), we get that C has two singularities:
P =(0:0:1) of multiplicity {p, =2, and P, = (0:1:0) of multiplicity {p, = 3.

Furthermore, we observe that ged(Gy(t,0), Ga(t,0)) = t2 (see Remark 1). Thus, the
number of parameters, t, corresponding to Py is 2 (t =0 and t = 0), and rp, = 1. Hence
Py is a non—ordinary singularity (see Sy above). Now, we consider the reparametrization
M(t) = P(1/t) = (t3,1,t°), and we reason similarly for Py (see Remarks 1 and 3). We get
that the number of parameters, t, corresponding to Py is 3 (t =0,t =0 andt =0). Hence
rp, = 1 and Py is a non—ordinary singularity (see Sy above).

24

Figure 3: The curve C has one affine singularity at P, = (0:0: 1)

Now, we analyze the neighboring points for P, and Pj:

1. First, we start with Py. We take the change of coordinates L1 = (1/2x1—1/2x9,1/2x9+
1/2x1, x3) such that Py is moved to (0: 0 : 1), none of its tangents is an irregular line,
and no other point on an irreqular line is singular (see step 1 of the blowing—up process).
Then, we consider the parametrization

S =TUP) = (1472 54 22— 1),
where T = (xox3, T173, x122). We apply the results in [21] (see also Theorem 1 and
Remark 1), and we get that P} = (1:1:0) is an ordinary singularity of multiplicity
2, the points (1:0:0), (0:1:0) are singularities of multiplicity 3, and (0:0:1) is a
singularity of multiplicity 5. Thus, the first neighborhood of Py is given by P} and the
process finishes with this point (see step 2 of the blowing—up process). We note that
dp, = 2.
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2. Now, we reason similarly for Py. We take the change of coordinates Lo = (1/2x1 +
1/2x3,—1/2x3+ 1/2x1,5) (see step 1 of the blowing—up process), and we consider the
parametrization

Qy = T (Lo(M)) = (64 6%, 4 — 6¢%,2t° — t° — 3¢")

(see step 2 of the blowing—up process). We apply the results in [21] (see also Theorem
1 and Remark 1), and we get that P} = (3 : 2 : 0) is an ordinary singularity of
multiplicity 2, the points (1 :0:0), (0:1:0) are singularities of multiplicity 2. The
first neighborhood of Py is given by P} and thus, the process finishes with the point Py
We note that ép, = 4.

In the following, we show a singularity tree for this example.

nn non—ordin. sing. a1 non—ordin. sing.
P =(0:0:1) o =2, 1p, = 1 P,=(0:1:0) P
T (L) T(Ls)
ordin. sing. {p1 =2 ordin. sing. {p1 =2
Pl=(1:1:0) (1st neighborhood) Py =(3:2:0)| (1st neighborhood)
5P1 - 2 5p2 - 4

4.2. Blowing up a singularity from a given parametrization

In the following, we blow up a singularity from a given rational parametrization P(t)
that defines an algebraic plane curve C. The goal is to analyze the conditions obtained in
the first neighborhood of a singular point, P, so that we can decide whether, in general, one
has neighboring points. In addition, we obtain equalities that allow us to construct rational
parametrizations defining plane curves that have (or not) certain singular points (ordinary
or non—ordinary), and such that they have (or not) neighboring points.

In the following, we apply the three steps obtained in the process presented in Subsection
4.1, and we blow up the given curve at the given parametrization. In particular, we will
see how the parametrization after blowing up is computed from the parametrization before
blowing up.

Step 1

Let P be an ¢—fold point of C. We apply a linear change of coordinates, £, such that
P is moved to (0 :0:1). Thus, let P =(0:0:1) € C be a point of multiplicity {p. We
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assume w.l.o.g that P is not a critical point. From Theorem 1, we may write

pia(t) = H(t)p;1(t), j = 1,2, with ged(p; ;,P21) = 1, ged(H,p) = ged(pr1, p21,p) = 1,

and deg(H) = {p. Then,

P(1) = (11 (1), P (1), p(1) = (H (0P, (8), H(U)Po, (1), p(1). |

In this first step of the blowing up process, we have to assume that none of the tangents
of P are an irregular line (i.e. gcd(H,p;,(t)) = 1,7 = 1,2), and no other point on an
irregular line is a singular point (i.e. ged(p; (%), pi1(t)p(a) — pii(a)p(t)) = t — a, where
p;1(a) =0,4,5 € {1,2}, i # j; see Theorem 1). For this purpose, we check whether P(t)
satisfies these conditions. In the negative case, we apply a linear change of coordinates to
P(t), such that these two conditions are satisfied.

Under these conditions, we adapt Theorem 2 to this particular parametrization and we
get the following theorem where it is characterized whether P = (0: 0 : 1) is a non-ordinary
singularity:.

Theorem 3. The following statements hold:

1. P=(0:0:1) €C is a singularity of multiplicity {p = mqo+my +---+m, if and only
if

H(t) = (t = so)™(t —s))™ --- (L —s,)™ | (C1)

si # 84, 4,5 €{0,...,r}. In this case, rp =1+ 1.

2. Let us assume that statement 1 holds. Then, P = (0 : 0 : 1) € C is a non-ordinary
singularity if and only if m; > 2 for some j = 0,...,r, or there exist sj,,s;, € K,
where jo, 71 € {0,...,7}, jo # J1, such that

Hmjl)(sj‘l)_

Pin(si0) = o, m%,l(sﬁ); i=12 0 €K (G)

where m;, = my, k=0, 1.

Proof. Statement 1 is proved by applying Theorem 1. Statement 2 is deduced by applying
Theorem 2, and taking into account that if statement 1 holds then, H"(s;) = 0,0 < k <

my —1for j =0, and thus ™ (s;) = (H™) ()5, (5;), H™(5,)P(57), ™ (5,)). 0

Remark 5. Condition (Cy) in Theorem & must be necessarily satisfied if m; = 1,5 =
0,...,r; otherwise, this condition is not mandatory so that P is a non—ordinary singularity.
Furthermore, if condition (Cy) holds, we get that the parametrizations Tj,(t) and T}, (t)
define the same tangent line (see statement 1 in Remark 2).
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In the following, we illustrate Theorem 3 with an example.

Example 4. Let C be a plane curve defined over C by the rational parametrization

P(t) = (pra(t), p2a(t), p(t)) =

<%t2(t St — 2)P(10 — 4T + 5¢2), %ﬁ(t S — 2P (=1 4 5t)(t — 5),—2+ 242 + t6) |

Observe that we may write

pia(t) = H(t)@;(t)y J=1,2, with ng(pl,hﬁQ,l) =1, ged(H, p) = ged(p1,1,p21,p) = 1,

where H(t) = t*(t — 1)(t — 2)3. By statement 1 of Theorem 3, we get that P = (0:0:1) is
a singularity of multiplicity {p = mg + mq + me = 6 (where my = 2, m; = 1, my = 3) and
rp = 3. In addition, using statement 2 of Theorem 3, we deduce that P is non—ordinary
since mj > 2, 7 =0, 2.

Additionally, one may check that (Cy) holds:

Hml)(Sl)_

]_91,1(80) = 5H7”T(so)pi’1(sl)’ 1=1,2

where sy =0, s = 1, sy = 2. Hence, To(t) and T1(t) parametrize the same tangent line (see

Remark 5). In fact, we may compute the three tangent lines, T;(t) = P(s;) +tfmj)(sj),j =
0,1,2, and we have that
32 16

To(t) = (32t,16t, —2+4t), T(t) = (Et, = 1+10t), Ta(t)

1536 648
— =t =1, T0+9601).

(

0.00004 4

1000

x2
0.00002 4

500

-0.00010 -0.00005

0.00005 0.00010
xl

-1000 -500 0 500 1000
-0.00002 q

-0.00004 4

Figure 4: General view of curve C (left) and detailed view of the singular point P (right)
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Given some (different) points s; € K and m; € N, j = 0,...,r, three polynomials with
undetermined coefficients, and some sets S,, = {j1,..., 7.}, Jx € {0,...,7}, from Theorem
3, we obtain an algorithm that outputs a curve, C, defined by a rational parametrization
P(t) having a singularity at P = (0 : 0 : 1) of multiplicity £p = mg + - -+ + m, and such
that for each input set, S,, the tangents T(t), j € S,, parametrize the same line. This
algorithm is a particular case of Algorithm Parametrization Construction with Singularities
for the case of the singularity P = (0 : 0 : 1). One may check that for this case, this new

algorithm simplifies algorithm presented in Section 3.

We recall that P is ordinary if and only if m; = 1,7 = 0,...,7, and the tangents
T;(t), 5 =0,...,r, are all different (that is, no sets S, are given in the input of the algo-
rithm). Otherwise, P is a non—-ordinary singularity.

Algorithm Parametrization Construction with Singularity at (0:0: 1).
Input:
e s;cKandm; €N, for j=0,...,7 (s; # s, 1,7 €{0,...,7}).

e dec N, d>mg+ -+ m,, and polynomials p; () € K[t], 7 = 1,2, of degree
d—mg—---—m,, and p(t) € K[t] of degree d, with undetermined coefficients.

e sets S, ={j1,-- -, b, ik €40,...,rh k=1,... . l,and n=1,2,....

Output: a rational curve, C, defined by a parametrization P(t) of degree d that has a
singularity at P = (0: 0 : 1) of multiplicity {p = mg + - - - +m, and such that for each
n=1,2,... the tangents T,(t), j € S,,, parametrize the same line.

1. Let H(t) = (t — so)™(t — s1)™ - (t — s,)™. If no sets S, are given, return

the parametrization P(t) = (p1.(£), poa(t). p(t) = (H(D)By (6), H(D)Pa (1), p(1)),
with ged(p, ;, Po,) = ged(H, p) = ged(py1, pa., p) = 1. Otherwise, go to step 2

2. For each §,, and jy € S,,, consider the equations

H™) (Sjl)
Hmjo)(sjo)

pi,l(sjo) = Gy pi,1(3j1)7 1=1,2

for every j; € S,. Solve these equations, and choose a solution satisfying that
a; # 0 and ged(py;,De) = ged(H,p) = ged(pii, p2,1,p) = 1. Substitute the
solution in p; ,(t),p(t), i = 1,2, and return the rational parametrization

P(t) = (pr1a(8): p2 (), p(1)) = (H ()P, (1), H(t)Py,1 (1), p(1)).
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Remark 6. 1. Note that for every j = 0,...,r, it should be satisfied that a;; # 0 and
ged(Py1,P01) = ged(H, p) = ged(pi,1, p21,p) = 1. Under these conditions, the algo-
rithm outputs a parametrization if and only if there is solution to the equations con-
sidered in step 2 satisfying the above conditions. Observe that in order to find these
solutions, one may proceed as follows: one solves the equalities obtained from the linear
equations appearing in step 2. Afterwards, one checks whether the solutions obtained
satisfy the conditions imposed.

We also observe that ged(p, 1,P,,) = ged(H, p) = 1 implies that {p = mg + -+ +m,
(see statement 1 in Theorem 3 and compare with Theorem 2).

2. Depending on the input of the algorithm (e.q., if there are enough free unknowns), we
may gwe particular values to the parameter aj, € K*, to construct P(t). For instance,

H™90) (s50)

H™1 (s,)
equations Z_ji,l(sjo) = ﬁi,l<$j1)7 j07j1 S {07 s 77'}’ jO 7£ jl> i = 17 2.

3. Observe that the input of the algorithm is given over an algebraically closed field of
characteristic zero, K. Thus, the equations and the solutions as well as the output of
the algorithm will be over K. In general, for practical applications, one considers the
field of complex numbers C.

4. If the user needs to have a multiple tangent line at an irreducible branch curve, then
he/she only has to impose that the equality outlined in step 2 of the algorithm does not
hold (see statement 4 of Remark /).

let us take o, = € K*. Then, (Cy) is simplified since we get the equivalent

In Example 5, we illustrate the previous algorithm and we show how to construct a
parametrization with P = (0: 0 : 1) a non—ordinary singularity of multiplicity 7.

Example 5. We construct a rational curve C over C defined by a parametrization P(t) of
degree d = 10 such that it has a non—ordinary singularity at P = (0 : 0 : 1) of multiplicity
7. For this purpose, let sg =0, s =1, $9 =2, mg=2,m3 =2,ms =3, and S; = {0, 1,2}.
In addition, let

Pra(t) =ao+at +ast® +1°, Pyy(t) =bo + it + bot” + ¢,
and p(t) is any polynomial of degree 10. Then, in the first step of the algorithm we consider
H(t) =t*(t — 1)%(t — 2)3. In step 2, we solve the equations

B H™)(s;) _ :
Pra(sy) = ajmpl,l<50>a J=12

(see statement 1 in Remark 6). Note that, in this case, equations obtained in step 2 are
equal for pr1 and pay (these polynomials are equal except for the name of the unknown
coefficients). Thus, we first may compute py1, and pey is obtained similarly although with
different unknown coefficients. One may check that the solution satisfies the conditions of
step 2 (see statement 1 in Remark 6). Thus, we substitute the solution in p,,(t), i = 1,2,
and we obtain the parametrization

P(t) = (pra(t), paa(t), p(t)) = (H )Py (t), H(t)Py 1 (t), p(1))
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where,

— (t) __ —8ag+12tag—16t—2taiag—6tasag—4t2ag+24t2 +t2a1a0+6t20ag—8t3
D1 - —8(co+c1ttcat?+est3+eqtt+cstd)

— (t) _ —8bg+12tbg—16t—2ta bg—6taabg —4t2bg+24t2 412 o1 bg+6t2 o by —8t3
p271 _ 78(00+Clt+62t2+63t3+04t4+05t5)

and p(t) is any polynomial of degree 10. The curve C has a singularity at P of multiplicity

(p=mg+my+mg="Tand T;(t) =P(s;) + t7_7mj)(sj), j =0,1,2 define the same tangent
line (see Remark 5).

Observe that in this example, we could have applied statement 2 in Remark 6, and we
would have obtained a simplified rational parametrization. Furthermore, we note that we
consider the field of complex numbers C although, in this particular case, since the input
of the problem and the solutions are obtained in the field of real numbers R, the output
parametrization is defined over R (see statement 3 of Remark 6).

In Figure 5, we plot the output curve C for some particular values of the undetermined
coefficients. In particular, we plot a detailed view of the singular point (0: 0 : 1).

0.002 0.004
x1

Figure 5: Detailed view of the curve C at the singular point (0:0: 1)

Step 2

The second step in the blowing up process consists in applying the quadratic transfor-
mation T = (xomws, X123, 122) to C, getting the transformed curve Cy. Thus, by applying T
to P(t), we get the projective parametrization of C; defined by

Qi (1) = (P21 ()p(2), pra)p(t), pra()p2.a(t)) = (P, (1)p(2), P11 (O)p(t), H()P1,1(1)Ds,1(2))-

)

Now, we should check whether there exist singular points (1 : v : 0) € Cy, with v # 0
(note that if these points exist, it should be reached by the values of ¢ being roots of the
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polynomial H(t)). For this purpose, we first take a change of coordinates £, such that
(1:7:0) is moved to P* = (0:0:1). Then, we get the parametrization

L(Q1) = (qua(t), g2a(t), q(t)) == (P11 (E)p(E) — VP (E)p(t), H(1)Dy 1 (8)P21 (1), Doy (t)p(t))

and we characterize whether P! is a singularity (which is equivalent to (1:7:0) € &). We
also analyze if P! is a non—ordinary singularity. For this purpose, we apply Theorem 3, and
we get the following result.

Theorem 4. The following statements hold:
1. PL=(0:0:1) is a singularity of multiplicity {pr = mj, 1 + -+ + mj,1 if and only if

E(@l) = (q171(t), QQ,l(t)a Q(t)) = (1‘?1,1(t)p(t)—w?z,l(t)p(t), H(t)ﬁl,l(t)ﬁz,l(t)aﬁz,l(t)p(t))a

where

@i (t) = Hi(t)q;,(t), i = 1,2, with ged(H1,q) = ged(qy 1, o) = ged(qr1, 21,9) = 1,

and Hy(t) = (t — s;,)™0t -+ (t — s5,)™0, 1 <my, 1 < my,, with ji, € {0,...,r}.

2. Let us assume that statement 1 holds. Then, P* = (0: 0 : 1) is non-ordinary if and
only if mj, 1 > 2 for some k € {0,...,1} or there exist s;,,s;, € K, u,v € {0,...,1}
such that

H (s,

qi,l(sju> = ay, qi,l(sjv)7 i=1,2, o5, € K"

H (s,
Remark 7. 1. Since qz1(t) = H(t)D, 1(t)P,1(t), and q(t) = Dy, (t)p(t), it already holds
that
@2,1(t) = Hi(t)qa, (), and ged(Hy,q) =1,
for any

Hl(t) = (t — Sjo)mjo*l v (t — Sjl)mjl'l, 1 S mj,wl S mjk,

with j. € {0,...,r}. Thus, in statement 1 of Theorem 4, we only have to check whether

Q11(t) = Hl(t)q1,1(t)a with ng(thqu) =1

For this purpose, note that (t — s;) divides q11(t) (i.e., ¢1.1(s;) = 0) if and only if
P1.1(85) = ¥P2.1(8;). Note that this condition is equivalent to condition (Cy) for the
point P (see statement 2 in Theorem 3). Thus, (Cy) holds for P if and only if P! is
a singularity.

2. Let P(t) be the output of the Algorithm Parametrization Construction with Singularity
at (0:0:1). One may apply again this algorithm to

£(@1) = (Q1,1(t)7 Q2,1(t)a q(t)) = (1_91,1(t)p(t)_71_92,1<t>p(t)a H(t)ﬁl,l(t)ﬁz,l(t)’2_72,1<t)17<t))a

where v € K*. Substituting the solution of the equalities obtained in P(t), we obtain
that the rational curve defined by P(t) has a non—ordinary singularity at P = (0: 0 : 1)
of multiplicity €p = mg~+---+m, and (1 :v:0) € &. Depending on the input of the
algorithm, we get that (1 : 7 :0) is a non—ordinary singularity or not.
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3. Since qo1(t) = H(t)py,(1)Py(t), and we write q21(t) = H1(t)qy,(t), we have that
qzyl(sju) = 0 if and only if mj, 1 < my, (for some j, € {0,...,r}). Thus, ifm;, 1 < m;,
and my,1 = mj, condition in statement 2 of Theorem 4 never hold since Gy, (s;,) = 0
and qz,l(sjv) # 0.

In the following, we illustrate Theorem 4 and Remark 7 with Example 6. In particular,
we show how to construct a rational curve defined by a parametrization P(t) of degree 7
having a non—ordinary singularity at P = (0 : 0 : 1) of multiplicity 5, and such that there
exists a point, (1:7:0) € &, v # 0, of multiplicity 2.

Example 6. We construct a rational curve C over C defined by a parametrization P(t) of
degree d = T having a non—ordinary singularity at P = (0 : 0 : 1) of multiplicity 5, and
(1:7:0) €&, v#0, non—ordinary of multiplicity 2. For this purpose, we apply Algorithm
Parametrization Construction with Singularity at (0 : 0 : 1), with so = 0,51 = 1,89 =
2, mg =my1 =2, my =1, the generic polynomials

P1a(t) = ao + ait + ¢, Do (t) = bo + b1t + £,
and
p(t) = co + 1t + ot + cst® + cqtt + cbt® + ¢tS + 17

The algorithm returns

P(t) = (pra(t), p2a (1), p(1)),

where

pia(t) = H(t)]_%,l(t)a i =1,2, with ng@l,h]_?z,l) = ged(H, p) = ged(p11, P21, p) = 1,

and
H(t) =t*(t — 1)*(t — 2).

Observe that, P is a non—ordinary singularity of C, and {p = mo+mi+ms =5 and rp = 3.

Now, let us make that (1 : v :0) € &, v # 0, is a non—ordinary point of multiplicity 2.
For this purpose, we consider the parametrization

L(Q1) = (qua(t), q2a(t), q(t)) == (D11 (O)p(t) — VP21 (D)p(2), H(#)P1 1(8)Pa,1 (1), Pai (D)P(2)),

and we apply Algorithm Parametrization Construction with Singularity at (0 : 0 : 1) (see
statement 2 of Remark 7), with so1 = 0,811 = 1, mo1 = myy = 1, & = {0,1}, and the
polynomials Gy 1 (t), Gy, (t), where

¢ia(t) = Hi()g;, (1), 1= 1,2, Hi(t) = t(t = 1)

(note that one has to check that ged(Hy,q) = ged(qy 1, @21) = ged(qr, g21,9) = 1). Observe
that this condition implies that (1 :v:0) € &, v # 0, and €p1 = mg; +myq = 2.

Now, we apply step 2 of the algorithm. Taking into account statement 3 in Remark 7,
since m;1 < my, i = 0,1, we have that Gy (si1) = 0,1 = 0,1, and thus we only get the
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equality
_ Hl)(Sl 1)_
q1,1(80,1) = Oél—Hl)(SO’l)ql,l(sl,l)-

Solving the above equation, we obtain the parametrization

P(t) = (P11(t), p2,1(t), p(1)), where pz‘,l(t) = H(t)p;1(t), i = 1,2,

and

Pia(t) = (=20 D33y + 2thociay + ty + 2tyarbich — 2t2arbycd) / (—2aboc?)

Do (t) = (=201 b§cg + t + 2thicion + 2tbocgan — 262 boch) /(—201boct)

p(t) = —t +co+ ot + c3t?® + eyt + c5t® + 6t — ot +17 — 2tcoay — teg — tey — tes — teg — tes.
The curve C defined by P(t) has a non-ordinary singularity at P = (0 : 0 : 1) of

multiplicity 5, and P' = (1 : v : 0) € &, v # 0, non—ordinary of multiplicity 2. We note

that from statement 1 of Remark 7, and since condition of step 2 of the algorithm holds for

P!, we deduce that there exists P? € &. In the following, we show a singularity tree for this
example.

non—ordin. sing.

P=(0:0:1) (o =5 ro=3

non—ordin. sing.
P'=(1:7:0) lpr =2
(1st neighborhood)

singular point

2 . .
P = (1 B 0) (2nd neighborhood)

In Figure 6, we plot the output curve C for some particular values of the undetermined
coefficients, and a detailed view of the singular point (0:0: 1).
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Figure 6: General view of curve C (left) and detailed view of the singular point (0:0: 1) (right)

Step 3

This last step is concerned to the study of the second neighborhood of P and thus, one
has to analyze the singularities (1 : v : 0) € Ca, v # 0 (see step 3 of the blowing—up process).
For this purpose, we consider the parametrization £(Q;) and the point P!, and we reason
similarly as we did in step 2 with the parametrization P(¢) and the point P. That is, by
applying 7 to £(Q;), we get the projective parametrization of Cy defined by Qs (t), and we
analyze the singularities (1 : v :0) € Cy, with ~ # 0.

5. Conclusion and future challenges

In this paper, we provide a method that allows to construct parametric curves having
(or not) non-ordinary singularities and having (or not) neighboring points. From this ap-
proach, we present an algorithm that outputs a parametrization of a rational curve having
singularities at some given input points with some additional input information as the order
of the singularities, parameters corresponding to the singularities, multiplicity of each pa-
rameter, and singularities in the first neighborhood of the given singularities. For simplicity,
we outline the algorithm when only an input affine point is considered. If more than one
point is given, one may apply recursively the algorithm.

The method presented in this paper is based on the characterization of non—ordinary
singularities and neighboring points by means of linear equations involving a given parame-
trization. We translate every detail of the definitions and resolutions of singularities into the
language of parametric equations, which are quite helpful to CAGD group in understanding
the singular points.

As a future work, we propose the study of an important problem in the frame of practical
designing of engineering and modeling applications. More precisely, we intend to analyze
the free parameters obtained in the output parametrization of the algorithm presented.
These free parameters allow to model the output curve depending on the practical applied
problem one is dealing with (see Examples 2, 5 and 6). To illustrate this idea, one can have
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a look, for instance, to the approach presented in [19]. Here, one deals with the parametric
blending problem for surfaces although the same ideas can be used for the case of curves (we
recall that a blending variety is a variety that provides a smooth transition between distinct
geometric features of an object). The method presented in [19] provides families of solutions
(depending on free parameters) that join smoothly several input parametric varieties. One
could use the results obtained in that paper to analyze whether the families of the output
solutions we get in this work could be use to provide a smooth transition between some
input parametric curves. In addition, in [19], it is also analyzed the structure of the space
of blending solutions. As a future work, and using these ideas, we also propose the study
of the solution space of the problem considered in this paper. The existence of solutions,
the dimension and in general, the analysis of the structure of the solution space obtained in
this work, could be interesting parameters to be analyzed in order to apply these results to
modeling applications.

Finally, we should mention that the approach obtained here provides effective methods
that could be used to address a similar problem to the case of surfaces. For this purpose,
one could start by using, for instance, the method developed in [22].
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