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1. Introduction

In [1], we introduce the notion of infinity branches and approaching curves. Some important properties are derived from
these concepts which allow us to obtain an algorithm that compares the behavior of two implicitly defined algebraic plane
curves at infinity. In particular, a characterization for the finiteness of the Hausdorff distance between two algebraic curves
in the n-dimensional space can be obtained (see Section 5 in [1], and [2]). The characterization is related with the asymptotic
behavior of the two curves and it can be easily checked.

Based on the notions and results presented in [1], in [3] we deal with the problem of computing the asymptotes of the
infinity branches of a given plane curve € implicitly defined. The asymptotes of an infinity branch of € reflect the status of
this branch at points with sufficiently large coordinates. It is well known that an asymptote of a curve is a line such that the
distance between the curve and the line approaches zero as they tend to infinity. However, in [3], we show that an algebraic
plane curve may have more general curves than lines describing the status of a branch at infinity. Thus, in [3], we develop
an algorithm for the computation of generalized asymptotes (or g-asymptotes), and some important properties concerning
this new concept are presented.

The applicability of the results presented in [1,3] is of central importance in the field of computer aided geometric design
(CAGD) since these results provide new and important concepts as well as computational techniques that allow us to obtain
information about the behavior of a plane curve at infinity. For instance, the infinity branches of an implicit plane curve €
are essential for the study of the topology of € (see e.g. [4-6]) or for detecting its symmetries (see e.g. [7]). Also, the results
obtained play an important role in the frame of approximate parametrization problems (see e.g. [8,9]) or in analyzing the
Hausdorff distance between two curves (see [2]) which is specially interesting since the Hausdorff distance is an appropriate
tool for measuring the closeness between two curves (see e.g. [10-13]).
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The results obtained and the importance of the applications we mentioned above moved us to try to generalize the
foundations and methods in [1,3] to the case of space curves.

For this purpose, in this paper, we consider an irreducible real algebraic space curve € over the field of complex numbers
C implicitly defined by two irreducible real polynomials, and we deal with the problem of computing the asymptotes of
the infinity branches of €. For this purpose, we generalize the notions and some previous results presented in [1,3], and we
develop an algorithm for computing the g-asymptotes of C (see Sections 2-4).

In addition, we also show how to compute the g-asymptotes if the given curve is defined by a rational real parametriza-
tion. This parametric approach can be easily generalized for parametric plane curves and in general, for a rational
parametrization of a curve in the n-dimensional space (see Section 5). This new statement of the problem is specially inter-
esting in some practical applications in CAGD, where objects are often given and manipulated parametrically.

Authors have not been able to find many references in the literature dealing with the analysis and computation of infinity
branches and asymptotes of a given algebraic curve. Only in [14], linear asymptotes of space curves are briefly studied. In
particular, it is proved how the tangents at the simple points at infinity of the curve (i.e. non-singular points at infinity)
are related with the asymptotes. For the case of plane curves, some results concerning linear asymptotes can be found in
[15,16].

CAGD is a natural environment for practical applications of algebraic curves and surfaces. In particular, the results and
methods presented in this paper open new ways to study the behavior of algebraic space curves, with expected generaliza-
tions to higher dimension and the case of surfaces.

The applications expected of the results obtained in this paper can be included in the frame of those presented for the
plane case. More precisely, the methods and techniques developed could be very useful to deal (for instance) with the
following problems: the behavior at infinity of a space curve when approximate parametrization techniques are used (see
e.g. [14] or [17]), the sketch of the graph or the computation of the topology of real algebraic space curves (see [17-19]
or [20]), the detection of the symmetries of a given space curve (see [7]) or the computation of the Hausdorff distance
between two curves (see [2,13]). The reader may find explanations of these and other problems in the vast literature on
CAGD (see e.g. [20-25]).

The structure of the paper is as follows: in Section 2, we present the notation and we generalize some previous results
developed in Sections 2, 3 and 4 in [1]. In particular, we introduce the notions of infinity branch and convergent infinity
branches, and we characterize whether two implicit algebraic space curves approach each other at infinity. In Section 3, we
show the relation between infinity branches of plane curves and infinity branches of space curves. More precisely, we obtain
the infinity branches of a given space curve € from the infinity branches of a certain plane curve obtained by projecting C
along some “valid projection direction”. This approach allows us to use effective computational techniques existing in the
plane case (see Section 3 in [1]) for the computation of the infinity branches of space curves. In Section 4, we introduce the
notions of perfect curve and generalized asymptote or g-asymptote. These concepts are derived from the study of approaching
curves and convergent branches in Section 3, and they generalize the notions introduced in [3] (see Section 3) for a given
plane curve. Moreover, in Section 4, we also present an efficient algorithm that computes a g-asymptote for each infinity
branch of a given space curve implicitly defined. We reach the expected situation, that is, the computation is similar to
the case of implicit plane curves although the formalization and proofs of the results use approaches totally new since the
computational techniques and tools in the space are necessarily different to those we have in the plane. Section 5 is devoted
to the computation of g-asymptotes for a given parametric space curve. The method presented in this section is totally new.
Moreover, it is easily applicable to parametric plane curves and in general, to rational parametrizations of curves in the
n-dimensional space. We finish with a section of conclusions (see Section 6) where we summarize the results obtained, we
emphasize the new contributions of this paper (compared with those presented in [1,3]), and we propose topics for further
study.

2. Notation and terminology

In this section, we present some notions and terminology that will be used throughout the paper. In particular, we
introduce some previous results concerning local parametrizations and Puiseux series (see Section 5.2 in [26], Section 2
in [1,27], Section 2.5 in [28,29] and Section 2 in Chapter 4 in [30]). In addition, we generalize the concept of infinity branch
introduced in [1] (see Section 3) for a given algebraic plane curve. Important results and tools derived from this notion will
be presented in the subsequent sections.

We denote by C[[t]] the domain of formal power series in the indeterminate t with coefficients in the field C, i.e. the
set of all sums of the form ZZO a;t’, a; € C. The quotient field of C[[t]] is called the field of formal Laurent series, and it
is denoted by C((t)). It is well known that every non-zero formal Laurent series A € C((t)) can be written in the form
A(t) = t*- (ap + a1t + axt? + - - -), where ag # 0 and k € Z. In addition, the field C < t >>:= |72, C((¢"/")) is called the
field of formal Puiseux series. Note that Puiseux series are power series of the form

et) =m+at"N fapth/N gt 4o eCckt>>, a;#£0, VieN,

where N, N; € N, i > 1,and 0 < N; < N, < ---.The natural number N is known as the ramification index of the series. We
denote it as v(¢) (see [27]).



A. Blasco, S. Pérez-Diaz / Journal of Computational and Applied Mathematics 278 (2015) 231-247 233

-1 -1

Fig. 1. Infinity branches B; (left) and B, (right).

The order of a non-zero (Puiseux or Laurent) series ¢ is the smallest exponent of a term with non-vanishing coefficient
in . We denote it by ord(¢). We let the order of 0 be co.

The most important property of Puiseux series is given by Puiseux’s theorem, which states that if K is an algebraically
closed field, then the field K < x > is algebraically closed (see Theorems 2.77 and 2.78 in [28]). A proof of Puiseux’s theorem
can be given constructively by the Newton polygon method (see e.g. Section 2.5 in [28]).

In the following, we introduce the concept of infinity branch of a space curve, which is an essential tool in the development
of the results presented in this paper. For this purpose, let € C C3 be an irreducible space curve defined by two polynomials

fi(x1, X2, X3) € R[xq, X2, X3], i = 1, 2. We assume that € is not planar (for planar space curves, one may apply the results
in [1,3]). In general, an irreducible affine real (non-planar) space curve ¢ C C3 is defined as the zero set (over C) of a finite
set of real polynomials {fi, ..., fs} C R[x1, X2, X3], s > 2. In this paper, we consider real algebraic space curves implicitly

defined as the intersection of two surfaces.

Intuitively speaking, the infinity branches of a curve are the regions of the curve that spread out to infinity. They are
associated to the infinity places of the corresponding projective curve (see e.g. Section 2 in [28]). In [1] (see Section 3), we
define these branches, for the case of a given plane curve G, as sets of the form B = {(z, rj(z)) e C*: z € C, |z| > M} C C,
where 1;(2), j = 1, ..., N, are conjugated Puiseux series (see [27]) and M € R* (throughout the paper, | - | represents the
module in C). Thus, in particular, f(z, rj(z)) = 0 for sufficient large values of z (f (x1, x) denotes the polynomial defining
implicitly the plane curve @). In Fig. 1, we plot a plane curve € and some points of the infinity branches B; and B, (see
Example 3.5 in [1]).

In the following, we generalize the notion of infinity branch to the case of space curves and we provide a mathematical
description of these entities. In addition, we show how to (theoretically) construct the infinity branches of a given space
curve. Later, in Section 3, we will present an efficient computational method to obtain them.

We note that we work over C, but we assume that the curve has infinitely many points in the affine plane over R and
then, € has real defining polynomials (see Chapter 7 in [28]). We recall that the assumption of reality is included because
of the nature of the problem, but the theory developed in this paper can be similarly developed for the case of complex
non-real curves.

Let C* be the corresponding projective curve defined by the homogeneous polynomials F;(x1, X3, X3, X4) € R[xq, X2,
X3, X4], i = 1, 2. Furthermore, let P = (1 : m; : m3 : 0), my, m3 € C, be a point at infinity of ¢*.

In addition, we consider the curve implicitly defined by the polynomials g;(x,, x3, x4) := Fi(1, X2, X3, X4) € R[X2, X3, X4],
fori = 1, 2. Observe that g;(p) = 0, where p = (m,, m3, 0).Let] € R(x4)[X2, x3] be the ideal generated by g;(x, X3, x4), i =
1, 2 in the ring R(x4)[x3, X3]. Since € is not contained in a hyperplane x, = ¢, ¢ € C, we have that x4 is not algebraic over
R. Under this assumption, the ideal I (i.e. the system of equations g; = g, = 0) has only finitely many solutions in the 3-
dimensional affine space over the algebraic closure of R(x4) (which is contained in C < x4 >>). Then, there are finitely many
pairs of Puiseux series (¢, (t), @3(t)) € C < t 32 such that gi(@,(t), p3(t), t) = 0, i = 1,2, and ¢ (0) = my, k = 2, 3.
Each of the pairs (¢,(t), 3(t)) is a solution of the system associated with the infinity point (1 : m; : m3 : 0), and ¢,(t)
and ¢3(t) converge in a neighborhood of t = 0. Moreover, since ¢, (0) = my, k = 2, 3, these series do not have terms with
negative exponents; in fact, they have the form

() = my + Z ai’ktNi.k/Nk
i>1
where Ny, Nix €N, 0 < Nyp < Nop < ---.
It is important to remark that if ¢ (t) :== (. (t), @3(t)) is a solution of the system, then o, (¢)(t) 1= (o (p2)(t), o (@3)(t))
is another solution of the system, where

Ge((pl<)(t) =my 4 Zai’kékivktNLk/Nk’ Nk» Ni,k c N’ 0 < Nl,k < NZ,k < e,

i>1
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N = Iem(Ny, N3), Aix == N;xN/N¢ € N, and eV = 1 (see Section 5.2 in [26]). We refer to these solutions as the conjugates
of . The set of all (distinct) conjugates of ¢ is called the conjugacy class of ¢, and the number of different conjugates of r is
N = v(g).
Under these conditions and reasoning as in [1] (see Section 3), we get that there exists M € R* such that fori € {1, 2},
Fi(1: @a(t) : @3(t) : t) = &i(ga(t), 3(t), t) =0, fort € Cand [t| < M.
This implies that

F(t "t 0(0) 1 t 7 3(0) 1 1) = fit ™1t (), T p3(8)) = 0,

fort e Cand 0 < |t| < M.
Now, we set t~! = z, and we obtain that fori € {1, 2},

fi(z, 12(2), 13(z)) =0, zeCandl|z] >M™!, where
re(z) = z<pk(z‘1) = mez + aLkZl—Nl,k/Nk + azvkzl—le/Nk + a3,kzl—N3,k/Nk +oen,
aj k # 0, N, Nj_k eN, ]: 1,...,and 0 < Nl,k < Nz’k < -
Since v(¢) = N, we get that there are N different series in its conjugacy class. Let ¢; x, j = 1, ..., N be these series, and
k@) =zgj@") =

Ak _1—Nq /N, A2,k _1—N /N A3k _1—N3 /N
mez + a1,4C; k 7 1=N1,1/Nk + 0uc; "z 2.k/Nk + as ¢ 'z 3.k/Nk 4. (1)

where N := Icm(N;, N3), Aix = NixN/N, € N,and cq, ..., cy are the N complex roots of xV = 1. Now we are ready to
introduce the notion of infinity branches. The following definitions and results generalize those presented in Sections 3 and
4 in [1] for algebraic plane curves.

Definition 1. An infinity branch of a space curve € associated to the point at infinity P = (1 : my : m3 : 0), my, m3 € C, is
asetB = UJI‘V=1 L, where Lj = {(z, 1j2(2), 13(2)) € (C“"‘ rze C, |z| > M}, M € R*, and the series rj ; and r; 3 are given by
(1). The subsets Ly, ..., Ly are called the leaves of the infinity branch B.

Remark 1. Using Definition 1, we get that the points of the infinity branch have the form (z, 1 2(2), 1;3(2)), wherer; x(2),j =
1,..., N are conjugated Puiseux series (for k = 2, 3) and, by construction, they belong to the curve, so it holds that
fi(z,12(2),1j3(2)) = fo(z,172(2), 1j,3(2)) = 0 for every z € C with |z| > M. In addition, from (1) and taking into account
that 1 — Nj/Ne < 1, i =1, ..., we get that lim,_, o 1jx(2) /z = my for k = 2, 3. That is, lim,, (1 : 1j2(2)/Z : 1j3(2) /7 :
1/z) = (1 :my : m3 : 0).

Remark 2. An infinity branch is uniquely determined from one leaf, up to conjugation. That is, let B be an infinity branch
and let us consider L = {(z, r2(2), r3(z)) € C> : z € C, |z| > M} one of its leaves, with

-1 1=N1 /N 1=Ny /N 1=N3 /N
n(2) = 2g(z 1) = miz + ag 2 TN g g2 NN gy TN

for k = 2, 3. Then, one has that any other leaf L; of B has the form L; = {(z, 1j2(2), 1j3(2)) € C*: z €C, |z| > M} where
Tk =Tk, k =2, 3, up to conjugation; i.e.

-1 A,k _1—Nq /N A2,k _1—Ny /N A3k _1—N3 /N
@) = 2gk(z7") = miz + aq ¢ 2 NN gy NN g NN

N,Nix € N, Aix = Nik)N/Ny € N, k=2, 3 and c]-N =1,j=1,...,N.

Remark 3. Observe that the above approach and Definition 1 is presented for points at infinity of the form (1 : m, : m3 : 0).
For the points at infinity (0 : m, : m3 : 0), with m, # 0 or m3 # 0, we reason similarly but we dehomogenize w.r.t x, (if
my # 0) or x3 (if m3 % 0). More precisely, we distinguish two different cases:

1. If (0 : my : m3 : 0), my # 0 is a point at infinity of the given space curve G, we consider the curve defined by the
polynomials gi(xq, x3, X4) := Fi(x1, 1,X3,X4) € R[X1,X3,%4], i = 1,2, and we reason as above. We get that an infin-
ity branch of € associated to the point at infinity P = (0 : my : m3 : 0), my # 0O,isasetB = U}Vzle, where L; =
{(j1(2),2,132) € C3: z€C, |z| > M}, M € RT.

2. If (0 : my : m3 : 0), mg # 0is a point at infinity of the given space curve €, we consider the curve defined by the
polynomials gj(x1, X2, X4) = Fi(x1,X2, 1,X4) € R[X1,X2,X4], i = 1,2, and we reason as above. We get that an infin-
ity branch of € associated to the point at infinity P = (0 : my : m3 : 0), m3 # 0,isasetB = Uj{\::le’ where Lj =
{(rj1(2),1j2(2),2) €C?: 2z €C, |z| > M}, M € RT.

Additionally, instead of working with this type of branches, if the space curve € has points at infinity of the form (0 : m, :

ms3 : 0), one may consider a linear change of coordinates. Thus, in the following, we may assume w.l.o.g that the given

algebraic space curve € only has points at infinity of the form (1 : m; : m3 : 0). More details on these branches for the

planar case are given in [1] (see Definition 3.3 in Section 3).
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In the following, we introduce the notions of convergent branches and approaching curves. Intuitively speaking, two
infinity branches converge if they get closer as they tend to infinity. This concept will allow us to analyze whether two space
curves approach each other and it generalizes the notion introduced for the plane case (see Section 4 in [1]).

Definition 2. Two infinity branches, B and B, are convergent if there exist two leaves L = {(z, 12(2), 13(2)) € Cc}:ze
C, |z| > M} C BandL = {(z,72(2),T3(2)) € C*: z € C, |z| > M} C Bsuch that

Jim d((r2(2), 13(2)), (r2(2), T3(2))) = 0.
In this case, we say that the leaves L and L converge.

Remark 4. 1. In our case, since we will be working over C or R, d denotes the usual unitary or Euclidean distance
(see Chapter 5 in [31]). Taking into account that all the distances are equivalent in C?, we easily get that
lim,_, o d((12(2), 13(2)), (r2(2), 73(2))) = 0 if and only if lim,_, o (r;(z) — 7i(z)) =0, i = 2, 3.

2. Two convergent infinity branches are associated to the same point at infinity (see Remark 4.5 in [1]).

In the following lemma, we characterize the convergence of two given infinity branches. This result is obtained similarly
as in the case of plane curves and thus, we omit the proof (see Lemma 4.2, and Proposition 4.6 in [1]).

Lemma 1. The following statements hold:

o Two leaves L = {(z,12(2),13(2)) € C* : z € C, |z| > M}andL = {(z,72(2),73(2)) € C* : z € C, |z| > M} are
convergent if and only if the terms with non negative exponent in the series r;(z) and T;(z) are the same, for i = 2, 3.

e Two infinity branches B and B are convergent if and only if for each leaf L C B there exists a leaf L C B convergent with L, and
reciprocally.

In Definition 3, we introduce the notion of approaching curves, that is, curves that approach each other. For this purpose,
we recall that given an algebraic space curve € over C and a point p € C3, the distance from p to € is defined as
d(p, ©) = min{d(p, q) : q € C}.

Definition 3. Let C be an algebraic space curve over C with an infinity branch B. We say that a curve € approaches C
at its infinity branch B if there exists one leaf L = {(z,12(2),13(2)) € C®: z € C, |z > M} C B such that
lim, o0 d((z, 12(2), 13(2)), ©) = 0.

In the following, we state some important results concerning two curves that approach each other. These results can be
proved similarly as in the case of plane curves (see Lemma 3.6, Theorem 4.11, Remark 4.12 and Corollary 4.13 in [1]).

Theorem 1. Let C be an algebraic space curve over C with an infinity branch B. An algebraic space curve C approaches € at B if
and only if C has an infinity branch, B, such that B and B are convergent.

Remark 5. 1. Note that € approaches € at some infinity branch B if and only if € approaches € at some infinity branch B.
In the following, we say that € and € approach each other or that they are approaching curves.

2. Two approaching curves have a common point at infinity.

3. C approaches € at an infinity branch B if and only if for every leaf L = {(z, 12(z), 13(z)) € C*: z € C, |z| > M} C B, it
holds that lim,_, o, d((z, 12(2), 13(2)), €) = 0.

Corollary 1. Let C be an algebraic space curve with an infinity branch B. Let €, and G, be two different curves that approach €
at B. Then:

1. @ has an infinity branch B; that converges with B, fori=1,2.
2. By and B, are convergent. Then, C1 and G, approach each other.

For the sake of simplicity, and taking into account that an infinity branch B is uniquely determined from one leaf, up to
conjugation (see statement 1in Remark 2), we identify an infinity branch by just one of its leaves. Hence, in the following

B={(z,12(2),13() €C®: z€C, |z] > M}, MeR"
will stand for the infinity branch whose leaves are obtained by conjugation on
re(z) = mz + al‘kzl—Nl.k/Nk + az’kzl—Nz,k/Nk + ag_kz]_N”/N" T

Gx #0,Vie N i>1,N,Niy € Nand0 < Ny < Ny < ---fork = 2, 3. Observe that the results stated above
hold for any leaf of B. In addition, we will also show that the results obtained in the following sections hold for any leaf (see
statement 3 in Remark 8).
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3. Computation of infinity branches

Let C be an irreducible algebraic space curve defined by the polynomials f;(x1, x5, x3) € R[x1, Xy, x3] fori = 1,2.1In
this section, we are interested in computing the infinity branches of €. That is, points of the form (z, 1j,(2), 1j 3(z)), where
rjk(2),j = 1,..., N are conjugated Puiseux series (for k = 2, 3), such that f1(z, 1j2(2), 113(2)) = fo(z,1;2(2),1j3(2)) =0
for every z € C with |z| > M (see Definition 1 and Remark 1).

For this purpose, and taking into account the reasoning in Section 2, we get that we need to compute the finitely
many pairs of Puiseux series (g;2(t), ¢j3(f)) € CKLt¢t >2 such that 8i(pj2(t), @j3(t),t) = 0,i = 1,2 (note that
k(@) = zgje@h).

In order to deal with this problem, some methods could be applied. For instance, in [26], an algorithm for computing local
parametrizations of analytic branches of an implicitly defined curve in the n-dimensional space is presented. Furthermore,
the algorithm can be used in space curve tracing near a singular point, as an alternative to symbolic computations based
on resolutions of singularities. The method requires extensive recourses for solving systems of polynomial equations with
finitely many solutions and it deals with arithmetics of algebraic numbers. Some interesting experiments are performed by
means of CoCoA 1.5.3, but there is no current implementation of the algorithm. In [1] (see Section 3), it is shown how infinity
branches for a given plane curve can be efficiently computed using well-known implemented algorithms (in particular, in
order to compute the series expansions, we use the command puiseux included in the package algcurves of the computer
algebra system Maple; see Example 3.5).

The development of this section is based on the idea of reducing the problem of computing infinity branches for space
curves to the planar case. That is, we will try to compute the infinity branches of a given space curve € from the infinity
branches of a birationally equivalent plane curve, say CP.

In order to get CP, we may apply the method presented in [32] (see Sections 2 and 3). The curve obtained using this
approach is birationally equivalent to G, that is, there exists a birational correspondence between the points of G? and the
points of €. In [32], it is shown that CP can always be obtained by projecting € along some valid projection direction.

Once we have CP, we may compute its infinity branches by applying the procedure developed in [1]. Finally, we use the
birational correspondence mentioned above for obtaining the infinity branches of € from those of GP.

In the following we assume that the x3-axis is a valid projection direction (otherwise, we apply a linear change of
coordinates; see Section 2 in [32]). Let CP be the projection of € along the xs-axis, and let fP(xy, x;) € R[x1, xo] be the
implicit polynomial defining GP. In [32] (see Section 3), it is shown how to construct a birational mapping h(xq, x;) =
h1(x1, x2) /ha(x1, X3) such that (xq, X2, x3) € € if and only if (x1, x2) € CP and x3 = h(x1, x»). For this purpose, one needs
to compute a polynomial remainder sequence (PRS) along the projection direction. It can be computed in various different
ways, see e.g [33], although in [32] the subresultant PRS scheme is chosen for its computational superiority (the subresultant
PRS scheme can be computed using for instance the computer algebra system Maple; for more details see e.g. Section 5.1.2
in [34]).

We refer to h(x1, x2) as the lift function, since we can obtain the points of the space curve € by applying h to the points
of the plane projected curve CP. In addition, note that x3 = h(x1, x,) if and only if h;(x1, x2) — hy(X1, X2)x3 = 0. Thus, C can
be implicitly defined by the polynomials f?(x1, x,) and f3(x1, X2, X3) = h{(X1, X2) — ha(X1, X2)X3.

In Theorem 2, we study the relation between the infinity branches of ¢ and CP. The idea is to use the lift function h to
obtain the infinity branches of the space curve € from the infinity branches of the plane curve CP. An efficient method to
compute the infinity branches of a plane curve is presented in Section 3 in [1].

Theorem 2. B? = {(z,1,(z)) € C?> : z € C, |z| > MP} is an infinity branch of CP for some MP € R iff there exists a series
r3(2) = ze3(1/2), 93(2) € C K z >, such that B = {(z, 1,(2), r3(2)) € C* : z € C, |z| > M} is an infinity branch of € for
some M € R™.

Proof. Clearly, if B is an infinity branch of €, then B? is an infinity branch of GP. Conversely, let B> = {(z, r2(z)) € C? :
z € C, |z| > MP} be an infinity branch of €GP, and we look for a series r3(z) = z¢3(1/z), ¢3(z) € C K z >, such
that B = {(z,12(2),13(z)) € C* : z € C, |z| > M} is an infinity branch of €. Observe that, from the discussion above,
we can get it as r3(z) = h(z, r2(z)) (note that since (z, ,(z)) € C? for |z| > MP, and r3(z) = h(z, r2(z)), we consider
(z,12(2), 13(2)) € C3for |z| > M, where M = MP). However, we need to prove that r3(z) = z¢3(1/z) for some Puiseux
series ¢3(z).

As we stated above, given (ay, ay, as) € G, it holds that f3(ay, a,, as) = hi(ay, a;) — hy(ay, ay)as = 0. Thus, in particular,
(z,12(2), r3(2)) € B C € verifies that f3(z, 1,(2), r3(z)) = 0. Hence, F3(z, 12(2), 13(2), 1) = 0, where F3(x1, X2, X3, X4) is the
homogeneous polynomial of f3(x1, X2, X3).

Taking into account the results in Section 3 in [1], we have that r;(z) = z¢,(1/z), where ¢;(z) € C < z >. Now,
we look for ¢3(z) € C <K z > such that r3(z) = zgs;(1/z). This series must verify that (see statement above) that
F3(z,z¢2(1/2), z93(1/2),1) = 0 for |z| > M.We set z = t~', and we get that F3(t™", t ', (t), t '3(t), 1) = O or
equivalently

F3(17 (pZ(t)’ ¢3(t)st) =0. (I)
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Note that equality (I) holds for |t| < 1/M. That is, equality (I) must be satisfied in a neighborhood of the point at infinity
(17 QDZ(O)v @3(0)7 0)
At this point, we observe that F; has the form

F3(x1, X2, X3, X4) = X, H1 (X1, X2, X4) — X,2Ha (X1, X2, X4)X3

where H;(x1, X2, X4) is the homogeneous polynomial of h;(x;, X2), i = 1, 2, and nq, n, € N. Then, we have that
F3(1, ¢2(t), @3(0), £) = " H1(1, a(t), £) — "2 Ha (1, a(t), £)g3(t)

and since (I) must hold, we obtain that

Hl(lv (P2(t)’ t)
H2(17 §02(f), t) .

Obviously, ¢3(t) can be expressed as a Puiseux series since C <« t > is a field. Therefore, we conclude that B =
{(z,12(2), 13(2)) € C: z € C, |z| > M}, where r3(z) = zg3(1/z), is an infinity branch of €. O

p3(t) =M™

In the following, we illustrate the above theorem with an example.

Example 1. Let C be the irreducible space curve defined over C by

f1(x1, X2, X3) = —x% —2X1X3 + 2%x3 — X1+ 3, and  fo(Xq, X2, X3) = X3 + X1X; — x%.
The projection along the x3-axis, C? is given by the polynomial

FP(X1,X2) = X5 + X1 — 3 — 2x%% + 4x1X5 — 2X3

(f? can be obtained by computing resultanty, (f1, f,); see Section 2.3 in [28]).

By applying the method described in [1] (see Section 3) we compute the infinity branches of €. For this purpose, we
consider the algcurves package included in the computer algebra system Maple; in particular, the command puiseux is
used. We obtain the branch B} = {(z,11,(2)) € C*: z € C, |z| > M'}, where

@ z7! 3772 N z73 2374 N 37z7° 25776 N
r _Z £ _
12 2 2 2 8 8 4

that is associated to the point at infinity Py = (1 : 0 : 0), and the branch Bg ={(z,2@) eC?:z€C, |z| > Mf}, where

22172 N 1 N 922712 77V 78527732

4 32 4 1024

that is associated to the point at infinity P, = (1 : 1 : 0). Note that Bg has ramification index 2, so it has two leaves.

Once we have obtained the infinity branches of the projected curve CP, we compute the infinity branches of the space
curve C. For this purpose, we need to compute the lift function h(xq, x,) (we apply Sections 2 and 3 in [32]) to get the third
component of these branches. In this example, we only have to compute the remainder of f; divided by f, w.r.t. the variable
x3 (see e.g. Section 5.1.2 in [34]). We get that remy, (fi, o) = —x3 + 3 — X1 + 2x3x; — 4x1x3 + 2x3. Thus, the lift function
h(x1, x,) is obtained by solving the equation f, = 0 in the variable x3. We get that h(xq, x;) = —x1x; + x% and thus, the
infinity branches of the space curve are B; = {(z, r12(2), r1,3(2)) € C*: zeC, |z| > My}, where

12(2) =z +

’

3z7' z?2 11z 15274 15z

r1.3(Z)=h(Z,T1,2(Z))=—5—T—T+ s T 3 3

Fig. 2. Curve € and infinity branches By (left) and B, (right).
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Fig. 3. Curve C (left) approached by a parabola and a line (right).

and By = {(z, 12.2(2), 12.3(2)) € C*: z € C, |z| > M,}, where
V2232 N 3z N 1742212 3 8974/2z7 12

2 4 32 8 1024
In Fig. 2, we plot the curve € and some points of the branches B; and B,.

12,3(2) = h(z,12,2(2)) =

4. Computation of an asymptote of a given infinity branch

In [3] (see Section 3), we show how some algebraic plane curves can be approached at infinity by other curves of less
degree. A well-known example is the case of hyperbolas that are curves of degree 2 approached at infinity by two lines (their
asymptotes). Similar situations may also arise when we deal with curves of higher degree.

For instance, let C be the plane curve defined by the equation —x,x; — X3 — x3 + 2x2x, + x3 — 2x, = 0. The curve € has
degree 3 but it can be approached at infinity by the parabola x, — 2xf + 3/2x; 4+ 15/8 = 0 (see Fig. 3). This example led us
to introduce the notions of perfect curve and g-asymptote for plane curves (see Section 3 in [3]). Some properties on these
concepts as well as some important applications for a given plane curve were presented in [3] (see Section 4).

Determining the asymptotes of an implicitly defined algebraic curve is an important topic considered in many text-books
on analysis (see e.g. [35]). Some algorithms for computing the linear asymptotes of a real plane algebraic curve implicitly
defined can be found in the literature (see e.g. [14,15] or [16]). However, as we show in [3], an algebraic plane curve may
have more general curves than lines (that is the classical concept of asymptote) describing the status of a branch at the
points with sufficiently large coordinates. The theory and practical methods concerning these special general curves, called
generalized asymptotes, are presented in [3] (see Sections 3, 4 and 5) for the case of plane curves.

In this section, we intend to study and compute the generalized asymptotes for a given algebraic space curve. No results
approaching this problem algorithmically and theoretically were known up to the moment. The results are new and open
new ways in order to explore space curves as for instance different aspect concerning its topology (see [ 18]), the computation
of the shapes in a family of space curves (see [19]) or even its symmetries (see [7]).

Some results cannot be seen as a straightforward generalization from the case of plane curves. Although the construction
of asymptotes is similar (in the sense that in the space curve a new component has to be computed), the formalization of
the results as well as the detailed proofs need to be considered from a different point of view (for instance, the computation
of the degree of a space curve is totally different to the computation of the degree of a plane curve). So, Lemma 2 and
Proposition 1 require new tools and different reasoning as in the plane case.

We start the section with some important definitions and previous results that will lead to the construction of asymptotes
in Section 4.1.

Definition 4. A curve C of degree d¢ is a perfect curve if it cannot be approached by any curve of degree less than de.

A curve that is not perfect can be approached by other curves of less degree. If these curves are perfect, we call them
g-asymptotes. More precisely, we have the following definition.

Definition 5. Let C be a curve with an infinity branch B. A g-asymptote (generalized asymptote) of € at B is a perfect curve
that approaches € at B.

The notion of g-asymptote is similar to the classical concept of asymptote. The difference is that a g-asymptote does not
have to be a line, but a perfect curve. Actually, it is a generalization, since every line is a perfect curve (this remark follows
from Definition 4). Throughout the paper we refer to g-asymptote simply as asymptote.
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Remark 6. The degree of an asymptote is less or equal than the degree of the curve it approaches. In fact, an asymptote of
a curve C at a branch B has minimal degree among all the curves that approach € at B (see Remark 3 in [3]).

In the following, we prove that every infinity branch of a given algebraic space curve has, at least, one asymptote and
we show how to obtain it (see Theorem 3). Most of the results introduced below for the case of space curves generalize the
results presented in [3] for the plane case.

Let C be an irreducible space curve implicitly defined by the polynomials f; € R[xq,X2,x3],i = 1,2, and let B =
{(z, 2(2),13(2)) € C3: z € C, |z| > M} be an infinity branch of € associated to the point at infinity P = (1 : m, : m3 : 0).
We know that r, and r3 are given as

rz(z) = myz + a1,22_N1*2/N2+] + azyzz—Nzyz/Nz-Fl + (13_22_N3'2/N2+1 + .

r3(Z) = msz 4 a 327N113/N3+1 4 a 327N2Y3/N3+1 4 as 327N3Y3/N3+1 4.
where ai» # 0, Ny, Ni» € N, i>1,0< Ny < Nyy < - -,and ai3 # 0, N3, N;i3 € N, i>1,and0 < Nizs <Ny3<---
Let N := lcm(N;, N3), and note that v(B) = N.

Lemma 2. It holds that deg(C) > N.

Proof. In Section 2, we show that there exist N := Ilcm(N,, N3) conjugate tuples, (¢,(z), ¢3(z)), which are solutions of the
system g;(x,, X3, X4) = 0,1 = 1, 2. Hence, the tuples (z, 1;,(2), 1j3(2)) with1j»(2) = z<pj,2(zq) andrj3(z) = zgoj,3(z“) for
j=1,...,N,are solutions of the system f;(x1, X2, x3) = 0, i = 1, 2. That is, they are points of the curve C.

Then, given z such that |z5| > M, we have N intersections between the curve € and the plane defined by the equation
X1 — 2o = 0 (these points are (2o, 2(20), 7j,3(20)), j = 1, ..., N). Thus, by definition of degree of a space curve (see e.g. [23]
or [36]), we get thatdeg(C) > N. O

In the following, let £, k = 1, 2, be the first integer verifying that Ny, < Ny < Ny, 11 k. Then, we can write

N1,z Ney 2 Ney+1.2

- 241 - +1 - +1
@ =mz+az ™2 +---tah,z M + 04122 M2 + ..
_Ms _Neg3 _Nes+13
@) =mz+a3z ™ 4t an3z M +ap;413z M + -

where the exponents —N; x /N, + 1 are non-negative for j < ¢, and negative forj > ¢.
Now, we simplify (if necessary) the non-negative exponents and rewrite the above expressions, and we get

M2 g M2 ~ Ney+1.2 4
@) =mz+aipz ™ 44 an0z " Han0z 2 4 2
,”17«3+] ,E+ 7N(:3+1~3 +1
r3(z)=mzz+a;3z ™ +---+a53z +ap413z M + ...
where gcd(ng, nyk, ..., Ng ) =1, k=1,2.Notethat0 < nyp < ngp < -+, Ny < M.

Under these conditions, we introduce the definition of degree of a branch B as follows:

Definition 6. Let B = {(z,2(2),13(z)) € C3 : z € C, |z| > M)} defined by (2), be an infinity branch associated to
P=(1:my:m3:0), mj €C, j=1,2. Wesay that n := lcm(ny, n3) is the degree of B, and we denote it by deg(B).

Remark 7. Note that n; < N;, i = 1, 2. Thus, n = Icm(ny, n3) = deg(B) < N = lcm(N;, N3), and from Lemma 2 we get
that deg(C) > deg(B).

Proposition 1. Let € be a curve that approaches € at its infinity branch B. It holds that deg(C) > deg(B).

Proof. From Theorem 1, we get that € has an infinity branch B = {(z, 7»(z), 73(z)) € C3 : z € C, |z| > M} convergent
with the branch B = {(z, 12(2), 13(2)) € C* : z € C, |z| > M}. From Lemma 1, we deduce that the terms with non negative
exponent in the series r;(z) and 7;(z), for i = 2, 3, are the same, and hence B is a branch of degree n of the form given in (2).
Now, the result follows taking into account Remark 7. O

4.1. Construction of asymptotes

In this subsection, we present an algorithm that allows us to compute an asymptote for each of the infinity branches of
a given implicit space curve. An example illustrating the algorithm is presented.

The algorithm is obtained from the results presented above and the construction developed throughout this subsection.
In Theorem 3 we formally prove that, indeed, the construction presented leads to an asymptote of the given space curve. In
addition, we show how the asymptote can be easily parametrized and in fact, we prove that this parametrization is proper.
Although the results are equivalent to those presented for the plane case (see Section 3 in [3]), the proofs and detailed
discussions have to be different since the tools used to deal with the space curve differ from those used in the plane case.
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Let C be a space curve with an infinity branch B = {(z, r,(2),13(z)) € C* : z € C, |z| > _M}. Taking into account the
results presented above, we have that any curve € approaching € at B has an infinity branch B = {(z, 72(2), 73(2)) € Cc3:
z € C, |z| > M} such that the terms with non negative exponent in r;(z) and 7;(z) (for i = 2, 3) are the same. We consider
the series 7, (z) and 73(z), obtained from r,(z) and r3(z) by removing the terms with negative exponent (see Eq. (2)). Then,
we have that

~ - 1 - 1
F(2) = Moz 4 @y 22 "2/ o gy, gz M2/

. (3)

F3(2) = maz 4 a1 32 "3/ o gy, 927 M3/
where gj, ... € C\ {0}, my € C, my, njk... € N, ged(ng, Ny g, ..., Ne) = 1,and 0 < nyx < ny i < - --. That s, 7y has the
same terms w1th non negative exponent as rk, and 7y does not have terms with negative exponent.

Let € be the space curve containing the branch B = {(z, 1,(2), 13(z)) € C> : z € C, |z| > M}. Observe that
(Q(t) — (tn’ mzt” + a1_2fr2(n2_m'2) N agzyztrz(nz—nzz,z),
mst" + a]!3rrl(n3—n1.3) 4t 053’3tr3(n3—n43,3)) € (C[t]3, (4)

where n = lem(ng, n3), re = n/mg, M, Nk, - Nk € N, 0 < Ny < ngge < - Ny and ged(mg, Ny, - .., Ny k) =

1, k = 2, 3, is a polynomial parametrization of €. In addition, in Lemma 3, we prove that Qis proper (i.e. invertible).

Lemma 3. The parametrization Q given in (4) is proper.

Proof. Let us assume that @ is not proper. Then, there exists R(t) € C[t], with deg(R) =1 > 1,and Q(t) = (q:(t), g2(t),
qs(t)) € C[t]?, suchthat @(R) = @ (see[37]).In particular, we get that q; (R(t)) = t", which implies that q; (t) = (t—R(0))¥,
and R(t) = t" + R(0), where rk = n. Let us consider R*(t) = R(t) — R(0) = t" € C[t], and

Q*(t) = Q(t+R(0) = (", ¢5(1), g5(0))
=t o+t + et + -t do + dit + dat? + - - +d,t7) € C[t]P.
Then, @*(R*) = Q(R) = @ and, in particular,
GRY = @) = myt" + ag 2D .4 aez.zfQ(nz_n[z'Z)-
That is,
CoF Crt" + Cot? 4 -yt = myt"  ag o222 g, 2R TNG2),

From this equality, and taking into account thatr, = n/n, = rk/n,, we deduce thatk/n,(n,—n; ;) € Z,and thuskn; ,/n, € Z
fori = 1, ..., ¢,. This implies that n, divides k since, otherwise, n, should divide n; ; fori = 1, ..., £5, which contradicts
the assumption that gcd(ny, nq 2, ..., ng, 2) = 1(see Eq. (4)).

On the other hand, reasoning similarly with the third component, we have that q5(R*) = q5(t") = q3(t) and we get that
n3 also divides k. Therefore, k is a common multiple of n, and n3, which is impossible since k < n (note thatrk =n, r > 1)
and n = Iem(ny, n3). O

From Lemma 3 and using the definition of degree for an implicitly defined space curve (see e.g. [23] or [36]), we obtain
the following lemma.

Lemma 4. Let C be the space curve containing the infinity branch given in (3). It holds that deg(@) = deg(B).

Proof. The intersection of C with a generic plane provides n points since Cis parametrized by the proper parametrization
@ that has degree n (see Lemma 3). In addition, we note that n = deg(B) (see Definition 6). O

In the following theorem, we prove that for any infinity branch B of a space curve @, there always exists an asymptote
that approaches € at B. Furthermore, we provide a method to obtain it (see algorithm Space Asymptotes Construction). The
proof of this theorem is obtained from Lemmas 2 and 4, and Proposition 1. This proof is similar to the proof of Theorem 2
in [3], but for the sake of completeness, we include it.

Theorem 3. The curve C is an asymptote of C at B.

Proof. From the construction of G, we have that e zipproaches € at B. Thus, we need to show that € cannot be approached
by any curve with degree less than deg(@) (that is, € is perfect).

For this  purpose, we first note that C has a polynomial parametrization given by the form in (4). Hence, the unique infinity
branch of € is B (see [37]). In addition, we observe that by construction, B and B are convergent.

Under these conditions, we consider a space curve, G, that approaches CatB. Then, € has an infinity branch B convergent
with B (see Theorem 1). Since Band Bare convergent, we deduce that B and B are convergent (see Corollary 1) which implies
that G approaches € at B. Finally, from Proposition 1 and Lemma 4, we deduce that deg(€) > deg(@) and thus, we conclude
that € is perfect. O
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From these results, in the following we present an algorithm that computes an asymptote for each infinity branch of a
given space curve.

We assume that we have prepared the input curve ¢, by means of a suitable linear change of coordinates if necessary,
suchthat (0 : a: b : 0) (a # 0orb # 0)is not a point at infinity of € (see Remark 3). In addition, we assume that there
exists a birational correspondence between the points of P and the points of ¢, where C? is the plane curve obtained by
projecting C along the x5-axis (see Section 3).

Algorithm Space Asymptotes Construction.

Given an irreducible real algebraic space curve € implicitly defined by two polynomials f; (x1, X2, X3), fo(X1, X2, X3) €
R[x1, X2, X3], the algorithm outputs an asymptote for each of its infinity branches.

1. Compute the projection of € along the xs-axis. Let G, be this projection and fP (x4, x,) the implicit polynomial
defining C,.
2. Determine the lift function h(x, x,) (see Sections 2 and 3 in [5]).
3. Compute the infinity branches of ¢, by applying the results in Section 3 in [8].
4. For eachbranch B! = {(z,1i2(2)) € C?: z € C, |z| > MP,},i=1,...,s,do:
4.1. Compute the corresponding infinity branch of €: Y

Bi = {(z,1i2(2),1i3(2)) € C*: 2 € C, |z| > My}

where r;3(z) = h(z, 1i2(2)) is given as a Puiseux series.

4.2. Consider the series 7 ,(z) and 7; 3(z) obtained by eliminating the terms with negative exponent in r;,(z) and
ri,3(2), respectively (see equation (3)). _

4.3. Return the asymptote 5,- defined by the proper parametrization (see Lemma 3), Q;(t) = (t™, 7;2(t™), 7i3(t")) €
C[t]3, where n; = deg(B;) (see Definition 6).

Remark 8. 1. The implicit polynomial f?(x1, x,) defining C, (see step 1) can be computed as f?(x1, x;) = resultanty, (f, f>)
(see Section 4.5 in [28]).

2. Since we have assumed that the given algebraic space curve € only has points at infinity of the form (1 : m, : m3 : 0)

(see Remark 3), we have that (0 : m : 0) is not a point at infinity of the plane curve C,. Thus, results in Section 3 in [1]
can be applied.

3. Reasoning as in the correctness of the algorithm Asymptotes Construction in Section 3 in[3], one proves that the algorithm
Space Asymptotes Construction outputs an asymptote € that is independent of the leaf chosen to define the branch B
(see Section 2).

In the following example, we illustrate algorithm Space Asymptotes Construction.

Example 2. Let C be the algebraic space curve over C introduced in Example 1. In Example 1, we show that ¢ has two
infinity branches B; = {(z, 1i2(2),13.(z)) € C* : z € C, |z| > M;}, i = 1, 2. These branches were obtained by applying
steps 1, 2, 3, and 4.1 of Algorithm Space Asymptotes Construction. Now we apply step 4.2, and we compute the series 7; j(z)

by removing the terms with negative exponent from the seriesr;j(z),i = 1, 2, j = 2, 3. We get:
. g V2272 1
r.2(2) =0, f22@) =2z + + -,
2 4
. 1 - V227 3z 174272 3
rs3iZ)=—=, Ty 3(z) = — - —
13(2) 5 2,3(2) Sttt

Thus, in step 4.3, we obtain:

V2t 3

1
> T3 2 T3 Tt

Qi(t) = (t, F1a(t), F13(t)) = (£,0,—1/2), and
. 3 2
B(t) = (2, Foa(0), F2,3(f2))=<f2,f2+ Ve e 17V 3).

(51 and az are proper parametrizations (see Lemma 3) of the asymptotes € and G,, which approach € at its infinity branches
B1 and B,, respectively.

In Fig. 4, we plot the curve € and its asymptotes 51 and 52.
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Fig. 4. Curve C approached by asymptotes 51 (left) and 52 (right).
5. Asymptotes of a parametric curve

Throughout this paper so far, we have dealt with real algebraic space curves implicitly defined by two polynomials. In
this section, we present a method to compute infinity branches and asymptotes of rational curves from their parametric
representation (without implicitizing).

The approach presented provides a new approach to construct generalized asymptotes by using only the parametrization.
We have not been able to find a reference in the literature where this problem is solved (even for the plane case). Only some
partial algorithms for parametric curves where the (linear) asymptotes are constructed can be found in classical text-books
on analysis.

Thus, the contribution and advantage of the approach presented in this section is important not only because we avoid
the computation of the implicit equation defining the curve but also for the important applications to the frame of the study
of algebraic curves from its parametrization (see e.g. [7] or [17]).

In the following, we deal with real space curves defined parametrically. However, the method described can be trivially
applied to the case of parametric real plane curves and in general, for a rational parametrization of a curve in the
n-dimensional space. Similarly as in the previous sections, we work over C, but we assume that the curve has infinitely
many points in the affine plane over R and then, the curve has a real parametrization (see Chapter 7 in [28]).

Under these conditions, in the following, we consider a real space curve € defined by the parametrization

P(s) = (p1(5), p2(5), p3(s)) € R(S)>*\ R?,  p;i(s) = pir(s)/p(s), i = 1,2, 3.

We assume that we have prepared the input curve G, by means of a suitable linear change of coordinates (if necessary) such
that (0:a:b:0)(a## 0orb # 0)is not a point at infinity (see Remark 3). Note that this implies that deg(p;) > 1.

Observe that if C* represents the projective curve associated to G, we have that a parametrization of C* is given by
P*(s) = (p11(5) : p21(5) : p31(5) : p(s)) or, equivalently,

PH(s) = (1 P21 P3u(s) P )
"pus) pu® pnG)/)’

A method to construct the asymptotes of C.
In order to compute the asymptotes of C, first we need to determine the infinity branches of €. That is, the sets

B={(z,12(z),13(z)) € C}: z € C, |z| > M}, where 1ri(z) = zrpj(z’]), j=2,3.

For this purpose, taking into account Remark 1 in Section 2, we have that

fiz:n@ n@)=F1: 0@ ) pE )iz ) =F1:00 30 : 1) =0

around t = 0, wheret = z~' and F;, i = 1, 2 are the polynomials defining implicitly €*. Observe that in this section, we
are given the parametrization #* of €* and then,

p218)  pai(s)  p(s) )
“pu(s) T pu(s)  pus)
Thus, intuitively speaking, in order to compute the infinity branches of €, and in particular the series ¢;, j = 2, 3, one needs

to rewrite the parametrization £*(s) = (l : 218 : gﬂg; : p?fs()s)) in the form (1 : @, (t) : @3(t) : t) around t = 0. For this

purpose, the idea is to look for a value of the parameter s, say £(t) € C < t >>, such that P*(£(t)) = (1 : @2(t) : @3(t) : t)
around t = 0.

Hence, from the above reasoning, we deduce that first, we have to consider the equation p(s) /p11(s) = t (or equivalently,
p(s)—tpq11(s) = 0),and we solve it in the variable saround t = 0 (note thatdeg(p;) > 1). From Puiseux’s theorem, there exist
solutions £1(t), €5(t), ..., £k(t) € C < t > such that, p(¢;(t)) — tp11(4i(t)) =0, i = 1, ..., k,in a neighborhood of t = 0.

F(P*(s) =F (1
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Thus, for eachi = 1,..., k, there exists M; € R* such that the points (1 : ¢;2(t) : ¢;3(t) : t) or equivalently, the points
(™1t i (t)  t 7 g 3(t) ¢ 1), where
pialli(®) .
gij(t) = 2——= j=23, (5)
pu(4i(t))

are in C* for |t| < M; (note that £*(£(t)) € C* since #* is a parametrization of C*). Observe that ¢; ;(t), j = 2, 3 are
Puiseux series, since p; 1(£;(t)), j = 2, 3 and p11(¢;(t)) can be written as Puiseux series and C < t > is a field.

Finally, we set z = t~!. Then, we have that the points (z, 1;2(2), 11.3(2)), where 1ij(2) = zgoi,j(z”),j = 2, 3,arein C for
|z| > Mfl. Hence, the infinity branches of € are the sets

Bi={(z,112(2),1i3(2) €eC*: zeC, |z| > M}, i=1,...,k

Remark 9. Note that the series ¢;(t) satisfies that p(¢;(t))/p11(4i(t)) = t,fori =1, ..., k. Then, from equality (5), we have
thatforj =2, 3

pj1(¢;i(t))
p(Li(t))

Once we have the infinity branches, we can compute an asymptote for each of them by simply removing the terms with
negative exponent from r; ; and r; 5 (see Section 4.1).

The following algorithm computes the infinity branches of a given parametric space curve and provides an asymptote
for each of them. We remind that the input curve € is prepared such that (0 : a : b : 0) (a £ 0 or b # 0) is not a point at
infinity of C* (see Remark 3).

@ij(t) = t =pj(ti()t, and 1i;(2) =z (27" = pi(Liz")).

Algorithm Space Asymptotes Construction-Parametric Case.

Given a rational irreducible real algebraic space curve € defined by a parametrization £(s) = (p1(s), p2(s), p3(s)) €
R(s)3,pj(s) =pj1()/p(s), j = 1, 2, 3, the algorithm outputs one asymptote for each of its infinity branches.

1. Compute the Puiseux solutions of p(s) — tpq1(s) = 0 around s = 0. Let them be £1(t), £5(t), ..., Lx(t) e C KLt >.
2. Foreach;(t) e CKt >»,i=1,...,k do:
2.1. Compute the corresponding infinity branch of €:

Bi = {(z,1i2(2),1i3(2)) € C*: z € C, |z| > M;}, where

rij(z) = p;(€i(z™")), j = 2, 3 is given as Puiseux series (see Remark 9).

2.2. Consider the series T ,(z) and 7; 3(z) obtained by eliminating the terms with negative exponent in r;,(z) and
ri3(2), respectively (see equation (3) in Subsection 4.1). N

2.3. Return the asymptote 5,- defined by the proper parametrization (see Lemma 3), Q;(t) = (t™, 7;2(t™), 7i3(t")) €
C[t]?, where n; = deg(B;) (see Definition 6).

Remark 10. We note that:

1. In step 1 of the algorithm, some of the solutions £ (t), £5(t), ..., £x(t) € C <« t > might belong to the same conjugacy
class. Thus, we only consider one solution for each of these classes.

2. Reasoning as in statement 3 in Remark 8, one also gets that the algorithm Space Asymptotes Construction-Parametric
Case outputs an asymptote € that is independent of the solutions £1(t), £,(t), ..., £(t) € C < t > chosen in step 1
(see statement 1 above), and of the leaf chosen to define the branch B.

In the following example, we study a parametric space curve with only one infinity branch. We use algorithm Space
Asymptotes Construction-Parametric Case to obtain the branch and compute an asymptote for it.

Example 3. Let C be the space curve defined by the parametrization

145 -1+ 1
P(s) = < Tt i ,7> e R(s)>.
S S S

Step 1: We compute the solutions of the equation
p(s) — tp11(s) = s —t(—1 +sz) = —ts>+t=0

around ¢t = 0. For this purpose, we may use, for instance, the command puiseux included in the package algcurves of the
computer algebra system Maple. There is only one solution that is given by the Puiseux series (see Proposition 2)

20t) = (=2 +1/3t + 1/9(—t)°3 — 2/81(—t)" +2/729(=t) /3 + . ..

(note that £(t) represents a conjugacy class composed of three conjugated series; one of them is real and the other two are
complex).
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Fig. 5. Curve C (left), infinity branch B (center) and asymptote ¢ (right).

Step 2:

Step 2.1: We compute (see Proposition 2)
r2) =pa(b(z YY) = =222 +1/3 —1/92722 +2/8127%3 — 2/729z78° + ...
r3(2) = p3s(L(z™") = —2z'% —1/3z73 +1/8127°% —1/243277P + ...
(we may use, for instance, the command series included in the computer algebra system Maple). The curve has only one
infinity branch given by
B={(z,12(2),13(2)) €e C}: z € C, |z| > M}
for some M € R (note that this branch has three leaves; one of them is real and the other two are complex).
Step 2.2: We obtain 7, (z) and 73(z) by eliminating the terms with negative exponent in r,(z) and r3(z) respectively:
f,(z2) = —z*3 4+ 1/3 and Fa(z) = —2'>.
Step 2.3: The input curve € has an asymptote € at B that can be polynomially parametrized by:
QD) = (C, B(E), F5() = (%, 1> +1/3, —1).

In Fig. 5, we plot the curve @, the infinity branch B, and the asymptote C.

Correctness.

The application of the algorithm Space Asymptotes Construction-Parametric Case presents some technical difficulties
since infinite series are involved. In particular, when we compute the series ¢; in step 1, we cannot handle its infinite terms
so it must be truncated, which may distort the computation of the series r; ; in step 2. However, this distortion may not affect
to all the terms in r; ;. In fact, the number of affected terms depends on the number of terms considered in ¢;. Nevertheless,
note that we do not need to know the full expression of r; ; but only the terms with non negative exponent. Proposition 2
states that the terms with non negative exponent in r; ; can be obtained from a finite number of terms considered in ¢;. In
fact, it provides a lower bound for the number of terms needed in ¢;.

Proposition 2. Let £(z) € C « z > be a solution obtained in step 1 of the algorithm Space Asymptotes Construction-
Parametric Case. Let B = {(z,1,(2),13(2)) € C> : z € C, |z| > M}, 1i(z) = pj(ﬁ(z*])), j = 2, 3, be the infinity branch of C
obtained in step 2.1 of the algorithm Space Asymptotes Construction-Parametric Case. It holds that the terms with non negative
exponent in r, and r3 can be obtained from the computation of 2 deg(p;) + 1 terms of £.

Proof. We prove the proposition for r, (similarly, one gets the result for r3). For this purpose, we write £(z) as
0 .
0(z) :=by+biz7 N + ... 4+ bz7"N + B(z), B(z) = Zajz’/’v, N eNT,
j=1

a;, b; € C, and we consider £*(z) := £(z) = v/z" where
) .
vi=boz + b1z 4+ - + b1z + by + Z°B(ZY), B(EY) = Z az.
j=1

Note that the terms with non negative exponent in r,(z) are the terms with non positive exponent in r,(1/z). In
addition, these terms are the terms with non positive exponent in r,(1/z"). On the other hand, r,(z) = p,(£(z™!)) so
r2(1/z") = p,(£*(2)). Therefore, we need to determine the terms with non positive exponent in p, (£*(z)).

Now, we distinguish two different cases:
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1. Let us assume that £(z) has terms with negative exponent and thus, we assume w.l.o.g. that by # 0, k > 0. Thus,

P21(v/z")  Paa(@)
p(v/zv)  ZKmmp(z)’
P2.1(2) = V™ + Cn 1 ZV™ T 4 2 VMR b 002", e £ 0

P(2) = dpv" + dp_1 250" F dp_o 2V b doZ, dy #£ 0.

p2(£(2)) =

m := deg(p,,1), n := deg(p),

Under these conditions, the generalized series expansion of p,(£*(z)) around z = 0 is given by jf('nlizn)) G(z), where G(z2)
is the Taylor series of 1/p(z) at z = 0. Observe that G(z) exists since all the derivatives of 1/p(z) at z = 0 exist (note that
the denominator of all the derivatives is a power of the polynomial p(z), and p(0) = d,v(0)" = d,b; # 0). In addition,

taking into account that
v?0) =byj, 0<j<k and v?0)=a_, j>k+1,

and that W , is obtained from v?(0), 0 <i < j,we get that

,01/p@)
p(0) 9z |z=0
+ 2 1 (b - -+, bo, ar) + -+ + 2 iy (b - . bo, a1y @) e

where hj(by, ..., bo, a1, ..., ai_y), j = 0, denotes a rational function depending on by, ..., bg, ay, . .., Gj—.
As we stated above, we need to determine the terms with non positive exponent in

pa(t (2)) = 221

Zk(m—n)
In the following, we prove that they can be obtained by just computing by, ..., b, a1, ..., dgm. Indeed:
1.1. Let m = n. Then, we need to compute the terms with non positive exponent in

P2.1(2)G@) = (CnV™ + 12V + a2V + -+ 2™
(ho(by) + -+ + 2N (b, ..., bo) + 2" ey (b, ... bo, @r) + -+ -).
Thus, we only need the independent term cq,b ho (by).

1.2. Let m < n.In this case, we need to determine the terms with non positive exponent in zZt:-™ D2.1(z2)G(z). However,
since n — m > 0, we conclude that there are no such terms.

1.3. Let m > n. Then, we need to compute the terms with non positive exponent in p, 1G/z™ ™ which implies that we
need to determine the terms having degree less or equal to k(m — n) in the product p, 1(z)G(z). Those terms are
included in the product

(cm(boz" 4+ 012" 4 - + b1z 4+ b)™ + 12" (boz" + b1 + -+ beaz + b+ -+ €02 ™)
(ho(be) + -+ + 2"ty (bx, . . ., bo) + 2 i1 (b, . ., bo, ar) + -

lz=

Gz) = + - =ho(by) + - + Z*hy (b, . .., bo)

G(2).

+Zk(m7n)hk(m—n) (bk’ RN} bOa ai, ..., ak(m—n)))
(we do not include the term z*B(z") in this product since after multiplying, it only provides terms of degree greater
than km). Therefore, at most we have to compute £(z) till the terms by, ..., bo, a1, ..., Gxm—n) appear. That is,

k+ 1+ k(m — n) terms are needed.
Taking into account the cases 1.1-1.3, we deduce that at most we have to compute k+ 1+ k(m —n) terms in £(z). Finally,
we prove that k + 14 k(m —n) < 2deg(p,) + 1. For this purpose, let d(r,) denote the maximum exponent of z in 5 (z).
We observe that d(r;) < 1; otherwise, since

F(z:13(2) :13(2) : 1) =F(z/12(2) : 1:13(2) /12(2) : 1/12(2)) =0
(for |z| > M) by continuity, we get
Zli)rgloF(z/rz(z) :1:1r3(2)/r2(2) : 1/1(z)) =F(0:1:C:0)=0

where C := lim,_, o 13(2)/1r2(2). If C € C, we getthat (0 : 1 : C : 0) is a point at infinity of the input curve which is
impossible since we have assumed that the input curve does not have points at infinity of the form (0 : a : b : 0). If
C = oo, we reason as above but we divide by r3(z). In this case, we get the point at infinity (0 : 0 : 1 : 0) which is again
impossible.

On the other hand, since r,(z) = p,(£(z"1)) = %, we get that d(r;) = (m — n)k/N, where m = deg(p1)
and n = deg(p) (see Chapter 4 in [30]). Hence, (m — n)k/N < 1 which implies that (m — n)k < N. In addition, since
N < deg,(p(s) —tp11(s)) = deg(p1) (see Remark 4 in [3]), we get thatk+ 1+ k(m —n) < 2k(m—n)+1 < 2deg(p1)+ 1.
2. Let us assume that by = 0 for k > 0. That is, there are no terms with negative exponent in ¢(z). Then, we write

£(z) := by + B(z), where

o0
Bz) =) az%"N, NeN' geN', 0<q <g <--, qeC\{0},
j=1
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6.

and

o0 o0
0%(2) = £(z) = by + B(z") = by + 2" (a1 + Z aquf_‘“) , BE™M = Zaquf.
j=2 j=1
In this case, we denote v := by + 29 (a; + Zj’iz a;z%~91). In addition, we write
p(t) = p*(t)(t — by)", ged(p*(t),t —bg) =1 forsomer € N.

Under these conditions, we get that p,(£*(z)) =

p2i(v) _  p2i(v) _ p2,1(v) _ P21®@
p(v) pr()(v — bo)" ( ) )r - ZNp(2)’
zipr(v) [ ag + ) az%™h
=2
where

P21@) = p21(V) = V™ + Cu1V™ 1 + -+ + o, e # 0, m = deg(pz,1)
and p(z) = p*(v)(ar + ) 75, a2~ =

(dpV" + dp V"' 4 -+ -+ do) (m + Zaquj—Q1> . dy #0, n:=deg(p®).

=2

The generalized series expansion of p,(£*(z)) around z = 0 is given by P zz’rlqu) G(z), where G(z) is the Taylor series of

1/p(z) at z = 0. Observe that G(z) exists since all the derivatives of 1/p(z) at z = 0 exist (note that the denominator of
all the derivatives is a power of the polynomial p(z), and p(0) = p*(v(0))a; = p*(bo)a; # 0). Reasoning as in case 1,
one may check that G(z) = ﬁ + zwlzzo 4=

= ho(bo, a1) + zhi(bo, a1, @) + -+ + 2°hi(bo, a1, ..., Gyr) + -+ -,

where h;(bg, a1, ..., aj+1), j > 0is arational function depending on by, as, ..., @j11.
Since we need to compute the terms with non positive exponent in
P2.1(2)
* —_ i
P2t (@) = =
we reason as in case 1.1 (if r = 0), or case 1.3 (if r > 0), and we conclude that at most, we have to determine ¢(z)
till the terms bg, ay, ..., d;q,+1 appear. That is, in this case, at most rq; + 2 terms are needed. Finally, we prove that
rqq + 2 < 2deg(py) + 1. For this purpose, we reason as above and since

CpaltE) Pa1(LE")
rz(z) - - ’

plt@z™") %0 '
> az 9N ) preE")
j=1

and lim, . po1(€(z™"))/p*(€(z™")) = pa1(bo)/p*(bo) € C (and thus, d(p21(£(z™"))) = d(p*(¢(z™"))), we get that
d(r;) = rq1/N (see Chapter 4 in [30])). Since d(r,) < 1, we deduce that rq; < N. In addition, since N < deg(p;) (see
Remark 4 in [3]), we get that rq; < deg(p;), and thusrq; + 2 < deg(p;) +2 < 2deg(py) + 1. O

G(2),

Conclusion

In this paper, we present some important tools that will allow us to analyze the behavior at infinity of a real algebraic

space curve implicitly or parametrically defined. In particular, we introduce the notions of infinity branches and generalized
asymptotes, we study some properties, and we present algorithms where we show how to compute them. These notions
were already introduced for an implicit real algebraic plane curve (see [1,3]) but the treatment in the space case has to be
necessarily different. More precisely, in this paper, the following results and methods are obtained:

1.

Some important previous notions and results are presented for a given algebraic space curve. In particular, the concepts
of infinity branch and approaching curves are defined. These concepts are a straightforward generalization from the
notions introduced in the case of plane curves (see Sections 3 and 4 in [1]).

. A method for computing infinity branches in the space is presented. For this purpose, we reduce the problem from the

space to the plane where effective and simply computations can be applied (see Sections 3 and 4 in [1]).

. The computation of asymptotes of an implicitly defined space curve is presented. We reach the expected situation, that is,

the computation is similar to the case of plane curves (see Section 3 in [3]). However, the construction and formalization
of the results use approaches totally new since the computational techniques and tools in the space are necessarily
different to those we have in the plane.
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4. Finally, we show how to compute asymptotes for a given space curve parametrically defined. This approach developed
for the parametric case is new and it can be easily applied to any algebraic curve in the n-dimensional space.

The results obtained in this paper open new ways to explore the algebraic space curves (and in particular, its behavior at
infinity), with expected generalizations to surfaces. As a matter of future research, we plan to extend the results of this paper
to surfaces.
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