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Introduction  

 

In the wake of recurring terrorist attacks in Europe and the USA in recent years, the Western 

world has become concerned about the Internet’s potential for radicalizing individuals. 

Existing case studies of radicalization on Western media reports of the perpetrators of the 
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Abstract 

This review presents the existing research on the role of the Internet in 

radicalization processes. Using a systematic literature search strategy, our paper 

yields 88 studies on the role of the Internet in a) right-wing extremism and b) 

radical jihadism. Available studies display a predominant interest in the 

characteristics of radical websites and a remarkable absence of a user-centred 

perspective. They show that extremist groups make use of the Internet to spread 

right wing or jihadist ideologies, connect like-minded others in echo chambers and 

cloaked websites, and address particularly marginalized individuals of a society, 

with specific strategies for recruitment. Existing studies have thus far not 

sufficiently examined the users of available sites, nor have they studied the causal 

mechanisms that unfold at the intersection between the Internet and its users. The 

present review suggests avenues for future research, drawing on media and 

violence research and research on social identity and deindividuation effects in 

computer-mediated communication. 
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Christchurch massacre,3 the killings on Utøya,4 the planned murder of Swedish artist Lars 

Vilks,5 and the recent attempted attack on a synagogue in Germany6 have all clearly identified 

a key culprit in radicalization processes: the Internet. An often-articulated assumption in the 

coverage of these cases is that the development of radical attitudes is a direct consequence of 

contacts with extremist social media content and online self-radicalization (e.g., Lenz & 

Nustad, 2015; Shane, Apuzzo, & Schmitt, 2015; see more skeptical voices in Burke, 2003, 

and Von Behr, Reding, Edwards, & Gribbon, 2013).  

The academic discourse is less certain about the role that the Internet plays in 

radicalization (Back, 2002; Benson, 2014; Holt, Freilich, Chermak, & McCauley, 2015; Von 

Behr et al., 2013). This discourse is highly scarce and replete with research gaps (Archetti, 

2013, 2015; Cilluffo, Cardash, & Whitehead, 2007; Conway, 2005, 2017; Meleagrou-

Hitchens, Alexander, & Kaderbhai, 2017; Von Behr et al., 2013). Available studies on online 

radicalization are mostly descriptive, focusing on the phenomenology of extremist websites 

that are content- or discourse analyzed in the tradition of communication science (Byrne et al., 

2013; Conway, 2005; Dunbar et al., 2014; Gerstenfeld, Grant, & Chiang, 2003; Shafer, 2002; 

Tsfati & Weimann, 2002). Less is known about the psychological dimension of the Internet in 

the context of radicalization: we know little about the motivations with which users visit 

extremist websites; we know little about the types of users, their characteristics, orientations, 

values, experiences, etc. Most importantly, the literature lacks integrative causal theories that 

could explain the link between the Internet and radicalization from a media effects point of 

view (Conway, 2017; Gill, Corner, Conway, Thornton, Bloom, & Horgan, 2017; Von Behr et 

al., 2013).  

 
3 The Christchurch massacre was a right-wing extremist attack in Christchurch, New Zealand on March 15, 

2019. 
4 This was a mass murder on the Norwegian island Utøya in 2011 (Archer, 2011; Ravndal, 2013; Ungerleider, 

2011).  
5 Colleen LaRose was openly planning to kill the Swedish artist Lars Vilks who had aggravated many Muslims 

by drawing a cartoon of Muhammad. LaRose has also come to be known as Jihad Jane or Fatima LaRose 

(Conway, 2012; Halverson & Way, 2012; Picart, 2015; Weimann, 2014a). 
6 On October 9, 2019, a terrorist attack was attempted in a synagogue in Halle, Germany. The act was streamed 

by the perpetrator on the Internet by means of a helmet-mounted camera (Hill, 2019). 
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It is against this background that the current review synthesizes state-of-the-art 

literature on the role of the Internet in radicalization. Main goals are to give an overview of 

existing research, dispel deterministic assumptions concerning the impact of the Internet on 

radicalization, and identify the type of research that needs to be done in the future. Following 

Conway’s call (2017) for comparative research, we present two different bodies of literature: 

research on online right-wing extremism and online jihadism. 

 

Methodology  

 

A thorough literature search spanning a 20-year publication range (2000 – 2019) was carried 

out via social science databases including Academic Search Premier, Arts and Humanities 

Citation Index, Google Scholar, JSTOR, PsycInfo, Social Sciences Citation Index, and 

SocINDEX. The VOX-Pol online library, a library created by the EU network of excellence 

on violent political extremism, was also used. In addition to these English language and 

international databases, we complemented our search with German language literature by 

using the database Psyndex, Sowiport/Sowis, and WISO. Our search focused on extremist 

right wing or jihadist ideologies relating to Internet use.  

In any single literature review, there are areas of scholarly work that cannot be 

included for reasons of space and scope. Similarly, the current literature review does not 

include the rich body of literature that deals with radicalization without a predominant 

connection to the Internet (for a summary of this literature see Holt, Freilich, Chermak, & 

LaFree, 2018; McCauley & Moskalenko, 2011). We also excluded papers dealing more 

narrowly with specific social media such as Twitter and Facebook and their relevance in the 

context of radicalization (e.g., Mitts, 2019) – this literature would merit a review in its own 

right and was beyond the scope of the current paper.7 At the same time, a rudimentary 

analysis of this literature showed that its central claims are much in line with what we report 

 
7 We are aware that the distinction between articles focusing on the Internet and articles focusing on specific 

social media is far from ideal, especially as their points of convergence outweigh their differences. At the same 

time, the vast amount of studies on the role of specific social media in the context of radicalization prevented us 

from including them into the current review. 
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in the current review, i.e., that user-centered and explanatory (causal) approaches are lacking 

(e.g., Kadivar, 2017; see especially Mitts’ (2019) recent attempt to causally explain 

radicalization on Twitter). Excluded from our literature search was also grey literature, i.e., 

literature that has not been published in pertinent academic journals, such as government 

reports, policy statements, and research summaries made available online through 

international or national institutions (such as the International Centre for the Study of 

Radicalisation and Political Violence, the Konrad Adenauer Foundation, to mention only a 

few; examples can be found in Carter, Maher, & Neumann 2014; Vidino & Hughes, 2015). 

Again, this literature is so broad in scope it would deserve its own synthesis. It was included 

in the current review only to the extent that it had been cited repeatedly in the literature we 

present here. 

To give an overview of the state-of-the-art academic scholarship on our topic, we 

focused our search predominantly on the academic and empirical research available through 

(peer-reviewed) journals, scholarly books, and conference presentations. We also focused our 

search on contributions that show promise in revealing insights on potential causal links 

between the Internet and radicalization. More specifically, we were curious to find out more 

about the predominant topics, methodological designs, and conclusions circulating in 

pertinent academic outlets – especially those that have undergone an academic evaluation 

procedure by the scientific community. Table 1 displays our search terms together with the 

resulting publications and publication counts.  
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Table 1 

Search terms and resulting works broken down into topical areas  

Topical Areas Search Terms Resulting Publications 
Number of 

Publications 

Radicalization radicalization; extremism; 

fundamentalism; polarization; 

terrorism; ideology; persuasion; 

hate speech; hate groups; 

prejudice 

Archetti (2013); Byrne et al. (2013); 

Conway (2017); Gill, Corner, Conway, 

Thornton, Bloom, and Horgan (2017); 

Gill, Corner, McKee, Hitchen and Betley 

(2019); Holt, Freilich, Chermak, Mills, 

and Silva (2019); Holt, Freilich, Chermak, 

and McCauley (2015); Kruglanski, 

Fernandez, Factor, and Szumowska 

(2019); Meleagrou-Hitchens, Alexander, 

and Kaderbhai (2017); Mott (2019); Post, 

McGinnis, and Moody (2014); Quayle and 

Taylor (2011); Reeve (2019); Rieger, 

Frischlich, and Bente, (2019); Schmitt, 

Ernst, Frischlich, and Rieger (2017); 

Shafer (2002); Schils and Verhage (2017); 

Yardi and boyd (2010) 

18 

Right-Wing Extremism right-wing extremism; racism; 

white supremacy; whiteness; 

anti-Semitism; racial 

nationalism; national socialism; 

xenophobia 

Back (2002); Busch (2005); Daniels 

(2008, 2009a, 2009b); De Koster and 

Houtman (2008); Frischlich, Rieger, Hein, 

and Bente (2015); Gerstenfeld, Grant, and 

Chang (2003); Glaser and Schneider 

(2012); Klein (2012); Köhler (2014); Lee 

and Leets (2002); Levin (2002); 

Myagkov, Shchekotin, Chudinov, and 

Goiko (2019); Rafael (2011); Ravndal 

(2013); Richards (2019); Rieger 

Frischlich, and Bente (2013, 2017); 

Scrivens, Davies, and Frank (2018), 

Siapera (2019) 

21 

Jihadism jihadism; electronic jihad; ejihad; 

Islamic State; IS; ISIS; Al-

Quaeda; militant Islam; islamist; 

homegrown extremism; 

homegrown terrorism 

Aly (2017); Awan (2007); Baaken and 

Schlegel (2017); Berger (2015); Carvalho 

(2014); Cheong and Halverson (2010); 

Cilluffo, Cardash, and Whitehead (2007); 

Conway (2012, 2017); Conway and 

McInerney (2008); Ducol (2012); 

Edwards and Gribbon (2013); Enomoto 

and Douglas (2019); Fischer and Prucha 

(2014); Frissen, Toguslu, Van Ostaeyen 

and d’Haenens (2018); Gartenstein-Ross 

and Grossmann (2009); Gendron (2016); 

Greenberg (2016); Gresser (2018); Hafez 

and Mullins (2015); Keller (2011); 

Pantucci, (2011); Payne (2009); Pearson 

(2015); Piazza and Guler (2019); Picart 

(2015); Ramsay (2009); Rudner (2016); 

Ryan (2010);  Sabouni, Cullen, and 

34 
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Armitage, 2017; Torok (2013); Watkin 

and Looney (2019); Weimann (2014a, 

2014b); Windsor (2018) 

Countering 

Radicalization 

counter-narratives; counter 

radicalization; counter speech; 

de-radicalization 

Agarwal and Sureka (2015); Archetti 

(2015); Ashour (2010); Bakker and de 

Graaf (2011); Baruch, Ling, Warnes, and 

Hofman (2018); Braddock and Horgan 

(2015); Briggs and Feve (2013); Ernst et 

al. (2017); Lee (2019a, 2019b); 

McDonwell-Smith, Speckhard, and Yayla 

(2017); Meleagrou-Hitchens, (2017); 

Neumann (2013); Schmid (2013); 

Schmitt, Ernst, Frischlich, and Rieger 

(2017) 

15 

Note: US-American as well as British spelling of the search terms were used, as well as 

wildcard search terms when possible. 

 

As shown in Table 1, our subject matter is divided into three topical areas with a set of 

search terms for each. These areas are: radicalization (more generally), and right-wing 

extremism and jihadism (more narrowly). In line with Holt et al. (2015), we decided to 

examine right-wing and jihadist ideologies together, despite the existing thematic differences 

between them. Our argument in favor of this integrative approach is that the mechanisms 

driving radicalization processes forward on the individual level appear to be fundamentally 

similar across the ideologies (Bjørgo, 2011; Chermak & Gruenewald, 2014; Köhler, 2015; 

Myagkov, Shchekotin, Chudinov, & Goiko, 2019). In addition, we believe that radicalization 

scholarship can only benefit from an integration of theories.  

Using Boolean operators, each of these topical areas was combined with a set of 

search terms surrounding Internet use (such as online, Internet, web, cyber, digital, etc.). Our 

search yielded literature that has burgeoned especially in the last decade, highlighting the 

contemporaneity of the topic. In addition, with 88 studies resulting from our search, the need 

for more research becomes evident. As our review will demonstrate, this is especially true for 

research that explains radicalization by testing causal influences. 
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Results 

 

Online Right-Wing Extremism 

The majority of articles we found in our first topical area online right-wing extremism 

are US-American (Back, 2002), reflecting the existing predominance of right-wing extremist 

websites in this geographical region. This is likely the result of differences in legal 

frameworks: right-wing extremist media content is usually censored as Holocaust denial or 

demagoguery by German law. The US-American constitution protects freedom of speech 

under the First Amendment and prosecutes such content as hate crime only in extreme cases 

(Jenness & Grattet, 2002; Rorive, 2002). Therefore, many European extremist groups host 

their websites on US-American webportals (Jähnke, Laufhütte, & Odersky, 2006; Timofeeva, 

2002). 

As previously mentioned, almost all research on online right-wing extremism is 

limited to textual analyses of websites, discussion forums, and news sites (Daniels, 2009a, 

2009b; Gill et al., 2017), and neglects the users of such sites. Instead, existing studies yield a 

list of media characteristics that supposedly catalyze radicalization. Among these 

characteristics are: (1) implicit spread of propaganda, (2) collective identity, (3) lack of 

censorship, (4) access to prohibited contents, (5) recruitment of new members, and (6) 

anonymity.  

Daniels (2008, 2009a, 2009b) analyzes the tactics of extremists on the one hand, and 

the make-up of racist websites on the other. She finds that many of these tactics and sites are 

cloaked and do not explicitly reveal a connection with the extreme right-wing community. 

The websites portray democratic values such as freedom of speech, education, and animal 

protection on the surface (Daniels, 2008; Glaser & Schneider, 2012; Blomberg & Stier, 2019), 

but spread “white supremacy” propaganda behind these seemingly factual cloaks (Daniels, 

2008, p. 129) – using rhetorical devices to legitimize and justify the right-wing group as a 

resourceful political actor (Blomberg & Stier, 2019). Explicit references to racism and 

nationalism are mostly lacking (Glaser & Schneider, 2012) and ideologically neutral content 

is imitated (Myagkov et al., 2019). In an empirical study with ten participants, Daniels 
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(2009b) shows that while searching for information on Martin Luther King, users happen 

upon the right-wing extremist site www.martinlutherking.org and are incapable of 

distinguishing this cloaked website from other, trustworthy sources of information. And, 

because website messages are so subtle (Siapera, 2019), they withstand censorship and 

banning by providers, thereby increasing the probability to survive under increasing state 

censorship (Rafael, 2011; Myagkov et al., 2019; for a description of blockchain technology 

that withstands censorship see Mott, 2019). 

One of the most pronounced features of right-wing extremist websites is their potential 

for a collective identification that goes beyond local geographies. A “translocal whiteness” 

(Back, 2002, p. 635) or a “form of white identity not tied to a specific location, but 

reimagined as an identity that transcends geography” (Daniels, 2008, p. 137), is conducive for 

individuals across the world to unite and find spaces of belonging (see Richards, 2019, for 

recent evidence). Studies also show that ingroup identities are coupled with outgroup 

derogation of social groups such as ethnic and religious minorities as well as LGBTQ 

individuals. Scrivens, Davies, and Frank (2018) demonstrated that online postings about these 

groups become more polarized over time, thereby shaping the collective identity of the right-

wing extremist community. Polarization processes unfold fastest in the anti-LGBTQ 

discourse, slowest in the anti-Black discourse, and at moderate rates in the anti-Semitic 

discourse (see the deindividuation section further below). Collective identities are facilitated 

by several strategies (presented in Glaser & Schneider, 2012; Shafer, 2002), such as (1) 

establishing collective agreement on identities and roles, (2) offering shared experiences 

(concerts, demonstrations, etc.), (3) offering help in moments of crisis, (4) adapting website 

contents to target-group specific interests (women, the young, etc.), and (5) actively recruiting 

members.  

Translocal identity building is not without its challenges, however, especially because 

national interests are at the core of right-wing extremist thought (Busch, 2005; Köhler, 2014). 

In addition, language barriers and the digital divide limit the accessibility of right-wing 

extremist identities (Busch, 2005). In their content analysis of US-American right-wing 
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extremist websites, Gerstenfeld et al. (2003) discover the lack of connection between right-

wing extremist groups, suggesting that the US-American online scene is decentralized. 

Most of these studies present empirical text analyses at best and conviction-driven 

conceptual reasoning at worst. Among the empirical studies, we found only a handful with a 

focus on media users, some of which are descriptive in nature (the qualitative studies 

presented below), others more causal (the experimental studies presented below). It is 

interesting to note that the descriptive studies mostly work with radicalized samples; the 

experimental studies emphasize radicalization mechanisms in non-radicalized samples.  

By online-interviewing eleven members of the Dutch branch of Stormfront,8 De 

Kouster and Houtman (2008) examined how virtual communities are created and sustained 

online. Interviewees stressed that it was central for them to experience connection and 

belonging to others who share their ideological viewpoint. Using the Stormfront website, 

members felt less isolated, more accepted in expressing extremist attitudes. This was 

especially relevant for members who had experienced stigma and exclusion in the ‘real’ 

world. Members without this experience reported using the website as a platform for political 

action and communication — without looking for collectiveness. Interviewing eight dropouts 

from the German right-wing extremist scene, Köhler (2014) obtained similar findings. Apart 

from experiencing belonging, interviewees particularly praised the possibility of contributing 

to the movement and receiving a sense of self-worth. In their experimental study Rieger, 

Frischlich, and Bente (2013; 2019) examined how young men evaluated right-wing extremist 

propaganda videos. Extremist propaganda was on average rejected, most strongly by 

participants with higher education and the same national or religious background as the 

propagators themselves (the same ingroup; see also Rieger, Frischlich, & Bente, 2017, 2019). 

Rejection was weaker when propaganda was presented in a humorous way and when 

participants endorsed authoritarian attitudes in line with the values presented (Rieger et al., 

2013, 2017, 2019). Frischlich, Rieger, Hein, & Bente (2015) demonstrated that the persuasive 

power of right-wing YouTube propaganda videos was stronger under conditions of existential 

threat and anxiety, i.e., when subjects were vulnerable and wanted to protect their ingroup 

 
8 Stormfront.org is one of the largest right-wing websites, comprising sub-forums in various languages. 
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members. In addition, uncertainty increased identification with the national group in these 

studies (Rieger et al., 2017). In a recent experiment using some of the existential threat 

operationalizations of the above studies, Reeve (2019) examined the extent with which 

participants engaged with a fictitious radical website. Reeve found that even among initially 

non-radical individuals those with a social dominance orientation, a stronger identification 

with the radical ingroup, and a stronger outgroup hostility were the ones most likely to 

sympathize with and support website goals. Johann and Oswald’s (2019) experiments yielded 

encouraging counter-results: political knowledge and thematic interest reduced the threat 

effect of propaganda videos on audiences. At the same time, online propaganda videos 

differed little from written mass-media reports in their emotional effects, pointing to a 

reduced causality between online media messages and radicalization. 

In another causal, though non-experimental study by Gill et al. (2017), 223 radicalized 

individuals in the UK were coded with respect to numerous Internet-related activities and 

their presence or absence. The study showed that right-wing-motivated radical behavior (such 

as planning an attack, committing a lethal or improvised explosive device attack, recruiting, 

and engaging in non-virtual network activities) is highly likely to be learned online, and even 

more so if the specific offense is difficult to execute and aimed at harder targets. The study 

also showed that right-wing behavior is roughly 3.5 times more likely to be executed by 

offenders with right-wing ideology than by offenders with jihadist ideology. The authors 

explained this finding based on the different opportunity structures of the two ideology 

groups. Most importantly, the authors concluded that “radicalization and attack planning are 

not dependent on the Internet and researchers need to look at behaviors, intentions, and 

capabilities” (p. 113), thereby raising evidence-based doubts about the causality of online 

behavior and radicalization. The authors demand a closer inspection of the individual motives, 

needs, and gratifications sought by offenders, rather than purely examining the characteristics 

of the environments, they choose to radicalize in. 

Taken together, the scarce research concerning the role of the Internet in right-wing 

extremism shows that motivations to use right-wing extremist sites are heterogeneous and 

comprise affiliative, communicative, identity-related, emotional, and material needs. 
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Individuals with and without right-wing ideologies use available websites. Those without 

right-wing ideology are lured into the scene mostly by coincidence and by means of 

seemingly benign, democratic viewpoints presented on cloaked websites. Existing studies 

indicate that right-wing extremist online behavior depends on a variety of factors on the side 

of individual users (age, gender, education, religious and national membership, and degree of 

stigmatization) as well as situational (existential threat, conflict) and structural factors 

(geography, genre of extremist messages). Available research has not yet examined the 

complex interplay of these factors taken together. 

 

Online Jihadism 

Like the literature on online right-wing extremism, the literature on online jihadism is 

highly text-based and says little about causal interactions between website and user 

characteristics (see King & Taylor, 2011, for an exception). Reported reasons for the 

popularity of jihadist content in the Western world are: (1) anonymity and lack of censorship, 

(2) ease and speed of access, (3) low costs, (4) large audience size, (5) affordances of the Web 

2.0, and (6) provision of identity for marginalized individuals (Awan, 2007; Cilluffo et al., 

2007). A stronger weight is placed here on the aspects lack of censorship, audience size, 

recruitment, and self-radicalization. Therefore, radicalization in this context has been 

characterized as a process that unfolds both top-down (facilitated by organizational structures) 

and bottom-up (facilitated by social movements on the users’ end; Baaken & Schlegel, 2017). 

Jihadist content is very explicit in communicating ideology. According to Levin 

(2002), jihadist websites exploit the lack of Internet censorship for a free dissemination of 

jihadist speech. Social media companies like Twitter, YouTube, and Facebook rarely live up 

to their commitment to ban hate speech (Glaser & Schneider, 2012). The search term kill the 

infidels yields thousands of videos on YouTube (4.350 in 2018), for example, benefitting the 

growth of jihadist groups (Weimann, 2014a). Recent research shows that prominent jihadist 

propaganda terms like “kufar” (the derogatory Arabic term for Non-Muslim) precede specific 

terrorist attacks in time (Enomoto & Douglas, 2019), fueling online radicalization by 

decontextualizing messages from the Koran (Frissen, Toguslu, Van Ostaeyen, & d’Haenens, 
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2018). Factors such as easy access, low costs, and speed have received attention in the 

literature on online jihadism, as facilitators of the broad jihadi presence on nearly all 

mainstream Internet forums in most languages (Ducol, 2012; Fischer & Prucha, 2014; 

Rudner, 2016; Ryan, 2010; Torok, 2013). Victim and jihad videos have been identified as 

powerful accelerators of radicalization processes in this context (Holt et al., 2015; see 

Agarwal & Sureka, 2015, for a focused-crawler based methodology to detect such videos on 

YouTube). 

Ducol (2012) examined the French jihadi online scene by archiving existing websites 

with explicit jihadist, violence-glorifying content, tracking their hyperlinks to other sites. 

Many of these interlinked websites were not French and represented other European 

languages. Supported by an ‘insider’ of the scene, Fisher and Prucha (2014) studied the 66 

most pertinent online accounts associated with the jihadist forum Shumukh al-Islam. Fifty-six 

percent of these accounts were in Arabic, 41 percent in English, and 3 percent in French. Even 

though Arabic accounts constituted the majority, many of these were bilingual, pointing to a 

considerable amount of international online content. Hence, the online jihadist scene reaches 

beyond territorial borders more easily than the right-wing extremist scene, and underlines 

jihadist attempts to become established in the Western world. This is also an indicator of the 

presence of radical individuals in the West serving as messengers of jihadist content in 

countries outside the Arab world (Conway, 2012). Just like in the right-wing extremist online 

context, the digital divide poses a substantial barrier to the global spread of jihadist ideology 

online (Awan, 2007). 

The global spread of jihad can also be ascribed to its legitimization on the Internet by 

leading figures of the scene as a holy war (Keller, 2011). The Internet represents an 

“interactive, virtual Umma” (Keller, 2011, p. 82, translated from German by the authors) 

through which online activists earn the status of a mujaheed (martyr; Keller, 2011) or “media 

mujahidin” (Fischer & Pruscha, 2014, p. 73). In other words, online activism constitutes a 

legitimate means to honor God (Weimann, 2014a), making it easy for sympathizers to 

contribute to the scene from their current locations without having to relocate to war zones.  
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Recruitment is at the forefront of research on online jihadism (Greenberg, 2016). One 

identified strategy is narrowcasting (Weimann, 2014a, p. 3; see also Gendron, 2016), 

according to which jihadist information is sent to a group of individuals who are purposefully 

contacted based on their interests, demographics, and value orientations (see Windsor, 2018, 

and Pearson, 2015, for case studies of female online recruitment for ISIS). Western social 

media platforms such as Facebook, MySpace, Twitter, and Second Life are exploited for 

collecting user information (Weimann, 2014a). 

Ducol’s (2012) link analysis evidences that 51 percent of the users of jihadist forums 

are directed to these platforms through links on regular Internet sites such as YouTube or 

Google Videos; 41 percent are guided to jihadist websites through social contacts offline. 

Ducol’s (2012) study shows that users are directed to jihadist sites by actively searching for 

such content on the Web. By contrast, Quayle and Taylor (2011) claim that with few 

exceptions young individuals are directed to extremist websites by coincidence. Weimann 

(2014a) assumes that a moderating factor is the degree of sympathy with jihadism: hardcore 

followers are quick in accessing jihadist online forums; ‘beginners’ are more likely to be 

directed to them by other mainstream social media. 

One further recruitment strategy is the direct reach of so-called lone wolves (Back, 

2002; Bakker & de Graaf, 2011; Pantucci, 2011; Post, McGinnis, & Moody, 2014; Weimann, 

2014b; a recent thorough study of 49 lone-actor terrorists in the UK can be found in Gill, 

Corner, McKee, Hitchen & Betley, 2019). According to Weimann (2014b), potential 

sympathizers (identified through social media) are initially contacted through email, YouTube 

videos, Twitter posts, etc. In the second step, sympathizers are promoted to members of the 

online jihad community. Next, recruiters exploit the new members’ experiences of exclusion 

and loneliness, and individuals markedly dissatisfied with the system are encouraged to 

radicalize. In the last step, potential terrorists of the lone wolf type are provided with 

instructions for constructing bombs or weapons, along with advice concerning the target and 

time of attack. Recruitment thus unfolds entirely online, from the step of recruiting to 

planning an attack (see similar findings in Böckler, Hoffman, & Zick, 2015; Conway, 2012; 

Ramsay, 2009; Weimann, 2014b; see a more critical view in Hafez and Mullins, 2015). The 
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term “homegrown terrorism” is used to refer to individuals in the West who radicalize 

through the Internet (Gartenstein-Ross & Grossmann, 2009; Neumann, 2013). Such 

radicalization processes can be independent of recruitment, thus representing auto-

radicalization (Conway & McInerney, 2008) or self-radicalization processes (Pearson, 2015). 

Recent findings support the role of the Internet in fostering the radicalization process of lone 

wolves by providing them with the necessary social networks (Holt, Freilich, Chermak, Mills, 

& Silva, 2019). It should be noted, however, that pertinent literature reviews have raised 

doubts about the ability of the Internet to radicalize individuals without contacts to radical 

networks in the ‘real’ world. In their review of 15 cases of radical extremism identified by a 

collaboration of researchers, police, and counter terrorism units in the UK, Von Behr et al. 

(2013) show that extremists typically have virtual or physical contact with figures within the 

radical scene. Similarly, in their study of 223 offenders in the UK mentioned above, Gill et al. 

(2017) demonstrate that online radicalization goes together with offline interactions with co-

ideologues. An isolated focus on online radicalization thus appears insufficient for counter-

action attempts. 

Available studies suggest that particularly young people are in danger of being pulled 

into the jihadist movement (Greenberg, 2016; Huey, 2015; Schils & Verhage, 2017; see also 

Venhaus, 2010). This appears to be a consequence of (1) their media savviness (see the term 

digital native in Glaser & Schneider, 2012, p. 42), and (2) their developmental task of 

identity-construction (Boehnke, Münch, & Hoffmann, 2002). At the same time, jihadist texts 

target the young directly (as well as children; see Watkin & Looney, 2019), in appealing and 

‘cool’ ways, and providing room for content production (e.g., in the shape of memes and 

political jamming; Huey, 2015). Cheong and Halverson’s (2010) rhetorical analysis of a text 

corpus from 290 primary Al Qaeda sources revealed a discourse of collective identity 

construction, addressing especially young people in need of moral and social structures (for 

similar uses of non-extremist social media contents, see Barker, 2009; Sun, Ya-li, Peng, & 

Boehnke, 2011). According to Venhaus (2010), “Al-Qaeda’s ability to turn [youth] to 

violence is rooted in what each seeks: revenge seekers need an outlet for their frustration, 

status seekers need recognition, identity seekers need a group to join, and thrill seekers need 
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adventure.” In line with this claim, targeting young people is perfidious because adolescence 

represents a vital time for political opinion formation (Hoffmann & McGee, 2003) and young 

media-savvy individuals often withstand parental media control (Geeraerts, 2012). 

Livingstone, Haddon, Görzig, and Olaffson (2011) examined the Internet use of 25,000 

children and adolescents from 25 European countries and showed that among young cohorts, 

viewing radical content online correlates with several factors: (1) self-efficacy and sensation 

seeking, (2) frequency of Internet use, (3) confrontation with risky behavior offline, (4) above 

average psychological problems, (5) tendency to compensate the lack of social relationships 

in the ‘real’ world with online relationships. In this study, 20 percent of respondents aged 15 

to 16 reported having visited hate sites in the previous year (p. 28), underlining the danger of 

extremist sites especially for this age group.  

Social psychological radicalization factors such as group deprivation and identity 

conflicts have been identified as user-driven forces of radicalization (King & Taylor, 2011), 

along with the fundamental need to gain significance (see the Quest for Significance theory in 

Kruglanski, Bélanger, & Gunaratna, 2019, though the theory does not refer to online forms of 

radicalization, but radicalization more broadly). People with experiences of uprooting, 

discrimination, unemployment (such as second-generation migrants) are especially 

endangered (Klein, 2012; Sabouni, Cullen, & Armitage, 2017). To decipher the radicalization 

logic of al-Qaeda online presence, Gresser (2018) drew on a sequence of four steps suggested 

by Social Movement Theory: individuals initially experience a grievance which shakes their 

belief system (cognitive opening); individuals are encouraged to search for alternative 

ideologies (religious seeking); individuals find an ideology that provides an understanding for 

the personal grievance (frame alignment); individuals engage in activities that solidify the 

new ideology (socialization). In their attempt to present a comprehensive overview of the 

“puzzle” pieces (p. 958) contributing to radicalization, Hafez and Mullins (2015) also 

underline the role of grievances and experiences of discrimination as important catalysts. 

Social media function as support structures in this context, forging “a sense of communal 

belonging that is likely to appeal to some alienated individuals” (p. 969) and their need for 
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significance, especially in contexts with high levels of Muslim-hatred and exclusion (Mitts, 

2019). 

Similar to the literature on right-wing extremism, research on online jihadism 

highlights the role of collective identity and the ease with which ideological online 

communities can provide belonging (Back, 2002, Byrne et al., 2013; Cilluffo et al., 2007; 

Edwards & Gribbon, 2013; Hafez & Mullins, 2015). This is typically done by calling for 

Muslim unification (Payne, 2009), using slogans and symbols as propaganda (Cheong & 

Halverson, 2010), ritualizing religion (Carvalho, 2014), and warning of an apocalyptic 

scenario (Berger, 2015). The enhanced interactivity, reach, user friendliness, and lower cost 

afforded by Web 2.0 has greatly facilitated communitarization (Weimann, 2014a) 

consequently enabling individuals to find like-minded others in spaces of collective belonging 

(Lee & Leets, 2002). Echo chambers (Cilluffo et al., 2007; Edwards & Gribbon, 2013; Post et 

al., 2014) reflect what viewers want to see: their own ideological points of view in a cohesive 

network of similar people — ostracized in the ‘real’ world, but uncensored on the Web (Hafez 

& Mullins, 2015; see Yardi & boyd, 2010, for processes of polarization in this context). 

Archetti (2015) notes that extremist groups appropriate identities to the extent that the 

individual identity is in equilibrium with the group identity.  

The experimental studies presented above confirm the causal relationship between 

threat, group identification, and the perception of jihadist videos as persuasive (Frischlich et 

al., 2015; Rieger et al., 2013, 2019). Group identification moderates the persuasive effects of 

both propaganda and counter-propaganda messages (Frischlich et al., 2017; Schmitt et al., 

2017). On a positive note, political knowledge and education appear to buffer the effect of 

threat in propaganda videos (Johann & Oswald, 2019). Research on the persuasive effects of 

counter-narratives is currently receiving heightened attention in the literature (Ashour, 2010; 

Braddock & Horgan, 2015; Briggs & Feve, 2013; Ernst et al., 2017; Lee, 2019a, 2019b; 

McDonwell-Smith, Speckhard, & Yayla, 2017), though the existing evidence is inconclusive, 

pointing to more challenges than successful counter-narrative interventions (Meleagrou-

Hitchens, 2017). 
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We conclude that the literature on online jihadism comprises an (insufficient) number 

of plausible text-analyses attempting to understand the phenomenon of online jihadism 

through jihadist Web content. It shows that jihadi websites explicitly spread jihadi ideology 

across territorial borders and use sophisticated methods of recruitment, exploiting the 

information that potential recruits reveal about themselves on social media. Young 

individuals, and those with experiences of exclusion and stigma, are particularly easy targets 

that the jihadi scene feeds with collective identity and belonging. At the same time, recent 

research has shown that radicalization is not exclusively a matter of engaging with radical 

discourse online. Online and offline spheres appear to be intricately interwoven, but little is 

known about interactions between them. Causal influences of online/offline recruitment on 

users’ identities also largely remain a matter of speculation at this point. 

 

Discussion of Present Research and Avenues for the Future 

 

Research on online right-wing extremism and online jihadism focuses predominantly on the 

phenomenology of right-wing and jihadist websites and neglects both the users of the 

websites as well as the potential causal relationships between the websites and user 

radicalization. It shows that: (1) right-wing and jihadist ideologies are spread on the Internet 

as part of cloaked as well as openly radical websites; (2) they make use of affordances of the 

Internet (such as user-friendliness, speed, reach, lack of censorship, etc.); (3) they particularly 

target young individuals and those with experiences of social exclusion as potential recruits; 

(4) they provide spaces for collective identification and (5) self-radicalization in virtual echo 

chambers which is (6) facilitated through face-to-face contacts. 

In accordance with Aly (2017) we argue that the existing research on online 

extremism clearly lacks a user focus. Processes of radicalization on the users’ side are 

extrapolated from content on the side of the medium. Such an approach “reflects a woefully 

outdated model of public-media interactions” (Archetti, 2015, para. 3), regarding media users 

as passive recipients of media content: as early as 1948, Harold D. Lasswell modelled 

communication as an active interplay between sender, receiver, and channel, as well as 
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contents of communication, as exemplified in his “5W” communication formula Who says 

what to whom in what channel with what effect? (Lasswell, 1948). The Uses and 

Gratifications approach also demonstrated decades ago that users actively select and process 

specific media contents to satisfy their individual desires (Blumler & Katz, 1974). The 

availability of right-wing extremist or jihadist content on the Web does not mean that these 

messages automatically radicalize the media user (Archetti, 2015). Such effects need yet to be 

tested, along with the conditions under which the assumed effects hold (such as in the 

research program by Frischlich, Rieger, & Bente, above). The existing research is 

impressively void of such approaches. At the same time, new theoretical approaches to user 

behavior are in the making (see the Cognitive-Emotive Model of Radicalization in Howard, 

Poston, & Benning, 2019; see the cognitive mechanisms behind violent extremism modeled in 

Kruglanski, Fernandez, Factor, & Szumowska, 2019, though this research is not explicitly 

about online radicalization). And more recently, researchers have started to examine 

individual characteristics as a viable avenue to radicalization (Gill et al., 2019) and produced 

more causal designs (e.g., Gill et al., 2017; Reeve, 2019). But a lot more of these approaches 

are needed. Least of all, recent research raises doubts about the direct causal influence of the 

Internet on radicalization (Gill et al., 2017). 

Certainly, research on extremist ideology is difficult to realize, especially because 

users of extremist Internet platforms are situated on the verge of illegality and therefore hard 

to reach (Von Behr et al., 2013). Similarly, the academic community is an integral part of the 

very society that members of extremist groups aim to fight. As a consequence, many online 

extremist networks have prohibited access for non-members. Even with sites that have 

unrestricted access, the likelihood of obtaining informed consent is close to null. 

Netnographies (Kozinets, 2015) are therefore doomed to remain clandestine and ethically 

dubious (Hutchinson, 2014; Markham & Buchanan, 2015). Wherever possible in ethically 

acceptable ways, netnographies could yield precious information on producers, users and 
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produsers9 of extremist Internet content (Conway, 2017). Still, such research would continue 

to be descriptive and fail to explain causal mechanisms in radicalization processes.  

As demonstrated above, radicalization scholarship has increased efforts to understand 

and explain processes of online radicalization in non-criminal and non-radicalized samples by 

means of experimental or large-scale survey designs (see Gil et al., 2017; Reeve, 2019; Rieger 

et al., 2019). Despite these few examples, however, we agree with Geeraerts’ claim (2012) 

that we find ourselves in dire need of explanatory theories and that experimental and 

longitudinal designs could help test the causal link between extremist Web contents and 

radicalization. At the same time, considering that experimental research is criticized for 

lacking external validity, and longitudinal surveys for being conflicted with sampling bias 

(Gideon, 2012), we are not convinced that such designs will in and by themselves increase our 

understanding. Instead, prospective longitudinal designs examine the development of large 

random samples of participants over time, starting at an age at which the phenomenon in 

question (here: right-wing extremism and jihadism) is not yet relevant (e.g., during primary 

school). Such a design would lead to rich causal conclusions and be easy to integrate into 

existing large-scale panel studies (such as the German National Educational Study; 

https://www.neps-data.de/de-de/home.aspx). 

In addition, we are especially surprised to see that the literature has completely 

ignored existing media-psychological research that is highly relevant for the topic: the vast 

field of media and violence (Brockmyer, 2013; Freedman, 2002) as well as research on 

deindividuation effects of computer-mediated communication (Postmes, Spears, & Lea, 

1998). Persuasion is also highly pertinent, but has already received attention in the context of 

extremism research (see Braddock & Dillard 2016; Braddock & Horgan 2015).   

 

 

 

 

 
9 People who use or consume information from an online environment like the Internet or social media, and, at 

the same time’ produce or create information for other users. 
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Research on Media Violence and Aggression 

 

Numerous studies in the tradition of media and violence research vastly proliferated as a 

response to school shootings in the USA (Columbine High School in 1999; Sandy Hook 

Elementary School in 2012), Germany, (Emsdetten in 2006; Winnenden in 2009), or Finland 

(Tuusula in 2007). These studies have consistently shown that violent media messages cause 

aggressive cognition, affect, and behavior, and reduce prosocial concern (Anderson et al., 

2010; Greitemeyer & Mügge, 2014). At the same time, the sizes of such effects are so small 

(ranging between r = 0.15 in longitudinal research to r = 0.32 in experimental research; 

Brewer, 2011) that scholars have questioned the practical relevance of such relationships 

(Ferguson, 2002; Ferguson & Kilburn, 2010). The literature on the effects of media violence 

on aggression demonstrates that aggression is predicted by a complex interplay of numerous 

factors such as gender (Bartholow & Anderson, 2002; Lemmens, Bushman, & Konijn, 2006), 

age (Griffiths, Davies, & Chappel, 2004; Mares, Oliver, & Cantor, 2008), education (Bijvank, 

Konijn, & Bushman, 2007; Lemmens et al., 2006), personality (empathy in Hoffner & Levine, 

2005; see counter-evidence for empathy in Rosaen, Boyson, & Smith, 2006; neuroticism in 

Krcmar & Kean, 2005), and the social environment (Brady & Matthews, 2006; Slater, Henry, 

Swaim, & Anderson, 2003; Vandewater, Lee, & Shim, 2005). Young, less educated boys with 

a conflict-laden family environment and contacts to deviant peers are especially drawn to 

violent media content to play with emotionally challenging states of arousal as part of their 

gender socialization. No one factor alone (least of all violent media messages themselves) can 

sufficiently explain aggressive cognition and behavior. Instead, user, context, and media 

characteristics interact. Slater et al. (2003) liken this relationship to a reinforcing spiral 

mechanism according to which media users who are attracted to violent media contents are 

also more affected by them. More recently, radicalization researchers have in fact drawn on 

media and violence research. In their study on the effects of extremist propaganda on violent 

responses Shortland, Nader, Imperillo, Ross, and Dmello (2017) could show that individuals 

with low and medium trait aggression were actually more pro-social after exposure to 

extremist content. However, clearly, more research is needed. 
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Against the backdrop of the mass of studies existing in the area of media violence and 

aggression, it is surprising to see that research on radicalization has so far mostly focused on 

one component of the puzzle: the Internet. Radicalization is more likely to be the outcome of 

a myriad of factors working together (for a similar argument, see Hafez & Mullins, 2015). 

The identification of such factors and their interplay constitutes a vital territory for future 

research. 

 

Research on Computer-Mediated Deindividuation Effects 

 

The scarce research that exists on the impact of extremist Internet content on radicalization 

consistently points to collective identity and belonging as factors that lure individuals to 

extremist ideologies, especially those that have experienced stigmatization. The concept of 

collective identity therefore constitutes a pressing point of departure for future research 

(Archetti, 2015; Hafez & Mullins, 2015).  

Collective identity has already been included into models that explain the psychology 

of computer-mediated communication (Kiesler, Siegel, & McGuire, 1984). A model that has 

received substantial empirical evidence is the Social Identity Model of Deindividuation Effects 

(SIDE; Postmes et al., 1998; Spears & Postmes, 2015). Drawing on social identity theory 

(Tajfel, 1978), the model claims that anonymity and immersion in computer-mediated groups 

can strengthen the salience of social identity and lead to a decrease in the perception of 

individual features of oneself and others. This process known as depersonalization amplifies 

cognitive efforts to perceive the ingroup (and the outgroup) as a coherent entity. Anonymity 

in computer-mediated communication thus leads to stereotypical perceptions of self and 

others, as well as processes of polarization between them (Douglas & McGarty, 2002). Group 

decisions may become more extreme than the average group opinion would suggest (Lea & 

Spears, 1991) and facilitate anti-normative behavior (such as flaming; Kiesler, Siegel, & 

McGuire, 1984). Scrivens et al. (2018) have shown that processes of polarization also unfold 

in right-wing radical discourses online.  
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Research on SIDE has particularly focused on crowds, online teams, and communities 

(Chan, 2010; Lea, Rogers, & Postmes, 2002). More recently, an altered version of SIDE - the 

Social Identity Model of Collective Action (SIMCA) - was developed to explain group 

behavior in larger social movements (such as the Gezi Park protests, Odağ, Uluğ, & Solak, 

2016; also see Spears & Postmes, 2015). Following the SIDE model, this research highlighted 

that individuals are willing to become active in social movements to the extent that they 

perceive themselves as part of a larger collective (collective identity), their social 

circumstances as unjust (social injustice), and their group to be effective in generating change 

(perceived efficacy; Odağ et al., 2016).  

The points of overlap between social identity research in computer-mediated 

communication and research on the role of the Internet in radicalization are obvious. The 

computer-mediated processes depicted above are likely to unfold in extremist online groups 

as well, particularly as their social identity is constructed as a demarcation from mainstream 

society (see recent evidence for this claim in Reeve, 2019). Research on computer-mediated 

deindividuation effects could not only help to understand the individual/social identity 

dynamics in extremist groups, but also yield conditions under which individual/social 

identities can possibly be prevented or altered. Most importantly, this research could 

potentially yield interventions for equipping marginalized individuals with alternative, non-

extremist identities. Such intervention projects have already received research funds from the 

EU: one example is the project Countering Propaganda by Narration Towards Anti-Radical 

Awareness (CONTRA), a radicalization prevention program for schools in Germany (see 

www.project-contra.org). 

 

Discussion 

 

The existing literature on the role of the Internet in radicalization processes is laden with 

direct inferences from Web content to user radicalization. Such inferences are daring to the 

extent that they lack empirical evidence (Archetti, 2015; Von Behr et al., 2013) and harmful 

to the extent that they oversimplify a complex social phenomenon by placing blame on the 
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medium alone. Studies on the effects of extremist content on users are rare (Geeraerts, 2012; 

Ramsay, 2009), rendering causal conclusions about the impact of extremist messages purely 

hypothetical. Surprisingly little is currently done with regard to understanding causal 

mechanisms, and much of the existing literature is characterized by “technological 

determinism”, a point of view “demoniz[ing]” the Internet as the main cause of radicalization 

(Archetti, 2015, para. 5). Interventions to counter radicalization, however, are in dire need to 

account for the complexity of the phenomenon (Baruch, Ling, Warnes, & Hofman, 2018). On 

an optimistic note, a handful of studies recently published have already started to create causal 

designs and explain (rather than describe) online radicalization processes (e.g., Gill et al., 

2017; Reeve, 2019; Rieger et al., 2019). Still, a lot more research is needed. Needless to say, 

we cannot be sure if such causal conclusions are perhaps already prevalent in the ‘grey’ 

literature or in the literature on specific social media effects that were beyond the scope of this 

review. An extension of the present synthesis would thus be helpful. 

Taken together, our review is not to trivialize the potential impact of Internet use on 

radicalization. Instead, we attempt to identify possibilities for future research, ideally 

developing more rigorous causal designs which encompass the plethora of factors that 

potentially influence radicalization, with Internet features constituting only one. The many 

factors identified in media violence research, along with social identity mechanisms ensuing 

through the anonymity of the Internet, represent fruitful starting points for such future studies. 
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