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ABSTRACT 

The objective of feature selection is to find the most relevant features for classification. Thus, 

the dimensionality of the information will be reduced and may improve classification’s 

accuracy. This paper proposed a minimum set of relevant questions that can be used for early 

detection of dyslexia. In this research, we investigated and proposed a feature selection 

algorithm that is correlation based feature selection (CFS) and generate classification models 

based on five different classifiers namely Bayes Net, Simple Logistic and Decision Table. 

This paper used dataset collected from a computer based screening test developed consists of 

50 questions. The result shows that the new set of question suggested from the feature 

selection algorithm was significantly achieved 100% accuracy of classification and less time 

was taken for conducting screening test among students. 
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1. INTRODUCTION 

Generally, dyslexia screening tests can be defined as psychological assessments that which 

identify with consistent application of some criteria [1]. Learning support officers or teachers 
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can be trained to screen children for dyslexia through paper-based screening test or 

computer-based screening test. Research in [2] explained those screening tests are designed to 

be used on very large numbers of individuals. It is also to narrow down the group of 

individuals who might need a more complete test for possible dyslexia. 

Screening test can therefore be implemented in the form of questionnaires referring to the 

symptoms of dyslexia whereby present challenges that dyslexic normally struggles. The 

probability of the disease will be sort out through the performing tests, examinations or other 

procedures of screening which is the presumptive detection of unrecognized disease. After 

that, further action will be taken by psychologist with positive or suspicious result that needs 

further diagnosis and necessary treatment [3]. Therefore, the efficiency screening test to be 

used should be well-established by means of a prospective validation study whereby should 

be carried out in the absence of intervention. 

Computer-based screening test as said in [3] is more precise in measurement. A 

computer-based screening tool should be designed in such a way that is more attractive, 

efficient, fun and interesting so as to motivate and promote positive feeling of the user. 

Singleton agreed that there are various advantages of computer-based assessments over 

conventional assessments including being reportedly more efficient and cost effective to 

administer [1]. 

The use of computer-based in screening dyslexic helped in formulating an appropriate 

solution to overcome the limitation of traditional method. More important, the application that 

is both efficient and effective can give precise result of screening. From our study, children 

have to answer number of questions before they can be diagnosed as dyslexia. This process 

takes a lot of time and requires a person to assist the screening process. 

This study targets to evaluate the effect of feature selection methods towards early detection 

of dyslexic children using computer based screening test developed in previous study called 

i-Dyslex. The purpose of this paper is to find the most relevant questions that can be used for 

early detection of dyslexic children. Thus, the question can be reduced and less time is 

required for screening test. We proposed correlation based feature selection (CFS) as a feature 

selection algorithm available in Weka. 

Attributes or variables are also known as features that describe the nature of the knowledge 
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that are valuable for machine learning. Data mining is part of Knowledge Data Discovery 

(KDD). In KDD, features are the main components that contribute to the machine learning. 

However, not all features in the data set are

selecting the most relevant features for data mining will give a great improvement on the 

classification accuracy. 

1.1. Computer Based Screening Test (i

The assessment activities structure

that are Module Reading (“Membaca”), Spelling (“Mengeja”), Sorting (“Menyusun”), 

Hearing (“Mendengar”) and IQ (“Berfikir”). Fig. 1 shows total of 50 questions that are 

available from 5 different modules of i

1.2. Module Reading 

One of the important assessment is by screening the reading ability. Studies have shown that 

reading difficulties is one of the symptoms of dyslexia. Research in [4] showed that dyslexics 

have difficulties in their phonological decoding process, which causes phonological deficit 

[4-6, 20]. When accurate and fluent word reading develops very incompletely, it is proof that 

dyslexia face reading disability and it is du
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One of the important assessment is by screening the reading ability. Studies have shown that 

reading difficulties is one of the symptoms of dyslexia. Research in [4] showed that dyslexics 

difficulties in their phonological decoding process, which causes phonological deficit 

20]. When accurate and fluent word reading develops very incompletely, it is proof that 

dyslexia face reading disability and it is due to the symptoms in dyslexia. 
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This module consists of word recognition activities which are focused on phonics, phonemes 

and reading fluency. There are ten questions with 20 words to test out where these words are 

the commonly confused by the dyslexic. 

1.3. Module Sorting 

Children that have difficulties in mathematics may also be dyslexic [7]. A report from 

previous researches showed that 60% of dyslexic students would typically face difficulties in 

learning mathematics [8]. 

The activities in this module applied the drags and drop approaches. It focused on 

remembering, understanding, manipulating number and number facts. The questions are 

related to numbers that regularly confused by the dyslexic. It showed further evidence that the 

difficulties faced by dyslexics in learning mathematics compared to normal students were due 

to their disabilities in mathematics skills.  

1.4. Module Hearing 

Reports from previous researches proved that dyslexics' reading difficulties were due to visual 

and auditory deficits [4, 9]. Auditory Processing Disorder is widely diagnosed in the USA and 

Australia with more reports from the UK and elsewhere [10]. This clearly shows that 

problems regarding auditory deficit is serious. 

This module proposed in this research is to test hearing abilities among dyslexic children. It 

focused on selecting the correct answer as instructed by the sound.  

1.5. Module Spelling 

Studies have found that dyslexics have difficulties in identifying phonemes which occur 

during the spelling process due to exchanging of letters such as the letters ‘b-d’, ‘u-n’, ‘m- w’, 

‘g-q’, ‘p-q’ and ‘b-p’ [11]. The main feature of dyslexia is a problem with word decoding, 

where it impacts the development of reading fluency and spelling performance [12].  

This module focused on spelling the correct words as instructed by the sound. It emphasized 

on spelling abilities that consist of phonemes method.   

1.6. Module IQ 

One of the characteristics of dyslexia is memory loss among dyslexics [13-14]. Previous 

studies have found that individuals with dyslexia may suffer from memory loss which is 

related to and categorized as neurological deficit [9]. 
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This module will test IQ skills among students. The module task examined the short term 

memory of dyslexic children by matching the objects and rapid memorizing the numbers. 

 

2. METHODOLOGY 

Feature selection is a technique to identify the most relevant features or attributes, which are 

used to generate predictive models on a training data set [15]. By using a raw data set (with no 

feature selection), the model will have to learn from all the features available. For data sets 

that have hundreds of features, the accuracy of the models may be lower because most of the 

features have no relationship to target classes and the accuracy is improved when the feature 

selection algorithms are applied [16-17]. It is because the model learns better about the data 

using the relevant attributes selected using a feature selection algorithm, while irrelevant 

features do not enter noise anymore during the learning stage [18-19]. 

The aim of feature selection is to find relevant features that have the most discriminating 

information from the original feature set. Since there are number of questions in the screening 

test, we want to determine the most substantial questions for early detection of dyslexic 

children. This paper aims to investigate a feature selection algorithm which is correlation 

based Feature Selection (CFS) and built classification models based on 5 different classifiers 

namely ZeroR, MultiClassClassifer, J48, Bagging and Bayes Net. 

Following are the functions used for attribute evaluation (feature selection) within this 

research: 

 Correlation Based Feature Selection (CFS)-Evaluates the worth of a subset of attributes by 

considering the individual predictive ability of each feature along with the degree of 

redundancy between them. 

 Classifier Subset Evaluator-Evaluates attribute subsets on training data or a separate hold 

out testing set. 

 Consistency Subset Evaluator-Evaluates the worth of a subset of attributes by the level of 

consistency in the class values when the training instances are projected onto the subset of 

attributes. 

All the attributes were searched using these algorithms: 

 BestFirst-Searches the space of attribute subsets by greedy hillclimbing augmented with a 

backtracking facility. 
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 Genetic Search-Performs a search using the simple genetic algorithm. 

 PaGreedy Step Wise-Performs a greedy forward or backward search through the space of 

attribute subsets. 

 

3. RESULTS AND DISCUSSION 

The classification models were generated using Weka with 10-fold cross validation for all 

feature selection algorithm and classifiers. Feature selection was used to find sets of attributes 

that are highly correlated with the target classes. From the experiments, the most significant 

features were comes from CFS with 10 relevant features. The features were selected form 

modules hearing (3 questions), spelling (3 questions), reading (1 question), IQ (1 question) 

and sorting (2 questions). The output generated for relevant features can be seen as Fig. 2 

using CFS Subset Evaluator. 

From the Table 1, the highest accuracy is 100% using CFS as a feature selection algorithm 

and Bayes Net as the classifier. The CFS returns 10 significant features meaning that we can 

simplify the screening test using only 10 questions. The questions are not just the normal 

question. For the dyslexic children, the design and color of the questions itself contribute to 

the process of screening test. We already proposed our own design in previous study.  
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Fig.2. Attribute selection output using CFS subset evaluator

After we have all the relevant features, we apply those features to generate classification 

models. All the models were validated using 10

result (see Table 1), it can be concluded that by applying CFS methods, the classification 

accuracy improved for Bayes Net. 
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Table 1.The accuracy of classification models with and without feature selection method 

Classifiers Accuracy for  

All Features 

Accuracy Using 10  

Selected Features (CFS) 

ZeroR 85.71 85.71 

MultiClassClassifier 96.91 95.91 

J48 97.95 97.95 

Bagging 97.95 97.95 

Bayes Net 91.83 100.00 
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Fig.3. The performance of Bayes Net classification model using 10 relevant features

Based on the results (see Table 1), it is proved that

improve the prediction accuracy and at the same ti

Furthermore, it also improved the overall performance of the classifiers by reducing the t

taken to complete the prediction. In the long run, it is beneficial to the school and teachers 

who are going to handle the computer based screening test with less time consuming using 

minimum set of questions. 
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Following is the minimum relevant set of questions from the 5 modules that can be used to 

determine whether a student is dyslexic or not. 

1. Module Hearing 

Hearing the words island (“pulau”), ask (“tanya”) and quiet (“sunyi”). The print screen 

of the test is as Fig. 4 to Fig. 6. 

2. Module Spelling 

Spelling the words anchor (“sauh”), pole (“tiang”) and voice (“suara”). The print screen 

of the test is as Fig. 7. 

3. Module Reading 

Reading the both words of pillow (“bantal”) and scrub (“sental”). The print screen of the 

test is as Fig. 8. 

4. Module Thinking 

Select the best icon from the sound given. The print screen of the test is as Fig. 9. 

5. Module Sorting 

Sort the numbers and alphabet in ascending and descending order. The print screen of 

the test is as Fig. 10 and Fig. 11. 

 
Fig.4. Listening module of word “island” 

 
Fig.5. Listening module of word “ask” 
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Fig.6. Listening module of word “quiet” 

 
Fig.7. Spelling module of words “anchor”, “pole” and “voice” 

 
Fig.8. Reading module of words “pillow” and “scrub” 

 
Fig.9. Thinking module of a sound 
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Fig.10. Sorting module of a set of numbers in ascending order 

 

 

Fig.11. Sorting module of a set of alphabet in descending order 

 

4. CONCLUSION 

In this paper, feature selection algorithms have been reviewed. The results provided proved 

that the dataset with feature selection gives higher classification accuracy. The classifier is 

able to achieve 100% accuracy produced by the Correlation based Feature Selection (CFS) 

method with the Bayes Net classifier. Overall, this study recommends the use of feature 

reduction algorithms in the context of selection questions for computer based screening test in 

order to improve accuracy and performance of classification of dyslexic children. Feature 

selection techniques show that more information is not always good in machine learning 

applications. As a conclusion, the developed screening tool can be a good alternative for early 

detection of dyslexic children. 
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