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Abstract

In this paper, an improved Timely-Token protocol with enhanced best-effort service
for improved capacity allocation to the asynchronous (that is, non real-time) traf-
fic is proposed. Through analytical approach and the use of computer simulations,
the improved Timely-Token protocol is compared with the existing Timely-Token
protocol. In particular, if AT denotes a threshold value, then, when compared to
the existing Timely-Token protocol, the improved protocol will allocate additional
average of AT time units to the asynchronous traffic in every cycle.
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1. Introduction

In today’s Local Area Networks (LANs),
efficient support for both real-time and non
real-time stations in the same communica-
tion network is essential [1], [2]. Such net-
works Media Access Control (MAC) proto-
cols must provide not only bounded mes-
sage transmission time, as required by the
hard and soft real-time tasks, but also high
throughput, as demanded by non real-time
tasks [3], [4], [5], [6]. An attractive MAC
approach for such networks is the timed-
token protocol. Consequently, the timed-
token protocol has been incorporated into sev-
eral high-bandwidth network standards [7],
such as, IEEE802.4 Token Bus LAN [8] , Fiber
Distributed Data Interface (FDDI) [9], [10],
[11],[12], [13], SAFENET [14] , Manufactur-

ing Automation Protocol (MAP) [15], High-
Speed Ring Bus [16], in PROFIBUS [17], and
in wireless networks [18], [19],[20]. With the
timed-token protocol, messages are grouped
into two separate classes: the synchronous
and the asynchronous messages. Synchronous
messages arrive at regular intervals and are as-
sociated with deadline constraints. The idea
behind the timed-token protocol is to control
the token rotation time. At network initializa-
tion time, a protocol parameter called Target
Token Rotation Time (TTRT) is determined
which indicates the expected token rotation
time. Each station is assigned a fraction of
TTRT, known as synchronous capacity, which
is the maximum time for which a station is
permitted to transmit its synchronous mes-
sages in every token receipt. Once a node re-
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ceives the token, it transmits its synchronous
message, if any, for a time not more than its
allocated synchronous capacity. It can then
transmit its asynchronous messages only if the
time elapsed since the previous token depar-
ture from the same node is less than the value
of TTRT, i.e, only if the token arrived earlier
than expected. Hence, while the synchronous
messages are delivered through guaranteed
service, the asynchronous messages are deliv-
ered through best-effort service. The Timely-
Token protocol is a version of the timed-token
protocol developed to improve the communi-
cation services provided by the existing timed-
token protocols [21]. It solved the problems of
token-lateness in FDDI [9] and starvation of
asynchronous traffic in FDDI-M [10]. How-
ever, the Timely-Token protocol still presents
a drawback for asynchronous traffic. The issue
of improving the Timely-Token (MAC) proto-
col is address in this paper.

1.1. Contributions and motivations

The contributions of this work are in two
parts, namely:
i. The development of an enhanced best-

effort mechanism for the Timely-Token
protocol: In the Timely-Token protocol,
a total of A time units are available for
transmitting asynchronous messages in
every cycle. With the existing Timely-
Token best-effort mechanism, a node can-
not deliver asynchronous messages in the
current token receipt unless there are un-
used time units available from the previ-
ous cycle. However, the enhanced best-
effort mechanism can allocate, at least,
AT time units to asynchronous messages
in every token receipt, even when there is
no spare bandwidth. Consequently, for a
system that is heavily loaded with asyn-
chronous messages, the average time units
per cycle allocated to the asynchronous
messages in the existing Timely-Token is(
N ∗ A

N + 1

)
[21], whereas that of the im-

proved Timely-Token is A [21], which is

an increase of

(
A

N + 1

)
time units per

cycle (see Eq 47 in Section 3.3 and Dis-
cussion of Results in Section 4.3).

ii. Performance analysis of the improved
Timely-Token protocol: The performance
analysis of the improved Timely-Token
protocol under light load of synchronous
traffic and with heavy load of asyn-
chronous traffic was conducted. Specif-
ically, analytical expressions for some
key performance parameters (explained
in section 2.4) , are derived, namely:
Maximum Cycle Length , Average Cycle
Length (C), and Average Asynchronous
Traffic (capacity) Time Units Per Cycle
(Av) . Besides, for various network con-
figurations, the results of the analytical
computations were validated with results
obtained from the simulation of the pro-
tocol.

1.2. Arrangement of the paper

The rest of the paper is organized as fol-
lows. The network and message models are
presented in Section 2 along with the Timely-
Token protocol parameters and algorithm.
The improved Timely-Token protocol is pre-
sented and analyzed in Section 3. In section
4, the improved timely-token protocol is com-
pared against the existing Timely-Token pro-
tocol. Finally, concluding remarks and rec-
ommendations for further studies are stated
in Section 5.

2. The Timely-Token Protocol and its
Parameters

2.1. Network Model

The network model consists of a token ring
network with N nodes as shown in Fig 1. Each
node has a unique number in the range 0, 1, 2,
..., N-1. Each node is connected to two other
neighbouring nodes by unidirectional point-
to-point media that form a single closed path.
For each node i, the next node along the uni-
directional medium is station (i+1) or more
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Figure 1: A 4-Station Token Ring Network.

appropriately node (i+1) mod N . The token
frame circulates around the ring from node i
to nodes i+1, i+2, ... until node i+(N-1), then
to nodes i, i+1, i+2,..., helping to determine
which node should send a frame of message
among the contending nodes. A special bit
pattern called token frame circulates around
the ring from node i to nodes i+1, i+2, ... un-
til node i+(N-1), then to nodes i, i+1, i+2,
..., helping to determine which node should
send a frame of message among the contending
nodes. Let wi denote the latency or walk-time
between a node, i and its upstream neighbor
node, (i+1). The sum of all such latencies in
the ring is known as the ring latency or the
token walk-time, W , where

W =

(
i=N−1∑

i=0

(Wi)

)
(1)

The ring latency, W denotes the token walk
time around the ring when none of the nodes
in the network disturb it [9], [22].

2.2. Message Model

Messages generated in the system at run
time may be classified as either synchronous
(real-time) messages or asynchronous (non
real-time) messages. It has been demon-
strated that in an arbitrary token ring net-
work, where a node may have zero, one, or
more streams of synchronous messages, can
be transformed into a logically equivalent net-
work with one stream of synchronous mes-
sages per node [23], [9]. Given this fact, in the
following discussion, it is assumed that there

is one stream (si) of synchronous (real-time)
messages on each node i. The assumption of
one stream per node simplifies the analysis
without loss of generality. Also, the network
is assumed to be free from hardware and soft-
ware failures.

Basically, each node, i in the ring has a sin-
gle stream of synchronous messages, si, where
si is defined in terms of three parameters ,
namely, Message Length (Ci), Period Length
(Pi), and Message Deadline (Di). Thus, si =
{Ci, Pi, Di}, where:

1. Message Length, Ci, is the maximum
amount of time required to transmit a
stream message. This includes the time
required to transmit both the payload
data and message headers.

2. Period Length, Pi, is the minimum inter-
arrival period between consecutive mes-
sages in stream, si at node i. If the first
message of node i is put in the trans-
mission queue at time ti,1, then the j-th
message in stream si will arrive at time
ti,j = ti,1+(j−1)Pi, where j > 1. For in-
stance, if the first message arrive at time
t, then the second message will arrive at
t + Pi and the third message will arrive
at t+ 2Pi, as shown in Fig 2.

3. Message Deadline, Di, is the relative
deadline associated with messages in
stream si, that is, the maximum amount
of time that can elapse between a message
arrival and the completion of its trans-
mission. Thus, the transmission of the
j-th message in stream si that arrives
at ti,j must be completed not later than
ti,j +Di, which is the message’s absolute
deadline. Again, as an example, if the
first message in the message stream, si
arrives at time t, then it must be trans-
mitted not later than t+Di, as shown in
Fig 2.
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Figure 2: Model for the Synchronous (or Real-Time) Message Stream, Si in Node i.

2.3. The timely-token protocol param-
eters

a) Target Token Rotation Time, (TTRT):
TTRT is the time needed by the token to
complete an entire round-trip of the network.
The value of TTRT, denoted as τ , is selected
at network initialization such that it is suf-
ficiently small to support the response time
requirements of the real-time messages at all
the nodes .
b) Synchronous Capacity of Node i (Hi):

Hi represents the maximum time for which a
station, i is allowed to transmit synchronous
messages during every token receipt. Let H
be the total time units allocated to the syn-
chronous traffic per cycle. Thus,

H = H0 +H1 + . . .+HN−1 =

(
i=N−1∑

i=0

(Hi)

)

(2)
Let σi be the sum of wi and Hi. Thus

Hi + wi = σi (3)

Let T be defined as

σ0+σ1+. . .+σ(N−1) =

(
i=N−1∑

i=0

(σi)

)
= T (4)

∴ T =

(
i=N−1∑

i=0

(Hi)

)
+

(
i=N−1∑

i=0

(Wi)

)
= H+W

(5)
Let, hi be the used portion ofHi and εi the un-
used portion of Hi time reserved for the syn-
chronous traffic in node i (where hi ≤ Hi),
Then, for a system that is lightly loaded with
synchronous traffic, out of the Hi time units,
only hi time units are used leaving εi time
units unused. Thus

hi = Hi − εi (6)

Constraints:
For proper operation of the timed-token pro-
tocol, the choice of values for the τ and T pa-
rameters must satisfy the Protocol Constraint
and the Deadline Constraint.
The Protocol Constraint states that the to-
tal time allocated to the synchronous traffic
in the network must not exceed the available
network bandwidth, that is,

H ≤ τ −W, thus, T ≤ τ (7)

The Deadline Constraint states that every
synchronous message must be transmitted be-
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fore its deadline. For the Timed-Token proto-
col in FDDI, the time elapsed between two
consecutive visits of the token at a node can
be as much as 2*TTRT [11] whereas, for the
Timely-Token protocol, it can be as much as
TTRT [21].Therefore, in order for the dead-
line constraint to be satisfied in the Timely-
Token protocol, it is required that for i =
0, 1, . . . , N − 1,

τ ≤ min
i=0,1,...,N−1

(Di) (8)

Combining Eq 7 and Eq 8 gives

T ≤ τ ≤ min
i=0,1,...,N−1

(Di) (9)

c) Token Rotation Timer of Node i (TRTi):
TRTi is the cycle length or the time between
two consecutive token receipts at node i.
d) The Unused Synchronous Bandwidth,

(ε): In the FDDI and FDDI-M protocols,
problems occurred because a station can-
not distinguish between unused synchronous
bandwidth and unused asynchronous band-
width. To overcome this, an integer, ε is
added to the token, where ε represents the
sum of unused synchronous bandwidth of all
stations during the previous cycle. When the
token arrives in station i, ε should also include
the unused synchronous bandwidth of station
i in the previous cycle [21].
e) An Asynchronous-Limit Variable of

Node i (THTi): THTi is used to control the
amount of time for which node i can transmit
asynchronous messages.

2.4. Defining the performance param-
eters used for the timed-token
protocols

1. Upper Bound On Cycle Length, or max-
imum Cycle Length, max(ti − ti−N)
The Upper Bound on Cycle Length or Max-
imum Cycle Length, max(ti − ti−N) is the
worst-case token rotation time. It indicates
the maximum delay any given node, i can
experience between two consecutive token re-
ceipts at the node, i. If D is the minimum

deadline among stream deadlines, i.e. D =
min(Di), then according to the Deadline Re-
quirements, max(ti − ti−N) ≤ D [25],[26].

Remarkably, the Maximum Cycle Length,
max(ti− ti−N) affects the choice of TTRT and
hence, the total synchronous bandwidth that
can be supported. For instance, in FDDI,
max(ti − ti−N) = 2 ∗ (TTRT) [11], hence,
TTRT ≤ D/2 [25],[26],[27]. Thus, in FDDI,
the maximum bandwidth available for syn-
chronous messages is about half of the total
bandwidth. This is the main drawback of the
FDDI MAC protocol.

On the other hand, Shin and Zheng [10] pro-
posed a modification of FDDI, called FDDI-
M. In FDDI-M, max(ti − ti−N) = TTRT,
hence, TTRT = D. Consequently, by limiting
the Maximum Cycle Length to TTRT, FDDI-
M doubled the capacity to support real-time
traffic when compared to FDDI. The same
fact applies to the Timely-Token protocol [21],
namely, max(ti − ti−N) = TTRT and, TTRT
= D.

2. Average Time (or Bandwidth)Used By
The Asynchronous Traffic Per Cycle (Â)
The Average Time (or Bandwidth)Used By
The Asynchronous Traffic Per Cycle, Â indi-
cates the average bandwidth (time units) al-
located to the asynchronous traffic per cycle.
Higher value of Â alone does not indicate good
performance when real-time messages are sup-
ported. In particular, the Average Time (or
Bandwidth)Used By The Asynchronous Traf-
fic Per Cycle, Â is determined by the THTi

timer/counter of the best-effort capacity allo-
cation in the timed-token MAC protocol.

3. Average Cycle Length (ĉ) The Average
Cycle Length, ĉ, is the sum of the aver-
age bandwidth used per cycle to deliver the
real-time and non real-time messages and
also the token walk-time, W. Again, for any
given TTRT , H and W , and Maximum Cy-
cle Length = τ , a higher value of ĉ indicates
better performance, since this means that, on
average, more messages are delivered per cy-
cle. However, if two protocols achieve the
same value of ĉ and Maximum Cycle Length
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= TTRT for any given TTRT , H and W ,
then, the protocol that has higher value of Â
has better performance. This is because more
non real-time messages will be delivered with-
out violating the timing requirements of the
real-time messages.

2.5. The timely-token media access
control (MAC) protocol

In this section, the Timely-Token Media
Access Control (MAC) algorithm developed
by Cobb and Lin, [21] is presented here as
Protocol Q MAC Algorithm while flowchart is
presented in Fig 3a.
Protocol Q MAC Algorithm
Q1: NETWORK INITIALISATION

CYCLE
During the first token rotation, to initialize
timers, no station is allowed to transmit any
packets. First, TTRT, that is τ is defined to
satisfy the deadline requirements of every syn-
chronous message in the network. Then, the
following two parameters are also defined, wi,
Hi for 0 ≤ i ≤ N−1. In addition, hi is reset to
zero. So, from Eq 6, εi = Hi for 0 ≤ i ≤ N−1.
Hence,

εi = Hi for 0 ≤ i ≤ N − 1 (10)

ε =

(
i=N−1∑

i=0

εi

)
=

(
i=N−1∑

i=0

Hi

)
for 0 ≤ i ≤ N−1

(11)
In summary, during the network initializa-

tion, the following parameters are defined, ini-
tialized or computed:
Q1.1 Define TTRT , that is τ
Q1.2 Define wi and Hi for 0 i N-1.
Q1.3 Initialize hi = 0 and εi = Hi for

0 ≤ i ≤ N−1, then, compute ε =
i=N−1∑

i=0

(εi) =

i=N−1∑

i

Hi = H.

Q1.4 Compute T =

(
i=N−1∑

i=0

(εi + wi)

)
;

Q1.5 Initialize the timer, TRTi = 0; Start
TRTi; TRTi counts up.

Q2: DATA TRANSMISSION CYCLES
When the token arrives at node i, the follow-
ing actions take place:
Q2.1 THTi = TTRT − ε− TRTi;
Q2.2 ε′ = ε− εi,
Q2.3 TRTi = 0;
Q2.4 Start TRTi; TRTi counts up.
Q2.5 If station i has synchronous packets,
it transmits them for a time period of up to
Hi time units, or until all its synchronous
packets are transmitted, whichever occurs
first. hi is assigned the number of time units
used by the synchronous transmission, that
is, hi = TRTi. Then, εi = (Hi − hi);
Q2.6 ε = ε′ + εi
Q2.7 Let ai be the total time units used for
the transmission of asynchronous traffic in
node i in the current cycle.
Q2.7.1 ai = THTi; Start THTi timer, THTi

counts down.
Q2.7.2 If THTi > 0, then, station i trans-
mits asynchronous packets for a period up to
THTi time units, or until all its asynchronous
packets are transmitted, whichever occurs
first. ai is then assigned the number of
time units used for the asynchronous traffic
transmission. Thus, ai = ai − THTi . Hence,
ai ≤ max(0, TTRT − ε − TRTi). Note that
ai = 0 means that no asynchronous traffic is
transmitted.
Q2.8 The token is released to the next node
i+1 (or more appropriately (i+ 1) Mod N)

3. The Proposed Improved Timely-
Token Media Access Control (MAC)
Protocol

The flowchart of the improved Timely-
Token protocol is presented in Fig 3b while
the detailed algorithm is given here as Pro-
tocol P MAC Algorithm .

3.1. Outline of the proposed improved
timely-token protocol MAC algo-
rithm

Protocol P (MAC Algorithm)
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Figure 3a: Flowchart of the existing Timely-Token MAC Algorithm.
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P1: NETWORK INITIALISATION
CYCLE
During the first token rotation, to initialize
timers, no station is allowed to transmit any
packets. First, TTRT, that is τ is defined to
satisfy the deadline requirements of every syn-
chronous message in the network. Then, the
following two parameters are also defined, wi,
Hi for 0 ≤ i ≤ N − 1. In addition, hi is reset

to zero. So, ε =
i=N−1∑

i=0

(Hi) =
N−1∑

i

Hi where

εi = Hi for 0 ≤ i ≤ N − 1, εi = Hi

In summary, during the network initializa-
tion, the following parameters are defined, ini-
tialized or computed:
P1.1 Define TTRT, that is τ ;
P1.2 Define wi and Hi for 0 ≤ i ≤ N − 1.
P1.3 Initialize hi = 0 and εi = Hi for 0 ≤

i ≤ N − 1, then, compute ε =
i=N−1∑

i=0

(εi) =

N−1∑

i

Hi = H

P1.4 Compute T =

(
i=N−1∑

i=0

(εi + wi)

)
;

P1.5 Compute AT = τ−T
N

P1.6 Initialize the timer, TRTi = 0; Start
TRTi; TRTi counts up.

P2: DATA TRANSMISSION CYCLES
When the token arrives at node i, the follow-
ing actions take place:
P2.1 THTi = TTRT − ε− TRTi;
P2.2 TRTi = 0;
P2.3 ε′ = ε− εi
P2.4 Start TRTi; TRTi counts up.
P2.5 If station i has synchronous packets,
it transmits them for a time period of up
to Hi, or until all its synchronous packets
are transmitted, whichever occurs first. hi

is assigned the number of time units used
by the synchronous transmission, that is,
hi = TRTi. Then, εi = (Hi − hi);
P2.6 ε = ε′ + εi
P2.7 Let ai be the total time units used for
the transmission of asynchronous traffic in
node i in the current cycle and let ai −N be

the total time units used for the transmission
of asynchronous traffic in node i in the
previous cycle.
P2.7.1 THTi = THTi +min(AT , ai−N);
P2.7.2 ai = THTi; Start THTi timer; THTi

counts down
P2.7.3 If station i has asynchronous pack-
ets, it transmits them for a time period of
up to THTi or until all its asynchronous
packets are transmitted, whichever oc-
curs first, where THTi = max(0, TTRT −
ε − TRTi) + min(AT , ai−N). Thus, ai ≤
max(0, TTRT − ε− TRTi) + min(AT , ai−N).
Note that ai = 0 means that no asynchronous
traffic is transmitted. Finally, ai−N = ai.
Thus, in the next token receipt ai−N = ai
P2.8 The token is released to the next node
i+1 (or more appropriately (i+ 1) mod N)
The differences in the best-effort ca-

pacity allocation capabilities of the
Timed-Token Protocols
In a heavily loaded system, THTi for FDDI,

FDDI-M and Timely-Token protocol is ex-
pressed as follows;

• For FDDI [24], [22], [21],

max(0, THTi = TTRT − TRTi) (12a)

• For FDDI-M [25], [21],

max(0, THTi = TTRT−

i=N−1∑

i=0

(Hi)−TRTi)

(12b)

• For Timely-Token protocol [21] were hi ≤
Hi,

max(0, THTi = TTRT −

i=N−1∑

i=0

(Hi)+

i=N−1∑

i=0

(hi)− TRTi)

(12c)

• For the improved Timely-Token protocol
(P2.7 of Protocol P MAC Algorithm in
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Figure 3b: Flowchart of the Improved Timely-Token MAC Algorithm. Note: In Fig 3b, the items on
gray background are the distinguishing features of the Improved Timely-Token MAC Algorithm which
are not in the Timely-Token MAC Algorithm of Fig 3a.
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Section 3.1).

THTi = max(0, TTRT −

(
i=N−1∑

i=0

(Hi)

)

+

(
i=N−1∑

i=0

(hi)

)
− TRTi)+

min(AT , ai−N)
(12d)

where; AT = A
N
. ai−N is the total time

units used for the transmission of asyn-
chronous traffic in node i in the previous
cycle. That is, ai−N = ai i in the previous
token receipt in node i.

Among the three timed-token protocols
listed, FDDI has the highest capacity al-
location to the asynchronous traffic but it
suffers from token lateness; Maximum Cy-
cle Length exceeds TTRT. As regards FDDI-
M and Timely-Token protocol, there is no
token lateness; Maximum Cycle Length is
equal to TTRT. Based on the expression for
THTi, the Timely-Token protocol has higher
capacity allocation to the asynchronous traf-
fic than FDDI-M. Consequently, the Timely-
Token protocol is considered to perform bet-
ter than FDDI-M and FDDI. Again, from Eq
10c and Eq 10d, the improved Timely-Token
protocol has higher capacity allocation to the
asynchronous traffic than the existing Timely-
Token protocol while the two protocols have
the same value for Maximum Cycle Length.

3.2. Performance analysis of the im-
proved timely-token media access
control (MAC) algorithm

For the sake of the analysis, TRTi will be
redefined in terms of time, ti as follows;
Definitions:- Let t0, t1, . . . , t(N−1) be the
time at which the token reaches station 0,1,
. . ., N-1 for some given cycle. Also, let
tN , t(N+1), . . . t(2N−1) be the time at which the
token reaches station 0, 1, . . ., N-1 in the next
cycle and so forth. Thus, ti i ≤ 0 is the time at
which the token reaches station (i mod N) in
the cycle ⌊ i

N
⌋ where the given cycle is denoted

as cycle 0 and where xxy denotes the integer

part of x. Let tN , t(1−N), . . . , t(N−1)−N be the
time at which the token reaches station 0, 1,
. . ., N-1 in the previous cycle to the given cy-
cle. Now, if the token reaches node i in a given
cycle at time ti, then the time at which the
token had reached station i, in the previous
cycle to the given cycle is ti−N . Hence, TRTi,
the cycle length or the time between two con-
secutive token receipts at node i is given as;

TRTi = Cycle length for node i = ti − ti−N
(13)

It is worthy to note that the value of i in-
creases by one at every token receipt, thus for
any given value of i, the node denoted by j
(where j = 0,1,2, . . ., N-1) and cycle denoted
by k can be computed as j = (i mod N)
and k = ⌊ i

N
⌋. According to the protocol op-

erations in P2.1 and Q2.7.3 of Protocol Q
MAC Algorithm in Section 3.1, when the
token arrives at node i, then THTi is deter-
mined as,

THTi = TTRT − ε− TRTi

for TTRT − ε > TRTi
(14a)

Otherwise,

THTi = 0 for TTRT − ε = TRTi

(14b)
Hence,

THTi ≤ max(0, TTRT − ε− TRTi)
for all TRTi

(14c)
According to the protocol operations in

P2.7.1 of Protocol Q MAC Algorithm in
Section 3.1, THTi is updated as follows,

THTi = THTi +min(AT , ai−N) (15)

According to the protocol operations in
P2.7.2 and P2.7.3, ai is defined as;

ai = THTi (16)

For a system that is heavily loaded with asyn-
chronous traffic, ai−N ≥ AT for all i ≥ N, thus,

min(AT , ai−N) = AT for ai−N ≥ AT (17)
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Then, Eq 15, Eq 16 and Eq 17 give

ai = max(0, TTRT − ε− TRTi) + AT (18)

If TRTi is replaced with ti− ti−N , and TTRT
with τ then, Eq 18, gives;

ai = τ − ε− (ti − ti−N) + AT

when τ − ε > (ti − ti−N)
(19a)

or

ai = AT when τ − ε = (ti − ti−N) (19b)

Again, for a heavily loaded system, Eq 19a
and Eq 19b give;

ai = max(0, τ − ε− (ti − ti−N)) + AT

for all (ti − ti−N)
(20)

If the token reaches node i at time, tI , then the
token will reach node i+1 at ti+1 after trans-
mitting hi time units of synchronous traffic
and ai time units of asynchronous traffic along
with a token walk-time, wi. Thus

ti+1 ≤ ti + ai + hi + wi (21)

If Eq 6 and Eq 3 are applied into Eq 21, they
give:

ti+1 ≤ ti + ai +Hi − εi + wi (22)

ti+1 ≤ ti + ai + τi − εi (23)

If Eq 19a and Eq 19b are applied into Eq 23
they give Eq 24a and Eq24b respectively

ti+1 ≤ ti−N + AT + τ − ε+ (σi − εi)
for (ti − ti−N) < τ − ε

(24a)
ti+1 ≤ ti + AT + σi − εi
for τ − ε = (ti − ti−N)

(24b)

Then, combining Eq 24a, Eq 24b for a system
that is heavily loaded gives

ti+1 ≤ max(ti + AT , ti−N + AT + τ − εi)
+(σi − εi) for all i ≥ 0

(25a)
where σi − εi = σ(i mod N) − ε(i mod N)

Recall that during the network initializa-
tion, that is, from i = 0 to i = N-1, ai−N = 0
and so, by Eq 17, min(AT , ai−N) = 0. Thus,
for i = 0 to i = N-1, Eq 25a becomes

ti+1 ≤ max(ti, ti−N + τ − ε) + (σi − εi)
for i = 0 to i = N − 1

(25b)
where σi − εi = σ(i mod N) − ε(i mod N)

To properly address the peculiar nature
of the Network Initialization Cycle, a special
case is considered, where hi = 0 for all i ≥ 0.
That means, εi = Hi for all i ≥ 0. Let τ ′ be
τ and t′i be ti for the special case [24], [22].
The initial condition for Eq 25a and for the
special case is assumed to be t0 = t′0 = 0 [24],
[22]. Then, for the special case, τ ′ and t′i are
defined as follows

τ ′ = τ − (T − ε) (26)

t′i = ti +W −

j=i−1∑

j=0

(σj − εj) (27)

Eq 27 differs slightly from the concept used
in [24], [22], where t′i = ti −

∑j=i−1
j=0 (σj − εj).

Recall that in the initialization cycle no data
is transmitted, however, the cycle time is
equal to the total walk-time or propagation
delay per cycle, W which is given as W =∑j=i−1

j=0 wj. The addition of W to ti in Eq
27 is to account for the propagation delay
in the initialization cycle, since by [24], [22],
t0 = t′0 = 0, whereas transmission of data in
the protocol begins at an assumed time, t0,
after the Network Initialization Cycle which
is after, at least, W time units. Alternatively,
the initial conditions can be restated as fol-
lows: t0 = W , t′0 = 0, if the approach em-
ployed in [24], [22], is to be used.
From Eq 27, ti can be expressed as

ti = t′i −W +

j=i−1∑

j=0

(σj − εj) (28)

Eq 25a for the special case is

t′i + 1 ≤ max(t′i + AT , t
′
(i′−N) + AT + τ ′ − ε)

where hi = 0 for all i ≥ 0
(29)
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The initial condition for Eq 25a and Eq 29 is
given as; [24], [22].

ti = t′i = 0 where ti < 0, t′i < 0 for all i < 0
(30)

Iterating Eq 25a from i = 0 to i=N-1 (in
this case Eq 25b) gives

0 ≤ ti ≤ τ − ε+

j=i−1∑

j=0

(σj − εj) for 1 ≤ i ≤ N

(31)
Substituting ti from Eq 31 into Eq 27 gives

0 ≤ t′i ≤ τ − ε+W for 1 ≤ i ≤ N (32)

Using τ as the upper bound on t′i and H as the
upper bound on ε for 0 ≤ i ≤ N , induction
over i can be applied to Eq 29 to give

t′i ≤ τ −H + ⌊
i

N + 1
⌋(τ ′ − ε+ AT ) (33)

The assumption that τ is the upper bound on
t′i in Eq 33 is valid if Eq 26, τ ′ = τ− (T −ε) =
τ − T + ε is considered and that T = W +H.
Thus, τ ′ = τ −W −H + ε. Since, H ≥ ε and
W ≥ 0, then τ ′ ≤ τ . Similarly, in the special
case, hi = 0 for all i ≥ 0. That means, εi =
Hi, thus,

∑j=N−1
j=0 (εj) =

∑j=N−1
j=0 (Hj) = H.

So, the upper bound on ε is H. Substituting
t′i from Eq 33 into Eq 28 gives

ti ≤ τ −H −W + ⌊ i
N+1

⌋(τ ′ − ε+ AT )+(∑j=i−1
j=0 (σj − εj)

)

(34)
where

∑j=i−1
j=0 (σj − εj) = ⌊

i−1
N+1

⌋(T − ε+ AT )+(∑j=(i−1) mod N

j=0 (σj − εj)
)

(35)
Substituting τ ′ from Eq 26 into Eq 34 and also
applying Eq 35 into Eq 34 gives

ti ≤ τ − (H +W ) + ⌊ i
N+1

⌋(τ − (T − ε)− ε+ AT )

−⌊ i−1
N+1

⌋(T − ε) +
(∑j=(i−1) mod N

j=0 (σj − εj)
)

(36)

IfH+W is replaced with T and (τ−(T−ε)−ε
with τ − T , Eq 36 gives

ti ≤
(
1 + ⌊ i

N+1
⌋
)
(τ − T ) + ⌊ i

N+1
⌋AT+

⌊ i−1
N+1

⌋(T − ε) +
(∑j=(i−1) mod N

j=0 (σj − εj)
)

(37)
The time, tNk at which station zero receives
its kth token (that is i = Nk in Eq37) is given
as

tNk ≤
(
1 + ⌊ i

N+1
⌋
)
(τ − T )+

⌊ NK
N+1

⌋AT + k(T − ε)
(38)

Upper bound On Cycle Length,
max(ti − ti−N)
If k=1, Eq 38 gives

tN ≤ τ − T + T − ε (39a)

tN ≤ τ − ε (39b)

Cycle Length = tN − t0 fori = N (40)

Substituting t0 from Eq 30 into Eq 40 and tN
from Eq 39b into Eq 40 gives

tN − t0 = τ − ε (41a)

Thus

max(ti − ti−N) = τ − ε for all i ≥ 0 and ε ≥ 0
(41b)

Eq 41a and Eq 41b give the maximum cycle
length for the Improved Timely-Token pro-
tocol under light load of synchronous traffic
(where ε > 0) but with heavy load of asyn-
chronous traffic. When ε = 0, Eq 41a gives

tN − t0 = τ when ε = 0 (42a)

Thus

max(ti − ti−N) = τ for all i ≥ 0 and ε = 0
(42b)

Eq 42a and Eq 42b give the maximum cycle
length for the Improved Timely-Token proto-
col under heavy load of synchronous traffic
where ε = 0 and also with heavy load of asyn-
chronous traffic. With max(ti − ti−N) = τ , it
means that the token can never be late.
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Average Cycle Length, (ĉ)
Let (ĉ) be the Average Cycle Length, and
AT = ⌊ τ−T

N
⌋ Then, from Eq38, (ĉ) is given

as

ĉ ≤ limk→∞(
tNk

k
) ≤ ⌊N(τ−T )

N+1
⌋+ ⌊N(AT )

N+1
⌋+

(T − ε)
(43)

ĉ ≤ ⌊
N(τ − T )

N + 1
⌋+ ⌊

τ − T

N
⌋+ (T − ε) (44)

ĉ ≤ (τ − T ) + (T − ε) (45a)

ĉ ≤ τ − ε (45b)

Eq 44, Eq 45a and Eq 45b give the average
cycle length for the Improved Timely-Token
protocol under light load of synchronous traf-
fic (where ε > 0) but with heavy load of asyn-
chronous traffic. When ε = 0, Eq 45a and Eq
45b give

ĉ ≤ (τ − T ) + T (46a)

ĉ ≤ τ (46b)

Eq 46a, Eq 46b and Eq 46c give the average
cycle length for the Improved Timely-Token
protocol under heavy load of synchronous
traffic where ε = 0.
Average (Channel Capacity) Time

Used By The Asynchronous Traffic Per
Cycle, AV

Let AV denote the average (Channel Capac-
ity) time used by the asynchronous traffic per
cwideycle. From Eq44 we have

AV ≤ τ − T (47)

Eq 47 gives the average time used by the asyn-
chronous traffic per cycle irrespective of the
load level of the synchronous traffic.

4. Comparison of Performance of the
Two Timely-Token Protocols

The Average Asynchronous Traffic
Time Units Per Cycle (AV )
In this paper, it has been shown that for the
Improved Timely-Token protocol, the average

Asynchronous Traffic (Capacity) Time Units
Per Cycle is given as AV (ITT ) of Eq 47, where,

AV (ITT ) ≤ τ − T (48)

On the other hand, it has been shown in [21]
that for the Timely-Token protocol, the av-
erage Asynchronous Traffic (Capacity) Time
Units Per Cycle, AV (TT ) is given as;

AV (TT ≤ ⌊
N(τ − T )

N + 1
⌋ (49)

For any given τ , T and N, AV (ITT ) always ex-
ceeds AV (TT ) where,

AV (ITT ) − AV (TT ) = ⌊
(τ − T )

N + 1
⌋ (50)

a) The Maximum Cycle Length
There is no difference in the Maximum Cycle
Length of the Improved Timely-Token proto-
col and the existing Timely-Token protocol.
In the two protocols, max(ti − ti−N) = τ .

4.1. Simulation of protocol Q and pro-
tocol P

The simulation of the MAC algorithms for
the Timely-Token protocol (Protocol Q) and
the proposed Improved Timely Token proto-
col (Protocol P) was conducted with a pro-
gram written with Visual Basic for Applica-
tions (VBA). The program runs in Microsoft
Office Excel 2007 environment. The results
obtained from the simulations are presented
in tables and graph plots. In other to val-
idate the results obtained from the analyt-
ical approach, we present mathematical ex-
pression that will relate the simulation re-
sults to the network performance parameters,
namely; Average Cycle Length (ĉ), Average
Asynchronous Traffic Time Units Per Cycle
(Av) and Maximum Cycle Length,(max(ti −
ti−N)).

4.1.1. The Average Cycle Length

Simulation results of Protocol Q showed
that if the values of N , T , τ and ε re-
main constant for at least a total of N(N+1)
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consecutive token receipts (that is, from i
to i + N(N+1) -1), then ĉ is given as the
MEAN(TRT#

i ), (that is, the MEAN value of
TRT#

i in any given node i), where TRT#
i is

given as;
TRT#

i = ti − ti−N (51)

When M consecutive token receipts are con-
sidered, from node i to i+1, i+2, . . . i+M, the
cycles with respect to node i are; ⌊ i

N
⌋, ⌊ i+N

N
⌋,

⌊ i+2∗N
N
⌋, . . ., ⌊ i+M

N
⌋. Then,

MEAN(TRT#
i ) =

(
1

(⌊M
N
⌋+1)

)(∑x=⌊ i+M

N
⌋

x=⌊ i

N
⌋

(TRT#
x )
)

where M ≥ N(N + 1)− 1
(52)

Alternatively, we can express TRT#
i in terms

of nodes and cycles as MEAN(TRT#
j,k) where

MEAN(TRT#
j,k) stands for TRT#

i of node j in
cycle k. Again, the cycles with respect to node
i are ⌊ i

N
⌋, ⌊ i+N

N
⌋, ⌊ i+2∗N

N
⌋, . . . , ⌊ i+M

N
⌋. Then,

MEANj=(i mod N)(TRT#
j,k) =(

1

(⌊M
N
⌋+1)

)(∑k=⌊ i+M

N
⌋

k=⌊ i

N
⌋

(TRT#
j,k)
) (53)

where M ≥ N(N + 1)− 1 and

MEAN(TRT#
i ) = MEAN(TRT#

j,k) (54)

4.1.2. The Maximum Cycle Length

The maximum cycle length is
max(TRT#

i ) for all i ≥ 0.

4.1.3. The Average Asynchronous Traffic
Time Units Per Cycle

The simulation results of Protocol Q for the
average time units used by the asynchronous
traffic per cycle will be denoted as MEAN(ai)
or MEAN(aj,k). The MEAN(ai) is taken over
M consecutive token receipt in all the nodes
as follows:

MEAN(ai) =(
1

(⌊M
N
⌋+1)

)(∑x=i+M

x=i (ax)
)

where M ≥ N(N + 1)− 1

(55)

Then, just like MEAN(TRT#
i ), the value of

MEAN(ai) is defined in terms of aj,k (where

aj,k means the time units used by the asyn-
chronous traffic in node j in cycle k.) as fol-
lows:

MEAN(aj,k) =

(
1

(⌊M
N
⌋+1)

)


k=⌊ i+M

N
⌋∑

k=⌊ i

N
⌋


j=min{(k+1)∗N−1,(i+M)}∑

j=k∗N

(aj,k)






(56a)
where M ≥ N(N + 1)− 1

MEAN(ai) = MEAN(aj,k) (56b)

4.2. Numerical examples

Consider a ring network with four stations
(N = 4). The ring uses the Timely-Token
protocol and the proposed Improved Timely-
Token protocol for its MAC where the timed-
token parameters are given as follows: TTRT
= τ = 100, wi = 1 for all the nodes, Hi = 20
for all the nodes. We assume that the net-
work is lightly loaded with synchronous traf-
fic and that out of the Hi = 20 reserved for
synchronous traffic in every node, a constant
value of εi = 18 is not used by the synchronous
traffic in each node in every token receipt.
With these given parameters, we have that
H = 4(20) = 80. The simulation results
for Protocol P (Timely-Token protocol) are
shown in Table 1a and that of Protocol Q (Im-
proved Timely-Token protocol) are shown in
Table 1b.
The items in Table 2a and Table 2b are:

TRT#
o is the token rotation time of node

0. MEAN(TRT#
o ) is the mean of

∑
TRT#

o .∑
hi is the total time units used by the syn-

chronous traffic per cycle. MEAN(
∑

hi) is
the mean of

∑
hi.

∑
ǫi is the total of the

time units reserved for the synchronous traffic
per cycle but are not used by the synchronous
traffic. MEAN(

∑
ǫi) is the mean of

∑
ǫi.∑

ai is the total time units used by the asyn-
chronous traffic per cycle. MEAN(

∑
ai) is the

mean of
∑

ai. Note that for all the MEANs
are taken over N+1 cycle, except for the first
four rows in Tables 2a and 2b.
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Table 1a: Part of the simulation results of the Timely-Token protocol (Protocol Q)
Cycle Node 0 Node 1 Node 2 Node 3

k TRTi ai hi εi TRTi ai hi εi TRTi ai hi εi TRTi ai hi εi
0 0 0 0 20 0 0 0 20 0 0 0 20 0 0 0 20
1 4 16 2 18 22 0 2 18 24 0 2 18 26 0 2 18
2 28 0 2 18 12 16 2 18 28 0 2 18 28 0 2 18
3 28 0 2 18 28 0 2 18 12 16 2 18 28 0 2 18
4 28 0 2 18 28 0 2 18 28 0 2 18 12 16 2 18
5 28 0 2 18 28 0 2 18 28 0 2 18 28 0 2 18
6 12 16 2 18 28 0 2 18 28 0 2 18 28 0 2 18
7 28 0 2 18 12 16 2 18 28 0 2 18 28 0 2 18
8 28 0 2 18 28 0 2 18 12 16 2 18 28 0 2 18
9 28 0 2 18 28 0 2 18 28 0 2 18 12 16 2 18
10 28 0 2 18 28 0 2 18 28 0 2 18 28 0 2 18

N = 4; wi = 1, W = 4; hi = 20; H = 80; TTRT = τ = 100; εi = 18, ǫ = 72

Table 1b: Part of the simulation results of the Timely-Token protocol (Protocol Q)
Cycle Node 0 Node 1 Node 2 Node 3

k TRTi ai hi εi TRTi ai hi εi TRTi ai hi εi TRTi ai hi εi
0 0 0 0 20 0 0 0 20 0 0 0 20 0 0 0 20
1 4 16 2 18 22 0 2 18 24 0 2 18 26 0 2 18
2 28 4 2 18 16 12 2 18 28 0 2 18 28 0 2 18
3 28 4 2 18 28 4 2 18 20 8 2 18 28 0 2 18
4 28 4 2 18 28 4 2 18 28 4 2 18 24 4 2 18
5 28 4 2 18 28 4 2 18 28 4 2 18 28 4 2 18
6 28 4 2 18 28 4 2 18 28 4 2 18 28 4 2 18
7 28 4 2 18 28 4 2 18 28 4 2 18 28 4 2 18
8 28 4 2 18 28 4 2 18 28 4 2 18 28 4 2 18
9 28 4 2 18 28 4 2 18 28 4 2 18 28 4 2 18
10 28 4 2 18 28 4 2 18 28 4 2 18 28 4 2 18

N = 4; wi = 1, W = 4; hi = 20; H = 80; TTRT = τ = 100; εi = 18, ǫ = 72

Table 2a: Part of the simulation results of the Improved Timely-Token protocol (Protocol P).

C ε H Av

TRTo#
∑

εi
∑

hi

∑
ai Mean(TRTo#) Mean(

∑
εi) Mean(

∑
hi) Mean(

∑
ai)

0 80 0 0 0.0 0.0 0.0 0.0
4 72 8 16 2.0 76.0 1.0 8.0
28 72 8 0 10.7 74.7 3.3 5.3
28 72 8 16 15.0 74.0 4.5 8.0
28 72 8 16 17.6 73.6 5.2 9.6
28 72 8 16 23.2 72.0 6.8 12.8
12 72 8 16 24.8 72.0 8.0 12.8
28 72 8 0 24.8 72.0 8.0 12.8
28 72 8 16 24.8 72.0 8.0 12.8
28 72 8 16 24.8 72.0 8.0 12.8

Table 2b: Part of the simulation results of the Improved Timely-Token protocol (Protocol P).

C ε H Av

TRTo#
∑

εi
∑

hi

∑
ai Mean(TRTo#) Mean(

∑
εi) Mean(

∑
hi) Mean(

∑
ai)

0 80 0 0 0.0 0.0 0.0 0.0
4 72 8 16 2.0 76.0 1.0 8.0
28 72 8 4 10.7 74.7 3.3 6.7
28 72 8 16 15.0 74.0 4.5 9.0
28 72 8 16 17.6 73.6 5.2 10.4
28 72 8 16 23.2 72.0 6.8 13.6
28 72 8 16 28.0 72.0 8.0 13.6
28 72 8 16 28.0 72.0 8.0 16.0
28 72 8 16 28.0 72.0 8.0 16.0
28 72 8 16 28.0 72.0 8.0 16.0
28 72 8 16 28.0 72.0 8.0 16.0
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4.3. Discussion of result

4.3.1. Validating the analytical results with
the simulation results

a) For the Timely-Token Protocol
Simulation results
From Table 1a and 2a, N = 4, ε = 72
and T = 84, then at steady state (cy-
cle >> N) the following are observed;
Mean(TRT#

o ) = C = 24.8 (row 12 column
5 of Table 2a) and Av (Timely-Token) =
MEAN(ai) = 12.8 (row 12 column 8 of
Table 2a). Also, Maximum Cycle Length,
max(TRT#

o ) = 28 (see row 12 column 2 of
Table 1a, and row 12 column 1 of Table 2a)
where the node considered is node 0 and the
cycle is 9.
Analytical results
Similar results were obtained from the ana-
lytical result shown in Table 3; in particular
when N = 4, T = 84 and ε = 72 (row 11
column 1 of Table 3), Av (Timely-Token) =
MEAN(ai) = 12.8 (row 11 column 2 of Table
3). Also, C = Mean(TRT#

o ) = 24.8 (row 11
column 5 of Table 3).
b) For the Improved Timely-Token
Protocol
Simulation results
From Table 1b and 2b, N = 4 , =72 and T
=84 , then at steady state (cycle >> N) the
following are observed; Mean(TRT#

o ) = 28
(row 12 column 5 of Table 2b) and Av
(Improved Timely-Token) = MEAN(ai) = 16
(row 12 column 8 of Table 2b). Also, Maxi-
mum Cycle Length , MAX(TRT#

o ) = 28 (see
row 12 column 2 of Table 1b, and row 12
column 1 of of Table 2b) where the cycle is 9
and the node considered is node 0.
Analytical results
Similar results were obtained from the ana-
lytical result shown in Table 3; in particular
when N = 4, T = 84 and ε = 72 (row 11
column 1 of Table 3), Av (Improved Timely-
Token) = MEAN(ai) = 16 (row 11 column 3
of Table 3) . Also, C = Mean(TRT#

o ) = 28
(row 11 column 6 of Table 3).

4.3.2. Comparison of the performance of the
protocols

a) The Average Asynchronous Traffic Time
Units Per Cycle for the Improved Timely-
Token protocol, Av(ITT ) always exceed that of

the Timely-Token protocol, Av(TT ) by (τ−T )
⌊N+1⌋

as shown in Table 3, (columns 2, 3 and 4) and
in Fig 4 and Fig 5.
b) The Average Cycle Length for the Im-

proved Timely-Token protocol, C(ITT ) always
exceeds that of the Timely-Token protocol,
C(TT ) by

(τ−T )
⌊N+1⌋

as shown in Table 3 (columns

5, 6 and 7). It can also be seen from Table 3
that

Av(ITT ) −Av(TT ) = C(ITT ) −C(TT ) =
(τ − T )

⌊N + 1⌋

c) For any given τ and T, Av(TT ) and
AV (ITT ) vary at the same rate with respect
to T, as shown in Fig 5. However, Av(TT )

decreases as N, (the number of nodes in the
network) decreases, whereas, AV (ITT ) does not
vary with N, as shown in Fig 4.
d) In all, the Improved Timely-Token pro-

tocol has higher throughput for the asyn-
chronous traffic when compared with the
Timely-Token protocol. The results also
showed that for various network configu-
rations (various values of T and N), the
Improved Timely-Token protocol has higher
overall throughput than the existing Timely-
Token protocol.

5. Conclusion and Recommendations

5.1. Conclusion

In this paper, a new Timely-Token proto-
col was presented. The new Timely-Token
protocol improved the ability of the Timely-
Token protocol to support asynchronous traf-
fic. The performance analysis of the improved
Timely-Token protocol under light load of
synchronous traffic but with heavy load of
asynchronous traffic was also presented. The
performance of the improved Timely-Token
protocol and the existing Timely-Token pro-
tocol were compared. In all, in most
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Figure 4: Graph of AV (TT ), AV (ITT ), and
AV (ITT ) − AV (TT ) against N (number of nodes
in the network).
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Figure 5: Graph of AV (TT ), AV (ITT ), and
AV (ITT )−AV (TT ) against T(total reserved band-
width for synchronous traffic and token walk-
time).

traffic configurations, the improved Timely-
Token protocol had higher throughput for the
asynchronous traffic and also higher overall
throughput when compared with the exist-
ing Timely-Token protocol. The improvement
was achieved through an on-demand guaran-
teed bandwidth mechanism incorporated into
the best-effort approach of the timely-token
protocol.

5.2. Recommendations

In this paper, it is assumed that the sys-
tem is heavily loaded with asynchronous traf-
fic. In that case, every node has sufficient traf-
fic to use all the bandwidth available to it. If
however some nodes fail to use up the thresh-
old bandwidth, AT guaranteed to them, then,
they may lose the guaranteed bandwidth for
some cycles. This situation will affect the per-
formance of the new Timely-Token protocol.
As such, further studies are needed to examine
the effect of fluctuations in the load level of the
asynchronous traffic on the Timely-Token pro-
tocol and then proffers solutions to the prob-
lems that might be discovered.
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Abstract

Literature review was done to investigate the potential of abattoir wastes to befoul
the environment, or cause hazards to human health, and harm to living resources
and ecological systems. Abattoir wastes include animal blood, horns, bones, animal
feaces, paunch manure, and abattoir effluent. The review result shows that abat-
toir wastes have the potential to pollute surface waters, underground waters, abat-
toir/market environment, and consumables around the abattoir, especially when
abattoir wastes are not properly treated and disposed off. Abattoir wastes should
be managed to achieve allowable effluent standards, odour control, or to exploit
the benefits locking in the wastes before safely and economically disposing the ulti-
mate wastes. In order to develop optimized abattoir wastes management strategies
that would ensure reduction in environmental pollution in Nigeria, this paper pro-
poses some research considerations on the pollution potential of abattoir wastes in
Nigeria. The paper aims at stimulating increased research in the area of abattoir
wastes management in Nigeria in order to avoid the dangerous consequences of
poorly managed abattoir wastes.

Keywords: pollution, abattoir, abattoir wastes, paunch manure, animal manure

1. Introduction

One type of wastes that is of great con-
cern in both urban and rural areas in Nige-
ria is abattoir or slaughter-house wastes. Al-
most everyday in all the urban and rural mar-
kets in Nigeria, animals are slaughtered and
the meat sold to the public for consumption.
Meat wastes originate from killing; hide re-
moval or dehairing, paunch handling, render-
ing, trimming, processing and clean-up oper-
ations. Therefore, abattoir wastes often con-
tain blood, fat, organic and inorganic solids,
and salts and chemicals added during process-
ing operations [1, 2].
In ruminants, the first stomach or paunch

contains undigested materials called paunch
manure, which can contain long hairs, whole
grains and large plant fragments. The faeces
of livestock (animal manure) consist of undi-
gested food, mostly cellulose-fibre, undigested
protein, excess Nitrogen from digested pro-
tein, residue from digested fluids, waste min-
eral matter, worn-out cells from intestinal lin-
ings, mucus, bacteria, and foreign matter such
as dirt consumed, Calcium, Magnesium, Iron,
Phosphorous, Sodium, etc. [3, 4]. Abattoir
effluent (waste water) has a complex compo-
sition and can be very harmful to the environ-
ment [5]. Therefore the importance of know-
ing the pollution potentials of abattoir wastes
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