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ABSTRACT  

A new preconditioner of the type 𝑃 = 𝐼 + 𝑆̅ + 𝑆′ which 
generalizes the preconditioners of Evans et al. (2001) and 
Ndanusa and Adeboye (2012) is proposed. Theoretical 
investigation of the new preconditioned AOR method is 
undertaken by advancement of some convergence theorems with 
well-known procedures. In order to validate the results of 
theoretical convergence analysis, numerical investigation with 
sample problems is done.  Numerical results of comparison of the 
proposed preconditioner with some available preconditioners in 
literature are presented. The results show that convergence of the 
proposed preconditioned AOR method is faster than that of the 
unpreconditioned AOR as well as the preconditioned methods in 
current use.  
 
Keywords: Accelerated Overrelaxation Method, Preconditioner, 
Convergence, 𝐿 − matrix, spectral radius 
 
INTRODUCTION 
Recent advancements in Physics, numerical weather forecasting, 
fluid dynamics, oil and gas resource development, image 
processing, optimization, simulated nuclear explosion and so on 
are modeled as partial differential equations, which are eventually 
transformed into large sparse linear systems of equations through 
finite element or finite difference discretization. Typically, the large 
sparse linear system of equations can be expressed as  

𝐴𝑥 = 𝑏                                                                            (1) 

where 𝐴 = (𝑎𝑖𝑗) ∈ ℝ𝑛×𝑛 is a nonsingular matrix with 

nonvanishing diagonal elements, and where 𝑥 ∈ ℝ𝑛 and 𝑏 ∈
ℝ𝑛 are respectively vectors of unknown and preassigned 
variables. For some time, a great many research has been 
devoted to iterative solution methods for approximating the 
solution of (1). Recall the usual splitting of the coefficient matrix 
𝐴 ∈ ℝ𝑛×𝑛, 

𝐴 = 𝐷𝐴 − 𝐿𝐴 − 𝑈𝐴                                                                   (2) 

where 𝐷𝐴 = 𝑑𝑖𝑎𝑔(𝑎11, 𝑎22, ⋯ , 𝑎𝑛𝑛) is the diagonal part of 𝐴, 

−𝐿𝐴 and −𝑈𝐴 its strictly lower and strictly upper parts, 

respectively. If 𝑎𝑖𝑖 ≠ 0 for all 𝑖 ∈ ℕ (𝑖 = 1,2,⋯ , 𝑛), then we 

can multiply the linear system (1) by 𝐷𝐴
−1, arising therefrom the 

splitting of the matrix   
𝐴 = 𝐼 − 𝐿 − 𝑈                                                                       (3) 

where 𝐼 = 𝐷𝐴
−1𝐷𝐴, 𝐿 = 𝐷𝐴

−1𝐿𝐴 and 𝑈 = 𝐷𝐴
−1𝑈𝐴.  

Suppose 𝐴 = 𝑀 − 𝑁 is a regular splitting of the coefficient 

matrix 𝐴 = (𝑎𝑖𝑗), then the basic iterative method for the solution 

of system (1) can be expressed in the form  

𝑥(𝑘+1) = 𝑀−1𝑁𝑥(𝑘) + 𝑀−1𝑏,               𝑘 = 0,1,2,⋯     (4) 

where 𝑀−1𝑁 is known as the iteration matrix of the method. The 

iteration (4) is known to converge to the exact solution 𝑥 = 𝐴−1𝑏 

for any initial vector value 𝑥(0) ∈ ℝ𝑛 if and only if the spectral 

radius 𝜌(𝑀−1𝑁) < 1.  The smaller the spectral radius the faster 
the convergence speed of the iterative method. The classical 
AOR iterative method given in Hadjidimos (1978) for solving (1) is 
defined as  

𝑥(𝑘+1) = ℒ𝑟,𝜔𝑥(𝑘) + (𝐼 − 𝑟𝐿)−1𝜔𝑏        𝑘 = 0,1,2,⋯     (5) 

with the iteration matrix ℒ𝑟,𝜔  given as  

ℒ𝑟,𝜔 = (𝐼 − 𝑟𝐿)−1[(1 − 𝜔)𝐼 + (𝜔 − 𝑟)𝐿 + 𝜔𝑈]             (6) 

where 𝜔 and 𝑟 are real parameters with 𝜔 ≠ 0. 
Besides the iteration matrix and parameters involved in the 
iterative methods, convergence is also dependent on the nature 
of the linear systems of equations themselves. Therefore, in order 
to improve efficiency of the iterative method (4), the linear system 
(1) is transformed into the equivalent preconditioned system    

𝑃𝐴𝑥 = 𝑃𝑏                                                                        (7) 
where 𝑃 is a nonsingular matrix called a preconditioner. Different 
preconditioners have been advanced by several researchers for 
the preconditioned system (7). Evans et al. (2001), Li et al. 
(2007), Wu et al. (2007), Wu and Huang (2007), Yun and Kim 
(2008), Wang and Song (2009), Darvishi et al. (2011), Li (2011), 
Ndanusa and Adeboye (2012), Huang et al. (2016), Behzadi 
(2019) and Wang (2019) are some instances of application of the 
preconditioned system (7) to improve the convergence of the 
AOR method. The preconditioner 𝑃 of Evans et al. (2001) is 

described by 𝑃 = 𝐼 + 𝑆′, where  

𝑆′ = (𝑠𝑖𝑗) = {
−𝑎1𝑛

0
     

otherwise
                                     (8)  

𝑃 = 𝐼 + 𝑆̅ is another preconditioner proposed by Ndanusa and 
Adedboye (2012), with  

𝑆̅ = (𝑠𝑖𝑗) = {

−𝑎𝑖1,                          𝑖 = 2,⋯ , 𝑛
−𝑎𝑖,𝑖+1,              𝑖 = 1,⋯ , 𝑛 − 1

0,                        otherwise 00
                (9) 

Using the idea of previous works, we consider the preconditioner 

𝑃 = 𝐼 + �̂�, where  

�̂� = 𝑆̅ + 𝑆′ = {

−𝑎1𝑛

−𝑎𝑖1 ,
−𝑎𝑖,𝑖+1 ,

0 ,

       𝑖 = 2,⋯ , 𝑛
𝑖 = 1,⋯ , 𝑛 − 1

otherwise

                  (10) 

The present work is aimed at investigating the modified 

preconditioner  𝑃 = 𝐼 + �̂�  applied to AOR iteration, through 
theoretical proofs, corroborated by numerical verifications, in 
order to improve upon the rate of convergence of the method. 
 
MATERIALS AND METHODS 
Preliminaries 
For convenience, some notations, definitions and lemmas that will 
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be used in the succeeding sections are briefly explained. 

Suppose 𝐴 = (𝑎𝑖𝑗) ∈ 𝑅𝑛×𝑛 is a real matrix. The notation 

𝑑𝑖𝑎𝑔(𝐴) implies the 𝑛 × 𝑛 diagonal matrix coinciding in its 

diagonal with 𝑎𝑖𝑖. For a square matrix 𝐴, 𝜌(𝐴) denotes the 
spectral radius of 𝐴. 
 
Definition 1 (Young, (1971)).  A matrix 𝐴 = (𝑎𝑖𝑗)𝑖,𝑗=1,2,⋯,𝑛 is 

an 𝐿 −matrix if 𝑎𝑖𝑖 > 0 and 𝑎𝑖𝑗 ≤ 0 (𝑖 ≠ 𝑗). 

 
Definition 2 (Saad (2000)).  An 𝐿 −matrix 𝐴 = (𝑎𝑖𝑗) where 𝐴 is 

nonsingular and 𝐴−1 ≥ 0 is called an 𝑀 −matrix. 
 
Definition 3 (Saad (2000)).  A matrix 𝐴 = (𝑎𝑖𝑗)𝑖,𝑗=1,2,⋯,𝑛 is 

called nonnegative, nonpositive and positive if 𝑎𝑖𝑗 ≥ 0 , 𝑎𝑖𝑗 ≤

0 and 𝑎𝑖𝑗 > 0, respectively. 

  
Definition 4 (Dehghan and Hajarian (2009).  The decomposition 
of a real matrix 𝐴 ∈ 𝑅𝑛×𝑛 into the form 𝐴 = 𝑀 − 𝑁, where 𝑀 

is a nonsingular matrix is called a splitting of A. Such splitting is 
called 

• Regular if 𝑀−1 ≥ 0 and 𝑁 ≥ 0 

• Nonnegative if 𝑀−1𝑁 ≥ 0 

• Convergent if 𝜌(𝑀−1𝑁) < 1 

• 𝑀 −splitting if 𝑀 is a nonsingular 𝑀 −matrix and 

𝑁 ≥ 0. 
 
Definition 5 (Saad (2000)).  𝐴 = (𝑎𝑖𝑗) is called an irreducible 

matrix if the directed graph associated to 𝐴 is strongly connected. 
 
Lemma 1 (Varga (1962)).   Let 𝐴 ≥ 0 be an irreducible 𝑛 × 𝑛 
matrix. Then, 

i. 𝐴 has a positive real eigenvalue equal to its spectral 
radius. 

ii. To 𝜌(𝐴) there corresponds an eigenvector 𝑥 > 0. 

iii. 𝜌(𝐴) increases when any entry of 𝐴 increases. 

iv. 𝜌(𝐴) is a simple eigenvalue of 𝐴. 
 
Lemma 2 (Gunawardena et al. (1991)).   Let 𝐴 be a nonnegative 
matrix. Then 

i. If 𝛼𝑥 ≤ 𝐴𝑥 for some nonnegative vector 𝑥, 𝑥 ≠ 0, 

then 𝛼 ≤ 𝜌(𝐴). 

ii. If 𝐴𝑥 ≤ 𝛽𝑥 for some positive vector 𝑥, then 𝜌(𝐴) ≤
𝛽. Moreover, if 𝐴 is irreducible and if 0 ≠ 𝛼𝑥 ≤
𝐴𝑥 ≤ 𝛽𝑥 for some nonnegative vector 𝑥, then 𝛼 ≤
𝜌(𝐴) ≤ 𝛽 and 𝑥 is a positive vector. 

 
Lemma 3 (Varga (1962)).   Suppose 𝐴 = 𝑀 − 𝑁 is an 𝑀 −
splitting of A. Then the splitting is convergent iff 𝐴 is a 

nonsingular 𝑀 − matrix. 
 
Lemma 4 (Varga (1962)).   Let 𝐴 = 𝑀1 − 𝑁1 = 𝑀2 − 𝑁2 be 

two regular splittings of 𝐴, where 𝐴−1 ≥ 𝑂. If 𝑁2 ≥ 𝑁1 ≥ 𝑂, 
then  

1 > 𝜌(𝑀2
−1𝑁2) ≥ 𝜌(𝑀1

−1𝑁1) ≥ 𝑂. 

 If moreover, 𝐴−1 > 𝑂 and if 𝑁2 ≥ 𝑁1 ≥ 𝑂, equality excluded 

(meaning that neither 𝑁1 nor 𝑁2 − 𝑁1 is the null matrix), then 

1 > 𝜌(𝑀2
−1𝑁2) > 𝜌(𝑀1

−1𝑁1) > 𝑂. 

 
 

The Preconditioned AOR iterative method 
Application of the preconditioner 𝑃 to system (1) results in the 
preconditioned linear system  

�̂�𝑥 = �̂�                                                                           (11)  

where �̂� = (𝐼 + �̂�)𝐴 and �̂� = (𝐼 + �̂�)𝑏 with  

�̂� =

[
 
 
 
 

0 
−𝑎21 
−𝑎31 

⋮ 
−𝑎𝑛1 

−𝑎12

0
0
⋮
0

0 
−𝑎23

0
⋮
0

⋯ 
⋯
⋯ 
⋯
⋯

−𝑎1𝑛

0
⋮

−𝑎𝑛−1,𝑛

0 ]
 
 
 
 

 

A usual splitting of the preconditioned coefficient matrix �̂� of (11) 

into its diagonal (�̂�), strictly lower (−�̂�) and strictly upper (−�̂�) 
components is obtained thus 

�̂� = �̂� − �̂� − �̂� 
with the following resultant representations 
 

 
 

−�̂�

=

[
 
 
 
 

0
−𝑎23𝑎31 

⋮
−𝑎𝑛−1,𝑛𝑎𝑛1

0

0
0

−𝑎31𝑎12 − −𝑎34𝑎42 + 𝑎32

⋮
−𝑎𝑛1𝑎12 + 𝑎𝑛2

0
⋮
⋱
⋱
⋯

0
0
⋮
0

−𝑎𝑛1𝑎1,𝑛−1 + 𝑎𝑛,𝑛−1

0
0
⋮
0
0]
 
 
 
 

 

and 

−�̂�

=

[
 
 
 
 
0
0
⋮
0
0

−𝑎1𝑛𝑎𝑛2

0
⋮
0
0

−𝑎12𝑎23 − 𝑎1𝑛𝑎𝑛3 + 𝑎13

−𝑎21𝑎13

0
⋮
0

⋯
⋯
⋱
⋱
⋯

−𝑎12𝑎2𝑛

−𝑎21𝑎1𝑛 − 𝑎23𝑎3𝑛 + 𝑎2𝑛

⋮
−𝑎𝑛−1,1𝑎1𝑛

0 ]
 
 
 
 

 

It is observed that �̂� = 𝐼 + 𝐷1, �̂� = 𝐿 + 𝐿�̂� + 𝐿1, �̂� = 𝑈 +

𝑈�̂� + 𝑈1, �̂� = −𝐿�̂� − 𝑈�̂�, and  −�̂�𝐿 − �̂�𝑈 = 𝐷1 − 𝐿1 − 𝑈1; 

where 𝐷1, −𝐿1, and − 𝑈1 are the diagonal, strictly lower and 

strictly upper parts of −�̂�𝐿 − �̂�𝑈 respectively; and −𝐿�̂� and 

−𝑈�̂� are the strictly lower and strictly upper parts of �̂� 

respectively. Application of the AOR method to the preconditioned 
linear system (11) results in the corresponding preconditioned 
AOR method whose iterative matrix is defined by  

 ℒ̂𝑟,𝜔 = (�̂� − 𝑟�̂�)−1[(1 − 𝜔)�̂� + (𝜔 − 𝑟)�̂� + 𝜔�̂�]       (12) 

 

Theorem 1 Let ℒ𝑟,𝜔  and ℒ̂𝑟,𝜔 be the AOR iterative 

matrices corresponding to the linear systems (1) and (11) 
respectively. Suppose 0 ≤ 𝑟 ≤ 𝜔 ≤ 1 (𝜔 ≠ 0, 𝑟 ≠ 1), 𝐴 is an 

irreducible 𝐿 − matrix with 0 < 𝑎1𝑛𝑎𝑛1 < 1,  0 < 𝑎1𝑖𝑎𝑖1 +
𝑎𝑖,𝑖+1𝑎𝑖+1,𝑖 < 1 (𝑖 = 2(1)𝑛 − 1) and 0 < 𝑎12𝑎21 +

𝑎𝑖𝑛𝑎𝑛1 < 1. Then ℒ𝑟,𝜔 and ℒ̂𝑟,𝜔  are nonnegative and 

irreducible matrices. 
 
PROOF: Since 𝐴 is an 𝐿 − matrix, 𝐿 ≥ 0 and 𝑈 ≥ 0. Thus 

(𝐼 − 𝑟𝐿)−1 = 𝐼 + 𝑟𝐿 + 𝑟2𝐿2 + ⋯+ 𝑟𝑛−1𝐿𝑛−1 ≥ 0. And, 
from (6), we have 

ℒ𝑟,𝜔 = (𝐼 − 𝑟𝐿)−1[(1 − 𝜔)𝐼 + (𝜔 − 𝑟)𝐿 + 𝜔𝑈] 
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= [𝐼 + 𝑟𝐿 + 𝑟2𝐿2 + ⋯
+ 𝑟𝑛−1𝐿𝑛−1][(1 − 𝜔)𝐼 + (𝜔 − 𝑟)𝐿
+ 𝜔𝑈] 

= (1 − 𝜔)𝐼 + (𝜔 − 𝑟)𝐿 + 𝜔𝑈 + 𝑟𝐿(1 − 𝜔)𝐼
+ 𝑟𝐿[(𝜔 − 𝑟)𝐿 + 𝜔𝑈] 

+(𝑟2𝐿2 + ⋯+ 𝑟𝑛−1𝐿𝑛−1)[(1 − 𝜔)𝐼 + (𝜔 − 𝑟)𝐿 + 𝜔𝑈] 
= (1 − 𝜔)𝐼 + [(𝜔 − 𝑟)𝐿 + 𝑟𝐿(1 − 𝜔)𝐼] + 𝜔𝑈

+ 𝑟𝐿[(𝜔 − 𝑟)𝐿 + 𝜔𝑈] 
+(𝑟2𝐿2 + ⋯+ 𝑟𝑛−1𝐿𝑛−1)[(1 − 𝜔)𝐼 + (𝜔 − 𝑟)𝐿 + 𝜔𝑈] 

= (1 − 𝜔)𝐼 + 𝜔(1 − 𝑟)𝐿 + 𝜔𝑈 + 𝑇 
where 

𝑇 = 𝑟𝐿[(𝜔 − 𝑟)𝐿 + 𝜔𝑈] 
+(𝑟2𝐿2 + ⋯+ 𝑟𝑛−1𝐿𝑛−1) × [(1 − 𝜔)𝐼 + (𝜔 − 𝑟)𝐿 + 𝜔𝑈]

≥ 0. 
It is clear that (1 − 𝜔)𝐼 + 𝜔(1 − 𝑟)𝐿 + 𝜔𝑈 ≥ 0. 

Consequently, ℒ𝑟,𝜔 = (1 − 𝜔)𝐼 + 𝜔(1 − 𝑟)𝐿 + 𝜔𝑈 + 𝑇 ≥

0. Hence, ℒ𝑟,𝜔  is a nonnegative matrix. Since 𝐴 = 𝐼 − 𝐿 − 𝑈 is 

irreducible, so also is (1 − 𝜔)𝐼 + 𝜔(1 − 𝑟)𝐿 + 𝜔𝑈 since the 

coefficients of 𝐼, 𝐿, and 𝑈 are different from zero and less than 1 

in absolute value. Hence, ℒ𝑟,𝜔  is an irreducible matrix. 

Now, consider the preconditioned AOR iterative matrix 

ℒ̂𝑟,𝜔 = (�̂� − 𝑟�̂�)−1[(1 − 𝜔)�̂� + (𝜔 − 𝑟)�̂� + 𝜔�̂�] 

Equation (7) ensures that the 𝐿 − matrix  structure of 𝐴 is 

preserved in �̂�. Since �̂� is an 𝐿 − matrix, it is evident that �̂� ≥
0 and �̂� ≥ 0. Also, by the conditions of Theorem 1, it is easy to 

get that �̂� ≥ 0. Thus,  

ℒ̂𝑟,𝜔 = [�̂�(𝐼 − 𝑟�̂�−1�̂�)]
−1

[(1 − 𝜔)�̂� + (𝜔 − 𝑟)�̂� + 𝜔�̂�] 

= (𝐼 − 𝑟�̂�−1�̂�)−1�̂�−1[(1 − 𝜔)�̂� + (𝜔 − 𝑟)�̂� + 𝜔�̂�] 

= (𝐼 − 𝑟�̂�−1�̂�)−1[(1 − 𝜔)𝐼 + (𝜔 − 𝑟)�̂�−1�̂� + 𝜔�̂�−1�̂�] 

= [𝐼 + 𝑟�̂�−1�̂� + 𝑟2(�̂�−1�̂�)
2
+ ⋯+ 𝑟𝑛−1(�̂�−1�̂�)

𝑛−1
] 

× [(1 − 𝜔)𝐼 + (𝜔 − 𝑟)�̂�−1�̂� + 𝜔�̂�−1�̂�] 

= (1 − 𝜔)𝐼 + 𝜔(1 − 𝑟)�̂�−1�̂� + 𝜔�̂�−1�̂� + �̂� 
where 

�̂� = 𝑟�̂�−1�̂�[(𝜔 − 𝑟)�̂�−1�̂� + 𝜔�̂�−1�̂�]

+ [𝑟2(�̂�−1�̂�)
2
+ ⋯

+ 𝑟𝑛−1(�̂�−1�̂�)
𝑛−1

] 

× [(1 − 𝜔)𝐼 + (𝜔 − 𝑟)�̂�−1�̂� + 𝜔�̂�−1�̂�] ≥ 0 

Using similar arguments, it is conclusive that ℒ̂𝑟,𝜔 is also 

nonnegative and irreducible.  
The following equalities are essential to prove Theorem 2. 

A1: �̂� = 𝑈 + 𝑈�̂� + 𝑈1 

A2: �̂� = �̅� − 𝑆′𝑆̅ = 𝐼 + 𝐷1 

A3: �̂� = �̅� = 𝐿 + 𝐿�̂� + 𝐿1 

A4: �̂� − �̂� = �̅� − 𝑆′𝑆̅ − �̅� 
 

Theorem 2 Let ℒ𝑟,𝜔 = (𝐼 − 𝑟𝐿)−1[(1 − 𝜔)𝐼 +

(𝜔 − 𝑟)𝐿 + 𝜔𝑈] and ℒ̂𝑟,𝜔 = (�̂� − 𝑟�̂�)−1[(1 − 𝜔)�̂� +

(𝜔 − 𝑟)�̂� + 𝜔�̂�] be the AOR and preconditioned AOR iterative 

matrices respectively. Suppose 0 ≤ 𝑟 ≤ 𝜔 ≤ 1 (𝜔 ≠ 0, 𝑟 ≠
1), 𝐴 is an irreducible 𝐿 − matrix with 0 < 𝑎1𝑛𝑎𝑛1 < 1,  0 <
𝑎1𝑖𝑎𝑖1 + 𝑎𝑖,𝑖+1𝑎𝑖+1,𝑖 < 1 (𝑖 = 2(1)𝑛 − 1) and 0 <

𝑎12𝑎21 + 𝑎𝑖𝑛𝑎𝑛1 < 1. Then 

(i) 𝜌(ℒ̂𝑟,𝜔) < 𝜌(ℒ𝑟,𝜔), if 𝜌(ℒ𝑟,𝜔) < 1; 

(ii) 𝜌(ℒ̂𝑟,𝜔) = 𝜌(ℒ𝑟,𝜔), if 𝜌(ℒ𝑟,𝜔) = 1; 

(iii) 𝜌(ℒ̂𝑟,𝜔) > 𝜌(ℒ𝑟,𝜔), if 𝜌(ℒ𝑟,𝜔) > 1. 

PROOF: It is established, from Theorem 1, that ℒ𝑟,𝜔  and ℒ̂𝑟,𝜔 

are nonnegative and irreducible matrices. Therefore, suppose 
𝜂 = 𝜌(ℒ𝑟,𝜔), then by Lemma 1 there exists a positive vector 𝑦, 

such that   
ℒ𝑟,𝜔𝑦 = 𝜂𝑦 

Equivalently, 

(𝐼 − 𝑟𝐿)−1[(1 − 𝜔)𝐼 + (𝜔 − 𝑟)𝐿 + 𝜔𝑈]𝑦 = 𝜂𝑦 
[(1 − 𝜔)𝐼 + (𝜔 − 𝑟)𝐿 + 𝜔𝑈] = 𝜂(𝐼 − 𝑟𝐿) 

𝜔𝑈 = (𝜂 + 𝜔 − 1)𝐼 + (𝑟 − 𝜔 − 𝜂𝑟)𝐿                             (13) 

Therefore, for this 𝑦 > 0, 

ℒ̂𝑟,𝜔𝑦 − 𝜂𝑦 = (�̂� − 𝑟�̂�)
−1

[(1 − 𝜔)�̂� + (𝜔 − 𝑟)�̂� + 𝜔�̂�]𝑦

− 𝜂𝑦 

= (�̂� − 𝑟�̂�)
−1

[(1 − 𝜔)�̂� + (𝜔 − 𝑟)�̂� + 𝜔�̂�]𝑦

− 𝜂(�̂� − 𝑟�̂�)
−1

(�̂� − 𝑟�̂�)𝑦 

= (�̂� − 𝑟�̂�)
−1

[(1 − 𝜔)�̂� + (𝜔 − 𝑟)�̂� + 𝜔�̂�

− 𝜂(�̂� − 𝑟�̂�)]𝑦 

From the identity, 

𝜂(�̂� − 𝑟�̂�) = 𝜂(1 − 𝑟)�̂� + 𝜂𝑟(�̂� − �̂�), 

it implies 

ℒ̂𝑟,𝜔𝑦 − 𝜂𝑦 = (�̂� − 𝑟�̂�)
−1

[(1 − 𝜔)�̂� + (𝜔 − 𝑟)�̂� + 𝜔�̂�

− 𝜂(1 − 𝑟)�̂� − 𝜂𝑟(�̂� − �̂�)]𝑦 

= (�̂� − 𝑟�̂�)
−1

[�̂� − 𝜔�̂� + 𝜔�̂� − 𝑟�̂� + 𝜔�̂� − 𝜂�̂� + 𝜂𝑟�̂�

− 𝜂𝑟�̂� + 𝜂𝑟�̂�]𝑦 

= (�̂� − 𝑟�̂�)
−1

[�̂� − 𝑟�̂� − 𝜂�̂� + 𝜂𝑟�̂� − 𝜔�̂� + 𝑟�̂� − 𝜂𝑟�̂�

+ 𝜔�̂� − 𝑟�̂� + 𝜂𝑟�̂� + 𝜔�̂�]𝑦 

= (�̂� − 𝑟�̂�)
−1

[(1 − 𝜂)(1 − 𝑟)�̂� − (𝜔 − 𝑟 + 𝜂𝑟)(�̂� − �̂�)

+ 𝜔�̂�]𝑦 
By employing A1 to A4, we obtain 

= (�̂� − 𝑟�̂�)
−1

[(1 − 𝜂)(1 − 𝑟)(𝐼 + 𝐷1)

− (𝜔 − 𝑟 + 𝜂𝑟)(𝐼 + 𝐷1)
+ (𝜔 − 𝑟 + 𝜂𝑟)(𝐿 + 𝐿�̂� + 𝐿1) + 𝜔(𝑈
+ 𝑈�̂� + 𝑈1)]𝑦 

= (�̂� − 𝑟�̂�)
−1

[(1 − 𝜔 − 𝜂)(𝐼 + 𝐷1) + (𝜔 − 𝑟 + 𝜂𝑟)(𝐿

+ 𝐿�̂� + 𝐿1) + 𝜔(𝑈 + 𝑈�̂� + 𝑈1)]𝑦 

= (�̂� − 𝑟�̂�)
−1

[(1 − 𝜔 − 𝜂)𝐼 + 𝜔𝑈 − (𝑟 − 𝜔 − 𝜂𝑟)𝐿

+ (1 − 𝜔 − 𝜂)𝐷1 + (𝜔 − 𝑟 + 𝜂𝑟)(𝐿�̂�

+ 𝐿1) + 𝜔(𝑈�̂� + 𝑈1)]𝑦 

From (13), 

= (�̂� − 𝑟�̂�)
−1

[(1 − 𝜂)𝐷1 − 𝜔(𝐷1 − 𝐿1 − 𝑈1)

+ 𝜔(𝐿�̂� + 𝑈�̂�) − 𝑟(1 − 𝜂)(𝐿�̂� + 𝐿1)]𝑦 

= (�̂� − 𝑟�̂�)
−1

[(𝜂 − 1)(−𝐷1) + (𝜂 − 1)(𝑟𝐿�̂� + 𝑟𝐿1)

− 𝜔(−�̂�𝐿 − �̂�𝑈) + 𝜔(−�̂�)]𝑦 

= (�̂� − 𝑟�̂�)
−1

[(𝜂 − 1)(−𝐷1 + 𝑟𝐿�̂� + 𝑟𝐿1) + 𝜔�̂�𝐿 + 𝜔�̂�𝑈

− 𝜔�̂�]𝑦 

= (�̂� − 𝑟�̂�)
−1

[(𝜂 − 1)(−𝐷1 + 𝑟𝐿�̂� + 𝑟𝐿1) + (1 − 𝜔)�̂�

+ 𝜔�̂�𝑈 − �̂�(𝐼 − 𝜔𝐿)]𝑦 

= (�̂� − 𝑟�̂�)
−1

[(𝜂 − 1)(−𝐷1 + 𝑟𝐿�̂� + 𝑟𝐿1) + (1 − 𝜔)�̂�

+ 𝜔�̂�𝐿 − 𝑟�̂�𝐿 + 𝜔�̂�𝑈 − �̂�𝐼 + 𝑟�̂�𝐿)]𝑦 

= (�̂� − 𝑟�̂�)
−1

[(𝜂 − 1)(−𝐷1 + 𝑟𝐿�̂� + 𝑟𝐿1) + (1 − 𝜔)�̂�

+ (𝜔 − 𝑟)�̂�𝐿 + 𝜔�̂�𝑈 − �̂�(𝐼 − 𝑟𝐿)]𝑦 

= (�̂� − 𝑟�̂�)
−1

[(𝜂 − 1)(−𝐷1 + 𝑟𝐿�̂� + 𝑟𝐿1) + �̂�{(1 − 𝜔)

+ (𝜔 − 𝑟)𝐿 + 𝜔𝑈} − �̂�(𝐼 − 𝑟𝐿)]𝑦 

47 

http://www.scienceworldjournal.org/


Science World Journal Vol. 15(No 2) 2020 
www.scienceworldjournal.org 
ISSN 1597-6343 
Published by Faculty of Science, Kaduna State University 

 

A New Modified Preconditioned Accelerated Overrelaxation (AOR) Iterative 

Method for Matrix Linear Algebraic Systems 

 

And from (13),  
(1 − 𝜔)𝐼 + (𝜔 − 𝑟)𝐿 + 𝜔𝑈 = 𝜂(𝐼 − 𝑟)𝐿                        (14) 

ℒ̂𝑟,𝜔𝑦 − 𝜂𝑦 = (�̂� − 𝑟�̂�)
−1

[(𝜂 − 1)(−𝐷1 + 𝑟𝐿�̂� + 𝑟𝐿1)

+ 𝜂�̂�(𝐼 − 𝑟𝐿) − �̂�(𝐼 − 𝑟𝐿)]𝑦 

= (�̂� − 𝑟�̂�)
−1

[(𝜂 − 1)(−𝐷1 + 𝑟𝐿�̂� + 𝑟𝐿1) + (𝜂

− 1)�̂�(𝐼 − 𝑟𝐿)]𝑦 
By employing (14), 

= (𝜂 − 1)(�̂� − 𝑟�̂�)
−1

[−𝐷1 + 𝑟𝐿�̂� + 𝑟𝐿1

+ [(1 − 𝜔)�̂� + (𝜔 − 𝑟)�̂�𝐿 + 𝜔�̂�𝑈] 𝜂⁄ ]𝑦 

= [(𝜂 − 1) 𝜂⁄ ](�̂� − 𝑟�̂�)
−1

[−𝜂𝐷1 + 𝑟𝜂𝐿�̂� + 𝑟𝜂𝐿1

+ (1 − 𝜔)�̂� + (𝜔 − 𝑟)�̂�𝐿 + 𝜔�̂�𝑈]𝑦 

It is obvious that −𝜂𝐷1 + 𝑟𝜂𝐿�̂� + 𝑟𝜂𝐿1 ≥ 0, provided 

𝑎𝑞,𝑞+1𝑎𝑞+1,1 + 𝑎𝑞1 ≥ 0 (𝑞 = 2,⋯ , 𝑛 − 1) and 𝜂𝑟𝑎𝑛1 −

(1 − 𝜔)𝑎𝑛1 ≥ 0, (1 − 𝜔)�̂� ≥ 0, (𝜔 − 𝑟)�̂�𝐿 ≥ 0 and 

𝜔�̂�𝑈 ≥ 0. Suppose �̂� − 𝑟�̂� is a splitting of some matrix 𝑋. 

From observation, �̂� is an 𝑀 − matrix and 𝑟�̂� ≥ 0. 

Consequently, �̂� − 𝑟�̂� is an 𝑀 − splitting of 𝑋. Also, 𝑟�̂�−1�̂�, 
being a strictly lower triangular matrix, has its eigenvalues lying 
on its main diagonal, and they are all zeros. Therefore, 

𝜌(𝑟�̂�−1�̂�) = 0 < 1. And by Lemma 3, 𝑋 is a nonsingular 𝑀 −

matrix. consequently, 𝑋−1 = (�̂� − 𝑟�̂�)
−1

≥ 0. We are now 

ready to deduce (𝑖) − (𝑖𝑖𝑖), by employing Lemma 2 thus. 

(1) If 𝜂 < 1, then ℒ̂𝑟,𝜔𝑦 − 𝜂𝑦 ≤ 0 but not equal to 0. 

Therefore, ℒ̂𝑟,𝜔𝑦 ≤ 𝜂𝑦. By Lemma 2, we obtain 

𝜌(ℒ̂𝑟,𝜔) < 𝜂 = 𝜌(ℒ𝑟,𝜔). 

(2) If 𝜂 = 1, then ℒ̂𝑟,𝜔𝑦 − 𝜂𝑦 = 0. Therefore, ℒ̂𝑟,𝜔𝑦 = 𝜂𝑦. 

By Lemma 2, we obtain 𝜌(ℒ̂𝑟,𝜔) = 𝜂 = 𝜌(ℒ𝑟,𝜔). 

(3) If 𝜂 > 1, then ℒ̂𝑟,𝜔𝑦 − 𝜂𝑦 ≥ 0 but not equal to 0. 

Therefore, ℒ̂𝑟,𝜔𝑦 ≥ 𝜂𝑦. By Lemma 2, we obtain 

𝜌(ℒ̂𝑟,𝜔) > 𝜂 = 𝜌(ℒ𝑟,𝜔).                                                                             

 
Following Kohno et al. (1997), a more general case of the 
preconditioner introduced in this work is advanced by introducing 
the preconditioner 𝑃 = 𝐼 + �̂�(𝛼), where 

�̂�(𝛼) =

[
 
 
 
 

0 
−𝑎21 
−𝑎31 

⋮ 
−𝛼𝑛𝑎𝑛1 

−𝛼1𝑎12

0
0
⋮
0

0 
−𝛼2𝑎23

0
⋮
0

⋯ 
⋯
⋯ 
⋯
⋯

−𝑎1𝑛

0
⋮

−𝛼𝑛−1𝑎𝑛−1,𝑛

0 ]
 
 
 
 

 

for the preconditioned linear system  

�̂�(𝛼)𝑥 = �̂�(𝛼)                                                                    (15) 
Correspondingly, the iteration matrix of the preconditioned AOR 
method takes the form 

ℒ̂𝑟,𝜔(𝛼) = (�̂�(𝛼) − 𝑟�̂�(𝛼))−1[(1 − 𝜔)�̂�(𝛼)

+ (𝜔 − 𝑟)�̂�(𝛼) + 𝜔�̂�(𝛼)] 

 

Theorem 3 Let ℒ𝑟,𝜔  and ℒ̂𝑟,𝜔(𝛼) be the AOR iterative 

matrices corresponding to the linear systems (1) and (15) 
respectively. Suppose 0 ≤ 𝑟 ≤ 𝜔 ≤ 1 (𝜔 ≠ 0, 𝑟 ≠ 1), 𝐴 is an 

irreducible 𝐿 − matrix with 0 < 𝛼𝑛𝑎1𝑛𝑎𝑛1 < 1,  0 <
𝑎1𝑖𝑎𝑖1 + 𝛼𝑖𝑎𝑖,𝑖+1𝑎𝑖+1,𝑖 < 1 (𝑖 = 2(1)𝑛 − 1) and 0 <

𝛼1𝑎12𝑎21 + 𝑎𝑖𝑛𝑎𝑛1 < 1. Then ℒ𝑟,𝜔  and ℒ̂𝑟,𝜔 are nonnegative 

and irreducible matrices. 
 

Theorem 4 Let ℒ𝑟,𝜔 = (𝐼 − 𝑟𝐿)−1[(1 − 𝜔)𝐼 +

(𝜔 − 𝑟)𝐿 + 𝜔𝑈] and ℒ̂𝑟,𝜔(𝛼) = (�̂�(𝛼) − 𝑟�̂�(𝛼))−1[(1 −

𝜔)�̂�(𝛼) + (𝜔 − 𝑟)�̂�(𝛼) + 𝜔�̂�(𝛼)] be the AOR and 

preconditioned AOR iterative matrices respectively. Suppose 0 ≤
𝑟 ≤ 𝜔 ≤ 1 (𝜔 ≠ 0, 𝑟 ≠ 1), 𝐴 is an irreducible 𝐿 − matrix 

with 0 < 𝛼𝑛𝑎1𝑛𝑎𝑛1 < 1,  0 < 𝑎1𝑖𝑎𝑖1 + 𝛼𝑖𝑎𝑖,𝑖+1𝑎𝑖+1,𝑖 <

1 (𝑖 = 2(1)𝑛 − 1) and 0 < 𝛼1𝑎12𝑎21 + 𝑎𝑖𝑛𝑎𝑛1 < 1. Then 

(i) 𝜌(ℒ̂𝑟,𝜔(𝛼)) < 𝜌(ℒ𝑟,𝜔), if 𝜌(ℒ𝑟,𝜔) < 1; 

(ii) 𝜌(ℒ̂𝑟,𝜔(𝛼)) = 𝜌(ℒ𝑟,𝜔), if 𝜌(ℒ𝑟,𝜔) = 1; 

(iii) 𝜌(ℒ̂𝑟,𝜔(𝛼)) > 𝜌(ℒ𝑟,𝜔), if 𝜌(ℒ𝑟,𝜔) > 1. 

Proofs of Theorems 3 and 4 follow the same pattern as in the 
proofs of Theorems 1 and 2. Thus omitted. 
 

Theorem 5 Let 0 < 𝑟1 < 𝑟2 ≤ 𝜔 ≤ 1 and 𝐴−1 ≥ 0. 

Under the hypothesis of Theorem 2, then 1 > 𝜌(ℒ̂𝑟1,𝜔) >

𝜌(ℒ̂𝑟2,𝜔) > 0, if 0 < 𝜂 < 1. 

 
PROOF:   Let  

�̂� = �̂�𝑟,𝜔 − �̂�𝑟,𝜔  

where �̂�𝑟,𝜔 = (1 𝜔⁄ )(�̂� − 𝑟�̂�) and �̂�𝑟,𝜔 = (1 𝜔⁄ )[(1 −

𝜔)�̂� + (𝜔 − 𝑟)�̂� + 𝜔�̂�]. Suppose also that �̂� = �̂�𝑟1,𝜔 −

�̂�𝑟1,𝜔 and �̂� = �̂�𝑟2,𝜔 − �̂�𝑟2,𝜔 are two regular splittings of �̂�, 

where �̂�𝑟1,𝜔 = (1 𝜔⁄ )(�̂� − 𝑟1�̂�), �̂�𝑟1,𝜔 = (1 𝜔⁄ )[(1 −

𝜔)�̂� + (𝜔 − 𝑟1)�̂� + 𝜔�̂�], �̂�𝑟2,𝜔 = (1 𝜔⁄ )(�̂� − 𝑟2�̂�) and 

�̂�𝑟2,𝜔 = (1 𝜔⁄ )[(1 − 𝜔)�̂� + (𝜔 − 𝑟2)�̂� + 𝜔�̂�]. Since 0 <

𝑟1 < 𝑟2 ≤ 𝜔 ≤ 1, then �̂�𝑟1,𝜔 ≥ �̂�𝑟2,𝜔 ≥ 0, equality excluded, 

then in the light of Lemma 4, we have that  

1 > 𝜌(ℒ̂𝑟1,𝜔) > 𝜌(ℒ̂𝑟2,𝜔) > 0                                                           

 
Consequently, the following theorem applies. 
 

Theorem 6 Let 0 < 𝑟1 < 𝑟2 ≤ 𝜔 ≤ 1 and 𝐴−1 ≥ 0. 

Under the hypothesis of Theorem 4, then 1 > 𝜌(ℒ̂𝑟1,𝜔(𝛼)) >

𝜌(ℒ̂𝑟2,𝜔(𝛼)) > 0, if 0 < 𝜂 < 1. 

When 𝜔 = 𝑟 in (6), the AOR method reduces to the SOR 
method. As a consequence, the following corollaries are easily 
obtained. 
 

Corollary 1 Let ℒ𝜔 = (𝐼 − 𝜔𝐿)−1[(1 − 𝜔)𝐼 + 𝜔𝑈] 

and ℒ̂𝜔 = (�̂� − 𝜔�̂�)−1[(1 − 𝜔)�̂� + 𝜔�̂�] be the SOR and 

preconditioned SOR iterative matrices respectively. Suppose 0 <
𝜔 < 1,  𝐴 is an irreducible 𝐿 − matrix with 0 < 𝑎1𝑛𝑎𝑛1 < 1,  
0 < 𝑎1𝑖𝑎𝑖1 + 𝑎𝑖,𝑖+1𝑎𝑖+1,𝑖 < 1 (𝑖 = 2(1)𝑛 − 1) and 0 <

𝑎12𝑎21 + 𝑎𝑖𝑛𝑎𝑛1 < 1. Then 

(i) 𝜌(ℒ̂𝜔) < 𝜌(ℒ𝜔), if 𝜌(ℒ𝜔) < 1; 

(ii) 𝜌(ℒ̂𝜔) = 𝜌(ℒ𝜔), if 𝜌(ℒ𝜔) = 1; 

(iii) 𝜌(ℒ̂𝜔) > 𝜌(ℒ𝜔), if 𝜌(ℒ𝜔) > 1. 
 

Corollary 2 Let ℒ𝜔 = (𝐼 − 𝜔𝐿)−1[(1 − 𝜔)𝐼 + 𝜔𝑈] 

and ℒ̂𝜔(𝛼) = (�̂�(𝛼) − 𝜔�̂�(𝛼))−1[(1 − 𝜔)�̂�(𝛼) + 𝜔�̂�(𝛼)] 

be the AOR and preconditioned AOR iterative matrices 
respectively. Suppose 0 < 𝜔 < 1, 𝐴 is an irreducible 𝐿 −
matrix with 0 < 𝛼𝑛𝑎1𝑛𝑎𝑛1 < 1,  0 < 𝑎1𝑖𝑎𝑖1 +
𝛼𝑖𝑎𝑖,𝑖+1𝑎𝑖+1,𝑖 < 1 (𝑖 = 2(1)𝑛 − 1) and 0 < 𝛼1𝑎12𝑎21 +

𝑎𝑖𝑛𝑎𝑛1 < 1. Then 

(i) 𝜌(ℒ̂𝜔(𝛼)) < 𝜌(ℒ𝜔), if 𝜌(ℒ𝜔) < 1; 

(ii) 𝜌(ℒ̂𝜔(𝛼)) = 𝜌(ℒ𝜔), if 𝜌(ℒ𝜔) = 1; 

(iii) 𝜌(ℒ̂𝜔(𝛼)) > 𝜌(ℒ𝜔), if 𝜌(ℒ𝜔) > 1. 
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Corollary 3 Let 0 < 𝜔1 < 𝜔2 ≤ 1 and 𝐴−1 ≥ 0. 

Under the hypothesis of Corollary 1, then 1 > 𝜌(ℒ̂𝜔1
) >

𝜌(ℒ̂𝜔2
) > 0, if 0 < 𝜂 < 1. 

 

Corollary 4 Let 0 < 𝜔1 < 𝜔2 ≤ 1 and 𝐴−1 ≥ 0. 

Under the hypothesis of Corollary 2, then 1 > 𝜌(ℒ̂𝜔1
(𝛼)) >

𝜌(ℒ̂𝜔2
(𝛼)) > 0, if 0 < 𝜂 < 1. 

 
RESULTS AND DISCUSSION 
 
Numerical Examples 
Numerical examples are presented to verify the theorems. These 
calculations were performed using Maple 2019 software package.  
Let the coefficient matrix 𝐴 of the linear system (1) be given by  

𝐴 =

(

 
 
 

1 −1 6⁄ −1 7⁄

−1 8⁄ 1 −1 6⁄

−1 6⁄ −1 8⁄ 1
   

− 1 7⁄ −1 6⁄ −1 8⁄

−1 8⁄ −1 7⁄ −1 6⁄

−1 6⁄ −1 8⁄ −1 7⁄
   

 
− 1 8⁄ −1 6⁄ −1 7⁄

−1 7⁄ −1 8⁄ −1 6⁄

−1 6⁄ −1 7⁄ −1 8⁄

 
1 −1 6⁄ −1 7⁄

−1 8⁄ 1 −1 6⁄

−1 6⁄ −1 8⁄ 1 )

 
 
 

 

The corresponding iterative matrices of the matrix 𝐴 for various 
iteration processes discussed here are computed alongside their 
spectral radii. The results are presented in Tables 1 – 4. In the 
following tables, ℒ𝑟,𝜔(1) denote the iterative matrix in Ndanusa 

and Adeboye (2012) under the conditions of Theorem 2 and 
ℒ𝑟,𝜔(2) denote the iterative matrix in Wang (2019) under the 

conditions of Theorem 2. 
 
Table 1: Numerical validation of Theorem 2 

 
 
Table 1 displays the results of comparing the spectral radii of the 
proposed preconditioned method, for varied values of 𝜔 and 𝑟, 
with those of other preconditioned methods in literature. It reveals 
that the rate of convergence of the proposed method is faster 
than those of Ndanusa and Adeboye (2012) and Wang (2019), 
even as all the preconditioned methods proved faster than the 
unpreconditioned AOR. 
 
Table 2: Numerical validation of Theorem 4 

 
 
In Table 2, the effect of parameterization of the proposed 
preconditioned method is evident in the convergence rate of the 
parameterized method being faster than that of the 
unparameterized preconditioned method. 
  

Table 3: Numerical validation of Theorem 5 

 
 
Results of Table 3 affirms that for two regular splitting of the 

preconditioned matrix �̂� = �̂�𝑟1,𝜔 − �̂�𝑟1,𝜔 = �̂�𝑟2,𝜔 − �̂�𝑟2,𝜔 

with �̂�𝑟1,𝜔 ≥ �̂�𝑟2,𝜔 ≥ 0 (since 0 < 𝑟1 < 𝑟2 ≤ 𝜔 ≤ 1), then 

1 > 𝜌(ℒ̂𝑟1,𝜔) > 𝜌(ℒ̂𝑟2,𝜔) > 0. 

 
Table 4: Numerical validation of Corollary 3 

 
 
Similar to Table 3, Table 4 seeks to validate Corollary 3, where 

there exists two regular splitting of the preconditioned matrix �̂� =
�̂�𝜔1

− �̂� 𝜔1
= �̂�𝜔2

− �̂�𝜔2
 such that �̂� 𝜔1

≥ �̂�𝜔2
≥ 0, then 

1 > 𝜌(ℒ̂𝜔1
) > 𝜌(ℒ̂𝜔2

) > 0.  

 
Conclusion 
In this study, we investigated the modified preconditioned AOR 
(SOR) iterative method in order to discover the most effective 
method for accelerating its convergence speed towards solution 
of linear systems. Results of numerical experiments undertaken to 
validate the proposed convergence theorems, demonstrated the 
effectiveness of the new method by not only improving the 
convergence rate of the AOR method, but also in its 
outperformance among three preconditioned methods 
considered. 
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