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Résumé: Les distributions paramétriques de Mallows et Plackett-Luce sont les dis-
tributions de probabilité bien connues et les plus utilisées dans la littérature sur
les ordres totaux d’un univers fini. Dans cet article, nous généralisons ces distribu-
tions aux pré-ordres totaux de l’univers fini. L’extension de la distribution de Mal-
lows sur les pré-ordres totaux est basée sur une famille de distances paramétriques
sur les pré-ordres totaux généralisant la distance de Kemeny sur les pré-ordres et la
distance de Kendall sur les ordres. La généralisation de la distribution de Plackett-
Luce s’obtient à partir de la ré-écriture d’un pré-ordre total sous forme d’un ordre
total de blocs d’éléments équivalents (ex-aequo).

1. Introduction

Given a finite universe X = {x1; . . . ;xn} with n = |X| ≥ 3, a complete linear order
(total order or permutation) π on X can be considered as an entire ranking
(without ties) of elements of X. For i ∈ {1; ...;n} and a permutation π, π(i) denotes
the element of X which occupies position i in π. For example, if X = {a; b; c}, the
ranking π = bca means π(1) = b, π(2) = c and π(3) = a which corresponds to the
preferential order b � c � a. The set of complete linear orders of X is Sn with n!
elements. One topic of interest is to define probability distributions on Sn. Since
a probability distribution P on Sn has n! − 1 degrees of freedom, specifying such
a distribution in a non-parametric way is not practical. Therefore, parametric
distributions have been proposed in the literature, the most important ones being
the Mallows and the Plackett-Luce distributions (Mallows (1957); Luce (1959);
Plackett (1975); Kamdem et al. (2019)). These probability distributions have
been used for many applications in Social Choice, Preference Modeling, Machine
Learning... etc (Daniel et al. (1950); Busa-Fekete et al. (2013a,b); Marden (1995)).

A complete pre-order on X is a generalization of a linear order since it is a
ranking with possible ties of entire elements of X. In Social Science, it is less
demanding and more reasonable to require to individuals or a group to express
their preferences on X in term of pre-orders on X than linear orders. In preference
modeling, a pre-order with k positions (k ∈ {1; ...;n}) on n elements can be seen
as an order with k positions: Thus, for k = 1, all elements are equivalent, for k = 2
there are two ranks (i elements occupy one of the two ranks and the n − i others
elements occupy the other rank for i = 1, ..., n− 1), for k = n, the pre-order becomes
a linear order (each element occupies one position and in the later case, we have a
linear order, that is, a specific pre-order without ties). In the same vein, Andjiga et
al. (2014) recently considered a pre-order as an k-blocks orders where elements
of a block are indifferent. One open question is to define probability distributions
on the set of pre-orders of the universe. These generalizations will be a stepping
stone for many applications, even by studying with pre-orders, some questions
already solved with those distributions on orders. The contribution of this paper
is to extend Mallows and Plackett-Luce distribution from orders to pre-orders.

Let us present the two classical and well- known probability distributions on lin-
ear orders before we display our road map. The Mallows distribution belongs to the
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exponential family and it is specified by the Kendall metric, two parameters, a ref-
erence ranking π0 ∈ Sn and a spread parameter m ∈ R+ (Mallows (1957); Kamdem
et al. (2019)). Under this model, the probability of π ∈ Sn is given by

p(π) = Pπ0,m(π) =
1

φ(m)
exp

(
−m · dK(π, π0)

)
, (1)

where φ(m) is a normalization factor (that depends on m but not on π0) and dK
denotes the Kendall distance on Sn given by (Kendall (1938); Kamdem et al. (2019)):

∀π, τ ∈ Sn, dK(π, τ) = |
{

(i, j) | 1 ≤ i < j ≤ n, and
(
π−1(i)− τ−1(i)

) (
π−1(j)− τ−1(j)

)
< 0
}
|,

i.e., the number of pairs of alternatives that are ranked differently in π and τ .
The Plackett-Luce (PL) model is specified by a parameter vector v = (v1, v2, . . . vn) ∈
Rn+, in which vi accounts for the weight or “strength” of the option xi ∈ X (Luce
(1959); Plackett (1975); Kamdem et al. (2019)). The probability assigned by the PL
model to a ranking represented by a permutation π ∈ Sn is given by

Pv(π) =

n∏
i=1

vπ(i)

vπ(i) + vπ(i+1) + . . .+ vπ(n)
. (2)

Likewise, the larger the parameter vi in (2) in comparison to the parameters vj,
j 6= i, the higher probability that xi appears on a top rank. Below, we have Example
on a universe with three elements.

Example 1.
1) For X = {a; b; c}, π0 = abc and m ≥ 0, we have φ(m) = 1 + 2e−m + 2e−2m + e−3m. The
Kendall-distances of the rankings and their probabilities under the Mallows model
are as follows:

π ∈ S3 abc acb bac bca cab cba
dK(π0, π) 0 1 1 2 2 3

p(π) 1
φ(m)

e−m

φ(m)
e−m

φ(m)
e−2m

φ(m)
e−2m

φ(m)
e−3m

φ(m)

2) For X = {a; b; c}, va, vb, vc ∈ R+, the PL-distribution is given by the following
probabilities:

p(abc) =
vavb

(va + vb + vc)(vb + vc)
, p(acb) =

vavc
(va + vb + vc)(vc + vb)

,

p(bac) =
vbva

(va + vb + vc)(va + vc)
, p(bca) =

vbvc
(va + vb + vc)(vc + va)

,

p(cab) =
vcva

(va + vb + vc)(va + vb)
and p(cba) =

vcvb
(va + vb + vc)(vb + va)

.
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The paper is organized as follows. In Section 2, based on a family of parametric
metrics on the set of crisp binary relations introduced by Diffo et al. (2012), we
deduce a sub-family of parameterized metrics on pre-orders generalizing Kendall
metric. We display that the usual and well-known Kemeny metric on pre-orders is
equivalent to a particular metric of that family. We then use metrics of that family
to propose an extension of the Mallow distribution on pre-orders. In Section 3, we
first recall in a formal way the formulation of a pre-order in term of an k-order
with k the number of blocks of indifferent elements. We then introduce an equiv-
alence relation between pre-orders stipulating equivalence between two pre-orders
if they have the same blocks. We first assign a probability distribution on the set
of equivalence classes of that relation. By using conditional probability, we deter-
mine probability distribution on pre-orders generalizing Plackett-Luce distribution.
Section 4 gives some concluding remarks.

2. Generalization of Mallows distribution on complete pre-orders

2.1. Metric on pre-orders

Let Pn the set of complete pre-orders of X (ranking of all elements of X with
possible ties) and P2(X) = {{x; y}, (x, y) ∈ X2} the set of subsets of two elements of
X. For all π ∈ Pn, for all (x, y) ∈ X2, if π strictly prefer x to y, we denote x �π y and
if π is indifferent between x and y, we denote x ∼π y.

Diffo et al. (2012) introduced a family of parametric distances on the set of
crisp binary relations of X. Based on these distances, we introduce a sub-family of
parametric distances on Pn as an application dα : Pn×Pn −→ R+ (α ∈ [0, 1]) entirely
determined by its restrictions d{x;y}

α on each element {x; y} of P2(X) as follows: Let
α ∈ [0, 1], d

{x;y}
α is defined on Pn × Pn, it satisfies d{x;y}

α (π1, π2) = d
{x;y}
α (π2, π1) and it

measures the distance between π1 and π2 on {x; y} in the following matrix:

x �π1 y x ∼π1 y y �π1 x
x �π2

y 0 α 1
x ∼π2

y α 0 α
y �π2 x 1 α 0

Let us explain the underling idea of the previous matrix: If we compare two ele-
ments x and y by each of the two pre-orders π1 and π2, we have three situations: (i)
π1 and π2 rank x and y in the same way, (ii) one of two pre-orders ranks x indifferent
to y and the other pre-order ranks x strictly preferred to y or y strictly preferred to
x, and (iii) one of the two pre-orders ranks x strictly preferred to y and the second
pre-order ranks y strictly preferred to x. The previous symmetric matrix indicates
that the restriction d

{x;y}
α assigns 0, α and 1 to the first, second and third situations.
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Aggregating such local metrics, we consider the following mapping dα : P 2
n → R+

associating a positive real number to a couple of a complete pre-orders as follows:

∀(π1, π2) ∈ P 2
n , dα(π1, π2) =

∑
{x;y}∈P2(X)

d{x;y}
α (π1, π2). (3)

The following result establishes a necessary and sufficient condition on the
parameter α under which dα is a distance on Pn.

Proposition 1. Let α ∈]0; 1] and n ∈ N \ {0; 1; 2}.
The application dα is a distance or metric on Pn if and only if α ≥ 1

2 .

Proof of Proposition Let us check the three properties of a metric.

1) Since ∀{x; y} ∈ P2(X), d
{x;y}
α is symmetric, thus dα is symetric.

2) Let us show that dα(π1, π2) = 0 iff π1 = π2.

Since ∀{x; y} ∈ P2(X), d
{x;y}
α ≥ 0 (due to the fact that values of the matrix are

positive), we have d{x;y}
α (π1, π1) = 0 iff ∀{x; y} ∈ P2(X), d

{x;y}
α = 0. With the values of

the matrix, that means, ∀{x; y} ∈ P2(X), d
{x;y}
α = 0 iff (∀{x; y} ∈ P2(X), π1 and π2

provide the same ranking to x and y, we have d{x;y}
α = 0 iff π1 = π2. Hence the result.

3) Let π1, π2, π3 ∈ Pn. Let us show that dα(π1, π3) ≤ dα(π1, π2) + dα(π2, π3) if and only
if α ≥ 1

2 . Let us consider two non-empty subsets of P2(X) : Aα(π1, π2, π3) = {{x; y} ∈
P2(X), d

{x;y}
α (π1, π2) = d

{x;y}
α (π2, π3) = α and d{x;y}

α (π1, π3) = 1} and its complementary
Bα(π1, π2, π3). Let us set aα(π1, π2, π3) the cardinality of Aα(π1, π2, π3).

It is easy to show that

∀{x; y} ∈ Bα(π1, π2, π3), d{x;y}
α (π1, π3) ≤ d{x;y}

α (π1, π2) + d{x;y}
α (π2, π3).

Thus, the inequality

∑
{x;y}∈Bα(π1,π2,π3)

d{x;y}
α (π1, π3) ≤

∑
{a;b}∈Bα(π1,π2,π3)

(d{x;y}
α (π1, π2) + d{x;y}

α (π2, π3))

is true. It remains to show that

∑
{x;y}∈Aα(π1,π2,π3)

d{x;y}
α (π1, π3) ≤

∑
{x;y}∈Aα(π1,π2,π3)

(d{x;y}
α (π1, π2) + d{x;y}

α (π2, π3))
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iff α ∈ [ 1
2 ; 1]

Notice that

∀α ∈]0; 1],∀{x; y} ∈ Aα(π1, π2, π3), d{x;y}
α (π1, π2) + d{x;y}

α (π2, π3) = 2α

and

d{x;y}
α (π1, π3) = 1.

Therefore, we have ∑
{a;b}∈Aα(π1,π2,π3)

d{x;y}
α (π1, π3) = aα(π1, π2, π3)

and ∑
{x;y}∈Aα(π1,π2,π3)

(d{x;y}
α (π1, π2) + d{x;y}

α (π2, π3)) = 2αaα(π1, π2, π3).

Thus,

∑
{x;y}∈Aα(π1,π2,π3)

d{x;y}
α (π1, π3) ≤

∑
{x;y}∈Aα(π1,π2,π3)

(d{x;y}
α (π1, π2) + d{x;y}

α (π2, π3))

if and only if
2αaα(π1, π2, π3) ≤ aα(π1, π2, π3).

Hence the result. �

Throughout the paper, we assume that α ≥ 1
2 .

In the following, we recall the most usual distance on pre-orders, namely the
Kemeny distance dKem, and we display a link with our family of parametric metrics
dα.
Let us recall the Kemeny distance dKem. Let π be a pre-order with the associated
score matrix (axy)x,y∈X defined by:

axy =

 1 if π ranks the object x ahead or tied with object y
−1 if π ranks the object x behind the object y
0 if the objects x and y are equal

. (4)
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The Kemeny distance dKem is defined by: for two pre-orders π1 and π2 with score
matrix (axy) and (bxy) defined in (4),

dKem(π1, π2) =
1

2

∑
x∈X

∑
y∈X
|axy − bxy|. (5)

The following result shows that the Kemeny metric is equivalent to the particular
case d 1

2
of dα.

Proposition 2. Let π1 and π2 be two pre-orders of Pn. Then dKem(π1, π2) = 2d 1
2
(π1, π2).

Proof of . Let π1 and π2 be two pre-orders and (axy) and (bxy) their score matrix.
Let us show that dKem(π1, π2) = 2d 1

2
(π1, π2). As for dα and by using the definitions

of the score matrix, we can entirely determined dKem by its restrictions d
{x;y}
Kem on

elements {x; y} of P2(X) as follows: dKem(π1, π2) =
∑
{x;y}∈P2(X) d

{x;y}
Kem (π1, π2) where

d
{x;y}
Kem (π1, π2) = 1

2 (|axy − bxy|+ |ayx − byx|). It is sufficient to show that

∀{x; y} ∈ P2(X), d
{x;y}
Kem (π1, π2) = 2d

{x;y}
1
2

(π1, π2). (6)

We will distinguish three cases:

(i) In the first case of similarity between x and y in the two pre-orders: we
have |axy − bxy| = 0 = |ayx − byx| and d

{x;y}
1
2

(π1, π2) = 0. Hence the result since

d
{x;y}
Kem (π1, π2) = 0 = 2d

{x;y}
1
2

(π1, π2).

(ii) In the second situation where there pairwise indifference between x and y in
one pre-order and pairwise strict preference in the second, we have on the one
hand |axy − bxy| = 0 and |ayx − byx| = 2 or |axy − bxy| = 2 and |ayx − byx| = 0. Thus,
d
{x;y}
Kem (π1, π2) = 1 and on the other hand 2d

{x;y}
1
2

(π1, π2) = 1. Hence the result.

(iii) In the third situation where the two pre-orders have dissimilarity in compar-
ison of x and y : we have |axy − bxy| = 2 = |ayx − byx| and d 1

2
(π1, π2) = 1. Hence the

result since d{x;y}
Kem (π1, π2) = 2 = 2d

{x;y}
1
2

(π1, π2). �

2.2. Mallows distribution version for complete pre-orders

Since Mallows probabilistic distribution on complete orders is based on Kendall
metric, the following result uses the above metric dα to generalize the Mallows
distribution on complete pre-orders.
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Proposition 3. Let α ∈ [ 1
2 , 1], π0 ∈ Pn, for all θ > 0, the family (Pπ0,dα,θ) defined by:{
∀π ∈ Pn, Pπ0,dα,θ(π) = e−dα(π0,π)θ

Φ(θ)

Φ(θ) =
∑
π∈Pn e

−dα(π0,π)θ
(7)

is the parametric probability distribution on Pn.

Let us state an example for X = {a; b; c}.

Example 2. Let X = {a; b; c}, π0 = abc (to simplify π = abc means a �π b �π c,
π = a(bc) means a �π b ∼π c, and π = (abc) means a ∼π b ∼π c) and p(π) = Pπ0,dα,θ(π)
for all π ∈ P3. Then for all α ∈ [ 1

2 , 1],
p(cab) = p(bca) = e−2θ

Φ(θ) , p(b(ca)) = p((ca)b) = e−(1+α)θ

Φ(θ) ,

p(acb) = p(bac) = e−θ

Φ(θ) , p(a(cb)) = p((ab)c) = e−αθ

Φ(θ) ,

p(abc) = 1
Φ(θ) , p(c(ba)) = p((bc)a) = e−(2+α)θ

Φ(θ) ,

p((abc)) = e−3αθ

Φ(θ) et p(cba) = e−3θ

Φ(θ) .

(8)

3. Generalization of Plackett-Luce distribution on pre-orders

3.1. Equivalence relation on pre-orders

The first step of our construction is to reconsider a pre-order π ∈ Pn as a specific
order of l blocks with 1 ≤ l ≤ n, each block being formed of indifferent elements.
Such pre-order is called l-order and is denoted as follows π = π(l) = π[1]π[2]...π[l]

where π[i] is the ith-block in the l-order π (see Andjiga et al. (2014)). Let us
state some examples for X = {a; b; c; d; e; f}. The pre-order π = π(4) = a(db)c(ef)
(π has four positions: a is the first, d and b are the two second, c has the third
position and, the fourth or last position is occupied by e and f ) is the 4-order
denoted π1 = π[1]π[2]π[3]π[4] where the four blocks are: π[1] = a, π[2] = (db), π[3] = c
and π[4] = (ef). The pre-order π = π(3) = c(dba)(ef) is a 3-order denoted
π = π(3) = π[1]π[2]π[3] where the three blocks are: π[1] = c, π[2] = (dba) and π[3] = (ef).
The pre-order π = π(1) = π[1] = (abcdef) is a 1-order with π[1] = (abcdef) as the
only block. If the number of blocks is the number of elements of the universe, the
pre-order becomes an order (n-order is an order).

The second step of our construction is to introduce the equivalence binary relation
on Pn, based on the previous formulation, denoted by ' and defined by: for all
π = π(l) = π[1]π[2]...π[l] and π′ = π′(k) = π′[1]π

′
[2]...π

′
[k], π ' π′ iff π and π′ have the

same blocks. Consequently, l = k, that is, π and π′ have the same number of
blocks. Given 1 ≤ l ≤ n and π = π(l) = π[1]π[2]...π[l] ∈ Pn, the equivalence class
of π = π(l) is the set Sπ(l) = {π′ ∈ Pn, π ' π′}, that is, the set of pre-orders
having the same blocks with π(l). It is also the set of permutations of the l blocks
π[1], π[2], ..., π[l] of π. Then Pn/' is the set of all equivalence classes of ' on Pn.
For example, if X = {a; b; c}, we have P3/' = {Sabc;S(bc)a;S(ab)c;S(ac)b;S(abc)} where
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the five classes are: Sabc = S3 the set of permutations of X, S(bc)a = {a(bc); (bc)a},
S(ab)c = {c(ab); (ab)c}, S(ac)b = {b(ac); (ac)b} and S(abc) = {(abc)}. In addition, the sub-
set of orders (permutations) Sn of Pn is the unique equivalent class of pre-orders
of n blocks.

Let us end this step by determining the number neq of equivalence classes for the
relation ' in Pn, that is, the cardinality of Pn/'. For l ∈ {1; ...;n}, we consider the
set π̄(l) made up of the pre-orders having l blocks. Notice that π̄(l) is the disjoint
union of the equivalence classes (Sπ(l))π(l)∈Pn and the family of sets (π̄(l))l∈{1;...;n} is
a partition of Pn. The cardinality of π̄(l) is given by:

| π̄(l) |=
∑

(n1,n2,...,nl)∈An,l

n!

n1!n2!...nl!

where the set An,l = {(n1, n2, ..., nl) belongs to N∗l, n1 + n2 + ... + nl = n}. And since
| Sπ(l) |= l!, each π̄(l) has |π̄(l)|

l! equivalence classes.

Thus

neq =
∑

l∈{1;...;n}

|π̄(l)|
l!

. (9)

For X = {a; b; c}, we have

neq =
|π̄(1)|

1!
+
|π̄(2)|

2!
+
|π̄(3)|

3!
=

3!
3!

1!
+

3!
1!2!

2!
+

3!
2!1!

2!
+

3!
1!1!1!

3!
= 1 + 3 + 1 = 5.

3.2. Probability on equivalence classes of pre-orders and Plackett-Luce distribution
for pre-orders

The first step of the construction of the probability is to define probability to obtain
a pre-order π knowing that there exists l ∈ {1; ...;n} such that π belongs to Sπ(l).
Due to the structure of Sπ(l) which is the set of permutations of the l-order π(l),
we apply the Plackett-Luce principle in Sπ(l) as follows: we assign a positive real
number απi to the block π[i] (it may be the cardinal of π[i]), thus we have a l-uplet
α[π] = (απi )1≤i≤l. Then, the probability to have π knowing that it belongs to Sπ(l) is
defined by

P (π/Sπ(l)) =
∏

1≤i≤l

απi
απi + απi+1 + ...+ απl

. (10)

It important to notice that if π is an order, the previous probability becomes the
well-known Plackett-Luce distribution.
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The second step is to define the probability to obtain the set Sπ(l).Due to the formula
(9), we assign a positive family (βSπ(l)

)Sπ(l)∈Pn/' = (βt)1≤t≤neq of weights of [0; 1] to
those sets satisfying

∑
Sπ(l)∈Pn/' βSπ(l)

=
∑

1≤t≤neq βt = 1. Then we set

P (Sπ(l)) = βSπ(l)
. (11)

We now define the probability P (π) to obtain the pre-order or the l-order π = π(l) =
π[1]π[2]...π[l] with l ∈ {1; 2; ...;n}. Notice that the pre-order π = π(l) occurred iff the two
random events ”A = Sπ(l)” and ”B = π = π[1]π[2]...π[l]” occurred simultaneously. Thus
π is carried out conditionally with the probability P (π) = P (A ∩ B) = P (B/A)P (A).
Using probabilities defined by formulas (10) and (11), we have

P (π) = βSπ(l)

∏
1≤i≤l

απi
απi + απi+1 + ...+ απl

. (12)

Finally, the construction described in the two previous Subsections is summarized
in the following result.

Proposition 4. The generalized Plackett-Luce (P.L.) probability distribution P on Pn
is defined as follows: Let π ∈ Pn, l its number of blocks, βSπ(l)

∈ [0, 1] the probability of
occurrence of its equivalence class Sπ(l) and (απi )i∈{1,...,l} the weights of the l blocks
of π. Then

P (π) = βSπ(l)

∏
1≤i≤l

απi
απi + απi+1 + ...+ απl

.

Notice, in the particular case where

βSπ(l)
=

{
0 if l ∈ {1; ...;n− 1}
1 if l = n

(13)

(in others words, we assign 0 to each equivalent class except Sn to which we assign
1), then the previous probability distribution becomes Plackett-Luce distribution
on Sn.

Let us illustrate this probability distribution in P3.

Example 3. Let X = {a; b; c} and P3/' the set of equivalence classes of ' in P3. The
extension of the P.L. probability distribution on P3 is defined on classes as follows:

(a) In the class Sabc, we have π1 = π1(3) (with l = 3), απ1=abc
1 = αa, α

π1=abc
2 = αb and

απ1=abc
3 = αc. Thus, the probabilities of the six pre-orders of the class are defined

by:

P (abc) = βSabc
αaαb

(αa + αb + αc)(αb + αc)
, P (acb) = βSabc

αaαc
(αa + αb + αc)(αc + αb)

,

P (bac) = βSabc
αbαa

(αa + αb + αc)(αa + αc)
, P (bca) = βSabc

αbαc
(αa + αb + αc)(αc + αa)

P (cab) = βSabc
αcαa

(αa + αb + αc)(αa + αb)
, P (cba) = βSabc

αcαb
(αa + αb + αc)(αb + αa)
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(b) In the class S(ab)c, we have π2 = π2(2) (with l = 2), απ2=(ab)c
1 = α(ab) and

α
π2=(ab)c
2 = απ1=abc

3 = αc. Thus, the probabilities of the two pre-orders of the class
are defined by:

P ((ab)c) = βS(ab)c

α(ab)

α(ab) + αc
andP (c(ab)) = βS(ab)c

αc
αc + α(ab)

.

(c)In the class S(bc)a, we have π3 = π3(2) (with l = 2), απ3=(bc)a
1 = α(bc) and α

π3=(bc)a
2 =

απ1=abc
1 = αa. Thus, the probabilities of the two pre-orders of the class are defined

by:

P ((bc)a) = βSa(bc)
α(bc)

α(bc) + αa
and P (a(bc)) = βSa(bc)

αa
αa + α(bc)

.

(d) In the class S(ac)b, we have π4 = π4(2) (with l = 2), απ4=(ac)b
1 = α(ac) and α

π4=(ac)b
2 =

απ1=abc
2 = αb. Thus, the probabilities of the two pre-orders of the class are defined

by:

P (b(ac)) = βS(ac)b

αb
αb + α(ac)

andP ((ac)b) = βS(ac)b

α(ac)

α(ac) + αb
.

(e) And the probability to have the unique pre-order π5 = π5(1) = (abc) of the class
S(abc) is βS(abc)

.

Notice that parameters of our proposed P.L. probability distribution are obtained
in general case. We have not studied particular cases. When one faces to the prac-
tical use of that P.L. probability distribution, then the usual and well-known para-
metric estimation method in Statistics can be used to evaluate these parameters
(if there exists data on probabilities of occurrence of pre-orders of X). In addition,
we suggest to explore specificities (particularities) on classes or blocks presented
by the practical problem. These particularities can permit to reduce the number
of parameters or to provide restrictions or links on parameters. For example: (i)
assign the same parameter to classes having the same number of pre-orders or
to pre-orders having the same number of blocks (ii) assign zero as parameters to
useless classes or useless blocks (iii) parameters of classes can depend on number
of some blocks, (iv) parameters on blocks can depend or related to those of its in-
dividual elements. The most higher (and valuable) such specificities are, the easier
the estimation of parameters.
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4. Concluding remarks

We determine two families of parametric probability distributions on the set of
complete pre-orders of a finite universe. The first one generalizes the well-known
Mallow distribution while the second family generalizes Plackett-Luce distribution
on the set of complete orders of the universe. The generalized Mallow distribution is
defined by means of a metric on pre-orders evaluating difference between pairwise
indifference and pairwise strict order and by means of the usual parameter of the
Mallows distribution. This new distance generalizes Kendall distance on pre-oders
by assigning any score between 1

2 and 1 instead of 1
2 .

The generalized Plackett-Luce distribution is defined by means of the new param-
eter vector of components evaluating weights of each class of pre-orders made
up of those having the same blocks and a parameter vector of the weights of the
blocks (individual elements and not individual elements) of pre-orders.

An open question is to analyze binary relations generated by such distributions.
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