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A limitation of quantitative trait loci (QTL) mapping is that accuracy of determining QTL position and
effects are largely determined by population size. Despite the importance of this concept, known as the
"Beavis effect there has generally been a lack of understanding by molecular geneticists and breeders.
One possible explanation for this may be that this concept has been explored by using computer
simulations and that these findings may not be clearly understood. In this study, we demonstrated the
effect of population size on the accuracy of determining QTL positions and effects in a simple and
concise manner. Simulated data was generated for extremely large mapping populations (n = 1000) and
smaller mapping populations (n = 94 or n = 190) were obtained by random sampling. Populations were
defined to segregate for either three or five QTLs with heritabilities of h® = 0.75 or h* = 0.50. When small
populations were used, errors were detected in determining QTL positions, and in some cases, QTLsS
were not detected (that is, false negatives) especially when h® = 0.50. More importantly, R* values were
overestimated or underestimated. Composite interval mapping was more reliable for detecting QTLs
compared to simple interval mapping. These findings have important implications for QTLs which are
selected in breeding programs via marker-assisted selection.

Key words: Quantitative trait loci (QTL) mapping, Beavis effect, population size, confidence intervals, marker-

assisted selection.

INTRODUCTION

More than 20 years after the landmark paper by Paterson
et al. (1988), quantitative trait loci (QTL) mapping has
become a widely-used method in crops for detecting
genes and QTLs associated with important traits
(Semagn et al., 2010). There are literally thousands of
QTL maps for a wide range of traits in diverse crop
species. The process of QTL mapping involves
developing a mapping population that segregates for at
least one trait, constructing a linkage map and performing
QTL analysis (usually interval mapping methods) to
identify genomic regions associated with the trait of
interest (Semagn et al., 2006). Results from QTL analysis
indicate the number, location, QTL effects and possible
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Abbreviation: QTL, Quantitative trait loci.

QTL x QTL interactions (epistasis) between loci. This
information is of great interest to crop molecular
geneticists and plant breeders. Furthermore, QTL data
can lead to the use of markers to assist in the selection of
QTLs in breeding material via marker assisted selection
(MAS), although validation steps are generally
recommended (Collard and Mackill, 2008; Francia et al.,
2005).

One of the main limitations of QTL mapping is the
accuracy of determining QTL locations and estimating
QTL effects. This is largely determined by the size of the
mapping population. Typical mapping population sizes
consist of 100 to 200 individuals. William D. Beavis was
the first researcher to specifically report on the limitations
of QTL analysis caused by small sample sizes, and
hence this phenomenon has been referred as the “Beavis
effect” (Beavis, 1994, 1998; Xu, 2003). This topic has
received relatively little attention in the scientific literature
with exceptions in maize (Melchinger etal., 1998; Utz
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et al.,, 2000; Schon et al., 2004), barley (Vales et al.,
2005), and for teaching purposes (Helms and Doetkoitt,
2007). Despite the important implications of using small
mapping populations, many plant breeders and even
molecular geneticists may not be aware of them when
interpreting QTL mapping results. A likely explanation for
this is that, research in this area has been based on
computer simulations, or explained with extensive
mathematical formulas and calculations which may not
be easily understood by researchers who perform wet-lab
work or are involved in phenotyping for QTL mapping
experiments (Xu, 2003). Furthermore, these findings
have been reported primarily in conference proceedings
or book chapters which may not be widely-available
(Beavis, 1994, 1998).

In this study, we demonstrated the effect of sampling
small population sizes on the accuracy of QTL mapping
with an emphasis on QTL location and estimation of
effects. We have specifically endeavoured to present our
finding in simple terms so that findings and implications
can be easily understood by researchers and students
who are directly involved in QTL mapping.

MATERIALS AND METHODS
Computer simulation of mapping populations

Simulated data was generated using the program GREGOR (Tinker
and Mather, 1993). This freely-available program can be used for
simulating quantitative traits, breeding populations, linkage maps
and QTLs. Four large recombinant inbred (RI) populations
consisting of 1000 individuals each (called A1000, B1000, C1000
and D1000) were generated by selfing with complete homozygosity
using GREGOR. These four populations are referred to as the
“true” populations. Rl populations were chosen because they are
the most common types of mapping populations in self-pollinated
species and are advantageous because they are immortal
populations and trait data can be replicated. The four populations
were defined to have different numbers of unlinked QTLs and
broad-sense heritability (h?) values (Figure 1). A maximum number
of 1000 individuals were chosen because this was the maximum
number that could be stored in computer memory while randomly
sub-sampling smaller populations (described later). Furthermore,
research suggests that QTL detection is close to the actual
magnitude when n = 1000 is used (Beavis, 1998; Xu, 2003). Thus,
QTLs detected in these populations were considered to the “true”
values in this study.

Simulated DNA marker data and QTL data

Seven chromosomes were defined. A total of 115 simulated
markers were evenly distributed on all chromosomes (15 per
linkage group), and the average marker spacing was approximately
10 cM based on recommendations by Darvasi et al. (1993).
Markers were designated with an “L” prefix denoting “locus”.
GREGOR was used to generate quantitative trait data for each of
the 1000 individuals with defined heritabilities and trait means that
were normally distributed. QTLs were randomly defined; however
only one QTL per chromosome was allowed so as not to confound
QTL analysis. All QTLs had equal additive effects and there were
no dominance effects.

Population sub-sampling

Population sizes of 94 and 190 individuals were randomly and
independently sampled from each of the four true populations
(A1000, B1000, C1000 and D1000) consisting of 1000 individuals.
While sampling from the true populations for n = 94 and n =190,
individual mapping population lines were not replaced. However, for
the next sampling populations, lines were replaced and the 2nd set
of 94 or 190 lines were selected; this procedure was repeated 10
times. These population sizes were defined because they
conveniently fit within one or two 96-well plates routinely used in
marker genotyping laboratories (including parents). A total of 80
mapping populations (data sets) were generated, representing 40
mapping populations of n = 94 and 40 mapping populations of n =
190, as 10 datasets were sampled for each population size. Data
was saved as a MapMaker file (Lander et al, 1987) within
GREGOR and subsequently imported into MapManager QTX
(Manly et al., 2001). Populations were named with: (1) a single
letter prefix according to the true population from which they were
sampled; (2) three digit number indicating population size (094 or
190); (3) two digit number indicating sample number (01 to 10).

QTL analysis

Map construction and QTL analysis was performed using
MapManager QTX (Manly et al., 2001). The Kosambi mapping
function was used for linkage analysis. Initial genome scans for
QTLs were performed using single marker analysis (marker
regression command). Interval mapping (IM) and composite interval
mapping (CIM) were also performed. For CIM, background markers
were selected by incorporating significant markers in the analysis.
The results for LOD values, position, R?> for each QTL was
recorded. Quick tests were used to determine significance levels of
QTLs (Piepho, 2001). QTLs were classified as: (1) suggestive; (2)
significant; and (3) highly significant according to Lander and
Kruglyak (1995). Figures were produced using MapChart (Voorips,
2002).

RESULTS AND DISCUSSION

There have been relatively few QTL mapping studies
investigating the effect of population size on the accuracy
of QTL position and effects. In this study, QTLs were
defined in the four simulated mapping populations
consisting of 1000 individuals, and QTL analysis was
performed to identify the QTL positions and effects of
these “true” QTLs. Random samples were then taken
from these large populations to reflect the sampling which
occurs when “real” mapping populations are developed.
In practice, mapping populations are usually randomly
selected from a larger population size or the exact
number of lines is chosen. Moreover, although QTLs in
the randomly sampled small mapping populations were
generally located to the correct chromosome, there was
considerable variation for QTL position, LOD value and
R® between mapping populations as determined by
comparison with the “true” QTL results. There were many
differences between IM and CIM results. The full QTL
mapping results for all populations are presented in
Tables 1 to 4. False positives were also detected; these
are presented in Table 5.
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Figure 1. Overview of QTL mapping experimental design. Four true populations were simulated consisting of 1000 individuals (A1000,
B1000, C1000 and D1000) with different numbers of segregating QTLs and trait heritabilities. Sampling was performed from these four
true populations to derive smaller mapping populations (n = 94 or n = 190) for subsequent QTL analysis, in order to determine effect of
small populations sizes on QTL mapping accuracy. Each dataset was analysed using interval mapping and composite interval mapping.

Table 1. QTL analysis results for true population “A” and sub-sampled A populations (n = 94 and n = 190) with three QTLs.

QTL-A4 QTL-A6 QTL-A7
Population  Method® pgs.? LoD R* POs. | op R2 Pos. | op R2 Total R?®
(cM) (%) (cM) (%) (cM) (%)
A1000 IM 22 60.8 24 36 58.6 24 53 70.3 28 76
A1000 CIM 22 129.3 24 37 137.3 24 52 131 25 73
A094-01 IM 22 7.8 32 44 6.1 26 45 11.3 43 101
A094-02 IM 27 7 29 47 3.8 17 58 8.9 36 82
A094-03 IM 30 3.2 15 35 9.3 37 54 5 22 74
A094-04 IM 47 5.1 22 35 7.1 29 53 8.3 33 84
A094-05 IM 23 3.7 16 26 5.7 25 53 3.8 17 58
A094-06 IM 25 85 34 32 74 30 55 95 37 101 (+13)'
A094-07 IM 17 4.7 21 32 9.4 37 52 7.1 29 87
A094-08 IM 24 7.3 30 31 5.2 23 71 7 29 82
A094-09 IM 29 5.6 24 35 4.3 19 56 8.6 34 77
A094-10 IM 29 6.4 27 33 5.9 25 58 6.2 26 78
A094-01 CIM 24 8.7 16 37 10.1 18 55 18.1 29 63
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Table 1. Contd.

A094-02 CIM 25 13.7 25 45 155 23 56 15.8 30 78
A094-03 CIM 21 125 22 36 14.2 31 54 9.8 19 72
A094-04 CIM 23 17.2 28 37 15.4 23 51 17.6 30 81
A094-05 CIM 23 11.7 25 28 15.7 34 56 111 24 83
A094-06 CIM 23 131 21 32 4.4 7 54 11.9 21 49 (+7)
A094-07 CIM 19 18.5 31 32 141 23 53 11.8 21 75
A094-08 CIM 24 13.6 26 32 12.7 24 71 13.5 24 74
A094-09 CIM 28 9.9 18 36 145 25 55 15.3 31 74
A094-10 CIM 25 13.8 29 38 12.8 25 57 7 12 66
A190-01 IM 24 14.9 30 39 121 25 51 17.4 34 89
A190-02 IM 16 9.6 21 35 115 24 46 8.4 18 63
A190-03 IM 21 14.7 30 41 111 24 51 9 20 74
A190-04 IM 24 10.9 23 38 10.4 22 50 13 27 72
A190-05 IM 24 11 23 39 12.7 27 53 13.8 28 78
A190-06 IM 22 8.5 19 34 16.1 32 44 14.4 29 80 (+8)
A190-07 IM 18 111 24 38 16.7 33 61 10 22 79
A190-08 IM 15 111 24 44 12.4 26 53 14.3 29 79
A190-09 IM 21 21 40 35 10.5 23 60 8.4 18 81
A190-10 IM 27 8.8 19 39 155 31 53 12.1 26 76
A190-01 CIM 22 25.4 24 41 23.1 19 52 20.1 18 61
A190-02 CIM 17 22.5 25 35 20.8 23 49 20.4 24 72
A190-03 CIM 17 25.1 26 42 24.8 23 52 24 25 74
A190-04 CIM 24 23.8 24 38 28.2 28 49 21.2 21 73
A190-05 CIM 21 25 24 38 33.1 28 56 25.9 25 77
A190-06 CIM 21 25.1 23 34 33.7 29 48 28.1 27 79
A190-07 CIM 19 22.2 25 40 175 20 62 12.6 16 61
A190-08 CIM 16 28.4 26 44 29.8 25 53 27.4 27 78
A190-09 CIM 20 33.9 30 36 29.9 21 60 29.7 25 76
A190-10 CIM 26 20.5 20 41 24.3 25 54 20.5 21 66

Total R? values are indicated for the total sum of effects from all QTLs and from false positives (shown in parentheses). Values in italics indicate that the
defined trait heritability has been exceeded based on QTL analysis results. ®Interval mapping method; IM, interval mapping; CIM, composite interval
mapping. ®Pos., Position in centiMorgans (cM). °LOD, Logarithm of odds score. 9r?, QTL effect explaining a proportion of the total phenotypic variance.
®Total R%is the sum of all three QTLs (A4 + A6 + A7). Total R? values should not theoretically exceed the total value as determined in A1000 using CIM
(that is, 73%). Fvalue in parenthesis is attributable to false positive QTL effects and increase in the total phenotypic variance.

An important objective of this study was to determine
the accuracy of QTL position in the small mapping
populations by comparing the detected QTL’s location
with the true location. There were often large
inaccuracies in QTL position as indicated in Tables 1 to
4. There were many examples of the QTL positions being
detected with errors of >20 cM (in other words, QTLs
were detected in the smaller mapping populations that
were >20 cM away from the true position for both
population sizes (e.g. A094-04, B190-10, C094-10, C190-
07 and D094-02). The most extreme case of inaccuracy
in QTL position was detected in mapping population
C094-01 using IM (46 cM away from true position).
However, for the same QTL the accuracy was higher
when CIM was used (16 cM away from true position).
Examples of how QTL position varied between the
different mapping populations are shown in Figure 2.
Most importantly, flanking markers containing the QTL

were often incorrectly identified. Consistent with QTL
mapping theory, the accuracy was higher in mapping
populations consisting of 190 individuals compared to 94.
Confidence intervals are often reported for QTL position
(Hackett, 2002; Lander and Botstein, 1989). The variation
in QTL position in this study strongly supports the use of
confidence intervals for reporting QTL mapping results.
False negative QTL results (failing to detect a QTL at a
defined position) were obtained in datasets when the trait
heritability was 0.50 (for C or D populations; Figure 2).
Although less false negatives were detected when CIM
was used, this finding suggests that many minor QTLs
with small effects may be undetected in real mapping
populations, especially in small population sizes. A total
of 32 false positive across all samples (n = 94 and n =
190) QTLs were detected, although the majority were
only detected as “suggestive” and using IM (the
suggestive significance level was defined by Lander and
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Table 2. QTL analysis results for true population “B” and sub-sampled B populations (n = 94 and n = 190) with three QTLs.

QTL-B1 QTL-B2 QTL-B5 ]
Population  Method?® Pos.? c Rr2d Pos. R? Pos. R? Total R*°
) I ) )  “OP () ) N ()

B1000 IM 20 37.9 16 50 34.3 15 35 42 .4 18 49
B1000 CIM 20 68 19 50 59.5 16 35 70.3 19 54
B094-01 IM 23 6.1 26 53 6.2 26 31 3.1 14 66
B094-02 IM 21 2.3 11 54 2.8 13 34 2.9 13 37
B094-03 IM 11 4 18 39 4.1 18 38 4.2 19 55
B094-04 IM 14 4 18 54 8.7 35 36 5.5 24 77 (+13)'
B094-05 IM 24 54 23 53 2.3 11 43 6.5 27 61
B094-06 IM 19 1.8 8 58 3.3 15 40 3.9 17 40
B094-07 IM 19 3 14 43 3.4 15 29 4.6 20 49
B094-08 IM 20 3.1 14 46 3.4 15 29 8.7 35 64
B094-09 IM 18 1.5 7 47 4.7 21 24 4.2 18 46
B094-10 IM 21 7.1 29 51 2.6 12 59 3.5 16 57
B094-01 CIM 24 7.3 23 54 6.9 22 31 2.7 7 52
B094-02 CIM 20 5.3 17 50 6.3 20 36 5 16 53
B094-03 CIM 19 6.2 17 36 7.1 20 37 8.4 22 59
B094-04 CIM 15 4.8 11 51 13.8 31 33 8.1 19 61
B094-05 CIM 21 5 15 44 4.9 13 42 5 15 43
B094-06 CIM 21 2.8 9 58 5.6 18 36 6.6 22 49
B094-07 CIM 18 8.4 20 43 6.5 16 34 8.8 23 59 (+7)
B094-08 CIM 19 6.9 17 37 3.4 8 30 9.3 26 51
B094-09 CIM 16 6.4 19 47 8.6 26 31 5.9 16 61
B094-10 CIM 20 8.7 23 52 6.3 16 58 6.4 17 56
B190-01 IM 12 6.9 15 50 5.2 12 36 4.6 11 38
B190-02 IM 22 10.2 22 51 10.4 22 39 9.2 20 64
B190-03 IM 21 7.7 17 49 8.3 18 39 9.6 21 56
B190-04 IM 25 9.4 20 48 5.6 13 32 5.9 13 46
B190-05 IM 24 6.3 14 50 7.3 16 35 10 21 51
B190-06 IM 19 1.8 8 58 3.3 15 40 3.9 17 40
B190-07 IM 19 3 14 43 3.4 15 29 4.6 20 49
B190-08 IM 20 3.1 14 41 3.2 15 29 8.7 35 64
B190-09 IM 18 1.5 7 47 4.7 21 29 4.3 19 47
B190-10 IM 21 7.1 29 51 2.6 12 59 3.5 16 57
B190-01 CIM 18 14 22 49 10.2 16 36 8.3 13 51
B190-02 CIM 23 16.9 20 52 17.5 21 39 15.7 19 60
B190-03 CIM 21 13.6 17 49 15.6 20 39 15.6 21 58
B190-04 CIM 24 15 23 48 10.7 16 32 9.3 14 53
B190-05 CIM 22 13.4 18 49 12.8 18 34 15.8 22 58
B190-06 CIM 21 2.8 9 58 5.6 18 39 6.6 22 49
B190-07 CIM 18 8.4 20 43 6.5 16 34 8.8 23 59 (+7)
B190-08 CIM 19 6.9 17 37 3.4 8 30 9.3 26 51
B190-09 CIM 16 6.4 19 47 8.6 26 31 59 16 61
B190-10 CIM 13 9.4 25 52 6.3 16 58 6.4 17 58

Total R? values are indicated for the total sum of effects from all QTLs and from false positives (shown in parentheses). Values in italics indicate that
the defined trait heritability has been exceeded based on QTL analysis results. Shaded cells indicate QTLs detected using the “su%gestive” criterion
according to Lander and Kruglyak (1995). ®Interval mapping method; IM, interval mapping; CIM, composite interval mapping; "Pos., position in
centiMorgans (cM); °LOD, logarithm of odds score. 9R? QTL effect explaining a proportion of the total phenotypic variance. *Total R?is the sum of all
three QTLs (B1 + B2 + B5). Total R? values should not theoretically exceed the total value as determined in B1000 using CIM (that is, 54%). Fvalue in
parenthesis was attributable to false positive QTL effects and increases the total phenotypic variance.
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Table 3. QTL analysis results for true population “C” and sub-sampled C populations (n = 94 and n = 190) with five QTLs.

QTL-C1 QTL-C2 QTL-C3 QTL-C5 QTL-C6
Population Method ® Pos. LoD® R Pos. oo R’ Pos. oo R? Pos. oo R? Pos. o R? Total R?®
(cM) (%) (cM) (%) (cM) (%) (cM) (%) (cM) (%)

C1000 IM 105 37.4 16 39 36.7 16 55 33.2 14 31 48 20 101 38.9 16 82
C1000 CIM 104 110 14 39 112.1 15 56 116.3 15 31 123.1 17 101 111.1 14 75
C094-01 IM 100 2.2 10 85 2.5 11 66 2.1 10 41 5 22 102 4.4 19 72
C094-02 IM 103 3.9 18 42 4.4 19 59 4.5 20 38 5.6 24 121 4.9 21 102
C094-03 IM 102 4.4 19 45 4.8 21 48 1.9 9 36 4.8 21 107 7.7 31 101
C094-04 IM 104 4 18 43 3.6 16 56 3.7 16 35 3.5 16 113 5.1 22 88
C094-05 IM 103 6.7 28 41 2.9 13 57 34 16 24 2.6 12 117 3.1 14 83
C094-06 IM 96 2.8 13 27 2.1 10 48 5.1 22 33 6.6 28 100 3.7 16 89
C094-07 IM 100 4.6 20 32 4.4 19 62 4.6 20 32 3.2 15 95 6.6 28 102
C094-08 IM 98 5.6 24 40 4.3 19 59 34 15 37 3 14 Not detected | 72
C094-09 IM 103 4 18 35 5 22 54 3 14 31 3.3 15 Not detected 69
C094-10 IM 131 4.5 20 31 2.8 13 36 5.8 25 28 3.6 16 113 3.7 17 91
C094-01 CIM 96 6.9 12 55 8.7 13 65 6.6 11 41 11.6 23 102 8 14 73
C094-02 CIM 101 8.7 12 43 9.1 13 65 6.9 9 37 10.1 15 118 8.1 12 61
C094-03 CIM 102 11.1 14 44 8.9 11 48 12.9 17 31 9.7 12 107 12.9 16 70
C094-04 CIM 104 7.4 15 43 8.6 14 56 9.4 21 35 4.6 9 107 7.1 13 72
C094-05 CIM 103 11.2 18 44 8.8 13 58 8.1 12 27 8.9 13 119 8.7 13 69
C094-06 CIM 98 4.2 8 34 5.8 10 49 8.2 17 33 6.9 14 106 13.6 18 67
C094-07 CIM 98 14.8 16 32 15.1 16 62 16.1 18 33 12.8 13 89 11.3 10 73
C094-08 CIM 98 10.7 22 42 8.1 16 52 7 13 37 7.7 15 Not detected 66
C094-09 CIM 104 13.2 23 35 13.5 25 58 8.9 10 31 7.2 11 109 5.5 8 77
C094-10 CIM 128 57 11 38 9.3 15 57 10.3 16 22 5.7 10 114 6.8 13 65
C190-01 IM 107 5.8 13 44 9.1 20 64 6.5 15 29 8.6 19 104 6.6 15 82
C190-02 IM 93 14.4 29 40 4.7 11 53 6.6 15 29 6.9 16 111 6.8 15 86
C190-03 IM 97 7 16 46 9.4 20 54 3.9 9 33 11 23 97 7.6 17 85
C190-04 IM 96 6.6 15 40 6.4 14 57 9.4 20 33 7.3 16 101 8.3 18 83
C190-05 IM 105 6.5 15 42 6.1 14 53 4.5 10 36 7.7 17 111 8.8 19 75
C190-06 IM 102 5 11 40 5.4 12 54 4.6 11 28 7.9 17 103 8.8 19 70 (+7)
C190-07 IM 125 10.8 23 37 57 13 38 3.7 9 30 10 22 107 7.8 17 84
C190-08 IM 102 6.4 14 41 7.3 16 63 6.1 14 31 9.9 21 102 9.7 21 86
C190-09 IM 100 4.7 11 38 6.1 14 50 6.1 14 34 9.5 21 96 9 20 80
C190-10 IM 104 14.4 29 33 6.1 14 58 6.9 16 29 10 22 94 5.2 12 93
C190-01 CIM 107 22.2 15 41 21.2 14 64 18.5 12 30 23.7 16 103 26.8 19 76
C190-02 CIM 97 25.1 20 39 19 14 57 18.3 13 29 19.8 15 114 21.5 14 76
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C190-03 CIM 96 16.3 11 47 21.9 16 56 20.9 15 32 24.9 19 99 16.3 11 72
C190-04 CIM 97 18.6 14 41 22.1 16 59 18.1 13 32 19.9 15 101 17.5 13 71
C190-05 CIM 105 151 12 41 18 18 54 11.8 11 34 18.8 19 112 16.3 14 74
C190-06 CIM 100 23.2 20 38 16.9 13 55 25.6 19 28 17.3 14 105 20.4 17 83
C190-07 CIM 126 15.3 13 38 16.7 14 55 17.4 12 30 16.8 14 106 18.5 16 69
C190-08 CIM 101 18.5 13 39 26.6 17 63 20.1 14 29 24.4 18 102 18.4 13 75
C190-09 CIM 100 20.4 15 39 19.5 13 50 21.3 15 35 22.7 17 95 23.4 18 78
C190-10 CIM 104 24.2 17 33 17.8 11 61 19.8 12 30 21.9 15 91 20.6 13 68

Total R? values are indicated for the total sum of effects from all QTLs and from false positives (shown in parentheses). Values in italics indicate that the defined trait heritability has been exceeded
based on QTL analysis results. Shaded cells indicate QTLs detected using the “suggestive” criterion according to Lander and Kruglyak (1995). ®Interval mapping method. IM, interval mapping; CIM,
composite interval mapping. "Pos., Position in centiMorgans (cM). °LOD, logarithm of odds score. “R?, QTL effect explaining a proportion of the total phenotypic variance. “Total R? is the sum of all five
QTLs (C1 + C2 + C3 + C5 + C6). Total R? values should not theoretically exceed the defined total value as determined in C1000 using CIM (that is, 75%). N.D. = QTLs not detected at significant or
suggestive levels, indicating false negatives because the QTL was defined in this position in the true population.

Table 4. QTL analysis results for true population “D” and sub-sampled D populations (n = 94 and n = 190) with five QTLs.

QTL-D2 QTL D3 QTL-D4 QTL-D6 QTL-D7
Population Method® Pos.” LoD® R2¢ Pos. LoD R? Pos. LoD R? Pos. LO R? Pos. LoD R? Total R?®
(cM) (%) (cM) (%) (cM) (%) cM) D (%) (c™M) (%)
D1000 IM 81 30.1 13 104 26.1 11 52 22.6 10 90 20.2 9 87 30.3 13 56
D1000 CIM 84 55.6 13 103 50 12 51 41.8 10 91 464 11 87 55.6 13 59
D094-01 IM 73 5.4 23 104 2.6 12 50 1.8 8 81 4.4 19 85 2.1 10 72
D094-02 IM 52 45 20 96 4.4 19 Not detected ' 114 1.9 9 87 5.8 25 73
D094-03 IM 83 3.4 15 Not detected 44 5.8 25 88 2.5 12 103 2.2 10 62
D094-04 IM Not detected Not detected 58 3.4 15 109 2.8 13 78 3.4 15 43
D094-05 IM 80 5.2 23 98 3.2 14 78 4.2 19 Not detected 72 2.6 12 68
D094-06 IM Not detected 88 5 22 48 2.9 13 85 3.2 15 84 2.6 12 62
D094-07 IM 91 3 13 105 51 22 51 3.3 15 Not detected 95 1.8 8 58
D094-08 IM 92 5.1 22 93 2.8 13 52 1.9 9 82 2.3 11 95 2 9 64
D094-09 IM 100 2.8 13 Not detected 34 3.4 15 81 3.1 14 101 4 18 60
D094-10 IM 76 25 12 98 35 16 Not detected Not detected 101 2.1 10 38
D094-01 CIM 73 6.2 16 104 4.8 12 49 3.2 8 82 5.2 13 85 2.2 5 54
D094-02 CIM 74 6 13 95 5.4 13 Not detected 114 3.3 8 87 6.7 17 51
D094-03 CIM 84 3.7 8 89 3.2 7 49 6.9 17 88 5.4 13 108 2.8 6 51
D094-04 CIM Not detected Not detected 59 4.9 16 104 3 10 79 3.4 11 37

D094-05 CIM 87 7.5 19 99 3.9 9 76 4.7 11 Not detected 73 5.7 14 53
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D094-06 CIM Not detected

D094-07 CIM 88 3.3 10
D094-08 CIM 93 5.8 13
D094-09 CIM 97 4.1 11
D094-10 CIM 76 2.9 11
D190-01 IM 86 3.8 9
D190-02 M 88 11.7 25
D190-03 IM 84 5.3 12
D190-04 IM 90 6.6 15
D190-05 IM 86 6.2 14
D190-06 IM 92 6.2 14
D190-07 IM 93 7.4 16
D190-08 IM 91 7.5 17
D190-09 IM 76 5.2 12
D190-10 IM 86 5.8 13
D190-01 CIM 84 5.9 8
D190-02 CIM 88 16.5 20
D190-03 CIM 83 11.2 13
D190-04 CIM 89 7.2 10
D190-05 CIM 84 11.2 13
D190-06 CIM 94 6 8
D190-07 CIM 92 10.7 13
D190-08 CIM 90 12.3 16
D190-09 CIM 82 8.2 11
D190-10 CIM 86 9.8 12

88 51 17 47 4.1 12 85 3.9 12 82 2.5 7 48
105 4.2 14 50 3.2 10 Not detected 89 2.4 7 41
94 6.4 15 51 3.4 7 86 5.2 12 91 51 11 58

Not detected 95 2.9 7 71 3.4 9 112 4.4 13 40
98 4.1 16 Not detected Not detected 83 2.1 7 34
117 3.9 9 45 8.1 18 90 2.3 6 77 5.7 13 55
100 6.6 15 47 4.6 11 82 2.7 6 78 4.8 11 68
105 5.3 12 40 2.8 7 87 7.7 17 96 4.3 10 58
94 4.2 10 52 6.9 15 Not detected 87 6.4 14 54
101 5.8 13 40 5.9 13 92 3.9 9 93 6.3 14 63
98 3.8 9 55 7.3 16 95 4.4 10 84 2.3 6 55
109 5.9 13 48 3.5 8 91 7.6 17 87 3.3 8 62
100 6.9 15 53 4.8 11 85 3.8 9 93 3.3 8 60
113 4 9 56 2.9 7 88 4.9 11 84 4 9 48
119 3.9 9 55 5.1 12 96 4.3 10 91 6.2 14 58
119 6.5 9 45 8.7 12 80 6.9 9 78 8.4 12 50
100 8.5 9 46 8.9 10 82 6.9 7 77 9.5 10 56
104 9.2 11 39 10.8 13 88 12.4 15 94 10.7 13 65
93 5.4 7 53 8.2 12 Not detected 88 10 15 44
100 13.8 16 45 11 12 94 12.3 13 93 7 8 62
98 6.6 9 55 11 15 95 10.2 14 82 7.9 10 56
110 8.5 11 40 7.3 9 91 10.7 14 86 5.1 6 53
101 9.2 11 52 8.5 10 86 8.3 10 93 4.7 5 52
113 49 7 56 5.5 8 89 9.1 13 82 6.6 10 49
114 9 11 54 7.6 9 95 11.8 15 95 9.4 11 58

Total R? values are indicated for the total sum of effects from all QTLs. Values in italics indicate that the defined trait heritability has been exceeded based on QTL analysis results. Shaded cells indicate
QTLs detected using the “suggestive” criterion according to Lander and Kruglyak (1995). Interval mapping method. IM, interval mapping; CIM, composite interval mapping. ®Pos., Position in
centiMorgans (cM). °LOD, Logarithm of odds score. 9r?, QTL effect explaining a proportion of the total phenotypic variance. °Total R?is the sum of all five QTLs (D2 + D3 + D4 + D6 + D7). Total R®
values should not theoretically exceed the total value as determined in D1000 using CIM (that is, 75%). FQTL not detected at significant or suggestive levels, indicating false negatives because the QTL

was defined in this position in the true population.

Kruglyak (1995); Table 5). By definition,
suggestive QTLs occur once by chance in a
genome-wide scan; therefore, caution is always
required when interpreting QTLs with this
classification (Lander and Kruglyak, 1995).
However, four false positive QTLs were significant

using IM (LOD scores between 2.7 and 3.6) and
three were significant using CIM (LOD scores
were between 3.0 and 4.5). This number is
relatively high considering that only 80 datasets
were generated and supports the practice of
confirmation of QTL results in independent

populations (Collard et al., 2006; Tucker et al.,
2007). Variation in LOD score due to sampling
bias has rarely been reported. This is important
because it is often used in conjunction with a R®
value by breeders or geneticists to determine
whether a QTL could be used for MAS. As has
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Table 5. False positives detected in sub-sampled mapping populations.
lati M 2 CIM 2
Population  QTL Pos.”(cM)  LODf R?¢ Sig. level® Pos. (cM)  LOD R® Sig. level
A094-06 A5 58 29 13 S 58 4.5 7 HS
A190-08 A5 90 1.9 5 Sg 88 1.9 1 Sg
A190-04 A2 98 2.2 5 Sg 97 1.3 1 NS
A190-05 A2 55 1.9 4 Sg 105 0.7 0 NS
A190-06 A2 19 3.6 8 S 112 0.7 0 NS
A190-07 Al 112 1.6 4 NS 107 2.7 3 Sg
B094-07 B6 115 2.3 11 Sg 102 3.0 7 S
B190-07 B6 115 2.3 11 Sg 102 3.0 7 S
B094-02 B7 39 1.7 8 Sg 38 0.9 3 NS
B094-04 B7 4 2.7 13 S 6 1.6 3 NS
B190-04 B7 18 2.0 5 Sg 2 1.8 2 Sg
B190-09 B7 6 1.7 4 Sg 6 1.1 2 NS
B190-10 B7 94 1.9 5 Sg 93 1.7 2 Sg
B094-10 B3 73 2.2 10 Sg 17 0.5 1 NS
B190-07 B3 44 1.9 5 Sg 46 1.5 2 NS
C094-02 C7 25 21 10 Sg 24 0.9 1 NS
C190-02 C7 44 1.8 4 Sg 48 2.0 1 Sg
C190-06 C7 85 3.0 7 S 92 1.9 1 Sg
C190-07 C7 15 1.8 4 Sg 32 1.2 1 NS
C190-09 C7 17 2.6 6 Sg 16 0.9 1 NS
C094-09 C4 86 1.7 8 Sg 26 1.8 2 Sg
C190-05 C4 49 1.8 4 Sg 24 1.3 1 NS
C190-06 C4 47 1.9 5 Sg 61 0.9 1 NS
D1000 D5 100 2.6 1 Sg 63 0.7 0 NS
D094-10 D5 0 1.5 7 NS 0 1.7 6 Sg
D190-03 D5 53 2.6 6 Sg 45 1.3 1 NS
D190-06 D5 12 2.2 5 Sg 112 1.4 2 NS
D190-09 D5 30 21 5 Sg 30 0.6 1 NS
D094-07 D1 76 1.9 9 Sg 60 1.6 5 NS
D094-09 D1 14 2.5 12 Sg 14 1.5 4 NS
D190-07 D1 99 1.7 4 Sg 99 2.0 2 Sg
D190-09 D1 13 1.7 4 Sg 57 0.5 1 NS

Some QTLs were detected using either IM or CIM, but more false positives were detected using IM. The LOD scores indicate that some false QTLs
were >2.5 which is sometimes used as the threshold for declaring a QTL as significant. ®Interval mapping method; IM, interval mapping; CIM,
composite interval mapping; ®Pos., position in centiMorgans (cM); °LOD, logarithm of odds score. 9r?, QTL effect explaining a proportion of the total
phenotypic variance. °Significance levels were defined as HS, highly significant; S, significant; Sg, suggestive; NS, not significant (shaded).

been detected experimentally (Keurentjes et al., 2005),
LOD scores increased as population size increased.

One of the most important findings in this paper was
the detection of variation in R? values, especiall;/ for IM
results and for small population sizes (n = 94). R® values
are an indicator of the utility of a QTL for introgression in
breeding programs. In this study, QTLs were often
overestimated or underestimated by more than 10%. The
highest overestimation of R? value was for B094-04 (19%
larger than the true QTL effect using IM; 15% larger using
CIM). As the population size increased, the QTL effects
decreased as can be observed by comparing results for
population sizes of n = 94 versus n = 190 (Figure 4). The

variation detected between random samples of a large
mapping population should warn researchers that in
typically-used population sizes in molecular genetics
research, R values are only an estimate of the QTL
effect and that random sampling can cause errors in
estimating the true effect of a QTL.

Due to the development of high-throughput DNA
marker genotyping methods [especially for single
nucleotide polymorphism (SNP) markers], some linkage
maps for QTL mapping will have considerably more
markers than the ones used for the construction of
“framework” maps in this study. Although marker density
was not tested in this study, previous research strongly
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Figure 2. (a) Linkage maps indicating QTL positions (detected by IM (red) and CIM (green)) of 10 random sub-sampled populations (n=94) from population B1000 (shown left). Note the
difference in linkage maps between populations, especially the total map length. The QTL containing region is shown in yellow for all populations. The true QTL (called QTL-B3) is located
between markers L65 and L66. Note that the QTL was incorrectly located by both methods in populations B094-05 and B094-06. The QTL was incorrectly located by IM in populations,
B094-07, B094-08 and B094-09. (b) Linkage maps indicating QTL positions (detected by IM (red) and CIM (green)) of 10 random sub-sampled populations (n=94) from population D1000
(shown left). Note the difference in total map lengths for each linkage group. The QTL containing region is shown in yellow for all populations. The true QTL (called QTL-D3) is located
between markers L27 and L28, closer to marker L27. Note that the QTL was incorrectly located in populations D094-02 and D094-10 using IM and CIM, and incorrectly located in
populations D094-05 using IM only. False negatives were detected in populations D094-04 and D094-06.
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suggests that QTL mapping results do not differ
much when different average marker spacing is
used (Darvasi et al., 1993; Darvasi and Soller,
1994). For example, previous research has
indicated that marker spacing between 10 and 50
cM are sufficient for preliminary QTL mapping;
this was the basis of simulating linkage maps with
an average marker spacing of 10 cM in this study.
In fact, the study by Collard et al. (2009) indicated
that too many markers were detrimental to the
accuracy of QTL mapping because marker orders
were “unstable” (thatis, different results were

obtained when mapping software programs were
used to analyse an identical data set). Previous
research in maize (Melchinger et al., 1998; Utz et
al., 2000) has indicated that QTLs could be
overestimated due to sampling bias, leading to an
over inflated estimate of the utility of QTLs for
MAS. While this was demonstrated here, it was
also demonstrated that QTLs could be severely
under-estimated potentially leading to useful QTLs
being ignored for potential MAS. The largest
underestimation of R® value was for A094-06
using CIM (17% lower than the true effect). This

also highlights the value of determining trait
heritabilities so that the proportion of genetic
variance explained can be accounted for. The
variation detected for QTL effects in this study
implies that QTL mapping results should be
confirmed in independent populations.

Another important finding in this paper was the
increase in accuracy of CIM versus IM, at least for
Rl populations between 94 and 190 individuals.
This was based on higher LOD scores and
reduced standard deviations for QTL positions;
LOD scores from CIM results were higher than
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Figure 3. Graph showing variation in estimation of QTL effect (that is, R? value of QTL-A3) using IM (dark grey line with
diamond shape co-ordinates) and CIM (light grey line with square co-ordinates) in 10 populations (n = 94) randomly sampled
from A1000. The true effect of this QTL is 25% of the phenotypic variance; however, the observed magnitude varies markedly

between different mapping populations (all derived by sampling from A1000).

those from IM results, indicating that a QTL was more
likely. This implies that re-analysing QTL data generated
from IM should be performed using CIM. This also
supports map curation efforts such as described in
Lehmensiek et al. (2005).

CONCLUSION AND RECOMMENDATION

The cost and time required for genotyping or phenotyping
often restricts the size of a mapping population used, so
what should researchers do if only population sizes of
under <200 can be used (as have been used by the
authors!)? In many cases, there are practical and
financial reasons which influence the development of
small population sizes (e.g. available glasshouse space
for single seed descent for RI populations or technical
constraints for the production of doubled-haploid lines in
tissue culture laboratories). First, researchers should be
careful in interpreting QTL mapping results and not
automatically assume that the results could be suitable

for MAS. Secondly, QTL results should be confirmed in
independent populations (Collard et al., 2006; Tucker et
al., 2007). Thirdly, the population could be expanded to
include more individuals after a preliminary QTL mapping
study. In the last two recommendations, only the most
tightly-linked markers to QTLs need to be used for
marker genotyping in the “extended” population. This was
proposed many years ago by Lander and Krugliak
(1995). Furthermore, cross validation techniques (based
on re-sampling) have been proposed for improving the
accuracy of QTL mapping (Melchinger et al., 2004,
Schon et al., 2004) and the results in this study support
the investigation of these methods for mapping QTLs.

In conclusion, QTL results are a product of the mapping
population used, and are largely influenced by population
size and to a lesser extent, method for QTL analysis. It is
recommended that population sizes of at least 190 lines
are used when the trait heritability is 0.50 or higher. It is
hoped that the results presented in this paper will assist
plant breeders, molecular geneticists and other
researchers in the execution of new experiments and
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Figure 4. Comparison of variation in estimation of QTL effect (that is, R?) using IM dark grey line
with diamond shape co-ordinates) and CIM (light grey line with square co-ordinates) for
populations consisting of 94 (a) and 190 (b) randomly sampled individual lines from C1000. The
true effect of this QTL is 14% of the phenotypic variance. Note that when n = 94, this QTL was not
detected (N.D.) in three populations. When n = 190, the variation in estimation in effect of QTL-C5
improves considerably.
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