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Abstract: By implementing an overlay routing system, the ability to adjust various routing features (such 

as latency or TCP throughput) is available, without requiring any changes to the underlying standards. 

However, laying the groundwork for overlays involves setting up the overlay infrastructure. Here we 

have an optimization challenge that arises: The smallest set of overlay nodes to find is one that is 

sufficient to provide the necessary routing features. To prove that in a thorough manner, we analyze this 

optimization issue here. This paper shows that it is hard to approximate and so provides a nontrivial 

approximation approach. The details of the plan are examined in the context of numerous actual 

scenarios to measure the benefit that may be realized. Here, we examine a wide range of BGP-enabled 

routers to see how few required less than 100 BGP-enabled servers to implement BGP routing policy 

across the shortest pathways to all autonomous systems (ASs), hence lowering the average path length of 

routed pathways by 40%. The study is able to prove the scheme's many uses, the first of which is for TCP 

performance improvement, with results that achieve nearly optimal placement of overlay nodes. Also, 

when using Voice-over-IP (VoIP) applications, where a small number of overlay nodes can have a 

significant impact on maximum peer-to-peer delay, the study shows that the scheme's many functions are 

useful. 
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I.  INTRODUCTION: 

Recently, a method to create some routing 

attributes with particular qualities while 

circumventing the costly and time-consuming 

process of standardization and global deployment 

of a new routing protocol has been presented. In 

this case, for example, in overlay routing was 

utilized to help TCP along with other Internet 

protocols since the concept is to separate the 

feedback loops to help speed things up. In order for 

this to work, nodes on the route must be prepared 

to do TCP-based PIPING. While there are many of 

further instances for the use of overlay routing, the 

Detour and RON projects make use of this strategy 

to enhance overall dependability [1]. In a similar 

manner, an overlay node is used to minimize 

latency in BGP routing, which is another good 

illustration of the “Global-ISP” paradigm. One 

must manage and install overlay nodes with the 

additional added capabilities in order to have 

overlay routing deployed across the physical 

infrastructure. Although this comes with a no 

negligible cost in terms of both capital and 

operational expenses, it has its benefits. When 

analyzing the advantage of changing the routing 

statistic, it is crucial to consider both the value 

gained and the cost. In this research, we analyze a 

specific infrastructure point, and look at the least 

number of nodes required to preserve a given 

attribute when routing is overlaid. The shortest-

path routing scenario is translated to: What is the 

minimal number of intermediate routers required in 

order to utilize the shortest path between the 

Asses? The end result of the TCP performance 

example may be expressed as: In order to make 

sure for each TCP connection that has an end point 

and every predetermined round-trip time (RTT), 

there is an overlay node capable of TCP Piping, it 

is only necessary to have a minimum number of 

relay nodes. We design and optimization problem 

known as the Overlay Routing Resource Allocation 

(ORRA) and research its difficulty, regardless of its 

specific consequence. When we investigated the 

topic, we discovered that it was a challenging 

problem to solve, which required an approximation 

approach. Since finding the ideal number of nodes 

becomes simple when simply the routing qualities 

between a single source node and a single 

destination are improved, it follows that the 

problem is not difficult if our goal is to discover the 

optimal number of nodes [2]. One-to-many and 

many-to-many cases, however, make it more 

difficult to choose the optimum locations since a 

single overlay node may alter the route attribute of 

several pathways. In order to find a set of locations 

such that using overlay nodes in these locations 

allows to find routes that satisfy a certain routing 

property, we perform the tests on three sets of 

source–destination pairs with thousands of pairs 

and set a goal of finding a minimal set of locations 

that allows to create such routes. 

II. PROBLEM STATEMENT: 

Peer-to-peer programmers must find the node in the 

network that has the data they are looking for. This 

work introduces Chord, a distributed lookup 
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technique designed to overcome this issue. The one 

operation supported by Chord is when a key is 

supplied, which associates a node with the supplied 

key. Rather than associate a key with each data 

item, keeping the key/data item pair at the node to 

which the key maps makes it easier to implement 

data location on top of Chord [3]. As nodes join 

and depart the system, the Chord network adjusts 

rapidly and is able to respond queries even if the 

system is always changing. Researchers discovered 

that using Chord increases scalability and that the 

cost of communication and the node's state grows 

linearly with the number of Chord nodes. Although 

this paper focused on explaining how to utilize 

overlay routing to enhance routing schemes, it 

didn't include coverage of the entire deployment 

process and optimization methodologies. An 

innovative approach to application-layer overlay 

routing has been announced. The purpose of this 

design is to employ overlay technology to 

implement a replacement for the present routing 

method, if necessary. One must manage and install 

overlay nodes with the additional added 

capabilities in order to have overlay routing 

deployed across the physical infrastructure. This 

comes at a price, comprising both running expense 

and capital investment. The effective resource 

allocation technique that we have developed using 

an algorithmic framework may be utilized for 

overlay routing. 

III. PRAPOSED METHODOLOGIES: 

To preserve a given property in the overlay routing, 

we concentrate on this point and look for the least 

number of infrastructure nodes that need to be 

added. We explore the Overlay Routing Resource 

Allocation (ORRA) issue, which is a generalized 

optimization issue that encompasses several 

algorithms [4][5]. When we investigated the topic, 

we discovered that it was a challenging problem to 

solve, which required an approximation approach. 

The only part of this problem that interests us is 

identifying a routing property between a single 

source node and a single destination, and then 

determining the optimal number of nodes is simple, 

as the number of probable candidate overlay 

positions is tiny. However, when we examine 

instances where there are one-to-many or many-to-

many connections, it is considerably harder to 

identify good sites [6]. 

IV. ENHANCED SYSTEM: 

Service Provider: The Service Provider uses BGP 

to compute the shortest path to Destination, since 

BGP is used in this module. The service provider 

browses for the specified file and uploads all of 

their data files to the specified end user (A, B, C, 

and D). After that, the service provider uses the 

Destination IP (DIP) of the end user to redirect the 

data back to the end user. 

Overlay Router: This system uses the Overlay 

Router to direct the data to a specific destination, a 

set of the shortest physical paths simplifies the 

system's execution, and finding a minimal path to 

the destination using overlay routing is a 

straightforward task.   

BGP Router: The BGP Router is responsible for 

routing nodes using BGP, which strives to discover 

the lowest number of BGP relay sites that can 

provide shortest-path routing between source–

destination pairs. An optimal path has been found 

for sending packets from source to every node in 

the network. BGP is also responsible for storing the 

possible path to destination, can view the recent 

routing path to destination with their tags Filename, 

Recent Path, Destination, DIP, Delay and date and 

time. 

End User (Destination): The End User (Node A, 

Node B, Node C, Node D) must take the file from 

the Service Provider and store it in a database. In a 

one-to-many relationship, the system consists of a 

single source–destination pair. Where a single 

source sends a file to a single recipient is known as 

the end user scenario (Node A, Node B, Node C, 

Node D). 

 

Fig 1: System Design 

V. CONCLUSIONS: 

Research into improving network performance via 

overlay routing has been addressed by several 

papers, both those that were practical and 

theoretical. Unfortunately, few of these papers 

include consideration of the implementation costs 

of overlay infrastructure. We proposed an 

approximation algorithm to the underlying problem 

in this work. We instead proposed a broad 

architecture that suits a vast variety of overlay 

applications. Taking into consideration three 

distinct realistic circumstances, we found that the 

algorithm is generally capable of providing good 

results.  



Dasoju Prathyusha* et al. 
 (IJITR) INTERNATIONAL JOURNAL OF INNOVATIVE TECHNOLOGY AND RESEARCH 

Volume No.9, Issue No.3, April – May 2021, 9961 - 9963.  

2320 –5547 @ 2013-2021 http://www.ijitr.com All rights Reserved. Page | 9963 

REFERENCES: 

[1]  S. Savage, T. A. A. Aggarawl, T. Anderson, 

A. Aggarwal, D. Becker, N. Cardwell, A. 

Collins, E. Hoffman, J. Snell, A. Vahdat, G. 

Voelker, and J. Zahorjan, “Detour: A case 

for informed internet routing and transport,” 

IEEE Micro, vol. 19, no. 1, pp. 50–59, Jan.–

Feb. 1999. 

[2]  R. Cohen and A. Shochot, “The “global-

ISP” paradigm,” Comput. Netw., vol. 51, 

no. 8, pp. 1908–1921, 2007. 

[3]  L. Gao and F. Wang, “The extent of as path 

inflation by routing policies,” in Proc. IEEE 

GLOBECOM, 2002, vol. 3, pp. 2180–2184. 

[4]  S. Savage, A. Collins, E. Hoffman, J. Snell, 

and T. Anderson, “The end-to-end effects of 

Internet path selection,” in Proc. ACM 

SIGCOMM, 1999, pp. 289–299. 

[5]  R. Cohen and S. Ramanathan, “Using 

proxies to enhance TCP performance over 

hybrid fiber coaxial networks,” Comput. 

Commun, vol. 20, no. 16, pp. 1502–1518, 

Jan. 1998. 

[6]  N. Spring, R. Mahajan, and T. Anderson, 

“The causes of path inflation,” in Proc. 

ACM SIGCOMM, 2003, pp. 113–124. 


