
International Journal of Advanced Network, Monitoring and Controls      Volume 06, No.02, 2021 

DOI: 10.21307/ijanmc-2021-011                                                          1 

Research on Capsule Network Based on Attention 

Mechanism  
 

Yan Jiao 

School of Computer Science and Engineering 

Xi’an Technological University 

Xi’an, China 

E-mail: jiaoyan@st.xatu.edu.cn 

 

Li Zhao 

School of Computer Science and Engineering 

Xi’an Technological University 

Xi’an, China 

E-mail: 332099732@qq.com; 

 

Hexin Xu 

School of Computer Science and Engineering 

Xi’an Technological University 

Xi’an, China 

E-mail: 809015737@qq.com; 

 

 

 

 

 

 

 

 
 

Abstract—The capsule network has good spatial 

recognition and has good accuracy in classification and 

recognition tasks. However, because of the dynamic 

routing algorithm in the capsule network, the training 

speed of the capsule network is slow. In order to make 

better use of the capsule network, reduce For its training 

cost, this paper proposes a capsule network based on the 

attention mechanism, and adds the CBAM attention 

module to the original capsule network to improve the 

network's ability to extract information in the feature 

map channel and information in the feature map space, 

and improve the network's learning ability, To reduce 

the number of network training, thereby reducing the 

cost of training. This paper conducts experiments based 

on the original neural network to verify the effectiveness 

and feasibility of adding the CBAM module to the 

capsule network. The final result is that the CBAM 

module can speed up the convergence speed of the 

capsule network by 50%. 
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I. INTRODUCTION  

The concept of capsule network started in 2011 
and was proposed by Professor Hinton [1], and 
then in 2017, the first generation of capsule 
network (CapsNet) was realized. The capsule 
network includes three layers. The first two layers 
of the network use the traditional convolutional 
layer, and the capsule layer is added after the 

convolutional layer. And pioneered the use of 
dynamic routing algorithms in the network as the 
connection between the primary caps and digit 
caps to achieve information transfer. For the 
general neural network structure at this stage, the 
output of each layer of neurons is a scalar result, 
and the scalar data contains limited information. 
Correspondingly, if the output is a vector, the 
output generated can more accurately represent the 
posture, etc. Related Information. The capsule 
network implements this theory, and the capsule is 
equivariant. Different inputs of the capsule 
network will have different outputs. When the 
same object changes, such as movement, rotation, 
size, etc., the capsule will output a module with 
the same length but different internal data Vector. 
The length of the vector output by the capsule 
network is used to indicate the possibility of the 
existence of the object, and the internal elements 
of the vector output by the capsule network 
represent a certain feature of the object, such as 
the writing angle of the number and the thickness 
of the stroke. The capsule network uses a dynamic 
routing algorithm to transfer between capsules, 
which not only achieves the purpose of reasonably 
transmitting the information contained in the upper 
layer of the network to the neurons of the next 
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layer, but also successfully makes the vector form 
of neurons in the neural network. To be realized. 

The advantages of the capsule network are as 
follows: 

(1) A key feature of the capsule network is to 
learn the posture information of objects in the 
network. Therefore, when detecting an object, 
there is no need for multiple training at different 
angles. The capsule network will autonomously 
learn the position relationship of the object and 
show it in the output vector. In a conventional 
convolutional neural network, there are usually 
multiple convolutional layers, and the operation of 
these convolutional layers usually loses some 
information, such as the angle and orientation of 
the target object. If you just want to cluster the 
overall image, the loss of position and posture data 
will not affect the results, but these missing data 
are decisive for tasks such as image segmentation 
(which requires more precise position and posture). 
of. 

(2) The routing protocol algorithm has a good 
effect on dealing with complex scenes. The 
routing tree can also map the hierarchy of objects, 
assigning each part to a capsule. Moreover, the 
capsule network has strong robustness to changes 
in angle and position. And because its output is a 
vector, its result is better interpretable. 

After the successful construction of the capsule 
network, scholars in various fields have a keen 
interest and have tried a variety of different tasks. 
Among them, Lu Chunyan [6] and others applied 
the capsule network to the image generation task. 
By improving the capsule network, they proposed 
a method of parameter sharing, which further 
reduced the amount of parameters of the capsule 
layer; Ren Qiang [7] and others proposed 
innovatively A variable-dimensional capsule 
network is used. Because the number of 
dimensions of the capsule is closely related to the 
amount of information contained in the capsule, 
the amount of data contained in the capsule can be 
increased through variable dimensions. After 
understanding the characteristics of the capsule 
and the structure of the capsule network itself, this 
paper adds an attention mechanism to the capsule 

network and conducts analysis, research and 
performance evaluation on the modified network. 

II. CAPSULE NETWORK STRUCTURE AND 

PRINCIPLE 

The core idea of the capsule network is inverse 
rendering, which comes from computer graphics. 
During the rendering process, we need to provide 
geometric information, such as telling the 
computer where to draw the object, such as the 
scale, angle, and spatial information of the object. 
Inverse rendering is based on the image (rendering 
result) to infer the information of the object, 
including spatial geometric information. The 
capsule network needs to learn how to render the 
image in reverse—by observing the image, predict 
the instance parameters of the image. Vector 
encoding form of capsule network features 

The capsule network encodes the spatial 
information and the existence probability of the 
object at the same time, and encodes it in the 
Capsule vector. 

Capsule vector: The modulus of the vector 
indicates the probability of the feature's existence; 
the direction of the vector indicates the posture 
information of the feature; moving the feature will 
change the Capsule vector without affecting the 
probability of the feature's existence. 

The original capsule network for recognizing 
digital images consists of three layers, the initial 
convolutional layer, the primary capsule layer, and 
the digital capsule layer. The initial convolutional 
layer is a conventional convolutional layer; the 
primary capsule layer is a convolutional layer 
using the Squash activation function, and its 
output is reshaped to [Batch Size, num caps, dim 
caps]; the third layer is a digital capsule layer, 
routing The algorithm works in the digital capsule 
layer, and transmits the output of the primary 
capsule to the digital capsule layer in an optimal 
way. Finally, the digital capsule obtains a number 
between 0-1 through the modulus, and this number 
is the digital capsule the credibility of the 
corresponding number. 

The network is shown in Figure 1.The first 
layer is the input layer. The data set used in this 
paper is MNIST, so all images are 28*28 single-
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channel grayscale images (the value of each pixel 
is between 0-255), so the input layer It is 
28*28.The second layer is to perform convolution 
with a step length of 1 through 256 convolution 
kernels with a size of 9*9.The formula for 
calculating the output size of the convolutional 

layer: The third layer is convolution with a step 
size of 2 through 256 9*9 convolution kernels, and 
the output is calculated by formulas as 6*6*256 
data. Some data can be collected through two 
consecutive convolution layers. 

 
Figure 1.  The original capsule network 

The fourth layer is the primary capsule layer. 
This layer rearranges the data of the second 
convolutional layer and transfers data with the 
digital capsules in the lower layer through a 
dynamic routing algorithm. The fifth layer is the 
output layer. First, calculate the length of the 
vector output by each digital capsule, and find the 
vector with the largest modulus. The number 
corresponding to vector that largest modulus is the 
number corresponding to the output of the input 
capsule network with this picture. 

The capsule network is a machine learning 
neural network developed to solve the problem 
that the convolutional neural network will lose the 
location characteristics of the data. Capsule 
network is mainly composed of the convolutional 
layer and primary capsule layer and the digital 
capsule layer, and a dynamic routing algorithm is 
used between the primary capsule layer and the 
digital capsule layer. The dynamic routing 
algorithm is explained below. 

Procedure Routing algorithm 

1: procedure ROUTING ( |
ˆ , ,i j i lu ) 

2:     for all capsule i  in layer l  and capsule j  in layer ( 1l  ): 0ijb    

3:     for r  iterations do 

4:         for all capsule i  in layer l :  softmaxi ic b  

5:         for all capsule j  in layer  1l  : |
ˆ

j ij i ji
s c u  

6:         for all capsule j  in layer  1l  :  squashj jv s  

7:         for all capsule i  in layer l  and capsule j  in layer  1l   

8:     return jv  

The dynamic routing algorithm is used to 
update the capsules in the front and back layers of 
the capsule network, that is, the capsule vector in 
the back layer and the capsule connection 
coefficient between the previous layer are the 

same, and the capsule vector in the previous layer 
is multiplied by the weight matrix. A prediction 
vector is obtained, and if there is a large scalar 
product between this prediction vector and the 
vector calculated later, the coupling coefficient of 
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the capsule vector between the two layers before 
and after will increase. This consistent routing 
method is more effective than the maximum 
pooling used in traditional convolutional neural 
networks 

Through (1) function, the length of an infinite 
vector can be compressed to close to 1, and a short 
vector can be compressed to close to 0, without 
affecting the direction of the vector. This function 
can make the vector easier to propagate and 
prevent excessively long noise vectors Affect the 
output of the entire network. 



2

2
1

S S
j j

V
j

SS jj





 

Capsule network has a unique loss function, 
because the output of the capsule network is a 
vector: 

Among them, if there is a number K , then 

Tk =1, and 0.9m  , 0.1m  . We use 0.5  . 

The sum of the losses of all digital capsules is the 
total loss of this training. 

It can be seen from formula (2) that 

 
2

max 0,m Vk
 is the probability of the existence of 

the number K , that is, when the length of kV  is 

greater than 0.9, the loss function of this part is 0, 
when it is less than 0.9 When this part of the loss 
function is not 0. When the number K  does not 
exist, you need to use the second part to calculate 

 
2

max 0,V mk
 , when the length of kV  is less than 

0.1, the loss function of this part is 0, when it is 
greater than 0.1 When this part of the loss function 
is not 0. 

      
2 2

max 0, 1 max 0,L T m V T V m
k k k k k

      

In the code, we calculate this function as a 
matrix operation. First calculate the length of the 

digital capsule output (16*10 matrix) as kV  (1*10 

matrix), when the correct number is 1, Tk  is in the 

form of one hot encoding (1*10 vector [0,1, 
0,0,0,0,0,0,0,0]), that is, the position values except 
1 are all 0. Bring the two matrices into the loss 

function, and the final kL is also a 1*10 The total 

loss value can be obtained by summing kL  in the 0 

dimension. 

III. ATTENTION MECHANISM CBAM 

A. CBAM 

Convolutional Block Attention Module 
(CBAM) represents the attention mechanism 
module of the convolution module. CBAM is an 
attention mechanism module that combines spatial 
and channel. Compared with Senet is attention 
mechanism that only focuses on channels, CBAM 
also uses an attention mechanism to enhance the 
spatial dimension of the feature map, so CBAM 
can achieve better results than SEnet. 

CBAM is a simple and effective attention 
module for feedforward convolutional neural 
networks. Given an intermediate feature map, the 
CBAM module sequentially infers the attention 
map along two independent dimensions (channel 
and space), and then multiplies the attention map 
by the input feature map for adaptive feature 
modification. Since CBAM is a lightweight 
general-purpose module, CBAM can be 
seamlessly integrated into any CNN architecture 
with negligible overhead, and CBAM can be 
trained end-to-end together with the basic CNN.  

These characteristics of CBAM make it easy to 
be integrated into each network, attach attention 
mechanism to each special network, and improve 
the performance of the network. 
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Figure 2.  CBAM Module  

Based on the traditional convolutional neural 
network module, channel and spatial attention 
mechanism modules are added after convolution. 
The CBAM module is shown in Figure 2. First, 
the convolution output feature map of the 
convolutional layer is added to the feature map 

with channel attention characteristics through the 
Channel Attention module, and then the spatial 
attention feature is added to the feature map 
through the Spatial Attention module, and finally 
Refined is obtained Feature. 

 
Figure 3.  Channel Attention Module 

B. Channel Attention Module 

The channel attention module is shown in 
Figure 3. After processing by the channel attention 
module, a feature map that compares the 
importance of all channels will be obtained. All 
channels in the feature map are multiplied by the 
corresponding channels. As a result, related 
channels will be multiplied by a larger value to get 
a reward, and irrelevant channels will be 
multiplied by a smaller value and be punished. 

The formula for channel attention is(3) and (4) 
function. 


( ) (MLP( AvgPool ( ))

MLP(MaxPool( )))

M F F
c

F




 



( ) (
1 0 avg 

)
1

(

(
0

)
max

( ))

( )

cM F W W F
c

cW W F





 

/ /,
0 1

c r c c r cW R W r   

Is the channel attention probability distribution 
of the final output, is the sigmoid operation, and is 
the shared network. The operation makes a 
probability distribution. 
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Figure 4.  Spatial Atttion Module 

C. Spatial Atttion Module 

The spatial attention module is shown in Figure 
4. After processing by the spatial attention module, 
a feature map will be obtained. This feature map is 
processed by the sigmoid function and contains 
the probability distribution of the information 
contained in each region. This probability 
distribution is compared with the original feature 
By multiplying the graphs, you can increase the 
value of the relevant feature area and decrease the 
value of the irrelevant area. 

Through this method, the key areas in the 
image can be numerically enlarged, so that the 
influence of this area on the output of the network 
is enlarged. 

The formula for spatial attention is as follows: 



7 7( ) ( ([ ( ),

( )]))

F f AvgPooM l F

MaxPool F

c
 

 


7 7( ) ,

avg max
s sM F f F F

c

       

 

Among them is the spatial attention probability 
distribution of the final output, and 7*7 represents 
the size of the convolution kernel. Experiments 
show that the 7*7 convolution kernel has a larger 
amount of parameters, but its effect is very better. 

cM
presents a probability distribution,Because   

is a sigmoid function. 

IV. CAPSULE NETWORK BASED ON ATTENTION 

MECHANISM 

The capsule network based on the attention 
mechanism is shown in Figure 5. After the first 
layer of the convolutional layer, a layer of CBAM 

module is added to enhance the channel and space 
attention of the feature map output by the 
convolutional layer. The main function is to 
extract the features in the feature layer obtained by 
the first layer of convolution, and transfer many 
features to the digital capsule of the next layer 
through the routing algorithm. The CBAM module 
makes it easier to obtain features that are 
beneficial to the results in PrimaryCaps, and then 
transfer the enhanced beneficial features to the 
next layer of digital capsules through the routing 
algorithm, so that the network has a better result. 
After adding the CBAM module, the network has 
the ability to learn the importance of feature 
channels and the importance of feature spaces, and 
the overall learning performance of the network 
has been improved. Therefore, the CBAM module 
can greatly improve the convergence speed of the 
network with a small training cost. 

The attention mechanism can better help the 
capsule network to collect information more 
accurately, and to recognize the required patterns 
more quickly, and this method is in line with 
biology. When humans focus on observing an 
object, they will naturally adjust the interpupillary 
distance. Then pay more attention to the object 
under observation and ignore the objects around 
the observation object. This can bring better 
efficiency, reduce the waste of information 
resources, and improve efficiency. This is also the 
optimal choice for biological evolution. Adjusting 
the interpupillary distance is similar to finding the 
best it conforms to the interpupillary distance 
corresponding to the observed object distance, and 
the CBAM attention mechanism uses the micro 
network inside the module to calculate the channel 
that the network pays attention to. Therefore, the 
attention mechanism is used to try to solve the 
problem of the capsule network with large 
parameters and slow convergence. 
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Figure 5.  Capsule network based on attention mechanism 

V. EXPERIMENT AND RESULT ANALYSIS 

The Python environment used in the 
experimental environment used in this article is 
version 3.8, Pytorch uses version 1.8, the GPU 
used is Titan V, the optimizer used is Adam 
optimizer, the learning rate optimizer is 
ReduceLROn Plateau, the initial learning rate is 
0.001, and the number of iterations is set to 250 
times. 

Table 1 contains the parameter configuration of 
each layer in the network, which is mainly divided 
into the Conv layer, the CBAM layer, and the 
PrimaryCaps layer and the DigitCaps layer.  

TABLE I.  NETWORK MODEL AND PARAMETERS 

Layer Parameters 

Conv 
inputChannel:1; outPutChannel:256 
kernel size= 9; stride=1 

CBAM Channel:256 

PrimaryCaps 

InputChannel:256; 

OutputCaps:32*6*6 
output_dim:8;kernel_size:9,stride:2 

DigitCaps 
Inputcaps:32*6*6; 
out_put_caps:10 

 

 

TABLE II.  NETWORK MODEL ACCURACY 

Net Work Name Routing Number CBAM Module Max Accuracy First time 

CapsNet1 1 False 99.70999908% 133 

CapsNet1_CBAM 1 True 99.66999817% 100 

CapsNet2 2 False 99.65000153% 111 

CapsNet2_CBAM 2 True 99.61000061% 42 

CapsNet3 3 False 99.69000244% 131 

CapsNet3_CBAM 3 True 99.62002324% 82 

CapsNet4 4 False 99.59999847% 141 

CapsNet4_CBAM 4 True 99.55999756% 86 

CapsNet5 5 False 99.65000153% 125 
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The data set in this article uses the MNIST data 
set, and the accuracy of Table 2 is calculated by 
calculating 10,000 images in the test set of the 
MNIST data set. The training set contained in the 
MNIST handwritten digits data set contains 
60,000 example pictures, and the test set contains 
10,000 examples. These numbers have been 
processed into a 28*28 picture and centered in the 
image. This data set is widely used in experiments 
in the field of machine learning. It was created by 
recombining samples from the original NIST 
dataset. The creator believes that because 
MNIST's training data set comes from US Census 
Bureau employees, and the test data set comes 
from American high school students, this is not an 
experiment suitable for machine learning, so the 
MNIST data set was born. In addition, the black 
and white images in MNIST are also normalized 
and processed into 28*28 images. 

The Routing Number in the table is the routing 
times of the capsule network, CBAM Module is 
whether the CBAM module is added, Max 
accuracy is the highest accuracy rate in 100 
training sessions, and First time is the highest 
accuracy rate of Epoch for the first time. 

It can be seen from Table 2 that the highest 
accuracy point of the network after adding the 
CBAM module is about 50% ahead, and the 
accuracy of the loss is within the error range, and 
after the CBAM module is added, the complexity 
of the network is not Improve and strengthen the 
performance of the network. Therefore, we believe 
that the CBAM attention module can improve the 
training efficiency of the network and reduce the 
training time and cost of the network. 

VI. CONCLUSION 

This paper conducts theoretical research and 
comparison on the introduction of the CBAM 
module in the capsule network, and chooses to use 
Python and Pytorch frameworks to conduct 
experiments on the network, and uses the MNIST 
data set for verification research. Conclusions are 
drawn through 10 experiments under the same 
hardware environment. After adding the attention 
module, the training convergence speed has been 
greatly improved, and the accuracy of the network 

has not decreased, which proves the feasibility of 
the attention module in the capsule network. 
Taking into account the errors in the experiment, 
the number of network layers is small, and we will 
use a larger amount of data and deeper networks 
for research in future research. 
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