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ABSTRACT Massively parallel computer (MPC) systems execute many operations based on internal
networks called interconnection networks. The performance of these networks is affected by their topolo-
gies.There are many topologies of interconnection networks for MPC systems, unfortunately, they faced
many drawbacks. Expanding the size of the network degrades the performance of these topologies.
That is why this current paper presents a hybrid-hierarchical interconnection network (HIN) topology by
Shifted Completely Connected Network (SCCN) to circumvent the drawbacks of the existing topologies.
An experimental evaluation involving the design and development of a hierarchical network was carried out.
A two-dimensional higher level networks has been produced and its static network performance parameters
evaluated through simulators. The finding of the simulations has shown some good performances compared
to many previous designed networks. SCCN is better than all conventional networks in terms of diameter,
cost and average distance.

INDEX TERMS Shifted completely connected network (SCCN), Network-on-Chip, interconnection net-
works, hierarchical interconnection networks (HINs), static network performance parameters, massively
parallel computer (MPC) systems.

I. INTRODUCTION
Day by day, the need for supercomputer systems is increas-
ing; these systems are used to process an immense volume
of data rapidly. Besides, these systems solve complicated
problems in parallel by dividing the problem into parts and
distributing these parts between thousands of CPUs and then
combining the results to provide an optimal and fast solu-
tion. The importance of these systems is elevated because
they provide the power to collect, organize, and analyze big
amounts of data. Also, they have many benefits which will
benefit the modern life of humankind by developing new
energy sources, improving the medical services, avoiding
disasters, forecasting the weather, and many other beneficial
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uses [1]. The high demand for signaling technology makes it
difficult for the systemswith a single CPU to satisfy this need.
This participates in making the current computing problems
difficult to be handled by sequential computers [2]. Thismoti-
vated the research community to find new solutions to fulfil
the new technology requirements. Therefore, multiprocessor
systems have emerged to replace the sequential computers.
Massively parallel computer (MPC) systems are considered
as the highest-level computers with the ability to model many
problems in various areas [3]. Improving the performance
and reducing the cost of MPC systems is the priority of the
research work. Therefore, many designs of MPC systems
have been presented looking for an ideal one.

The underlying interconnection network is the backbone
of MPC systems; these networks are responsible for intercon-
necting the processing elements (PEs) inside the system, and
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have a vital role in either improving or degrading the system
performance [1], [4]. Besides, they play themain role in deter-
mining the cost. Therefore, many research-works focus on
improving the performance of these networks by presenting
different topologies to arrange and manage the connection
between the PEs inside the system [5]. The performance of
these topologies have been evaluated statically and dynam-
ically to examine the effectiveness of these topologies. The
main goal of the evaluation is finding an optimal topology to
design MPC systems. Thus, many topologies were proposed,
but it is still infeasible to be implemented [6]. Expanding
the interconnection network size by increasing the number of
computing nodes is the most important factor to strengthen
the computing power of the system which will enable it
to overcome the increasing demand of the computational
power. The early structures of the interconnection network
topologies showed poor performance with the increase of
the network size [7]. Therefore, to solve this problem, hier-
archical interconnection networks (HINs) were proposed as
an alternative solution to replace the conventional networks
in building MPC systems [8]. These networks proved their
capability in expanding the number of computing nodes
inside the system to millions of nodes. Furthermore, HINs
are affordable and fault tolerance networks for MPC systems
and proficient in reducing cost and power consumption [9].

Network-on-Chip (NoC) emerged as a single silicon chip
to be used in employing the communication structures of
large-scale to very-large-scale integration (VLSI) systems.
The rapid improvements of VLSI design have created a suit-
able environment to place a complete system in a single chip.
The benefits of using NoC in designing the large-scale sys-
tems are reducing the system wires complexity, controlling
the power, providing a reliable system; besides, it offers high
flexibility and regular network structure [10]. The perfor-
mance of NoC is affected by the design of the network topol-
ogy. Also, the correct choice of routing protocol is important
in decreasing the network latency and congestion. The archi-
tecture and the performance of MPC system is predicted to
have a promising future depending on NoC [11]. TrueNorth
is unveiled by IBM; it is a chip architecture inspired by
the human brain’s function and efficiency. This chip is cre-
ated from an interconnected network of neurosynaptic cores.
TrueNorth is completely programmable in terms of anatomy
and physiology of the chip, which means a spacious limit of
dynamics, behaviors and structures are allowed by synaptic
crossbar, neuron parameters and inter-core neuron-axon con-
nectivity [12]. Using this technology in building neurosynap-
tic supercomputers by utilizing numerous TrueNorth chips
will make a revolution in this field [13].

In this paper, a new HIN is proposed to build an MPC
system by connecting various levels in a hierarchical design.
This system is built based on a topology called shifted
completely connected network (SCCN) and is composed of
different levels including the Chip-Level, the Board-Level,
the Cabinet- Level, and the System-Level. This network is
proposed to solve the problem of expanding the size of MPC

systems which emerged by using the conventional topologies
in building MPC systems such as 2D-mesh, 2D-torus, hyper-
cube, and so on. Expanding the system size based on these
networks will reduce the performance of these systems. Thus,
in this paper, the size of the proposed network is expanded
by proposing different levels of SCCN and the static perfor-
mance of each level is compared with other networks with
almost the same number of nodes.

The rest of the paper is organized as follows. Section II
describes the architecture of the proposed network.
Section III explains the method of addressing the nodes of the
network. Section IV elaborately discusses the shortest path
routing algorithm proposed for the SCCN. Next, Section V
discusses the static network performance parameters of the
SCCN in comparison with the other conventional networks.
Thereafter, Section VI provides some generalizations based
on the proposed network. Then, Section VII contains the
limitations of this work and highlights some future work
directions. Finally, Section VIII concludes the paper.

II. ARCHITECTURE OF THE PROPOSED SYSTEM
This section discussed the architecture of a parallel computer
system built based on the SCCN topology. The architec-
tures of the Chip-Level, Board-Level, Cabinet-Level, and
System-Level networks are elaborated here. Different struc-
tures networks with extra numbers of nodes are presented;
each higher-level is the connection of multiple lower-levels
in a recursive design.

FIGURE 1. The Architecture of (a) Chip-Level network built based on a
network of six nodes connected completely and is known as Shifted
Completely Connected Network (SCCN). It is considered as a basic module
(BM) of a parallel computer system; (b) The Chip-Level network
composed of multiple BMs connected in a (2 × 2) network and it divided
into two sets of nodes in x-direction and two sets of nodes in y-direction.

A. CHIP-LEVEL NETWORK
The Chip-Level network is based on a network of six
nodes connected completely and called Shifted Completely
Connected Network (SCCN) as shown in Figure 1(a). This
topology considers as a basic module (BM) of a parallel
computer system.Multiple BMs are connected in hierarchical
design based on a shifted mechanism to create the Chip-Level
network. Thus, to build a system with a greater number of
nodes; we will expand the size of SCCN to reach ten or a
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hundred thousand nodes. The connectivity and the design
of the BM-Level of SCCN is shown in Figure 1(a), which
is composed of six nodes connected completely and the
connection between the nodes take place in two directions;
the details are discussed in previous work [14]. Also, it is
evaluated and compared to different networks. Each node in
the BM-level has additional links to act as gate nodes for
external connections. The Chip-Level network is composed
ofmultiple BMs connected in a (2× 2) network and it divided
into two sets of nodes in x-direction and two sets of nodes in
y-direction as shown in Figure 1(b), the connection between
the BMs established by shifting the binary digits of the index
of each node steps to the left or to the right.

B. BOARD-LEVEL NETWORK
The board-Level is composed of multiple BMs connected
hierarchically; each BM is a (2m × 2m) network and refers
to the NoC of SCCN. 1(b) illustrates the architecture of the
BMof the Board-Level network; there are 4 groups connected
through global bidirectional links. Each group has numbers
of free ports to be used in creating advance level networks.
Multiple NoC networks are connected recursively in a (2m ×
2m) 2D-torus network, where m is a positive integer number.
2D-torus is used to expand this system because it has features
summarized in the high speed, less cost, low latency, better
fairness, and low power consumption.

Considering (m = 2) will provide a Board-Level network
with 22 × 22 = 4 × 4 = 16 BMs laying in two dimensional
rectangular and divided into 2m rows and 2m columns. Each
node from this level is connected to its nearest neighbors, and
the connection between them take place in 4 directions; these
directions are +X, −X, +Y, −Y. However, the BMs in the
edges are connected through wrap-around links. The benefit
of using the wrap-around links in this network is to decrease
the distances between the edges, which will provide a fair
connection between the BMs of this network.

FIGURE 2. The architecture of a (4 × 4) Board-Level Network. The BMs in
the edges connected through wraparound links for which the distances
between the edges decrease, providing a fair connection between the
BMs of this network.

The architecture of a (4 × 4) Board-Level illustrated
in Figure 2. The total number of nodes in the higher levels

of SCCN can be obtained from Equation 1.

NL = NL−1 × 2m, (1)

whereNL is the number of processing elements (PEs) in Level
(L),NL−1 is the number of PEs Level (L-1), andm is a positive
integer. From Equation 1, the total number of nodes in the
Board-Level is NL2 = NL1× 2m, where NL1 is the number of
PEs in the Chip-Level which equal to 24 nodes. The value of
m can be any number, however, m = 2 will be considered
to create a (4 × 4) network. By replacing these values in
Equation 1, the number of PEs in the Board-Level is equal
to 384 nodes.

C. CABINET-LEVEL NETWORK
Expanding the size of a supercomputer system is important
in creating a device with hundreds of thousands or millions
of processing elements (PEs); these PEs can process massive
data in parallel and faster. Therefore, we will focus in this
section on proposing larger network than the previous level
called the Cabinet-Level. The BM of the Cabinet-Level is a
(4×4) network and refers to the Board-Level which we have
discussed earlier. The Cabinet-Level network is composed
of several BMs connected in a (4 × 4) 2D-torus network in
hierarchical design. The nodes in this level connected to the
neighbor nodes in four directions and the nodes in the edges
using wrap-around links for connection.

FIGURE 3. The structural design and connectivity of a (4 × 4)
Cabinet-Level network. It is composed of several BMs connected in a
(4 × 4) 2D-torus network in a hierarchical design. The nodes are
connected to the neighbor nodes in four directions and the nodes in the
edges using wraparound links for connection.

Figure 3 illustrates the structure and connectivity of a
(4 × 4) Cabinet-Level network. The hierarchical connection
of the nodes grow the number of nodes in this network which
can be obtained from Equation 1. Therefore, by considering
m = 2, and by knowing the number of PEs in the Board-
Level; the total number of PEs can be obtained from Equa-
tion 1 which equals to 6144 nodes.
The BM of the Cabinet-Level is a regular network that has

been built based on an irregular network represented by the
BM-Level and the Chip-Level. The Chip-Level has several
free ports for the higher-level connection. These ports and
their associated links used to connect multiple BMs to create
the Cabinet-Level network, and it is divided into 2× 2q ports
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for the vertical connections and 2× 2q free ports for the hor-
izontal connections, where q is inter-level connectivity and
q ∈ 0, 1, 2, . . . ,m. Thus, the total number of free ports which
are usable for constructing the Cabinet-Level are obtained
from 4 × 2q = 2q+2, by choosing the minimal inter-level
connectivity when q = 0, the number of these ports will
be 4 × 20 = 20+2 = 4 free ports. These ports are divided
into 2 × 20 = 2 free ports for the vertical connections, and
2× 20 = 2 free links for the horizontal connections.

D. SYSTEM-LEVEL NETWORK
The concern in recent years is to reduce the power consump-
tion of computers and to process numerous amounts of data
faster. Therefore, multi-core processors form of parallel com-
puting became the dominant paradigm in computer architec-
ture [15]. The System-Level of SCCN is Level-5 of hierarchy
which is built based on based on SCCN topology which we
have proposed in this work. Level-4 or the Cabinet-Level
is the BM of this network. Expanding the network size is
important to improve the performance of vital applications
in various sectors such as science and engineering.

The BM of a (2m × 2m) System-Level network arranged in
a rectangular shape with n rows and n columns. The connec-
tion between the BMs in Level-5 occurs through the free ports
and their associated links which are available for higher-level
interconnections in each BM. The total number of free ports
in each level can be calculated by knowing the number of free
ports in each immediate lower level from Equation 2.

fpL = (fpL−1 − 2m)× 2p, (2)

where fpL is the total number of free links in Level-L network,
fpL−1 is the total number of the free ports in the immediate
lower Level, p = 2m where m = 2.

The System-Level network has been created based on
the hierarchical interconnection of a multiple (2m × 2m)
Cabinet-Level in a (2m × 2m) 2D-torus network, where m
is a positive integer. The nodes within the System-Level
network are laying in 2m rows and 2m columns and con-
nected through bidirectional wires to the adjacent nodes. The
connection takes place in four directions north, south, east
and west. Furthermore, the nodes in the edges are connected
through wraparound links to minimize the distances between
the nodes. To guarantee the network granularity and short
distances between the nodes we will consider (m = 2). Thus,
a (4×4) System-Level network will be created with 16 nodes;
these nodes are laying in a two-dimensional rectangular shape
with 4 rows and 4 columns. Figure 4 portrays the structure of a
(4×4) System-Level network. Equation 1 is used to calculate
the number of PEs in this level. Therefore, the total number
of nodes in Level-5 isNL5 = NL4×24 = NBM×24 = 6144×
16 = 98304 nodes. The architecture of the System-Level is
defined based on the values of (m,L,q). Level-5 is a (2m× 2m)
network and the nodes in this network arranged in 2m rows
and 2m columns. m is a positive integer and it has a critical
influence on the network structure, cost, and performance.
Therefore, considering m = 2 is the suitable choice to create

FIGURE 4. The Structural Design of System-Level Network. This is a
(4 × 4) System-Level network with 16 nodes; these nodes are laying in a
two-dimensional rectangular shape with 4 rows and 4 columns and are
connected through bidirectional wires to the adjacent nodes. Nodes in
the edges are connected through wraparound links to minimize the
distances between the nodes.

better granularity network with short distances between the
nodes. L is the network level of the hierarchy, where L = 5
and q is the inter-level connectivity where q ∈ 0, 1, 2, . . . ,m.
However, we will consider the minimal inter-level connectiv-
ity when q = 0. As a result, Level-5 network can be defined
as SCCN (2,5,0).

III. NODE ADDRESSING OF THE SYSTEM
Knowing the exact position of each node in the network is
important to track the message path to the destination node.
Therefore, each node must have a unique number to define
its location inside the system. The (4 × 4) Level-5 built of
various lower levels connected in hierarchical design. There-
fore, the address of each node in this level will compose of
five parts and each part will refer to one level. Therefore,
we conclude that the address of each node in L level of
hierarchy composed of numerous parts calculated from the
number of the lower levels which are creating this level.

The structure of the node address will be denoted in pairs of
x and y values. The nodes in a (4×4) BM of Level-5 network
are addressed in a pair of numbers based on x and y values
of each node and are denoted as ALevel_4 = (ax)(ay), where
0 ≤ (ax)(ay) ≤ m – 1, and m = 4. Besides, the node address
in a (4× 4) Level-3 network is the BM of Level-4, and refers
to the Board-Level is denoted as ALevel_3 = (ax)(ay), where
0 ≤ (ax)(ay) ≤ m – 1, and m = 4. Furthermore, the address
of each node in the BM of Level-3 network which is referring
to a (2× 2) Chip-Level network denoted in a pair of nodes as
ALevel_2 = (ax)(ay), where 0 ≤ (ax)(ay) ≤ m – 1, and m = 2.
The nodes within Level-1 or the BM-Level network which is
the BM of Level-2 representing by a unique decimal number
referring to each node position in this network, these nodes
represented as ALevel_1 = n, where n ∈ 1, 2, 3, 4, 5, 6. The
address of each processing element in Level-L network can
be obtained from Equation 3.

AL =

{
n, if L = 1, 1 ≤ n ≤ 6
(nLx , n

L
y ), if L ≥ 2

(3)
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In General, in Level-L network of SCCN the node address
is represented by Equation 4.

A = ALAL−1AL−2AL−3 . . . . . . . . .A4A3A2A1

= n∞n∞−1n∞−2n∞−3 . . . . . . . . . n3n2n1n0
= n2L−2n2L−3n2L−4n2L−5n2L−6 . . . . . . . . . n8
n7n6n5n4n3n2n1n0

= (n2L−2n2L−3)(n2L−4n2L−5)n2L−6 . . . . . . (n8n7)

(n6n5)(n4n3)(n2n1)n0. (4)

From Equation 3, we determine the total number of digits
in the address of each node in Level-5 network which equals
to n = 2L −−1, where L = 5 and refers to the current level
of the hierarchy, and n is the total number of digits which
compose the node address.

The node is represented based on its location in each
level of hierarchy by using the values of the vertical and
horizontal axis of the node in each level. One group of
digits represents the address of each node which include
values of x and y of the node in each level of the hierarchy.
For instance, (n2L−4n2L−5) is a part of a node address in
a two-dimensional Level-L network, where (n2L−4) is the
value in x-axis and (n2L−5) is the value in y-axis. Therefore,
the node address in Level-5 network is denoted by AL5 =
(n8n7)(n6n5)(n4n3)(n2n1)n0, where the address is read from
the left, the first pair refers to the node location in the System-
Level, the second pair is the node address in the Cabinet-
Level, the third pair is the node position in the Board-Level,
the fourth pair refers to the node address in the Chip-Level,
and finally, the last digit which is a unique decimal integer
number refers to the node address in the BM-Level network.

IV. SHORTEST PATH ROUTING ALGORITHM
Routing algorithms classified as static, quasi-static and
dynamic according to how adaptive they are. The static rout-
ing algorithm is simple to apply but it has some drawbacks
related to traffic changes and resource failures. The routing
path in the static routing is fixed and predetermined. In con-
trast, the dynamic routing algorithm affected by the traffic and
the topological changes in choosing the suitable path but it is
complex to be implemented. The shortest-path algorithm was
used commonly in the quasi-static category. In this algorithm,
the link distances remain fixed for a short time but it will
be changed when important changes happen. In this paper,
we used a simulator to determine the routing path between
any two nodes in the normal condition. However, in the case
of resource failures or traffic congestion, the path will be
changed and increased in the worst case extra two hops as
shown in Figure 5.

Routing a message in any level (L) of the proposed system
meaning that the message will close the cycle by passing
all lower levels of hierarchy starting from the BM-Level
to the current level (L) and vice versa. For example, rout-
ing a message in the System-Level means that the message
will pass through all levels of the hierarchy starting from

FIGURE 5. Multiple routing paths in the System-level network. The
shortest-path algorithm used commonly into the quasi-static category in
which the link distances remain fixed for a short time but it will be
changed when important changes happen. In the case of resource
failures or traffic congestion, the path will be changed and increased,
in the worst case, extra two hops.

the BM-Level, and then through the Chip-Level, Board-
Level, Cabinet-Level and finally to the System-Level. Using
wrap-around links in creating this network will make the
routing mission easier by traversing only one link to send a
message between the edges. The proposed routing algorithm
takes into account the shortest path between any two nodes;
thereby, the position of each node plays the main role in
determining the routing path between any two nodes. Each
BM in this system has four free ports used as gateways,
thus, choosing the proper gateway depends on choosing the
smallest distance between two nodes. Connecting any two
nodes in any level (L) depends on determining the distance
between them. For instance, in a (4 × 4) System-Level net-
work, the nodes take numbers from 0 to 98,303, where 0 is
the first node in this network and located in (0, 0) node of this
System, and 98,303 is the last node and located in (3, 3) node
in x and y directions of this network.

These nodes distributed in 4 rows and each row contains
several nodes equal to total # of nodes

# of total nodes =
98,304

4 = 24, 576
nodes. To derive the values of x and y coordinates for each
node, we need to know the index number (n) of each node in
the System-Level, where 0 ≤ n ≤ 98, 303. The address of
each BM represented in a pair of x and y. Thus, the value of
x of any node can be derived from Equation 5, and the value
of y is the result of Equation 6.

x =
Nx
Nr

, (5)

y =
Nx%Nr
NBM

, (6)

where, Nx is the node index, while 0 ≤ Nx ≤ 98303, and
Nr is the total number of nodes in each row, NBM is the total
number of nodes in the BM of the System-Level and refers to
the Cabinet-Level network.

Knowing the distance between the source and the destina-
tion nodes is essential to determine the routing path between
the two nodes. Therefore, the distance between any two nodes
can be measured by defining the position of each node in
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the System-Level by knowing the values of x and y of this
node. By assuming that we have (x1, y1) as a source node, and
(x2, y2) as a destination node, the distance between these two
nodes can be measured from Equations 7 and 8 respectively.

X = |x2 − x1|, (7)

Y = |y2 − y1|. (8)

Then, the obtained results from Equations 7 and 8 will be
compared if it is { >, <, =} the result of Equation 9.

1
2
×

Nr
NBM

. (9)

The routing decision in the System-Level will be taken
based on the results of the comparison between these equa-
tions. Therefore, the packet could be routed either through
the south, north, east, or west gateway. Figure 6 shows how
a decision take places to route a packet between two nodes;
besides, it shows the path the packet will be used to reach its
destination in the System-Level network.

FIGURE 6. Routing a Message in the Proposed System. Inside one node in
this system, the source node needs to traverse four levels of hierarchy
starting from the BM-Level and passing the Cabinet-Level to reach the
System-Level of this network and then it will be routed through this level
to reach another BM of the System-Level which is containing the
destination node. By traversing four levels of hierarchy starting from the
Cabinet-Level to the BM-Level to deliver the message to the proper
destination, this operation accomplished.

For example, from Figure 6, the routing path between
two nodes illustrated in a (4 × 4) System-Level network.
The nodes in this example are node number (79,870) as a
source node and node number (43,005) as a destination node.
The routing in this example will be from a higher value
node to a lower value node. Thus, to connect these nodes,
we need to determine the exact BMs in the System-Level to
which each node belongs. Then we will apply the steps of
determining the routing algorithm by substituting the values
in the equations from 4 to 8 to measure the proper path to
forward the message to its destination. Figure 7 shows how
to choose the shortest path inside the Chip-Level network of
this system. Besides, Figure 7 illustrates the steps of taking
a decision inside the System-Level to send a message to its
destination. Figures 7 and 8 are used to interpret the used
simulator to determine the suitable path the message needs
to follow based on the shortest path between any two nodes

in the proposed system. Besides, part of the code of routing
a message in this system shown in Figure 8. The routing
decision in all levels which are composing the system created
based on the routing mechanism in Figure 7 and Figure 8.
Simulator programs are used to calculate the routing path

in the chip and the system levels as shown in Algorithm 1
and Algorithm 2 respectively. The routing algorithms and
flowcharts are complex because this network is hierarchi-
cal in nature. We studied all the connection possibilities
between the nodes, and determined all paths that packets
should use during the connection. Therefore, we took into
account all these paths during the creation of our simulation
to obtain accurate results. The general explanation of this
algorithm is that, when the connection between any two nodes
become possible, the packet will take the shortest path to
reach the destination. We have explained in the manuscript
about the equations which were used in the simulator to
determine the direction. These equations are Equations (3)
to (8). To improve the readability of the paper, the algorithms
are explained using flow chart in the paper and pseudo codes
of the algorithm are included in the appendix. In this paper,
we proposed a static connection between the nodes in this
system by proposing this routing protocol. However, in future
works, wewill test dynamic protocols for this network andwe
will consider the connection under different circumstances
such as deadlock, congestion, delay and so on. In addition,
we will discuss the effect of increasing the number of paths
between the nodes.

V. STATIC NETWORK PERFORMANCE PARAMETERS
EVALUATION
The static network performance parameters of SCCN and its
higher-levels will be evaluated in this section. A system is
built from numerous levels starting from Chip-Level, Board-
Level, and Cabinet-Level. Each topology has its own archi-
tecture and all of them are different from the other. This
is why, maximum possible number of nodes connected by
different topology is different and so, the number of nodes
break off at different points. Each level in this system is
evaluated by computer simulator and the results were com-
pared to different networks. However, due to the irregular-
ity of SCCN, it was difficult to make a fair comparison.
Therefore, we compare it to hierarchical and conventional
networks with almost the same number of nodes. Tables and
figures are used to represent the comparison between these
networks to show the attributes of each network in various
levels.
Simulator: All well-known simulators were used for the

evaluation of dynamic communication performance (mes-
sage latency and network throughput). Dynamic communi-
cation performance is not the scope of this paper. The scope
of this paper is static network performance. And for the
evaluation of the static network performance, we used our
own simulator to evaluate this network statically. For future
works, we will use either Gem5 or bookism to evaluate the
dynamic parameters of this proposed SCCN.
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FIGURE 7. Flowchart of Routing a Message in the Chip-Level. This figure illustrates how to choose the shortest path inside the Chip-Level network of this
system. Furthermore, it demonstrates the steps of taking a decision inside the System-Level to send a message to its destination.
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FIGURE 8. Flowchart of Routing a Message in the System-Level. Part of the code of routing a message in this system shown. Both of the flow charts are
used to interpret the used simulator to determine the suitable path the message needs to follow based on the shortest path between any two nodes in
the proposed system.
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Therefore, to evaluate the performance of the System-
Level of SCCN consisting of 98,304 nodes, we created a
simulator by using C++. In this program multiple functions
are created and then called during the routing process to
measure the paths taken by a message in the lower levels of
this system. The functions of this simulator for system level
performance evaluation are as follows:

1) BM Function: This function will be called when the
message will be routed in the proposed basic module
which is composed of six nodes.

2) Chip Function: This function will be called when
the message will be routed in the Chip-Level network
which is composed of 24 nodes.

3) Board Function: This function will be called when
the message will be routed in the Board-Level network
with 384 nodes.

4) Cabinet Function: This function will be called when
the routing processes will be running in the Cabinet
Level network with 6144 nodes.

The performance evaluation process for this large number
of nodes in the system level took quite long time, almost three
weeks. Therefore, the evaluation process is done by dividing
this number of nodes to segments and evaluate each segment
separately, finally at the end, we merged the results.

The routing protocol is the simple shortest path algorithm,
but it took long time because of the permutation and com-
bination of huge number of nodes. However, complexity of
routing is low. The simulator worked with 98,304 nodes and
to connect every single node to all other nodes, we divided
this high number of nodes into multiple parts, and each part is
run on a different computer. Finally, we merged the outcome
from each computer, and we used it to simulate the final
results. The work on each part of this simulator took at least
two days to get the results. The computers which we used
to run this simulator kept running during the duration of
evaluating the system-level network.

In any network, message can be sent from any node to any
other nodes, whereby the source destination pair is randomly
selected. Therefore, we have considered all distinct pairs of
nodes for performance evaluation. We have evaluated the hop
distance of all distinct pairs of 98,304 nodes using shortest
path algorithm. To calculate the hop distance parameter of
these huge number of distinct pairs of nodes of a system
level SCCN will take huge time. Also, the routing algorithm
become complex because the proposed SCCN is a hierarchi-
cal network, not a regular network. In the simulator, we have
considered all the possible ways to send the message from a
source to its destination using shortest path.

A. NODE DEGREE
The input and out complexity of a network is measured
by the node degree, which is the maximum node degree
between all the nodes of a network and defined as the max-
imum number of physical links emanating from a node to
be connected to the other nodes [16]. In each level of the

TABLE 1. Comparison between the chip-level and other networks.

System-Level, the BMs connected through gate nodes, cho-
sen based on the minimum node degree. From the archi-
tecture of the BM-Level and the Chip-Level of SCCN,
the minimum node degree is equal to 5 as shown
in Figure 1(a) and (b). Therefore, to create a higher-level
network, new physical links will be added to increase the
degree to 6.

Tables 1, 2, and 3 show the comparison between different
networks and different levels of SCCN; these levels are the
Chip-Level, the Board-Level, and the Cabinet-Level respec-
tively. The node degree of SCCN in all these levels has fixed
number which will maintain a fixed network cost. Figure 9
depicted the comparisons in Tables 1, 2, and 3. Besides,
it depicted the comparison between the System-Level of
SCCN with 98,304 nodes and multiple networks. The node
degree of the hypercube network grows rapidly as the num-
ber of nodes increases. However, the other networks keep a
certain degree as shown in Figure 9.

FIGURE 9. Node Degree Comparison of Various Networks. The node
degree of SCCN in Chip-Level, Board-Level, and Cabinet-Level has fixed
number which will maintain a fixed network cost.The node degree of the
hypercube network grows rapidly as the number of nodes increases.
However, the other networks keep a certain degree as shown. SCCN has
node degree equal to that of TTN, 3D-mesh, 3D-Torus networks and a
little bit higher than that of 2D-torus, 2D-mesh, and TESH networks.

SCCN has node degree equal to that of TTN, 3D-mesh,
3D-Torus networks and a little bit higher than that of
2D-torus, 2D-mesh, and TESH networks. Higher node degree
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TABLE 2. Comparison between the board-level and other networks.

TABLE 3. Comparison between the cabinet-level and other networks.

increases the network complexity by increasing the number
of links in the network. However, it increases the paths that
packets can use to move from a source to a destination node
which will control high bandwidth and mitigate congestion.
SCCN has fixed and moderate degree between the networks
which is illustrated in Figure 9.

B. NETWORK DIAMETER
The packet traverses several nodes in its journey from a
node to another when the source and the destination nodes
are not directly connected. Therefore, the distance between
a source and a destination node is the total number of the
traversed hops to send a message between them. In most of
the interconnection networks, there are many paths between
any pair of nodes and the length of the path affects the
message delivery. The short path to send a message between
two nodes is desirable and indicate good performance. Net-
work diameter is defined as the maximum length among
the lengths of the shortest paths between all the possible
pairs of nodes in the network [17]. This means the network
diameter is the worst-case distance between two nodes by
choosing the shortest path, and it is proportional to the packet
delay. Furthermore, it has a direct impact on the broadcasting
time of a message between a source node to all other nodes.
Thus, the short diameter implies using a short time to send a
message.

A computer simulator is used to measure the diameter of
each level in this system by taking into consideration the

shortest path between the source node to all other nodes.
The outcome of these simulators of each level is tabulated
in Tables 1, 2, and 3. Also, Figure 10 illustrates the changes
in the diameter of SCCN and multiple networks when the
number of nodes in the network increase to reach the height
level of the hierarchy. Each level of SCCN compared to
other networks with almost the same number of nodes.
Table 1 shows that Chip-Level of SCCN has the shortest
networks diameter compared to 2D-mesh, 2D-torus and Fat
Tree networks. Besides, as shown in Table 2, the Board-Level
has the best and the shortest network diameter between all
the networks in this table by taking into account the total
number of nodes of each network. The network diameter of
the Cabinet-Level of SCCN shows a moderate size compare
to the networks in Table 3. The variances in the number
of nodes as shown in Table 3 between SCCN and all other
networks will minimize the difference in the diameter length
between these networks.

Figure 10 depicts the network diameter comparison
between multiple networks and it shows the effect of increas-
ing the number of nodes of each network on the diameter size.
SCCN diameter is better than that of 2D-mesh, 3D-mesh,
and 2D-torus networks. In contrast, it is a little bit higher
than that of TESH, TTN, and 3D-torus networks. However,
by taking into account the number of PEs in each network
the difference will be minimized. This implies the network
diameter of SCCN is shorter than that of the conventional
interconnection networks which used in building previous
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FIGURE 10. Diameter Comparison of Various Networks. The graph shows
the effect of increasing the number of nodes of each network on the
diameter size. SCCN diameter is better than that of 2D-mesh, 3D-mesh,
and 2D-torus networks. In contrast, it is a little bit higher than that of
TESH, TTN, and 3D-torus networks.

generations of MPC systems and it is suitable to make SCCN
a good competitor with HINs.

C. AVERAGE DISTANCE
In multiprocessor systems, the actual performance of a net-
work is not always reflected by network diameter because the
source node is connected to many nodes during the program
execution. Many short paths other than network diameter
will traverse during this operation. As a result, knowing the
average distance of a network is important practically to know
the actual travelled distance. The network diameter is mea-
sure based on this topology. However, the average distance is
measure based on the way of distributing messages between
the nodes. The average distance of a network is defined as
the mean distance between all distinct pairs of nodes in this
network. Small average distance improves performance by
decreasing the communication latency of a network [18].

The average distance of SCCN is evaluated in this
section and the results are compared to various intercon-
nection networks. The average distance of the Chip-Level,
Cabinet- Level, and Board-Level was calculated by computer
simulators and tabulated in Tables 1, 2, and 3 respectively.
Besides, the System-Level with 98,304 nodes was assessed
by a simulator and illustrated in Figure 13. SCCN has the
smallest average distance compared to the other networks as
shown in Tables 1 and 2. Besides, by taking into account the
total number of nodes of SCCN to the total number of nodes
of the other networks in Table 3, the differences in the average
distance between SCCN and these networks will be trivial.

Average distance comparison of various networks is
depicted in Figure 11, and it shows the effect of increasing

FIGURE 11. Average Distance Comparison of Various Networks. The graph
displays the effect of increasing the number of nodes of each network on
the average distance of this network.SCCN has better average distance
than that of 2D-Mesh, 2D-Torus, 3D-Mesh, and 3D-Torus networks.

the number of nodes of each network on average distance
of this network. SCCN has better average distance than that
of 2D-Mesh, 2D-Torus, 3D-Mesh, and 3D-Torus networks.
However, it has a little bit higher average distance than that
of TESH, and TTN networks regardless the huge difference in
the total number of nodes of each network which will reduce
the gap between the average distance of these networks. This
implies SCCN has better performance in term of average dis-
tance than most of the popular conventional interconnection
networks that are used in the industrial sector. Also, it is
a strong competitor with other hierarchical interconnection
networks which were introduced recently.

D. THE COST
Node degree and diameter of the interconnection network
have a crucial impact on the message traffic density,
inter-node distance, and fault tolerance of these networks.
In multiprocessor systems, the product of (diameter ×
degree) is a good standard to measure the relationship
between the cost and the performance of these systems. Net-
work with high node degree has a high cost. However, long
diameter decreases the network bandwidth [19]. Keeping
a fixed basic configuration of a node while increasing the
network size participate in providing a fixed increase in the
network cost.

The cost of creating several networks is tabulated
in Tables 1, 2, and 3 and illustrated in Figure 12. The cost
comparison of the Chip-Level, the Board-Level, the Cabinet-
Level, and the System-Level of SCCN compared to numerous
networks is presented in Tables 1, 2, and 3 and Figure 12
respectively. Cost of the Chip-Level is cheap compared to the
other networks as shown in Table 1. Besides, Table 2 shows
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that the Board-Level of SCCN has a moderate cost between
other networks. However, by considering the size of SCCN
and the size of other networks, we will find that the extra
cost of SCCN came from the extra nodes and links which
make SCCN size larger than these networks. Also, the same
perception applied to the Cabinet-Level of SCCN which has
extra 2,049 nodes compared to the networks in Table 3.

FIGURE 12. Cost Comparison of Various Networks. The figure shows the
fluctuations of the cost against the increase of the number of the nodes
of each network. The cost of SCCN maintains a low rate compared to
2D-mesh, 2D-torus, and 3D-mesh networks and is a little bit higher than
that of TESH and TTN networks. Besides, it almost equals the cost of the
3D-Torus network.

Figure 12 shows the fluctuations of the cost against the
increase of the number of the nodes of each network. The
cost of SCCN maintains a low rate compared to 2D-mesh,
2D-torus, and 3D-mesh networks. Besides, it almost equals
the cost of the 3D-Torus network. In contrast, Figure 12
shows that the cost rate of SCCN is a little bit higher than that
of TESH and TTN networks. The highest level of SCCN has
extra 32,768 nodes than the total number of nodes in the same
level of TTN and TESH networks. This will participate in
degrading and explaining the cost differences between these
networks. Therefore, applying SCCN in MPC systems have
a good impact on decreasing the total cost of creating these
systems.

E. ARC CONNECTIVITY
In interconnection networks, arc connectivity is a measure for
the network robustness, also, it reflects path diversity between
the nodes. Network arc connectivity is the minimum number
of links that must be removed to disjoint a network into two
parts. Therefore, arc connectivity is always equal to or less
than the node degree of the network. High arc connectivity
is desirable and implies a large number of links that can
be removed from a network to separate a node from its
neighbors and keep the network connection; this will provide
a strong and fault-tolerance network [20]. Arc Connectivity
calculation of a (4 × 4) SCCN is illustrated in Figure 13.

Tables 1, 2 and 3 show arc connectivity compari-
son between the Chip-Level, the Board-Level, and the
Cabinet-Level of SCCN respectively on one side and a col-
lection of other networks on the other side. The Chip- Level
has moderate arc connectivity compared to the networks
in Table 1. In Table 2, SCCN has the highest value of arc
connectivity compared to the other networks. Besides, SCCN
in Table 3 shows the best result of arc connectivity compared
to all networks except 3D-Torus. The effect of increasing the
number of nodes of multiple conventional and hierarchical
interconnection networks on arc connectivity of these net-
works are depicted in Figure 14.

SCCN arc connectivity is higher than that of 1D-Array,
Ring, 2D-mesh, 2D-torus, 3D-mesh, TESH, and TTN. How-
ever, it is a little bit lower than that of 3D-torus network. High
arc connectivity of SCCN compared to the other networks
makes it more fault tolerance and more robust than these
networks. This qualifies SCCN to be a good choice in terms
of arc connectivity over all these networks for MPC systems.

F. BISECTION WIDTH (BW)
Bisection width (BW) is an important attribute to measure
the performance of the interconnection networks and it has a
crucial impact on the cost of VLSI layout of these networks.
Furthermore, BW is vital to measure the traffic volume that
can be controlled by a network and is useful in assessing the
area required from the VLSI implementation of this network.
BW of a network defined as the minimum number of wires
that must be cut to separate the network into two halves [21].
The higher Levels of SCCN are created based on the hierar-
chical interconnection of the lower-level networks connected
in a 2D-torus network. Since the BW of 2D-torus network
with N number of nodes is 2

√
N , thus, we can derive BW of

a (2m × 2m) SCCN network from Equation 10.

BW (SCCN ) = 2
√
2m × 2m. (10)

Here we consider SCCN is a (4 × 4) network and by
substituting that in Equation (9) we will get BW of the
higher levels of SCCN starting from the Board-Level which
is equal to 8. This indicates that to divide these Levels to
equal parts, we must remove 8 links from each network.
Solving many problems by separating input data into two
equal parts is beneficial. Data in each part will be processed
separately and then the results will be merged to provide
a final solution to the problem. Small BW is desirable for
efficient VLSI realization; however, it means low bandwidth
which will affect in slowing the merge of the final results
of the two parts. In contrast, large BW indicates a network
with fast data exchange leading to a high degree of fault
tolerance. That means large BW is more desirable but it needs
a large layout area of VLSI implementation. As a result,
we concluded that the best BW of a network is the moderate
one which means the network has fast data exchange and
effective VLSI implementation. Table 1 shows that BW of the
Chip-Level of SCCN is extremely lower than that of 2D-torus
and Fat Tree networks and almost equal to that of 2D-mesh.
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FIGURE 13. Arc Connectivity calculation of the proposed network. Removing 5 links disconnects the network into two disjoint parts. Node
6 is removed by cutting the 5 wires which are connecting it to the other nodes. That is the minimum number of links that can be removed
to disconnect a node within this network which implies that the arc connectivity of Level-3 network of SCCN is 5.

FIGURE 14. Arc connectivity Comparison of Different networks. The graph
depicts The effect of increasing number of nodes of multiple conventional
and hierarchical interconnection networks on arc connectivity of these
networks. SCCN arc connectivity is higher than that of 1D-Array, Ring,
2D-mesh, 2D-torus, 3D-mesh, TESH, and TTN nonetheless it is a little bit
lower than that of 3D-torus network.

Tables 2 and 3 exposed that the Board-Level and the
Cabinet- Level of SCCN has a fixed value of BW and it
is moderate compared to the other networks in these com-
parisons. Increasing the size of SCCN by increasing the
total number of nodes does not affect BW of this network.
Figure 15 shows that SCCN maintains the same value of BW
starting from the Board-Level to the System-Level network.

FIGURE 15. Bisection width comparison of different networks. SCCN
maintains the same value of BW starting from the Board-Level to the
System-Level network.BW of SCCN is lower than that of the hypercube,
3D-mesh, 3D-torus, 2D-mesh, and 2D-torus, and practically higher than
that of Array, and Ring networks.

Besides, it shows BW of SCCN is lower than that of the
hypercube, 3D-mesh, 3D-torus, 2D-mesh, and 2D-torus, and
practically higher than that of Array, and Ring networks.
This implies that SCCN poses a moderate bisection width
which will grant SCCN a fast data exchange and effective
VLSI implementation. On the other hand, BW of Hypercube,
3D-torus, and 3D-mesh is extremely high which implies the
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implementation of these networks needs a large layout area of
VLSI which is undesirable in MPC systems. Also, networks
such as Ring, and Array have too small BW which implies
a slow data exchange. Consequently, SCCN is suitable com-
pared to these networks for MPC systems in term of BW.

G. WIRING COMPLEXITY (WC)
Wiring complexity (WC) of an interconnection network
related to the number of physical links and is defined as the
total number of wires needed to connect each node to the
other nodes in this network. Network complexity increases
as the number of wires increase which has a significant
influence on the cost of the network. High wiring complexity
increase the cost of the network; however, low wiring com-
plexity indicates low cost. In this section, wewill calculate the
wiring complexity of SCCN in multiple levels of hierarchy.
Therefore, from the lower levels which are composing this
system, we will derive a formula to measure WC of the high-
est level with 98,304 nodes. Equation 11 is used to measure
WC for the BM-Level.

WCBM =
[
N
2
+ (N × 2)

]
, (11)

N is the PEs in the proposed topology which equals to 6.
Besides, Equation 12 to measure WC of the Chip-Level.

WCL2 =
[[
N
2
+ (N × 2)

]
× 4

]
+ 6, (12)

N is the PEs in the proposed topology which equals to 6.
Equation 13 used to measure WC of the Board-Level.

WCL3 = ((Nx × Ny)× (((
NBM
2
+ (NBM × 2)× 4)+ 6))
+(2× (Nx × Ny)), (13)

where NBM the entire number of nodes in the BM, and Nx
is the overall number of nodes in x -direction of the Board
Level and Ny is the overall number of nodes in y -direction
of this network. Equation 14 is used to calculate the wiring
complexity of the Cabinet-Level of SCCN.

WCL4 = ((Nx × Ny)× ((Nxl3 × Nyl3)

×(((
NBM
2
+ (NBM × 2)× 4)+ 6)

+(2× (Nxl3 × Nyl3))))+ (2× (Nx × Ny)). (14)

Here, NBM is the PEs in the BM-level, Nxl3 is the overall
number of nodes in x -direction of the Board-Level, Nyl3 is
the entire number of nodes in y -direction of the Board-Level.
Nx is the PEs in x -direction of the Cabinet-Level, and Ny is
the PEs in y -direction of the Cabinet-Level.

The System-Level is composed of multiple cabinet lev-
els connected in a 2D-torus network in hierarchical design.
Therefore, WC of

(
Nx × Ny

)
System-Level will be a com-

bination of the wiring complexity of all the previous levels
and it can be measured from Equation 15, Nx is the PEs in
x -axis of this network and Ny is the PEs in y -direction of the
System-Level.

WCL5
= ((Nx × Ny)× (((Nxl4 × Nyl4)× ((Nxl3 × Nyl3)

FIGURE 16. Wiring Complexity Comparison of Different networks. The
graph compare the increase of the network size to the increase of its
wiring complexity.Wiring complexity of SCCN is lower than that
of 3D-mesh, 3D-torus, Hypercube, and Fat Tree networks but it is higher
than that of TTN, TESH, 2D-mesh, 2D-torus and Dragonfly networks.

×(((
NBM
2
+ (NBM × 2)× 4)+ 6)+ (2× (Nxl3

×Nyl3))))+ (2× (Nxl4 × Nyl4))))+ (2× (Nx × Ny)).

(15)

Here, Nxl4 represent the entire number of nodes in x -axis
of the Cabinet-Level, Nyl4 is the PEs in y -axis of the Cabinet
Level, Nxl3 the PEs in x -axis of the Board-Level, Nyl3 is the
entire number of nodes in y -axis of the Board-Level, and
NBM is the overall number of nodes in the BM of this network
which equal to 6. By substituting these values in Equation 14
we will get the wiring complexity of the System-Level of
SCCN.

Building a system based on a completely connected topol-
ogy will increase the physical links in internal network.
The nodes in the BM of SCCN are connected completely.
However, in the higher levels, to reduce the complexity of
these levels, we connected each lower level in a 2D-torus
network. In Table 1, WC of the Chip-Level is higher than the
other networks. Besides, Table 2 tabulates wiring complexity
comparison between the Board-Level of SCCN and multiple
networks and it shows SCCN recorded the highest number of
wires compared to these networks. Table 3 shows that WC of
the Cabinet-Level is lower than that of 3D-Mesh and 3D-torus
networks and higher than that of the other networks that were
included in this comparison.

Figure 16 compares the increase of the network size to
the increase of its wiring complexity. SCCN has a moderate
wiring complexity between all these networks in almost all
levels. Wiring complexity of SCCN is lower than that of
3D-mesh, 3D-torus, Hypercube, and Fat Tree networks. How-
ever, it is higher than that of TTN, TESH, 2D-mesh, 2D-torus
and Dragonfly networks. A little bit higher wiring complex-
ity of SCCN achieved a network with good performance
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compared tomany conventional and hierarchical interconnec-
tion networks. This could qualify SCCN to be a better choice
in building future generations of MPC systems.

VI. SOME GENERALIZATIONS
A system is proposed based on SCCN; this network started
with 6 nodes and expanded to 98,304 nodes. The total number
of nodes in this system is higher than that of the world’s most
powerful supercomputer which is called Summit. It com-
poses of 4,356 nodes [19]. Moreover, the proposed system
has number of nodes higher than that of Sunway Taihulight
supercomputer which has 40,960 nodes and considered as
the second powerful supercomputer in the world [22]–[24].

The proposed system composed of multiple stages includ-
ing the Chip-Level stage with 24 nodes, the Board-Level
stage with 384 nodes, and the Cabinet-Level stage with
6144 nodes. All these levels evaluated and compared to
different networks with almost the same number of nodes.
SCCN showed better results than the other networks in most
of these comparisons. For instance, SCCN with 24 nodes
has a better diameter and average distance than 2D-mesh,
and 2D-torus. Furthermore, SCCN with 384 nodes has also a
better diameter and average distance than 2D-mesh, 2D-torus,
TESH, MMN, and TTN. Besides, SCCN with 6144 nodes
has a better diameter and average distance than 2D-mesh.
2D-torus, and 3D-mesh networks.

Furthermore, SCCN showed good results in many aspects
such as cost, arc connectivity, bisection width, and wiring
complexity than multiple networks which we have included
in these comparisons. The size of SCCN expanded better than
all other networks as clarified in this paper which participates
in creating a systemwith a huge number of nodes. As a result,
SCCN could be a good choice over many conventional and
hierarchical interconnection networks for MPC systems.

VII. LIMITATIONS AND FUTURE WORK
The limitation of this paper is to propose a topology for
MPC systems. This topology used as a BM to build the
higher-level networks by interconnecting multiple levels net-
works in a hierarchical fashion to build an MPC system. The
static networks performance of each level is evaluated by a
computer simulator, built by C++, dedicated for evaluating
the network statically under the normal conditions by using
the short path routing protocol. Finally, we compared the
obtained results with that of different networks.

For future work, we will assess the dynamic communi-
cation performance of each level in the proposed system,
and propose 3-dimensional design of SCCN (3D-SCCN).
A hierarchical interconnection network (HIN) is a plausible
alternative way to interconnect millions of nodes for the next
generation MPC system. However, no HIN is a plausible
alternative option for the industry community yet. Thus, HIN
is a promising research area for the MPC system. Dynamic
performance using dynamic traffic patterns for a network
topology is highly desired, and it is tiring and time-consuming
for a HIN consisting of a huge number of nodes. The very

Algorithm 1 Routing Protocol of a Message in the
Chip-Level Network
Define Network Nodes:
input: (N = 24, Gn = 24, Mn = 6, si, dj, hop, i, j)
Optimize Network State:
output: (Sum, Diameter, Average-Distance)
Initialization:
(hop = 0, Sum = 0)
Begin:
for i = 0 to N-1 do
for j = 0 to N-1 do
While(si 6= dj) do
if (si mod Mn < dj mod Mn and si div Mn = dj div

Mn or si mod Mn > di mod Mn and si div Mn = dj div Mn)
then si = si + (dj - si); hop = hop + 1;

else if (N – si> N - Mn and N – dj > N - (2 * Mn)
and N – dj <= N - Mn and si 6= (N – Gn) +1 or N – si> N-(2
* Mn) and N - si<= N – Mn and N – dj > N – Mn and si =
(N – Gn)+10) then si = (N – Gn)+ 1; hop= hop+ 1; //The
connection between Group A and B

else if (N – si> N - Mn and N – di > N - (2 * Mn) and N
– di <= N - Mn and si = (N – Gn) +1 or N – si> N-(2 * Mn)
and N - si<= N – Mn and N – dj > N – Mn and si 6= (N – Gn)
+10) then si = (N – Gn) + 10; hop = hop + 1; // Delivering
the message from A to B

else if (N – si> N - Mn and N – dj > N - (3 * Mn)
and N – dj <= N - (2 * Mn) and si 6= (N – Gn) +2 or N – si>
N-(3 *Mn) and N - si<=N –(2 *Mn) and N – dj >N –Mn and
si = (N – Gn) +16) then si = (N – Gn) + 2; hop = hop + 1;
//The connection between Group A and C

else if (N – si> N - Mn and N – dj > N - (3 * Mn)
and N – dj <= N - (2 * Mn) and si = (N – Gn) + 2 or N – si>
N-(3 * Mn) and N - si<= N – (2 * Mn) and N – dj > N – Mn
and si 6= (N – Gn)+16) then si = (N – Gn)+ 16; hop= hop
+ 1; // Delivering the message from A to C

else if (N – si> N - Mn and N – dj > N - (4 * Mn)
and N – dj <= N - (3 * Mn) and si 6= (N – Gn) +3 or N – si>
N-(4 * Mn) and N - si<= N –(3 * Mn) and N – dj > N – Mn
and si = (N – Gn)+ 21) then si = (N – Gn)+ 3; hop= hop+
1; //The connection between Group A and D

else if (N – si> N - Mn and N – dj > N - (4 * Mn)
and N – dj <= N - (3 * Mn) and si = (N – Gn) + 3 or N –
si> N-(4 * Mn) and N - si<= N – (3 * Mn) and N – dj > N –
Mn and si 6= (N – Gn) +21) then si = (N – Gn) + 21; hop =
hop + 1; // Delivering the message from A to D

else if (N – si> N -(2 * Mn) and N – si <= N - Mn
and N – dj > N - (3 * Mn) and N – dj <= N - (2 * Mn) and
si 6= (N – Gn) +8 or N – si> N-(3 * Mn) and N - si<= N –(2
* Mn) and N – dj > N –(2 * Mn) and N – dj <= N - Mn and
si = (N – Gn) + 13) then si = (N – Gn) + 8; hop = hop + 1;
//The connection between Group B and C

else if (N – si> N -(2 * Mn) and N – si <= N - Mn
and N – dj > N - (3 * Mn) and N – di <= N - (2 * Mn) and si
= (N – Gn) +8 or N – si> N-(3 * Mn) and N - si<= N –(2 *
Mn) and N – dj > N –(2 * Mn) and N – dj < = N - Mn and
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Algorithm 1 (Continued.) Routing Protocol of a Message in
the Chip-Level Network
si 6= (N – Gn) + 13) then si = (N – Gn) + 13; hop = hop +
1; //Delivering the message from B to C

else if (N – si> N -(2 * Mn) and N – si <= N - Mn and
N – dj > N - (4 * Mn) and N – dj <= N - (3 * Mn) and si 6= (N
– Gn) + 7 or N – si> N-(4 * Mn) and N - si<= N –(3 * Mn)
and N – dj > N –(2 * Mn) and N – dj <= N - Mn and si = (N
– Gn) + 20) then si = (N – Gn) + 7; hop = hop + 1; //The
connection between Group B and D

else if (N – si> N -(2 * Mn) and N – si <= N - Mn and
N – dj > N - (4 * Mn) and N – dj <= N - (3 * Mn) and si =
(N – Gn) +7 or N – si> N-(4 * Mn) and N - si<= N –(3 *
Mn) and N – dj > N –(2 * Mn) and N – dj <= N - Mn and si
6= (N – Gn) + 20) then si = (N – Gn) + 20; hop = hop + 1;
//Delivering the message from B to D

else if (N – si> N -(3 * Mn) and N – si <= N - (2 * Mn)
and N – dj > N - (4 * Mn) and N – dj <= N - (3 * Mn) and
si 6= (N – Gn) + 14 or N – si> N-(4 * Mn) and N - si<= N
–(3 * Mn) and N – dj > N –(3 * Mn) and N – dj <= N - (2 *
Mn) and si = (N – Gn)+ 19) then si = (N – Gn)+ 14; hop=
hop + 1; //The connection between Group C and D

else if (N – si> N -(3 * Mn) and N – si <= N - (2 * Mn)
and N – dj > N - (4 * Mn) and N – dj <= N - (3 * Mn) and
si = (N – Gn) + 14 or N – si> N-(4 * Mn) and N - si<= N
–(3 * Mn) and N – dj > N –(3 * Mn) and N – dj <= N - (2 *
Mn) and si 6= (N – Gn)+ 19) then si = (N – Gn)+ 19; hop=
hop + 1; //Delivering the message from C to D

End if
End for

End for

first assessment of topology is the static network performance
which predicts the nature of the dynamic performance. The
first step of research on SCCN is the evaluation of static
network performance and that is the scope of this paper. And
good static network performance (low diameter and average
distance) predicts good dynamic performance (low latency
and high throughput) under various dynamic traffic patterns.
In our next step of research, we will evaluate the dynamic
performance under uniform, hot-spot, and non-uniform traf-
fic patterns using computer simulation.

VIII. CONCLUSION
In this paper, we proposed a massively parallel computer
system, built based on a proposed hierarchical interconnec-
tion network topology called Shifted Completely Connected
Network (SCCN). This topology is composed of six nodes
connected completely. The lower levels placed in a hierarchi-
cal design to create the higher levels of the proposed system
and it is discussed in details in this paper. The architecture
of the Chip-Level, the Board-Level, the Cabinet-Level, and
the System-Level of a proposed MPC system have been dis-
cussed. Besides, the node location in each level of this system
is discussed in details. The shortest path routing protocol pro-
posed to connect any two nodes in this system. Static network

Algorithm 2 Routing Protocol of a Message in the
System-Level Network
Define Network Nodes:
Input: (N = 98304, Gn = 6144, Ln = 24576, Rs = 4, Dlr =

6150, src, dest, x, y, z, k, m, t, l, h, bsrc, bdest, ROWS = 4)
Define the Gate Nodes in 4 directions (Right, Left, Down,
Up):
Input: (Er =Gn - 6135, El =Gn - 6129, Ed =Gn - 6140, Eu =

Gn - 6121)
Optimize Network State: Output: (Sum, Diameter, Average,
Distance)
Initialization: (hop = 0, Sum = 0) Function BL // function
to connect the nodes in the lower level networks //Connecting
two nodes in system level when Source node (src) > Dest.
node (dest) and src mod no. of nodes in each line (Ln) < dest
mod Ln
For i = 0 to N-1 do

For j = 0 to N-1 do
While (src 6= dest) do
if absolute (dest div (Ln) – src div (Ln)) = ((Ln) div

(Gn)) div 2 and absolute ((dest mod (Ln)) div (Gn) – (src mod
(Ln)) div (Gn)) < ((Ln) div (Gn)) div 2 and src div (Ln) 6= dest
div (Ln) and src > dest and src mod (Ln) < dest mod (Ln) and
(src mod (Ln)) div (Gn)) 6= (dest mod (Ln)) div (Gn))

Begin:
bsrc = src mod Gn, x = BL (bsrc, Er)
bsrc = src mod Gn, y = BL (bsrc, Ed)
bsrc = src mod Gn, m = BL (bsrc, Eu)
bdest = dest mod Gn, z = BL (bdest, El)
bdest = dest mod Gn, k = BL (bdest, Eu)
bdest = dest mod Gn, t = BL (bdest, Ed)

End if
if (src > dest and (y+ z <= x+ k) and (y+ z <= x+

t) and (y + z <= m + z) and (y + z <= m + t) and src mod
Gn 6= Ed and src div Gn 6= dest div Gn and (src mod Ln) div
Gn 6= (dest mod Ln)) div Gn or src > dest and (y + k <= x +
k) and (y + k <= x + t) and (y + k <= m + z) and (y + k
<= m + t) and src mod Gn 6= Ed and src div Gn 6= dest div
Gn and (src mod Ln)) div Gn 6= (dest mod Ln))div Gn)

Begin:
bsrc = src mod Gn
hop = hop + BL (bsrc,Ed)
src = ((src div Gn) * Gn) + Ed
End if
if (src > dest and src mod Gn = Ed and (src mod

Ln)div Gn 6= (dest mod Ln)div Gn)
Begin:

src = src – Ln + 19
hop = hop + 1

End if

performance parameters including node degree, diameter,
average distance, cost, arc connectivity, bisection width, and
wiring complexity of each level of SCCN evaluated and
compared to various networks. SCCN showed better results
in many aspects compared to these networks.
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Algorithm 2 (Continued.) Routing Protocol of a Message in
the System-Level Network

if (src > dest and (x + k <= y + z) and (x + k <=
y + k) and (x + k <= m + z) and (x + k <= m + t) and src
mod Gn 6= Er and src div Gn 6= dest div Gn and (src mod Ln)
div Gn 6= (dest mod Ln) div Gn or src > dest and (x + t <= y
+ z) and (x + t <= y + k) and (x + t <= m + z) and (x +
t <= m + t) and src mod Gn 6= Er and src div Gn 6= dest div
Gn and (src mod Ln) div Gn 6= (dest mod Ln) div Gn)

Begin:
bsrc = src mod Gn
hop = hop + BL(bsrc, Er)
src = ((src div Gn) * Gn) + Er

End if
if (src > dest and src mod Gn = Er and (src mod Ln)

div Gn 6= (dest mod Ln) div Gn)
Begin:

src = src + Dlr
hop = hop + 1

End if
if (src > dest and (m + z <= x + k) and (m + z <=

x + t) and (m + z <= y + z) and (m + z <= y + k) and src
mod Gn 6= Eu and src div Gn 6= dest div Gn and (src mod Ln)
div Gn 6= (dest mod Ln) div Gn or src > dest and (m + t <=
x+ k) and (m+ t <= x+ t) and (m+ t <= y+ z) and (m+
t <= y + k) and src mod Gn 6= Eu and src div Gn 6= dest div
Gn and (src mod Ln) div Gn 6= (dest mod Ln) div Gn)

Begin:
bsrc = src mod Gn
hop = hop + BL(bsrc, Eu)
src = ((src div Gn) * Gn) + Eu

End if
if (src > dest and src mod Gn)= Eu and src div Ln 6=

ROWS - 1 and (src mod Ln) div Gn) 6= (dest mod Ln) div Gn))
Begin:

src = src + Ln - 19
hop = hop + 1

End if
if (src > dest and src mod Gn)= Eu and src div Ln =

ROWS - 1 and (src mod Ln) div Gn) 6= (dest mod Ln) div Gn))
Begin:

src = (src mod Ln) - 19
hop = hop + 1
End if

End for
End for

APPENDIX. ROUTING PATH SIMULATION
The following algorithms implements the calculation of the
routing path in the chip and the system levels:
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