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The increasing pressure of society to decrease energy consumption and to enhance
energetic efficiency has lead to search novel technologies to accomplish it. Notwith-
standing the increasing electricity production of renewable energies, it is a fact that
the energy expenses can be drastically reduced in most areas. Among these areas,
cooling systems stand out for being energetically inefficient. Furthermore, both eco-
nomical and energy cost of such systems are increasing due to the global warming,
which is aggravated by the energy production for them, making a loop that is in-
creasingly damaging the environment.

A solution to this problem has emerged under the name of radiative cooling,
which is a physical phenomenon by which any terrestrial object losses heat in form
of radiation that is sent to outer space. This process can be explained by black body
radiation theory and the atmospheric window. The former states that any object at
some temperature above 0 K radiates energy at all wavelengths, with its radiation
peak and spectral location modulated by its temperature. The latter is a frequency
band in which the atmosphere is transparent to radiation, making possible for waves
at certain frequencies to cross freely. These phenomena allows a direct heat trans-
mission between earth and space, which is cold and almost infinite, making a great
storage for excess warmth without wasting energy in the process.

In this work, it has been studied one of the main technologies that can imple-
ment radiative cooling in practice, metamaterials, with the aim to understand how
to improve its associated problems of manufacturing and design for radiative cool-
ing applications. In Chapter 1, the fundamentals of radiative cooling are introduced
along with the state of the art. Then, Chapter 2 presents the materials used in the
literature and in this work to develop later analytical models for thin film multilay-
ered metamaterials and a possible way to automatically design them. To better un-
derstand the analytical developments, two appendices introducing the underlying
theory and equations are included. Also, the software used in this work is presented.
Finally, the performance and analysis of three different radiative cooling devices is
exposed in Chapter 3, one of them using the materials and methods of Chapter 2.
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Chapter 1

Introduction

Radiative cooling is a physical phenomenon by which any object emits its heat out
to space in the form of radiation. This is explained by the combination of the black
body radiation theory and the atmospheric window present in the earth. Such phe-
nomenon can be used to cool buildings, devices, machinery and more, without the
need of an external power supply. Therefore, it allows a new energy saving method
that can be applied to different industries. Passive radiative cooling arises as an al-
ternative to fight against global warming, which is a growing concern of the society
due to its huge and potentially non reversible environmental damage. Accordingly,
the topic has attracted the interest of researchers, leading to a noticeable develop-
ment of the subject in recent years.

In this chapter, the main concepts behind radiative cooling are explained. Start-
ing with the physical phenomena, it is then presented how it can be computed and
measured. Then, a brief look into the state of the art serves to give an insight of how
this concept is brought to reality. Finally, the way to implement a radiative cooling
device using metamaterials is discussed.

1.1 Radiative cooling fundamentals

Radiative cooling is a method for transferring heat to outer space without the need
of any external power supply. Such transfer is done by any object by transform-
ing its heat into radiation. This process happens naturally under the name of black
body radiation, which establishes that any object at some temperature above 0 K
radiates energy at all frequencies. Such radiation increases its maximum value pro-
portionally to the temperature of the body, being that maximum value known as
peak emission. Furthermore, the wavelength of the peak emission decreases with
temperature, as illustrated in Fig. 1.1.

The emissivity of an object defines both its capacity to emit and absorb energy
in the form of radiation [1]. This emissivity is a function that varies with frequency
and direction, in a solid angle. The solid angle is usually written as Ω and can be
expressed in spherical coordinates defined by the elevation angle θ and the azimuth
angle ϕ. In practice, the effect of azimuth angle on the emissivity can be neglected
for most engineering calculations [2].

Luckily, the peak emission of the black body radiation at ambient temperature
matches with the well known atmospheric transparency window. This window is a
frequency band in which the atmosphere is transparent to radiation, i. e., waves at
certain frequencies can cross the atmosphere and arrive to the outer space without



2 Chapter 1. Introduction

FIGURE 1.1: Black body radiation for different temperatures

being altered. It is important to note that space is at approximately 3 K and, consid-
ering its size, provides an almost infinite storage for excess heat.

The main classification for radiative cooling devices are: superambient, which
considers a device at higher temperature than the environment, and subambient, for
a structure at lower temperature than its surroundings. Another common classifica-
tion is depending on whether it is going to operate during day or night. Those are
called daytime and nighttime radiative cooling respectively.

In order to achieve a positive net cooling power and hence, a temperature reduc-
tion without any external power supply, three main elements must be considered:
absorbed solar radiation (during day), atmospheric emission and the emission of
the structure both in the atmospheric window and out of it [3]. For more accurate
results, some authors in the literature add the thermal losses of the structure [4]. A
graphical illustration of these concepts is depicted in Fig. 1.2:

FIGURE 1.2: Radiative cooling principles [4]
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Then, the net cooling power can be calculated as:

Pcooling = Prad − Patm − Psun − Ploss (1.1)

where Prad is the radiated power by the structure, Patm is the absorbed power from
the atmosphere, Psun is the captured power from the sun and Ploss are the thermal
losses of the structure.

It can be seen in Eq. 1.1 that the radiated power by the structure is the only posi-
tive term that leads to passive cooling and the rest of terms reduce the cooling power.
Therefore, it is required to reflect solar emission as much as possible and avoid ab-
sorbing the atmospheric radiation. For subambient daytime radiative cooling, more
than 88% of the solar power must be reflected [5]. Such power is calculated through
the sun irradiance curve, which can be extracted from [6] and has been depicted in
Fig. 1.3.

FIGURE 1.3: Solar irradiance

To calculate the power received from the sun, it is usually considered normal
incidence on the structure and that the waves cross one and a half times the atmo-
sphere. This leads to the following equation:

Psun = A
∫ ∞

0
IAM1.5(λ)ε(λ, 0)dλ (1.2)

where ε(λ, 0) is the emissivity of the cooling device in his normal direction, IAM1.5
is the solar irradiance depicted in Fig. 1.3 and A is the area of the device, which for
calculations normalized to square meters can be 1 m2. As previously mentioned,
ε(λ, 0) is a function dependent on the wavelength. It is important to note that the
integral is ideally done for all wavelengths but in practice, only the band with the
highest irradiance of the solar spectrum is available. Therefore, the integral is com-
puted in the range between 0.3 µm - 4 µm.

Regarding the atmospheric absorbed power, its emissivity can be calculated from
its transmittance by Eq. (1.3). Such transmittance data is obtained from [7] and used
to plot the atmospheric irradiance in Fig. 1.4. This emission model considers the air
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mass and the water vapour column, which is a measure of the amount of accumu-
lated water vapour in the normal direction to the ground by the atmosphere. The
atmospheric emission is usually calculated assuming that the angle dependent ra-
diation pattern is described in a similar way as the one for a dipole radiator. This
means that such pattern can be obtained knowing the maximum radiation value and
respective angle, assuming an inverse cosine angular dependence with the elevation
angle:

εatm = 1− t(λ)1/cos(θ) (1.3)

where θ is the elevation angle in radians, λ the wavelength and t(λ) the wavelength
dependent irradiance spectrum of the atmosphere.

FIGURE 1.4: Atmospheric irradiance

It is important to consider that the atmosphere is not the same all over the world.
Humidity, clouds, dust and weather conditions among others, limits the heat emis-
sion capacity due to its influence to the atmospheric transmittance. Therefore, there
are several atmospheric transmittance curves. The absorbed atmospheric power can
be calculated using the Eq. (1.4):

Patm = A
∫

cos(θ)dΩ
∫ ∞

0
Ibb(Tatm, λ)ε(λ, θ)εatm(λ, θ)dλ (1.4)

where dΩ =
∫ π/2

0 sin(θ)dθ
∫ 2π

0 dφ is the angular integral between 0-90º in elevation
and 0-360º in azimut, ε(λ, θ) is the emissivity of the structure and εatm(λ, θ) is the
atmospheric emissivity, computed as in Eq. (1.3). Recall that the two emissivities
vary with both the elevation angle and the wavelength and that A is the area of the
structure. Ibb corresponds to the black body irradiance, presented in Eq. (1.5):

Ibb(T, λ) =
2hc2

λ5
1

ehc/λkbT − 1
(1.5)

where h is the Planck constant, c is the speed of light in vacuum in m/s, λ is the con-
sidered wavelength in m, kb is the Boltzmann constant and T is the temperature of
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the object in Kelvin. A few examples of the resultant temperature dependent curves
are plotted in Fig. 1.1

Regarding the emissivity of the structure, it is important to consider that the
atmospheric window matches the frequency band of the black body radiation at
ambient temperature. Such window will set how much of the radiated power of the
structure will cross the atmosphere. The emissivity of the structure can be calculated
by a commercial simulator or by analytical methods. Finally, the power radiated by
the structure can be obtained as:

Prad = A
∫

cos(θ)dΩ
∫ ∞

0
Ibb(T, λ)ε(λ, θ)dλ (1.6)

where all parameters have been previously defined.

In the literature, a typical concern is knowing the performance of an ideal radi-
ator. Such device has a radiation spectra that maximizes the net cooling power and
it is usually considered with a fixed emissivity. In [8] it is observed that the ideal ra-
diator depends on both the ambient and the device temperature. This happens due
to the fact that depending on both temperatures the radiated and absorbed power
at a given frequency will change. That variation ends up in having more radiated
power than absorbed power for some cases and vice versa. Therefore, when refer-
ring to the ideal radiator and maximum cooling power, it should be considered the
expected operation temperatures. This idea also gives a better understanding of how
an ideal structure should dynamically change its emission spectrum.

Another concept surrounding radiative cooling are the thermal losses. Thermal
losses model the effects of the heat convection and conduction with the environment
around of a cooling device. Equation (1.7) presents a typical model for computing
them. For subambient radiative cooling, having thermal losses means a heat transfer
from the surroundings to the structure that reduce the cooling capacity. Therefore,
trying to reduce those losses as much as possible enhances the performance. For
superambient radiative cooling, the opposite effect is observed. This work is aimed
at cooling buildings, which means that having a device above ambient temperature,
i. e. 35º, is not convenient for comfort. Hence, it is desirable to reduce thermal losses.

Ploss = hA(Tatm − T) (1.7)

Where h is the heat transfer coefficient, which is usually obtained by empirical
formulas. Equation (1.8) serves as an example of a possible expression to calculate
this coefficient:

h = 2.8 + 3µa (1.8)

where µa is the wind speed in m/s. It is important to note that there are more com-
plex models in the literature, where the angle of the sun, the atmospheric emissivity
and the thermal losses are better fitted for a given region of the earth.

Lastly, an essential feature of a radiative cooling device is its thermal equilib-
rium temperature. This temperature is achieved when the radiated power equals
the absorbed power by the sun, atmosphere and surroundings. In other words, it
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is the stationary temperature of the device. Once defined the device emissivity and
expected environmental working conditions, the equilibrium temperature can be
found by numerically solving the temperature in Eq. (1.9):

Prad = Patm + Psun + Ploss (1.9)

where all terms have been previously defined. The temperature is usually obtained
numerically due to the complexity of the expressions in the formula. Once reached
this temperature, a radiative cooling device cannot achieve a lower temperature.
Therefore, the thermal equilibrium temperature is desired to be below the one of the
structure to be cooled in order to have an effective cooling.

1.2 Radiative cooling state of the art

In general, the materials used for radiative cooling devices are selected to fulfill two
main objectives: reflect or absorb the sun radiation as much as possible, depending
on the application, and emit as much energy as possible in the atmospheric window
without absorbing energy out of the window. Therefore, materials can be usually
classified as solar absorbent or reflective and atmospheric emissive. This leads to
complex structures of multiple layers that usually are composite materials.

There are several ways to classify radiative cooling structures. In [4], a possible
classification is proposed: natural radiators, coating based radiators, microparticle
based radiators and photonic radiators, sometimes known as metamaterials. Also,
another category for devices that do not follow the previous groups like textile cool-
ers is included.

Coating based radiators:

These radiators are meant as a covering film for structures and, therefore, they fit
well for enhancing the performance of radiative cooling structures. Such films can
be made of a polymer or paint. Polymers are a widely selected option for night time
radiative cooling due to its large scale production capacity and their strong emission
in the atmospheric window. On the counterpart, they generally lack solar reflectance
and because of its nature, they easily deteriorate over time. This goes against of the
idea of a long term radiative cooler.

(a) (b)

FIGURE 1.5: Radiative cooling coatings: (a) polymer radiator [9] and
(b) radiative cooling paint (TiO2) [10]
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Radiative cooling paintings present a interesting way to fit embossed surfaces.
This allows to cover non smooth surfaces at the same time it keeps the production
capacity for large scale applications. In general, they could be a great possibility for
market application if the solar reflectance was improved. An example of both coat-
ings is depicted in Fig. 1.5.

Photonic radiators:

Photonic radiators, also called metamaterials, are an interesting way to customize
the spectral radiative properties of a structure. This is done by combining different
materials, usually dielectrics and conductors, with a defined pattern. The pattern is
defined by some geometry (ring, square, strip, etc.), also called meta atom, repeated
along one or more axes.

Usually, two main subgroups are considered: patterned surfaces or metasur-
faces, which are nearly 2D structures with a periodic geometry in its surface and
multilayers o metastructures, which considers the periodic pattern in a 3D arrange-
ment. The combination of geometries and periodization gives infinite possibilities
for changing the spectral properties of a device. Some examples are shown in Fig.
1.6.

(a) (b)

(c) (d)

FIGURE 1.6: Photonic radiators examples for radiative cooling: (a)
pyramid scheme from [11], (b) 3D metastructure from [12], (c) man-
ufactured metasurface from [13] and (d) manufactured metamaterial

from [14]

Although they notably surpass the other methods in terms of net cooling power,
they lack large scale production methods and their design can be much harder due
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to the infinite available geometries. New design techniques based on artificial intel-
ligence are being developed in order to make such designs easier [15]. Moreover,
in recent years, a new group of metamaterials has emerged under the name of thin
film multilayers. Those can be though as a metamaterial with the periodization ex-
clusively in one direction, building a 1D pattern in a 3D structure. They have the
advantage of easier manufacturing methods at the cost of a slightly worse perfor-
mance. Two examples are depicted in Fig. 1.7.

(a) (b)

FIGURE 1.7: Manufactured thin film multilayers for radiative cooling:
(a) for building purposes [16] and (b) for photovoltaic cooling [17]

In order to improve the performance of thin film multilayered structures, some
researchers have found doping the layers with micro spheres or micro fibers useful.
Bulk materials have different optical properties to their respective microparticles.
The latter can sometimes enhance the emission of the material as it happens for
SiO2. A polymer or an inorganic material can be doped with micro spheres inclu-
sions to implement such particles. A notorious example of this approach is the one
presented in [18] and depicted in Fig. 1.8.

(a) (b)

FIGURE 1.8: Microparticle radiator from [18]: (a) doped polymer
scheme and (b) manufactured doped polymer

Other radiators:

There are some other interesting implementations of radiative cooling. An exam-
ple of a wearable cooling textile that can be of interest in hot climates is demonstrated
in [19]. The textile has a metal reflector side combined with a nanoporous structure,
which is similar to the micro spheres inclusion substituting the inclusion material
with air, thus, leaving pores. Another material is the one found in [20], which is a
near natural radiative cooler made of wood. With a process of delignification and
compressing a slight net cooling power along with interesting mechanical properties
for constructions is demonstrated. Both examples are shown in Fig. 1.9.
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(a) (b)

FIGURE 1.9: Other radiative cooling products: (a) wearable radiative
cooling fabric [19] and (b) radiative cooling wood [20]

It should be considered that, depending on the application, a thermal circuit is
required to transfer the heat of an object to the radiative cooler as proposed on [21].
A good example of this are building designs where the cooling device is in the roof
but the objective is not to cool the roof but the inside. For this application, water is
widely used for heat transfer from the radiative cooling devices to the rooms.

Using this approach can lead to a reduction as high as 35% of energy expenses
associated to building heating and cooling for the United States [20]. Such expenses
are estimated to be 48% of a 430 billion dollar cost [22], leading potentially to large
economic savings. Moreover, some authors see radiative cooling as a potential tool
against climate change [4] because it gives the possibility to increase the natural
earth heat emissions that can balance the accumulated heat by greenhouse gases.
Buildings, devices, clothes, vehicles and warehouses are possible subjects to attain
economic savings, comfort and enhanced durability.
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Chapter 2

Materials and methods

In this chapter, the main materials employed in this work for building radiative cool-
ing structures are presented, as well as the ones typically used in the literature. Once
their properties are introduced, a brief overview of a general purpose electromag-
netic simulator is presented. Then, an optical simulator based on a well known en-
gineering software is explained. Such software is also introduced because it serves
as a general computation tool that can calculate the net cooling power introduced in
Chapter 1. Then, three different analytical methods that can compute the response
of thin film multilayered structures are presented. Finally, a brief explanation of the
genetic algorithm used for the optimization of the thin film layered structure is done.

2.1 Materials characterization

Metamaterials are usually handmade in the sense that, in general, there are no guides
to select the geometries or the periodization pattern. In fact, the typical design flow
is trying different configurations for a specific goal through multiple optimizations
that are computationally expensive. Before selecting the geometry, it is of huge im-
portance to select suitable materials for the final devices, in this case, radiative cool-
ing ones.

For daytime radiative cooling, it is important that a composite meets at least one
the following: large solar reflectance, large emissivity in the atmospheric window
and non absorption out of the window. All these features in a material are defined
by its wavelength dependent permittivity. The permittivity is a complex value that
is defined in the following way:

ε = ε′ − jε′′ (2.1)

where ε is the relative complex permittivity with ε′ and ε′′ as their real and imagi-
nary parts respectively. The imaginary part is related to losses in the medium and j is
the imaginary unit. For the considered wavelengths, the electromagnetic behaviour
of materials is defined in literature by their complex refractive index ñ through its
real and imaginary parts:

ñ = n− jk (2.2)

where ñ is the complex refractive index, n is the real part and k the imaginary one.
On one hand, n establishes the relation between the speed of light in vacuum and the
phase velocity of a wave in the media. On the other hand, k is the absorption coeffi-
cient of a medium, indicating the attenuation experienced by a wave. The complex
refractive index is related to the complex permittivity as:
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ε = ñ2 = (n− jk)2 = n2 − k2 + j2nk (2.3)

where all terms has been previously defined. Taking into account Eq. 2.1, the real
and imaginary parts of the permittivity can be related to the coefficients n and k:

ε′ = n2 − k2 , ε′′ = 2nk (2.4)

It is also important to note that under the physics convention, the complex per-
mittivity is defined as:

ε = ε + iε′′ (2.5)

where i is the imaginary unit in this case.
In practice, there are several mathematical models that can estimate such per-

mittivity depending on the behaviour of the medium. Such behaviour is strongly
conditioned by the electric susceptibility, χe, of the medium and the molecular po-
larizability αT. The former is a measure of the degree of polarization of a material in
response to an electric field and the later is the tendency of matter to acquire electric
dipole moment when an electric field is applied.

The classical assumption of this models is that the microscopic behaviour of elec-
trons in a solid can be treated through kinetic theory, where the displacements of the
charge cloud from its central ion, or the displacement of an ion from another, pro-
duces a resonance or oscillation in the electromagnetic spectrum like a spring. One
of those models that is of great interest for conductors and semiconductors in the
infrared region is the Drude model. Its equation is defined as follows:

ε = ε∞ −
ω2

p

jΓω + ω2 (2.6)

where ε is the relative permittivity, ε∞ is the relative permittivity of the material
when frequency tends to infinite, ωp is the plasma angular frequency and Γ is the
so called damping factor or collision frequency. Therefore, the permittivity of a ma-
terial can be defined by those parameters by evaluating the formula for different
values of ω, which is the angular frequency.

The damping factor Γ corresponds to the fact that when an oscillation occurs,
the medium acts like a fluid that attenuates the oscillation over time. The plasma
frequency γp is the frequency at which the real part of the permittivity of a metal
becomes positive and, therefore, the metal starts to behave like a dielectric medium
for the above frequencies.

2.2 Materials in this work

It is important to recall that the bandwidth of interest is between 0.3 to 26 µm and
the permittivity changes over wavelength. This fact is of great interest to design se-
lective emitters and absorbers because a material with constant permittivity cannot
have a selective behaviour. Therefore, materials with little variation over the consid-
ered wavelengths are not of much interest for this application. Also, the permittivity
defines the material classification as a dielectric or conductor.
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A summary of all materials and their respective optical constants models used in
Chapter 3 is presented in Fig. 2.1:

TABLE 2.1: Materials used in this work

Name Form Reference
Silicon Dioxide SiO2 Silicon dioxide (Glass) [23]

Amorphous Silicon α− Si Silicon (amorphous) (a-Si) [23]
Silicon Nitride Si3N4 Philipp 1973[24], [25]

Alumina Al2O3 Querry 1985 [24]
Gold Au Olmon et al. 2012: single crystal[24]
Silver Ag Yang et al. 2015 [24]

Aluminum Al Rakic 1995 [24]

The complex permittivity curves of the first non metal materials in the table are
depicted in Fig. 2.1 in their complex form:

(a) (b)

(c) (d)

FIGURE 2.1: Permittivity curves in complex form of the dielectrics:
(a) silicon dioxide, (b) amorphous silicon, (c) silicon nitride and (d)

alumina

Observing the curves in Fig 2.1, it is clear that the least interesting material is the
amorphous silicon because it has little variation over the considered wavelengths.
This makes difficult the task of selective emission. It is important to consider that,
once mixed the materials in a metastructure, the resultant permittivity is not nor-
mally a simple lineal combination of them.

Regarding the conductors, they are not as different between them as the di-
electrics. This is because, by applying Eq. 2.6, the result is a negative real part and a
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(a)

(b) (c)

FIGURE 2.2: Permittivity curves in binomial form of the conductors:
(a) gold, (b) silver and (c) aluminum

positive imaginary one without resonances for the considered wavelengths. Those
curves are depicted in Fig. 2.2.

2.3 Materials in the literature

In the literature regarding radiative cooling, there are several materials typically
used that are summarized in Table 2.2, which also shows the chemical formula, a
classification and the use of each one. The classification is done in order to group
polymers, elements and composites because they are used for different applications.
Also, materials can be used for building a layer of a more complex structure, or as
a substrate or reflector plane. Besides, the application of phase change materials al-
lows to control the thermal emission. These materials are labeled as control layers.
Although the materials presented in the previous section are omitted in the table,
they are all used in the literature except the amorphous silicon.

Silicon is one of the most commonly used substrate. Although it is shown in the
table as an element, it is usually doped with other materials such as phosphorus,
like in [13]. The fluorine doped tin oxide is used with glass as a substrate in [26], but
it is not commonly used though.

In general, the polymers in the table are widely used in photovoltaic applica-
tions because they are solar transmitters. This fact allows to harvest solar energy
by another material at the same time the polymer radiates its heat through the at-
mospheric window. Therefore, they are usually in the top layer of a more complex
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TABLE 2.2: Materials used in literature

Name Form Classification Use Reference
Fluorine doped tin oxide FTO Composite Substrate [26]

Silicon Si Element Substrate [13] [16]
Polymethylpentene TPX Polymer Layer [18]

Polydimethylsiloxane PDMS Polymer Layer [27]
Tedlar-Polyester-Tedlar TPT Polymer Layer [27]
Ethylene-vinyl acetate EVA Polymer Layer [27]

Polymethylmethacrylate PMMA Polymer Layer [28]
Polystyrene PS Polymer Layer [29]

aluminum doped zinc oxide AZO Composite Layer [30]
Germanium* Ge Element Layer [28] [31]

Hafnium dioxide H f O2 Composite Layer [32]
Amorphous quartz α− SiO2 Composite Layer [12]

Silicon carbide SiC Composite Layer [12]
Magnesium fluoride MgF2 Composite Layer [12]

Titanium dioxide TiO2 Composite Layer [12] [10]
GST* Ge2Sb2Te5 Composite Control layer [33]

Vanadium dioxide VO2 Composite Control layer [34] [35]
Tungsten* W Element Layer [36]
Titanium* Ti Element Reflector plane/layer [32] [31]

*Used as a part of a thermal emitter in the infrared region, not specifically for radiative
cooling.

structure.

Materials that are good thermal emitters in the infrared region should be consid-
ered in the design of radiative cooling structures. The response of those materials in
the table have not been studied in the solar spectrum, but a metamaterial is usually
composed of different materials, allowing the combination of solar reflective com-
posites with thermal emitters.

Phase change materials used in radiative cooling are composites that can vary
their emission spectra with temperature. This fact allows to selectively emit heat
according to temperature, knowing that such temperature can come from the envi-
ronment or a control system. Some research on phase change materials applied to
radiative cooling has been done. Vanadium dioxide (VO2) is a well known material
with this property and is used [34] and [35] in order to have some control over ther-
mal radiation over time. GST is another example of such composites that is used in
[33]. Further research must be done in order to apply commercially these materials
to radiative cooling devices.

Titanium deserves a special mention because it is a metal that is used both as a
layer and a reflector plane. Titanium has low conductivity, which allows using this
metal as a non reflective layer if such layer is sufficiently thin (in [31] the Ti layer has
a thickness of less than 50 nm).

2.4 Simulators and calculators

CST Microwave Studio®
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CST Microwave studio® is a widely used commercial simulator of the company
Dassault Systèmes. This software is a powerful simulator for electromagnetic prob-
lems that provides different solvers according to them (transient, frequency domain,
eigenmode...).

FIGURE 2.3: CST studio picture

The solver used in this work is the frequency domain solver, that calculates the
scattering parameters of a model through the fields. These parameters are used
to calculate the reflectance, transmittance and absorbance over frequency or wave-
length.

The calculations are based on the Finite Integration Technique (FIT) and, therefore,
it splits the structures into pieces (tetrahedral or hexahedral) to form a mesh in order
to solve the Maxwell equations in each element. This gives information about how
electromagnetic fields are distributed along the model.

Moreover, the simulator can apply periodic boundaries to a design with Floquet
ports, allowing to create only the meta-atom of a metamaterial in order to know the
full structure behaviour. This has the effect of speeding greatly the calculation time.

The main limitation of this software for this work is that the simulation time has
an exponential relationship with the number of elements in the mesh. Besides, the
mesh is generated in relation to the electric dimensions of the piece. This combined
with the considered bottom wavelength (0.3 µm) ends up in a huge amount of mesh
elements even being the structure of a size around hundreds of microns.

GD-Calc®

GD-Calc® stands for Grating Diffraction Calculator and is a Matlab® based soft-
ware developed by Ken Johnson. This software is sometimes used in optics due to
its performance and reduced computation time compared to more general simula-
tors. The simulator can be downloaded through the codeocean platform [37] with
the documentation and is introduced in the webpage [38].

This software is based on the semi analytic method called Rigorous Coupled Wave
Method (RCWM) to compute the diffraction efficiencies. Therefore, its computation
time does not depend on the electrical size of the structure like in CST, allowing to
simulate electrically large structures in the terahertz and optical range. Through the
diffraction efficiencies, the reflectance and transmittance can be obtained, and from
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(a) (b)

FIGURE 2.4: GD-Calc example models: (a) thin film multilayer and
(b) metastructure

them, the absorption and emissivity of a model.

Matlab®

Matlab® is a well known engineering software that is widely used for a large
variety of scientific fields. It has its own programming language and includes a lot
of built-in functions and packages that facilitates the program design. This software
has been used to calculate the net cooling power equations presented in Chapter 1
and to develop the analytic methods for multilayered thin film structures developed
at the end of this chapter. Besides, it has the advantage of being designed to make
vector and matrix calculus easy.

FIGURE 2.5: Matlab logo

2.5 Mathematical models for thin film multilayered structures
analysis

Thin film multilayered structures are a specific case of metamaterials in which the
pattern is exclusively in one direction. This makes the analytical methods much
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easier to develop than for patterns in two or more directions. Therefore, time con-
suming simulations can be replaced by equations and matrix calculations, which can
obtain the emissivity of a structure much faster.

In this section, different analytical methods for calculating the reflectance and
transmittance of a thin film structure are developed and presented. The first two are
based on transmission line theory, which can have a similar behaviour as a multi-
layered structure, as explained in the next subsection. The third method is the one
presented in [39], and is based on plane wave propagation theory.

2.5.1 Plane waves to transmission line analogy

It is well known from [40] that a complete analogy between a propagating plane
wave in a medium and a wave flowing through a transmission line can be done.
This analogy allows to identify the intrinsic characteristics of a plane wave with the
voltage wave, current wave and the propagation constant γ of a transmission line
using the impedance concept.

Ex(z) = E+e−jkz + E−ejkz (2.7) V(z) = V+e−γz + V−eγz (2.8)

Hy(z) =
1
η
[E+e−jkz − E−ejkz] (2.9) I(z) =

1
Z0

[V+e−γz −V−eγz] (2.10)

On the left side, Ex(z) and Hy(z) are the electrical and magnetic field vectors of a
plane wave travelling in the z direction. The subscripts x and y refer to the direction
of the vectors and the subscripts + and − are the progressive and regressive waves
respectively, k is the wave number and η is the intrinsic impedance of a medium.

On the right side, V(z) and I(z) are the voltage and current wave flowing through
a transmission line in one direction, that is considered z, γ is the propagation con-
stant of the line and Z0 its characteristic impedance.

The wave vector k and the propagation constant γ are defined as follows:

k =
ω

C0

√
(µ′r − jµ′′r )(ε′r − jε′′r ) (2.11) γ =

√
(R + jωL)(G + jωC) (2.12)

where ω is the angular frequency, µ0 the magnetic permeability of vacuum and C0
the speed of light in vacuum, and µr is the relative magnetic permeability with their
real and imaginary parts µ′r and µ′′r . Such relative permeability is usually assumed
equal to 1, that is to say, the same as the one of vacuum. εr is the relative complex
permittivity of a medium, as defined in Eq. 2.4 and ε0 the permittivity of the vac-
uum. R and L are the real and imaginary parts of a generic impedance Z, G and
C are the respective real and imaginary parts of a complex capacitance C. Both R
and C are factors of a transmission line normalized to its unit length. k and γ are
respectively the wave vector and the propagation constant of a medium and a trans-
mission line.
The intrinsic impedance η and the characteristic impedance Z0 are:

η = η0

√
µ′r − jµ′′r
ε′r − jε′′r

(2.13) Z0 =

√
R + jωL
G + jωC

(2.14)
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where η0 is the intrinsic impedance of vacuum, calculated as η0 =
√

µ0/ε0 and
the rest of the terms have been previously defined. Then, a transmission line can
match the electromagnetic response of a medium in all details and, therefore, the
response of a medium can be analyzed by its equivalent transmission line. For such
calculations, the presented equations for a plane wave (left side equations) can be
substituted for their equivalent transmission line formulas (right side equations). It
should be noted that this notation hinders the analogy by considering every param-
eter as a complex number. The analogy is better understood in the easier case when
real numbers are considered.

2.5.2 Concatenated transmission lines

An example of three concatenated transmission lines terminated in a load is depicted
in Fig. 2.6. This model is equivalent to three different dielectric layers and thick-
nesses between two media with characteristic impedances η0 and ηL respectively.
Such equivalence has been introduced in the previous subsection.

FIGURE 2.6: Three concatenated transmission line model ended with
a load

Where V+
i is the progressive input voltage wave, Zn and γn are the impedance

and propagation constant of the equivalent transmission line of the respective medium,
ln its length, β0 is propagation constant of the input medium (air). Zin(n) and Γin(n)
are the input impedance and reflection coefficient of each equivalent transmission
line. ηn and kn are respectively the characteristic impedance and wave number of a
medium that can be matched with Zn and γn.

The following equivalent circuits are used to obtain the reflectance and transmit-
tance of the whole circuit by splitting the problem.

FIGURE 2.7: Equivalent circuits of the three line model
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Where PL(n) is the power delivered to the equivalent input impedance of each
section. Beginning in the load and applying the equations A.2 and A.1, the input
impedance and reflection coefficient of each section are calculated as:

Zin(2) = Z2
Zin(3) + Z2tanh(γ2l2)
Z2 + Zin(3)tanh(γ2l2)

Zin(1) = Z1
Zin(2) + Z1tanh(γ1l1)
Z1 + Zin(2)tanh(γ1l1)

(2.15)

Γ3 =
Zin(3) − Z2

Zin(3) + Z2
Γ2 =

Zin(2) − Z1

Zin(2) + Z1
Γ1 =

Zin(1) − Z0

Zin(1) + Z0
(2.16)

where Zin(3) has been omitted since it is similar to equation A.2. Both equations, can
be generalized in a recursive calculation in the following way:

Zin(n) = Zn
Zin(n+1) + Zntanh(γnln)

Zn + Zin(n+1)tanh(γnln)
(2.17)

Γin(n) =
Zin(n) − Z(n−1)

Zin(n) + Z(n−1)
(2.18)

It is important to consider that in the previous equations, the load impedance
would be the fourth one: ZL = Z4 and ΓL = Γ4.

Once the impedances and the reflection coefficients are known, the power trans-
mitted can be calculated in a similar way. The power delivered to the second trans-
mission line is omitted because is similar to the model of a loaded transmission line.
Following equation A.5 in the equivalent circuits of figure 2.7, the power delivered
to each transmission line is:

PL3 = PL2e−2α2l2 1− |Γin3|2
1− |Γin3|2e−4α2l2

PL = PL3e−2α3l3 1− |ΓL|2
1− |ΓL|2e−4α3l3

(2.19)

where αn is the real part of the propagation constant γn of each medium and the rest
of the terms have been previously defined. If the load is considered as the fourth
element PL = PL4, then, the following expression can be used:

PLn = PL(n−1)e
−2α(n−1)l(n−1)

1− |Γin(n)|2

1− |Γin(n)|2e−4α(n−1)l(n−1)
, n > 1 (2.20)

Which for computing the transmission coefficient must be divided by the input
power, as presented in Appendix A:

Tn =
PLn

Pg
(2.21)

where Tn is the transmission coefficient to each medium, PLn is the power delivered
to each equivalent impedance and Pg is the power at the input, established by V+

i
and the input impedance Zin1.

Knowing the electromagnetic characteristics and the thicknesses of the materials,
both the reflection and transmission coefficient of each medium can be calculated an-
alytically. Thus, there is no need to use a simulator for calculating the reflectance of
a thin film multi layer with n layers of different material and thickness. Consider-
ing an incident wave as in Fig. 2.6 and taking into account the analogy between a
transmission line and a plane wave and the transmission line solution of Appendix
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A, the reflectance and transmittance in the first port of a structure can be obtained
through its transmission and reflection coefficients as:

R = |Γin1|2 (2.22)

T = |TL|2 (2.23)

where R is the reflectance and T the transmittance.

2.5.3 ABCD and Scattering matrix

The fact that a multilayered structure can be modeled as multiple transmission lines,
allows to use other analytical methods which are equivalent to the previous one. A
two port network can be defined by different matrix definitions and, for this work,
the ABCD and scattering matrix definitions are used. The formulation around these
matrix are introduced in Appendix B.

The elements of the ABCD matrix can be calculated by applying its definition,
which is introduced in [40]. Adding the voltage and current wave formulas pre-
sented in Eq. 2.8 and 2.10 and expanding the matrix operation of equation B.5, the
transmission coefficients of a lossy transmission line can be obtained as:

A =
V1

V2
|I2=0 =

V+
0 (eγl + Γe−γl)

V+
0 (e0 + Γe0)

=
eγl + e−γl

2
= cosh(γl) (2.24)

B =
V1

I2
|V2=0 =

V+
0 (eγl + Γe−γl)
V+

0
Z0

(e0 − Γe0)
=

Z0(eγl − e−γl)

2
= Z0sinh(γl) (2.25)

C =
I1

V2
|I2=0 =

V+
0

Z0
(eγl − Γe−γl)

V+
0 (e0 + Γe0)

=
eγl − e−γl

2Z0
=

sinh(γl)
Z0

(2.26)

D =
I1

I2
|V2=0 =

V+
0

Z0
(eγl − Γe−γl)

V+
0

Z0
(e0 − Γe0)

=
eγl + e−γl

2
= cosh(γl) (2.27)

with γ as the complex wave number of the medium, Z0 the characteristic impedance
of the equivalent transmission line and l its length. Vp and Ip refer to the voltage and
current at the input of the respective port of the system and V+

0 is the progressive
voltage wave in a transmission line. It is important to note that in the equations,
I2 = 0 indicates an open circuit at the end of the transmission line (Γ = 1) and
V2 = 0 a short circuit (Γ = −1). Also, for convenience the position at the beginning
(port 1) is chosen as Z = −l and at the end is Z = 0 (port 2). Therefore, equation B.5
can be rewritten for a lossy transmission line as:[

V1
I1

]
=

[
cosh(γl) Z0sinh(γl)

sinh(γl)/Z0 cosh(γl)

] [
V2
I2

]
(2.28)

A series of n lossy transmission lines represented by their respective ABCD ma-
trix will be equivalent to a multilayered structure. Such model is graphically repre-
sented in Fig. 2.8:

Following equation B.6 and excluding the input and output medium, the model
will satisfy the formula:
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FIGURE 2.8: ABCD model for a multiple layer device

[
V1
I1

]
=

[
cosh(γ1l1) Z1sinh(γ1l1)

sinh(γ1l1)/Z1 cosh(γ1l1)

] [
cosh(γ2l2) Z2sinh(γ2l2)

sinh(γ2l2)/Z2 cosh(γ2l2)

]
. . .

. . .
[

cosh(γnln) Znsinh(γnln)
sinh(γnln)/Zn cosh(γnln)

] [
Vn
In

] (2.29)

This procedure computes the total equivalent ABCD matrix of all the transmis-
sion lines, which can match its electromagnetic response with a multi layer struc-
ture. Once the transmission coefficients have been calculated, Eq. B.7-B.10 will add
the input and output medium at the same time as it makes the calculations of the
scattering parameters. Through the scattering parameters, the transmittance and
reflectance can be obtained:

R1 = |S11|2 R2 = |S22|2 (2.30)

T1 = |S21|2 T2 = |S12|2 (2.31)

where Rp and Tp are respectively the reflectance and the transmittance seen in a port
of the system, Sij are the scattering parameters that are related to the transmission
matrix as presented in Appendix B.

It should be considered that the models of the previous subsections had consid-
ered normal incidence over the structure. That is the reason why there has not been
any angular dependency in the introduced equations, but in practice, the emissivity
of a structure must be defined for all incident angles. The generalization of the pre-
vious models for oblique angle incidence is explained in [40]. First, the propagation
angle in each medium can be known by applying the Snell law:

θn = asin
(

γ0

γn
sinθ0

)
(2.32)
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where θn is the propagation angle of the wave in the medium n, θ0 and γ0 are the
incident angle and propagation constant in the incident medium and γn is the phase
constant in the medium n. Once the angles in each medium are defined, the propa-
gation constant γ is redefined as:

γ′n = γncos(θn) (2.33)

where γ′n is the propagation constant in a medium that takes into account a non
normal propagation direction. Finally, the impedances depend on the incident angle
and the propagation mode states such dependency in the following way:

Z′TM(n) = Zncos(θi) f or TM polarization (2.34)

Z′TE(n) = Znsec(θi) f or TE polarization (2.35)

where Z′TM(n) and Z′TE(n) are the impedance in the medium n experienced by a TM
wave and a TE wave respectively. This new phase constants and impedances must
be replaced in Eq. 2.16, Eq. 2.19 and Eq. 2.29 in order to generalize the electromag-
netic response to oblique incident angles.

2.5.4 Optical method

A mathematical method for analysing multilayered structures is presented in [39].
In this case, plane wave propagation theory is used to compute the electromagnetic
response of the system. Consider the illustration of Fig. 2.9.

FIGURE 2.9: Optic model scheme

Regarding Fig. 2.9, ñn, µn and ln are the refractive index as presented in Eq. 2.2,
the relative permittivity of Eq. 2.1 and the thickness of the layer respectively. In this
method, the incident angle θ0 is considered from the beginning. Such angle in each
medium can be obtained from the following expression:

θn = acos

(√
1−

(
ñ0sin(θ0)

ñn

)2
)

(2.36)
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where θn is the propagation angle in the medium n, and θ0 and ñ0 are the incident
angle and the complex refractive index of the first medium. This equation can be
derived by applying the law of Snell combined with the well known trigonometric
identity: cos2(x) + sin2(x) = 1. The propagation constant is redefined again in the
following way:

an =
γ′n
γn

, bn =
ñn

µn
, gn = anbn (2.37)

where gn is the redefined propagation constant, γn and γ′n have been defined in
Eq. 2.12 and Eq. 2.33, ñ is the complex refractive index of 2.2 and µn is the relative
magnetic permeability that it is usually assumed as 1. Then, the transmission matrix
can be defined as:

[
An
Bn

]
= PnD−1

n Dn+1

[
An+1
Bn+1

]
(2.38)

where Pn is the propagation matrix:

Pn =

[
e−γ′n ln 0

0 eγ′n ln

]
(2.39)

and Dn is the transfer matrix, which depends on the polarization of the incident
wave:

DTE(n) =

[
1 1
gn −gn

]
f or TE polarization (2.40)

DTE(n) =

[
an an
bn −bn

]
f or TM polarization (2.41)

where all terms have been previously defined. In order to compute the total transfer
matrix, the contribution of every layer must be multiplied by the rest of them. This
leads to the following formula:

[
A1
B1

]
= M

[
An
Bn

]
, where M =

N−1

∏
n=1

PnD−1
n Dn+1 =

[
M1,1 M1,2
M2,1 M2,2

]
(2.42)

where Mij terms are the transmission coefficients of the total transfer matrix M and
N is the number of layers. If we assume that there is only an incident wave at the
input (B1 = 0) and the result is normalized to such input (A1 = 1), then, the transmis-
sion and reflection coefficients are:

t =
1

M1,1
, r =

M2,1

M1,1
(2.43)

Finally, the transmittance and reflectance can be computed using the previous
coefficients:

T =
Re(ñN)

Re(ñ1)

Re(cosθN)

Re(cosθ1)
tt∗ , R = rr∗ (2.44)
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where Re denotes the real part of a number, the superscript ∗ the complex conjugate
of a number and N the last layer.

2.6 Evolutionary algorithms

Evolutionary algorithms are searching and optimization methods that are a sub-
group of artificial intelligence and are based on the postulates of biological evolution.
A solution to a problem is called an individual, and a set of entities that constitute
several solutions are named as population. An individual is defined by its chro-
mosome, which is a code that can identify it. Each number of this code is called a
gene. Once given a population, the individuals can experience the following genetic
operators:

1. Reproduction: That is when two individuals cross their chromosomes to give
a new individual. This allows to follow a certain direction in the search of a
solution.

2. Mutation: That is the process of randomly changing the chromosome of one
individual in order to increase the chance of finding a whole different solution.

3. Recombination or crossover: This is the combination of the chromosome of two
or more individuals that can differ from the solutions found by the parents. It
allows a wider search of the solution.

4. Selection: This is the process of discarding some of the resultant individuals of
the previous operations in order to have a certain population size in the next
generation.

Regarding more general characteristics of optimization algorithms, the sample
space or search space is the number of possible individuals, or solutions to a prob-
lem, and is defined by the size of the chromosome. It is very common to put some
restrictions to the problem in order to reduce such space or to omit solutions that
cannot be put into practice. Also, an error function must be defined to measure the
suitability of the individuals for a given solution. Such function is a mathematical
operation that measures the suitability of a given solution with the desired solution
and is usually called fitness function. Combining this function with the genetic op-
erators, a search for the ideal solution through evolution can occur.

2.6.1 Genetic algorithm used in this work

The genetic algorithm is one of the options developed in the evolutionary algorithms
field and it is inspired by the process of natural selection. It usually starts with a
randomly created initial population that will give the next generation through the
genetic operators described previously. This process will be repeated until one of
the stop conditions are met, which are time limit, maximum number of generations
or maximum number of generations without improvement in the fitness function.
By its philosophy, this algorithms is not going to know when it has found the best
possible solution if this case is met, and it is going to keep searching until one of the
conditions is met.

Following the biological analogy, the population size or generation size is the
number of individuals in each generation. A generation is a set of individuals and
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the best solution among them, the best individual, is usually called hall of fame. This
best individual will have the minimum value for the fitness function among a gen-
eration. With the operations of the list and the error functions, the generations will
develop to have the minimum error function, or what is the same, each generation
will be more suitable for the problem than the previous one.

The genetic algorithm used in this work is the one embedded in Matlab®, which
allows a wide flexibility in the design of the algorithm at the same time it gives
default values that ease the design process. Regarding the genetic operators, they
are defined by default in the following way:

1. Reproduction is defined in this case by the number of individuals that are guar-
anteed to survive to the next generation, usually the best ones, and the number
of individuals that will be part of the next generation that are produced by re-
combination. The former is defined by a number of individuals and the latter
by a fraction between 0 and 1. These last entries are actually part of the selec-
tion process.

2. Mutation is defined by a random function, by default Gaussian with 0 mean,
that will add a random number to each entry of the parents vectors. The stan-
dard deviation can be defined to select the magnitude of the effect of mutations
in the evolution process.

3. Recombination or crossover is defined by a crossover function. By default,
Matlab® randomly creates a binary vector of the length of the chromosome
and selects the gen from one parent when the vector is 1 and from the other
when the vector is 0.

4. Selection is defined by default by an uniform function that picks a subgroup
of the calculated individuals by randomly selecting the first one and then, se-
lecting the other by a constant distant defined by the chromosome.

Regarding constraints, they take the form of a vector where the elements are
operations of inequality that must be accomplished by all individuals. In practice,
Matlab® uses an algorithm that keeps a maximum number of individuals per gener-
ation that can violate the constraints. Obviously, these individuals are never selected
for the next generation or recombination. Finally, by stating the generation size, the
algorithm is ready to start.
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Chapter 3

Radiative cooling designs

In this chapter, three different designs for radiative cooling are presented. The first
one is a metasurface designed and manufactured in 2017 that takes advantage of
advances in nanofabrication technologies. The second device is a near ideal per-
fect emitter for radiative cooling, which has a near maximum net cooling power.
Nevertheless, its fabrication is actually difficult for current technologies. Lastly, a
multilayered structure with the materials introduced in Chapter 2 is studied using
the analytical methods of Section 2.5 and the optimization method of Section 2.6.

3.1 Metasurface

The structure presented in [13] is a metasurface that consists of two silicon islands
of the same dimensions but oriented on different axes. Such islands are repeated
periodically over the x and y axes, and are put on a silicon substrate. All the top
surfaces are coated with a silver layer. The unit cell that represents the full structure
and is going to be analyzed is depicted in Fig. 3.1.

(a) (b)

FIGURE 3.1: Metasurface presented in [13]: (a) unit cell in perspective
and (b) side view of the unit cell

The proposed dimensions for the structure are, following Fig. 3.1: the periodicity
length a = 6.9 µm, the islands height g = 1.5 µm, the length and the width of the
islands, l = 2.3 µm and w = 1.55 µm. Then, the thickness of the silver layer hAg = 0.1
µm and the silicon substrate hSi = 6 µm. Lastly, the distance between the islands in
each axe will be xdist = 1.55 µm and ydist = 1.55 µm. While the silver layer is the one
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introduced in Chapter 2, the silicon layer is doped with phosphorous and, therefore,
is defined in the paper by a Drude model (Eq. 2.6) with the parameters of Table 3.1.

TABLE 3.1: Drude model of phosporous doped silicon of [13]

Epsilon infinite Plasma frequency fp Collision frequency Γ
11.68 48.862 THz 8.806 THz

This permittivity model exhibits the following curve:

FIGURE 3.2: Phosporous doped silicon permittivity

This structure is simulated in CST by establishing periodic boundary conditions
and Floquet ports in the mid infrared range: 4 µm - 26 µm. The obtained emissivity
curve is depicted in Fig. 3.3.

FIGURE 3.3: Simulated emissivity of the metasurface of [13]

It can be seen that the structure has a medium to high emissivity in the atmo-
spheric window, from 8 µm to 13 µm. This wavelength response is not exactly the
same as the one shown in [13], but is very similar to it. Considering that the structure
is coated with a silver layer, it is expected to have a high solar reflection. In order
to study the behaviour of the system and to enhance its performance, a parametric
sweep of the parameters of the metasurface has been done. These are shown in Table
3.2 and their results presented in the following figures.
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TABLE 3.2: Parametric sweep values for the metasurface introduced
in [13]

Parameter Interval Step
a 5.9 µm - 7.9 µm 0.5 µm
g 0.5 µm - 2.5 µm 0.5 µm
l 1.3 µm - 2.8 µm 0.5 µm
w 0.55 µm - 2.55 µm 0.5 µm

xdist* 1.05 µm - 2.05 µm 0.5 µm
ydist* 1.05 µm - 2.05 µm 0.5 µm

*All combinations of these parameters have been considered

(a) (b)

FIGURE 3.4: Parametric sweep of the metasurface periodicity, a: (a)
all values and (b) maximum and minimum values

It can be seen in Fig. 3.4 that the unit cell size is actually important in the response
of the metasurface. There is an inverse relationship between the the periodicity dis-
tance and the dip between the two peaks: the larger unit cell size the flatter the curve
is in the emission bandwidth. Also, the emission increases in the lower wavelengths,
which can have a negative effect for the solar reflection.

(a) (b)

FIGURE 3.5: Parametric sweep of the metasurface island height, g: (a)
all values and (b) maximum and minimum values

The island height appears to modulate the emission magnitude of the metasur-
face. If it is not sufficiently tall, the emission peak drops drastically, and the left side
lobe disappears. Besides, it has its maximum emission spectra when g = 1.5 µm,
which is nearly maintained for higher island height values. It also has a very weak
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effect on the wavelength location of the emission peaks.

(a) (b)

FIGURE 3.6: Parametric sweep of the metasurface island length, l: (a)
all values and (b) maximum and minimum values

The island length has a direct relationship with the wavelength location of the
emission band. Beside, it modifies the emissivity curve shape. This is because the
two islands are very similar to a capacitor that changes with their size and, in a
circuit, changing a capacity value leads to a substantial change in its frequency re-
sponse. Also, when such length gets too small, say less than 1.8 µm, the right side
emissivity lobe is suppressed. Regarding the lower and upper wavelengths, increas-
ing the length leads to an increment in the emissivity.

(a) (b)

FIGURE 3.7: Parametric sweep of the metasurface island width, w: (a)
all values and (b) maximum and minimum values

The island width also modifies drastically the emissivity curve. It has a similar
relationship with the wavelength as the length, the wider the islands the higher the
emission peak. But this relationship is weaker actually. The width also increases
the overall emissivity of the device, which is not desirable out of the atmospheric
window.

In Fig. 3.8, it can be seen that there is no significant differences if the distance
between the islands is modified. This could mean that there is no electromagnetic
interaction between them at a first glance.

Looking the overall tendency of the sweeps, it seems that the reference structure
is already optimized because the emissivity in the atmospheric window and out
of the window is always worse than the initial one. In order to achieve a better
structure new optimization methods like the one presented in [15] will be necessary.
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FIGURE 3.8: Island distances sweep

Regarding the net cooling power, the emission spectra for all elevation angles
is required. Knowing the emissivity in the normal direction of the structure, the re-
sponse in the other angles can be estimated by an inverse cosine angular dependence
as the one of Eq. 1.3. This leads to the following angular emissivity:

FIGURE 3.9: Angular emissivity of the metasurface

Considering an ambient temperature Tatm = 300 K (27ºC) and a device temper-
ature of T = 294 K (21ºC), the emissivity of Fig. 3.9 leads to a night-time radiative
cooling power of 62.92 W. This result differs from the one of the reference paper. The
difference between them can be a cumulative effect of using a different extrapolation
method for estimating the angle dependent emissivity, using different atmospheric
models and the fact that the simulated emissivity is not exactly the same as the one
found in the reference.

In order to know the behaviour of the net cooling power vs temperature, two
temperature sweeps have been done with the spectra of Fig. 3.9. First, the net cooling
power of the device is calculated for the temperature of the device T from -23ºC to
32ºC with a step of 5ºC, assuming an ambient temperature of 27ºC. Second, the net
cooling power for an ambient temperature in a range from 7ºC to 57ºC with steps of
5ºC when the structure is at 21ºC. Both curves are plotted in Fig. 3.10.

It can be seen in the left curve that, for such conditions, the equilibrium tempera-
ture of the device is at -20ºC. This result indicates that, theoretically, the metasurface
could achieve a temperature of -20ºC when the ambient is at 27ºC during the night.
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(a) (b)

FIGURE 3.10: Net cooling power of the metasurface over (a) temper-
ature of device T fixing Tatm=27ºC, and (b) over ambient temperature

Tatm fixing T=21ºC

Also, it is normal that the cooling power decreases with the temperature of the de-
vice because the black body radiation decreases. Moreover, at higher ambient tem-
peratures, the cooling power also decreases due to absorption of more heat coming
from the atmosphere.

3.2 Metastructure

The device presented in [11] is a pyramid shaped metamaterial with 19 layers. Each
step of the pyramid is composed of two layers, one of silica and other of alumina,
which have been characterized in Chapter 2. Such structure is located above a sil-
ver layer and is repeated periodically over the x and y axes. The metamaterial is
illustrated in Fig. 3.11.

(a) (b)

FIGURE 3.11: Pyramidal metastructure of [11]: (a) side view of the
unit cell and (b) unit cell in perspective

The proposed parameters of Fig. 3.11 are the height of the silica layer, hSiO2 = 1
µm, the thickness of the alumina layer, hAl2O3 = 2 µm, which makes a layer height
of hL = 3 µm, a formula for each layer length Ln(µm) = 7.5− (n − 1) × Ss with a
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constant step size Ss = 0.35 µm and n as the layer number. Lastly, P = 7.5 µm is the
period of the structure in the x and y axes and the height of the structure is h = 57
µm. The metamaterial is analyzed in CST and compared with GD-Calc, imposing
periodic boundary conditions and Floquet ports in the mid infrared range: 4 µm - 26
µm. The obtained emissivity curve is depicted in Fig. 3.12.

FIGURE 3.12: Simulated emissivity of the metastructure of [11]

In order to have a deeper knowledge of the behaviour of the pyramid, a few
parametric sweeps have been done. First, the effect of the number of layers in the
emissivity while maintaining its height is studied. In this case, the layer lengths are
taken from the original structure, i.e., if there are 8 layers, the first layer will have
a length equal to the base and the last one equal to L19. Then, the intermediate
lengths are selected to be equally spaced between them. Second, the number of
layers giving a constant step change, thus changing the total height of the pyramid.
Lastly, the effect of different step size between layers given a device composed of 8
layers is analyzed. All this is summarized in Table 3.3 and the results are shown in
the following pictures.

TABLE 3.3: Parametric sweeps for the pyramidal metastructure of
[11]

Parameter Values Notes
number of layers 2, 4, 6, 8 h = 57 µm
number of layers 2, 4, 6, 8 hL = 3 µm

Ss 0.35 µm, 0.55 µm, 0.9 µm 8 layers
Ss 0.25 µm, 0.35 µm, 0.42 µm 16 layers

Looking at the results of Fig. 3.13, it seems that there is not a direct relationship
between the number of layers and the response as long as the total height is main-
tained. Maybe the latter has a deeper effect in the emission spectrum of the device.
Then, a sweep over the number of layers giving a constant layer height have been
done. Its results are shown in Fig. 3.14.

Taking into account the plots depicted in Fig. 3.14, there is a direct relationship
between the emission spectrum of the structure and the number of layers as long as
the layer height is maintained. This can be the result of a less smooth permittivity
change that a wave experiences when it tries to cross the pyramid. Following this
idea, it is expected that some height is required with a fine step and a sharp geometry
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(a) (b)

FIGURE 3.13: Layer sweep with constant height: (a) all values and (b)
maximum and minimum values

(a) (b)

FIGURE 3.14: Layer sweep with variable height: (a) all values and (b)
maximum and minimum values

in order to smooth the permittivity change. Finally, the curves of the sweep over the
step when there are 8 and 16 layers are shown in Fig. 3.15.

(a) (b)

FIGURE 3.15: Step sweep with: (a) 16 layers and (b) 8 layers

Looking at Fig. 3.15, it seems that the step is an important factor affecting the
emissivity of the metastructure. It should be taken into account that the bigger step
makes the sharper structure, while the others make a pyramid with a relatively big
roof, which makes harder for the radiation to exit the structure due to the abrupt
permittivity change between the device and free space.
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In order to study the response in the solar spectrum (0.3 µm - 4 µm), GD-Calc has
been used due to the limitations of CST for this application explained in Chapter 1.
Before its use, the agreement between this simulator and CST has been analyzed.
For that purpose, the response of a pyramid of 8 layers and a pyramid of 16 layers
have been compared. Both results are shown in Fig. 3.16.

(a) (b)

FIGURE 3.16: Comparison between GD-Calc and CST for (a) an 8
layered pyramid and (b) 16 layered pyramid

It can be seen in Fig. 3.16 that the results of both simulators have a good agree-
ment. Also, it should be considered that CST spends more than 4 and 2 hours to
compute the pyramidal structures of 16 and 8 layers respectively while GD-Calc
only needs less than 10 and 4 minutes. Also, GD-Calc does not need much more
time to analyze the solar spectrum, in sharp contrast to CST, which actually cannot
compute such bandwidth with the used hardware.

Then, the angular dependency has been studied thanks to the reduction of the
computation time. The angles considered are: 0º, 15º, 30º, 45º, 60º, 75º and 89º for the
reference structure. Using these angles, an interpolation can be done to compute the
net cooling power with less error than the previous section. The emission spectrum
at an angle of incidence of 90º is assumed to be zero. These curves are depicted in
Fig. 3.17.

(a) (b)

FIGURE 3.17: Angle sweep of the metastructure: (a) simulated angles
and (b) interpolation
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As expected, the structure emissivity decays with the angle increment, but not
as much as expected because the pyramid keeps a high emission spectrum at 75º. It
also has a very high solar reflectivity, which makes the model suitable for day-time
radiative cooling. Taking into account the theory of Chapter 1, this device will be
very similar to an ideal radiator when the pyramid is at a high temperatures.

Taking into account only the interpolated emission angles, an ambient tempera-
ture of Tatm = 300 K (27ºC) and a temperature of a device of T = 294 K (21ºC), it can
be calculated that the day-time net cooling power of the structure is 50 W. In order
to know the behaviour of the net cooling power over temperature, two temperature
sweeps have been done with the spectra of Fig. 3.17. The first one is of the tem-
perature of the device, from 260 K (-13ºC) to 310 K (37ºC) and the second is of the
ambient temperature, from 280 K (7ºC) to 330 K (57ºC). Both sweeps are done with a
step of 5 K and depicted in Fig. 3.18.

(a) (b)

FIGURE 3.18: Temperature sweep of the metastructure over (a) device
temperature T fixing Tatm=27ºC, and (b) over ambient temperature

Tatm fixing T=21ºC

Observing the curves, it can be seen that, under the supposed conditions, the
thermal equilibrium of the structure under direct sunlight is of 10ºC. That means
that in a day at 27ºC, such device will achieve a reduction of 17º under ambient
temperature over time. Also, if both the device and ambient are at 27ºC, the net
cooling power exceeds 75 W.

There are some differences between these results and the ones presented in the
reference paper. This can be because the used atmospheric transmittance model and
simulation tools are not the same.

3.3 Multi-layered structure

Taking into account the materials introduced in Chapter 2.2, a new multilayered
structure with several degrees of freedom can be studied. Such structure will have
a maximum of N layers of different materials that are theoretically infinite in their
transverse plane and have some length in their normal direction. Each layer can be
made of alumina, silicon nitride or silica and the system will be laying on an alu-
minium plate. A graphical illustration of the metastructure is depicted in Fig. 3.19.

This metamaterial raises one of the main current problems, which is that the op-
timization of a system with such an amount of degrees of freedom is in fact difficult.
Therefore, the parametric sweeps used in previous sections have been replaced by
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FIGURE 3.19: Multilayered structure

newer optimization techniques based on evolutionary algorithms, that have been
introduced in Chapter 2.6. A first analysis has been done using a genetic algorithm,
which is by default included in Matlab®.

In first place, the multilayered structure must be decomposed in a code that can
be modified by the algorithm, the so called chromosome for each solution. The sum-
mary of the code of structure is presented in Table 3.4:

TABLE 3.4: First genetic algorithm code

Parameter Values Code
Number of layers 8 N/A

layer thickness (hln ) [0.1, 0.2, 0.4, 0.6, 0.8, 1, 1.5, 2] µm [0-7]
layer material (ln) [Al2O3, SiO2, Si3N4] [0, 1, 2]

In this case, the code is a vector of 16 integer numbers where the first 8 numbers
establish the material of each layer starting from the top, and the least 8 numbers
estate the layer thickness in the same order. The chromosome of an individual, i.e.
[0, 1, 0, 1, 2, 1, 0, 1, 0, 6, 3, 6, 2, 5, 7, 1] will give the structure of layers [l8 = Al2O3,
l7 = SiO2, ... , l2 = SiO2, l1 = Al2O3] with thicknesses of [hl8 = 0.1 µm, hl7 = 1.5 µm,
... , hl2 = 2 µm, hl1 = 0.2 µm] that will have a defined emissivity.

The sample space can be calculated by multiplying the possible materials for
each layer and the possible thicknesses. Knowing that the first layer has no restric-
tion in his material, thus, it has three possible materials, the sample space can be
calculated as 3× 2N−1× 8N = 6.4425× 109, where 2 is the possible materials of each
layer for not being able to repeat the previous layer material and 8 the possible val-
ues of thickness for each layer. N has been defined as the number of layers.

Then, the emissivity of each individual must be compared to some reference in
order to give the objective to the evolutionary algorithm. In this case, the reference
curve is an ideal radiator in the atmospheric window, from 7 µm to 13 µm, which
has its emissivity curve depicted in Fig. 3.20. The metric in this case is the Mean
Square Error(MSE) between the curve of the individual and the curve of the ideal
radiator.

It should be considered that, due to time restrictions, the genetic algorithm is
designed to optimize only the emission in the normal direction to the structure. In
a deeper analysis, all emission angles should be considered in order to optimize the
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FIGURE 3.20: Reference radiator for the genetic algorithm

net cooling power. Moreover, the net cooling power is not taken by the algorithm
because its computation for each individual would increment greatly the overall cal-
culation time.

The genetic algorithm used has been configured to have a maximum number
of generations of 1000, a maximum number of generations without improvement
of 40, a population size of 100, a maximum computation time of 20 hours and the
default mutation function is Gaussian. Also, it has the restriction of not being able
to make two adjacent layers of the same material. It should be taken into account
that, because the target is day-time radiative cooling, the error between the reference
curve and the individual curve is weighted. So, not reducing the solar reflection
means an error 10 times larger than not increasing the emission in the atmospheric
window. These configurations of the genetic algorithm are summarized in Table 3.5
and its development in Fig. 3.21.

TABLE 3.5: First genetic algorithm configuration

Parameter Values Description
Max. Gen. 1000 Maximum number of generations
Pop. Size 100 Individuals per generation

Max. Stall Gen. 40 Maximum number of generations without improvement
Max. Time 20h Maximum computation time
Error func. MSE Penalty function for individuals

The penalty value is the mean square error between the reference curve and the
individual multiplied by 10 for the wavelength range below 4 µm, and multiplied by
1 for the wavelengths above. The best individual is defined by its code, introduced
in Table 3.4. It can be seen that the algorithm only needed 143 generations, with 7707
individuals, to find a minimum for the penalty value, which can be a local minimum
because this number represents only a 1.1963× 10−4% of the possible individuals.
It can be seen that the best individual is not similar to the reference curve because
its MSE is 0.138, thus, a nearly ideal radiator has not been found. The dimensions
and emissivity of the best individual ever in this algorithm, the so called hall of fame
(HOF), is shown in Fig. 3.22.
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FIGURE 3.21: First genetic algorithm results

(a) (b)

FIGURE 3.22: Hall of fame of the first GA: (a) dimensions and (b)
emissivity curve

The genetic algorithm has found a solution with a rather high selective emis-
sion in the atmospheric window. Nevertheless, the solar reflection is not enough to
achieve day-time radiative cooling. Also, there is a clear preference for thin layers.

The fast convergence of the algorithm could mean that it has found a local mini-
mum. An easy way to avoid it is to increase the mutation chance of the individuals
or generations. The latter can be done by simply increasing the population size,
which would increase the possibility for a generation to develop a new mutation.
Also, the layer size tends to be lower than 0.5 µm, which can lead to a reduction
in the sample space of a future optimization. This allows to increase the number of
layers without increasing the sample space. Therefore, a new algorithm with a new
code for individuals is designed, with both data summarized in Tables 3.6 and 3.7.

TABLE 3.6: Second genetic algorithm configuration

Parameter Values Description
Max. Gen. 1000 Maximum number of generations
Pop. Size 250 Individuals per generation

Max. Stall Gen. 250 Maximum number of generations without improvement
Max. Time 20h Maximum computation time
Error func. MSE Penalty function for individuals
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TABLE 3.7: Second genetic algorithm code

Parameter Values Code
Number of layers 10 N/A

layer thickness (hln ) [0.1, 0.2, 0.4, 0.6, 0.8] µm [0-4]
layer material (ln) [Al2O3, SiO2, Si3N4] [0, 1, 2]

In this case, the sample space is of 1.5 × 1010 and, in order to achieve a better
solar reflection, the MSE for wavelengths below 4 µm is multiplied by a factor of
50. The development of this second genetic algorithm and its best individual are
depicted in Fig. 3.23 and Fig. 3.24. In this case, the algorithm has again stopped
because it has achieved the maximum number of generations without improvement
at 423 generations and it has calculated the response of 187178 structures.

FIGURE 3.23: Second genetic algorithm results

(a) (b)

FIGURE 3.24: Hall of fame of the Second GA: (a) dimensions and (b)
emissivity curve

Although in this second case the genetic algorithm have had more time to search
for a better combination, it seems that little improvement has been achieved. In both
cases a clear tendency to minimize the thicknesses of the layers can be seen and
interestingly, the first four layers beginning from the metal plane in Figs. 3.22a and
3.24a, are equal in materials and thicknesses. In order to compare their performance,
both structures have been analyzed varying the incidence angle θ from 0º to 89º in
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steps of 1º and the results are depicted in Fig. 3.25.

(a) (b)

FIGURE 3.25: Thin film multilayered structures emissivities (a) first
GA HOF and (b) second GA HOF

It can be seen that both devices are quite good selective emitters in the atmo-
spheric window and that they have an overall emission relatively small. This can
be beneficial for achieving a very low equilibrium temperature, but limits the maxi-
mum net cooling power when the device is at high temperatures. Also, the second
structure has a higher emission in the atmospheric window

It can be seen that neither of them reflect enough the solar spectra to achieve day-
time radiative cooling, and, therefore, the performance comparison between them is
done under night-time conditions. Two temperature sweeps have been done, one
for the device temperature and one for the ambient temperature. Both of them are
depicted in Fig. 3.26:

(a) (b)

FIGURE 3.26: Temperature sweep of the multilayered structures over
(a) device temperature T fixing Tatm=27ºC and (b) over ambient tem-

perature Tatm fixing T=21ºC

Both structures achieve a positive net cooling power during the night. Also, due
to being very selective emitters, the equilibrium temperature is at about -10ºC and
they both keep quite well their net cooling power when the ambient is hot. Con-
sidering an ambient temperature of 27ºC and the device temperature of 21ºC, the
first and second structures have achieved a night-time net cooling power of approx-
imately 45 W and 50 W respectively. Therefore, the second optimization has lead to
a slightly better device that also has a better solar reflection.
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Chapter 4

Conclusions and future lines

Radiative cooling is an exploitable phenomenon for enhancing the current building
energetic efficiency that need to be refrigerated, which implies a great reduction in
energy expenses. Moreover, it has several applications in clothes, photovoltaic cells
and vehicles which in combination could have an even greater impact on energy
savings. This could have a very positive effect in global warming because it allows
to balance the earth heat emission with the greenhouse effects and, therefore, radia-
tive cooling should be considered as a tool against climate change.

In this master thesis, two analytical methods for calculating the reflectance and
transmittance of thin film multilayered structures have been developed. They are
based on transmission line theory and its analogy with plane waves. They both
have been compared with GD-Calc®, which is a Matlab® semi analytic simulator
for grating structures at optical frequencies that is based on the Rigorous Coupled
Wave Method (RCWM). Also, another analytical method from [39] that is based on
the combination of plane wave propagation with the law of Snell has been tested.
All mathematical methods have given a negligible error in comparison to the sim-
ulator. Moreover, they have reduced the computation time by a factor greater than
250, which allowed to calculate all the emission angles to compute the net cooling
power for the thin film multilayered structures.

Three main metamaterials for radiative cooling have been studied: a metasurface
from [13], a pyramidal shaped metastructure from [11] and a thin film multilayered
structure. The first two have been analyzed by parametric sweeps, giving the meta-
surface a night-time cooling power of 62.92 W/m2 and the pyramid a day-time net
cooling power of more than 75 W/m2. The thin film multilayered structure have
been designed with a genetic algorithm, which is an optimization method of the
family of evolutionary algorithms. This leads to an automated design that has lead
to a structure with a night-time net cooling power of nearly 50 W/m2. The used
atmospheric transmittance model assumes very harsh environmental conditions for
radiative cooling, which is the main factor that explains the power difference be-
tween this work with the reference ones.

Although the designed thin film multilayered structure has not achieved suf-
ficient solar reflection to operate during day, the optimization has relatively low
solar absorption. Moreover, the night-time net cooling power could be drastically
increased if the optimization is for such scenario. The mathematical models along
with novel optimizations methods like evolutionary algorithms may solve the de-
sign problem in a near future for radiative cooling multilayered structures. This
could lead to radiative cooling devices that are easy and fast to design and manufac-
ture with potentially great cooling capacity.
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On the counterpart, the mathematical models for more general metastructures
that can lead to better radiative cooing devices are not developed and also, they are
non trivial analytical problems. Moreover, the analytical models used in this work
assume an ideal scenario with homogeneous media and perfect transitions between
media. This will add some error between the simulations and the real device. Also,
there is a need for developing accurate models for the thermal losses of the struc-
tures. Finally, the optimization algorithm has an underlying problem, which is that
if different materials are about to be considered in optimization, the solution plane is
non continuous. This means that an optimizer cannot guarantee its well behaviour
if the curve to be optimized has abrupt variations with some parameters.

In the future, the optimizations should consider all incident angles and must be
more customized for each problem. More materials should be included in the mod-
els in order to know to what extent the electromagnetic properties of a device can
change using multilayered structures. Moreover, if the response is highly config-
urable, the ultimate step should be implementing a neural network that can make
the inverse design. This means a machine that given a response, can design a mul-
tilayered structure that fulfills such behaviour. Regarding metamaterials, machine
learning approaches can be also used to ease the design of such devices in case that
the advances in fabrication methods allow their mass manufacturing for commercial
applications in radiative cooling.

Regarding the atmospheric models, there is a lack of such models for different
earth regions. Knowing the huge effect of them in the net cooling power, new models
should be designed for the designing of radiative cooling devices of a given region
or country. In the same line, the concept of time varying radiators, i.e., devices that
can change their cooling power over time is not yet widely used. Those systems
use phase changing materials to tune its electromagnetic response via temperature
variation. This can have a huge impact by allowing devices that can cold in summer
and heat in winter or simply by being controllable by an user.
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Appendix A

Transmission line ended in a load

The general solution of a finite transmission line terminated in a load can be found
in [41]. For the aim of this work, only the calculation of reflection and transmission
coefficients is done. Consider the following set up:

FIGURE A.1: Transmission line ended in a load

where V+
i is the progressive incident wave in the line, Z is the impedance of a line or

element, β the propagation constant of an ideal line and γ the propagation constant
of a lossy line. Zin is the input impedance and Γ the reflection coefficient.

The reflection coefficient at the input of the transmission line can be calculated
as:

Γin =
Zin − Z1

Zin + Z1
(A.1)

where the input impedance Zin can be obtained with the following formula:

Zin = Z1
ZL + Z1tanh(γ1l1)
Z1 + ZLtanh(γ1l1)

(A.2)

where l1 is the length of the line. For calculating the power given to the load, a
voltage source must be considered, leading to the following scheme:

FIGURE A.2: Transmission line ended in a load with an input power
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where Vg is the source voltage. In such scenario, the current at the input of the line
Iin can be calculated as:

Iin =
Vg

Z0 + Zin
(A.3)

Taking into account that the power is defined as P = I2R, the power at the input
of the transmission line is:

Pin =
1
2
|Iin|2Re(Zin) (A.4)

where Zin is the complex input impedance of Eq. A.2. Finally, the power given at
the load can be obtained as:

PL = Pine−2αl1 1− |ΓL|2
1− |ΓL|2e−4αl1

(A.5)

where α is the real part of the complex propagation constant γ of the transmission
line. In order to know the transmission coefficient, the power at the input of the line
must be calculated. The power at the input can be matched with the power of the
generator, which by the Ohm law is:

Pg =
|Vg|2

8Z0
(A.6)

where all terms have been previously defined. Finally, the transmission coefficient
can be calculated by dividing the power delivered to the load by the input power:

T =
PL

Pg
(A.7)
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Appendix B

ABCD and Scattering matrix

Microwave circuits can be represented in several ways, as explained in [42]. A typ-
ical manner is viewing such circuits as n-port networks, where the number of ports
equals the number of inputs to the system. Between all the forms of describing
such networks, the transmission matrix and scattering matrix general schemes are
depicted in Fig. B.1.

(a) (b)

FIGURE B.1: (a) S matrix for a two port network and (b) ABCD matrix
for a two port network

The scattering matrix, Fig. B.1a, is defined by the total progressive and regressive
waves at each port, giving an easy way to calculate wave relationships. This will
allow to estimate the reflection and transmission coefficients of a two port network.
The elements of the matrix are defined as follows:

S11 =
V−1
V+

1
|V+

2 =0 =
re f lected wave at port 1
incident wave at port 1

(B.1)

S12 =
V−1
V+

2
|V+

1 =0 =
transmitted wave at port 1

incident wave at port 2
(B.2)

S21 =
V−2
V+

1
|V+

2 =0 =
transmitted wave at port 2

incident wave at port 1
(B.3)

S22 =
V−2
V+

2
|V+

1 =0 =
re f lected wave at port 2
incident wave at port 2

(B.4)

where V±n is a voltage signal as described in equation 2.8. In Fig. B.1b is depicted the
scheme of the ABCD matrix, also known as the transmission matrix. This matrix is
defined by the total voltage and current at each port and gives a direct relationship
between the input and the output. The definition is as follows:[

V1
I1

]
=

[
A B
C D

] [
V2
I2

]
(B.5)
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This approach allows to compute multiple connected two port elements by mul-
tiplying their ABCD matrix. As shown in the following example:

FIGURE B.2: ABCD matrix for two connected two port network

[
V1
I1

]
=

[
A1 B1
C1 D1

] [
A2 B2
C2 D2

] [
V3
I3

]
(B.6)

Also, it is well known from [43] that both matrix have direct relationship as fol-
lows :

S11 =
AZ02 + B− CZ∗01Z02 − DZ∗01
AZ02 + B + CZ01Z02 + DZ01

(B.7)

S12 =
2(AD− BC)(R01R02)1/2

AZ02 + B + CZ01Z02 + DZ01
(B.8)

S21 =
2(R01R02)1/2

AZ02 + B + CZ01Z02 + DZ01
(B.9)

S22 =
−AZ∗02 + B− CZ01Z∗02 − DZ01

AZ02 + B + CZ01Z02 + DZ01
(B.10)

Being Z01 and Z02 respectively the impedances of the input medium (at port 1)
and the output medium (at port 2) with real parts R01 and R02. Also, the ∗ symbol
indicates the complex conjugate of a number. This equations consider two mediums
with different and complex impedance.

Therefore, the combination of these two representations allows to concatenate
microwave circuits and calculate the total characteristics of the combination.
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