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Abstract
Modeling the formation, evolution, and observation of first stars

Mihir Sanjay Kulkarni

Population III (Pop III) stars are the first generation stars forming after the big bang from

primordial gas. This dissertation is focused on the various processes that suppress and delay

the formation of Pop III stars in the universe and their implications for the observations. We

studied the impacts of the Lyman-Werner (LW) radiation that dissociates molecular hydro-

gen, baryon-dark matter streaming velocity introduced at recombination, ionizing radiation

from nearby galaxies, and a model for the composition of dark matter known as the fuzzy

dark matter on the formation of Pop III stars.

Firstly, we take a closer look at the critical halo mass (Mcrit) that is the typical minimum

dark matter halo mass needed to host cold dense gas to form the first stars using cosmological

hydrodynamical simulations. LW radiation that dissociates molecular hydrogen and the

baryon-dark matter streaming velocity both delay the formation of Pop III stars by increasing

the critical halo mass. We describe our simulation suite with varying levels of LW radiation

and streaming velocity to provide a fit for Mcrit as a function of LW radiation, streaming

velocity, and redshift which can be used in semi-analytic models of early galaxy formation

to make predictions for observations.

Secondly, we explore a possible mechanism for the formation of large clusters of Pop III

stars: a nearby ionizing source that ionizes a late forming halo, delaying its collapse until

the halo is sufficiently large enough that the core can self-shield and suffer runaway collapse.



We use numerical simulations to examine the fragmentation of the gas near the runaway

collapse using the simple estimates and sink particles to show that the number of fragments

is generally small, at most a handful, and that the mass accretion rate on the fragments is

of order 10−3 M�yr−1. This rate is sufficiently high enough that the descent on the main

sequence (and hence the suppression of accretion) is delayed until the stellar masses are

of order 100-1000 M�, but not high enough to produce direct collapse black holes of mass

∼ 105 M�. The resulting clusters are larger than those produced in minihalos but are still

likely to fall short of being easily detectable in James Webb Space Telescope blind fields.

Finally, we investigate the formation of the first stars and galaxies in a fuzzy dark matter

cosmology. Fuzzy dark matter, made up of ultra-light axions of mass ∼ 10−22 eV, is a

proposed alternative to the standard cold dark matter to solve its apparent small-scale

problems. Its large de Broglie wavelength, of the order of kpc, results in the suppression of

small-scale matter power, thus delaying the formation of the first stars and galaxies to lower

redshift in much more massive halos. Therefore, first stars can be used to put very strong

constraints on the mass of the fuzzy dark matter. We describe our cosmological simulations

that accurately evolve the fuzzy dark matter distribution to study the formation of the first

stars and galaxies.
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Chapter 1: Introduction

1.1 Motivation

Over the years, a standard model of cosmology has evolved based on the observations of

the expanding universe and the cosmic microwave background radiation. In this standard

model of cosmology, the universe started with a hot big bang about 13.7 Gyr ago. As

the universe cooled down because of its expansion, it led to the formation of protons and

neutrons, nuclei, and atoms. Before the formation of neutral atoms in an event known as

“recombination”, approximately 400,000 years after the big bang, baryons were coupled with

radiation through Thomson scattering. As neutral atoms formed, the matter and radiation

decoupled from each other, leaving out the radiation which we receive today as the cosmic

microwave background radiation, also known as the big bang afterglow (Dodelson, 2003).

The epoch of recombination started an era known as the cosmic dark ages. During this

period, the density perturbations in the universe continued to grow under the influence of

gravity. After a few million years, when the gas in dark matter “minihalos” was able to

cool and collapse to higher densities, the first stars in the universe formed (Haiman et al.,

1996; Tegmark et al., 1997; Abel et al., 2002). The first stars started emitting radiation and

started the cosmic dawn in the universe. They also started emitting radiation which started

ionizing the neutral gas around them. With the formation of more stars and galaxies, this

process eventually led to the reionization of the intergalactic medium. The first stars had

primordial chemistry and were made up of hydrogen (75%) and helium (25%), with traces

of lithium. Depending on their mass, some of them exploded as supernovae and started the

metal enrichment in the universe. The first stars from primordial gas are typically called

Population III (Pop III) stars, whereas metal-enriched stars in the early universe are called
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Population II (Pop II) stars.

Studying the properties of the first stars is important for several reasons. First and

foremost, they represent the beginning of the collapsed baryonic structure formation in the

universe. Understanding the properties of the first stars is a gap in our knowledge between

the early universe including big bang nucleosynthesis, cosmic microwave background, and

the observations of the low-redshift universe with metal-enriched gas, stars, and galaxies.

The properties of the first stars such as their stellar masses, effects of the radiative feedback

processes, supernovae explosions, the growth of the metal-enriched regions all significantly

impact the properties of the subsequent generations of star formation and in turn affect the

properties of the first galaxies in the universe (Bromm & Yoshida, 2011; Loeb & Furlanetto,

2013). The elemental abundances in the extremely metal-poor stars in the galactic halo and

the satellite dwarf galaxies can be used to infer the properties of Pop III stars responsible for

the metal enrichment (Frebel & Norris, 2015). The signatures of the first stars are predicted

to be imprinted in the fluctuations of H i 21-cm signal at high redshift (Fialkov et al., 2013).

With upcoming observations of high-redshift galaxies using telescopes like the James Webb

Space Telescope, as well as H i 21-cm surveys, it is crucially important to have theoretical

models to understand the properties of the first stars and their formation channels.

When and where first stars form also depends significantly on the models of cosmology

and thus can be used as a test for cosmology. In particular, it strongly depends on the nature

of the dark matter particle. Alternative models for the standard cold dark matter such as

the warm dark matter and the fuzzy dark matter have structure formation at small scales

suppressed (Bode et al., 2001; Schneider et al., 2013; Hu et al., 2000; Marsh, 2016; Hui et al.,

2017). Pop III stars form at much lower redshifts and in much more massive halos in these

cosmologies. Therefore, predictive models of the first stars can be used to distinguish these

models from the standard cold dark matter. In particular, we focus on the properties of first

stars in the fuzzy dark matter cosmology in Chapter 4. Fuzzy dark matter is proposed to

be made up of ultra-light axions that have a mass of the order of 10−22 eV. This results in
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a de Broglie wavelength of astrophysical (∼kpc) scale and results in a quantum pressure for

dark matter. We study the properties of first stars in fuzzy dark matter cosmology with an

accurate treatment for the evolution of fuzzy dark matter structure.

The formation of Pop III stars is also a relatively simple theoretical problem. In the

absence of metals, and the presence of mainly hydrogen and helium, we can explore various

formation scenarios in much more detail while making a minimum number of assumptions.

Because of this relative simplicity of the problem, it is also easier to provide analytical models

to explain our results from the numerical simulations, as we attempt to do in subsequent

chapters.

In this thesis, we studied various processes that delay the formation of Pop III stars, given

the possibility of their direct or indirect detection with the upcoming observing facilities. In

particular, we studied the delay in the formation of Pop III stars caused by the Lyman-Werner

radiation that dissociates molecular hydrogen, the streaming velocity between baryon and

dark matter, the ionizing radiation, and the presence of fuzzy dark matter as the primary

candidate of dark matter. We studied if and how these processes affect the possibility of

direct or indirect detection of Pop III stars with upcoming observing facilities. In Section 1.2,

we describe some preliminary properties of Pop III stars about the gas cooling needed for

their formation, properties of dark matter halos they form in, and their end states. In

Section 1.3, we describe some of the observational signatures and prospects for the detection

of Pop III stars that motivate the work in this thesis. In Section 1.4, we describe some of

the previous simulations and their results to set a background for the numerical simulations

performed in this thesis. Finally, in Section 1.5, we provide an outline of the structure of

this thesis and the work performed in it.
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1.2 Preliminary properties of Pop III stars

1.2.1 Gas cooling

Primordial gas formed in the big-bang nucleosynthesis consists of isotopes of hydrogen,

helium, and lithium. In the absence of metals, cooling primarily occurs through hydrogen

and its isotopes. For atomic hydrogen and helium, the cooling curve peaks near 104 K with

the Lyman-α transition and drops sharply at lower temperatures. If molecular hydrogen

is formed, it can get excited to its rotational and vibrational transitions and cool down

to a temperature of ∼ 200 K via radiative cooling (Loeb & Furlanetto, 2013). Figure 1.1

shows a cooling function as a function of temperature in the presence of molecular hydrogen.

Molecular hydrogen cooling is necessary to form Pop III stars in halos that are below the

atomic cooling threshold (Tvir < 104 K).

The dominant mechanism to form molecular hydrogen is through H– formation as

H + e− −−→ H− + γ, (1.1)

H + H− −−→ H2 + e−. (1.2)

The protostellar core cools at the temperature ∼ 200 K until it gets denser than nH >

108 cm−3. At this point, further molecular hydrogen can be formed via three-body formation

channel as

H + H + H −−→ H2 + H, (1.3)

H + H + H2 −−→ H2 + H2. (1.4)

Molecular hydrogen can be dissociated by Lyman-Werner photons with energy 11.2 −

13.6 eV. This happens with a two-step dissociation process known as the Solomon process
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Figure 1.1: Cooling rate for the primordial gas made up of atomic hydrogen and helium, and
molecular hydrogen as a function of temperature. It assumes an atomic hydrogen density
nH = 0.045 cm−3 with the molecular hydrogen fraction of 10−3. The solid red curve represents
cooling from atomic gas, with peaks representing collisional excitation of H i and He i. The
dashed blue curve represents cooling because of molecular hydrogen which extends to much
lower temperatures. Reprinted from Figure 12 of Barkana & Loeb (2001).
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as

H2 + γ −−→ H∗
2 −−→ 2 H. (1.5)

The fragmentation scale of the gas and in turn the typically expected mass of the stars

primarily depends on the temperature of the gas. The simplest formulation of this phe-

nomenon is the Jeans instability. A gas cloud is Jeans unstable if its sound crossing time is

larger than the free-fall time. If the sound-crossing time is shorter than the free-fall time,

the gas densities can redistribute because of the pressure waves to avoid gas collapse. The

timescales are given as

ts = R

cs
= R

√
m

γkBT
, tff = 1√

Gρ
, (1.6)

where R is the radius of the cloud, cs is the speed of sound, T is the gas temperature, and ρ is

the gas density. We can define the Jeans length and consequently the Jeans mass by equating

these two timescales. The Jeans mass is the typical fragmentation scale and depends on the

temperature and density of the gas and is given as

MJ ≈ 700
(

T

200 K

)3/2 ( nH

104 cm−3

)−1/2
M� (1.7)

(Loeb & Furlanetto, 2013). Therefore, the fragmentation scale and the typical Pop III stellar

mass depends on the gas cooling properties. The atomic cooling halos (Tvir ∼ 104 K) that

have molecular hydrogen in them dissociated completely can only cool to the temperature of

104 K via atomic cooling and can lead to the formation of supermassive star of mass 105 M�

acting as a massive seed for the formation of the supermassive black holes (Inayoshi et al.,

2020).

1.2.2 Relation to halo mass

In ΛCDM, first stars are expected to form in minihalos of mass 105 − 107M�. This

minimum halo mass for formation of Pop III stars can be understood using the following

analytic argument (Haiman et al., 1996; Tegmark et al., 1997; Machacek et al., 2001; Trenti
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& Stiavelli, 2009). In a halo with pristine gas, the gas will cool and collapse to form first

stars when its cooling time is shorter than the Hubble time (tcool < tH). The Hubble time

approximately represents the age of the universe at a given redshift and is also closely related

to the dynamical time of the halo. The cooling time, tcool can be written as

tcool = u

u̇cool
= 1.5nkBTgas

Λ(Tgas)nHnH2

, (1.8)

where n is the gas number density, kB is the Boltzmann constant, Tgas is the gas temperature,

which can be assumed to be the virial temperature of the halo, Λ is the cooling function, nH

is the hydrongen number density, nH2 is the number density of molecular hydrogen. We can

express n, nH2 , and Tgas as a function of Mvir, and z. We can equate the cooling time as a

function of the virial mass of the halo and redshift with the Hubble time, given as

tH = 1
H(z) = 1

H0
√

Ωγ(1 + z)−4 + Ωm(1 + z)−3 + ΩΛ
(1.9)

for a flat ΛCDM universe. This process results in a minimum halo mass of a few times

105 M� for the formation of the first stars in them. We provide a detailed account of this

calculation in Section 2.4.2.

In the presence of Lyman-Werner radiation, molecular hydrogen is dissociated and thus

the gas collapse is delayed to later times in more massive halos. For very strong LW radiation,

most of the molecular hydrogen is dissociated and star formation is suppressed until the halo

becomes atomic cooling (Tvir ∼ 104 K). For halos exposed to strong ionizing radiation, the

gas collapse can be delayed even further than the atomic cooling threshold leading to gas

collapse when the gas can self-shield itself from the ionizing radiation. Such halos would form

a cluster of Pop III stars at lower redshifts and thus would be more likely to be detected

with upcoming telescopes.
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1.2.3 Fate of Pop III stars

The lifetime and the end states of Pop III stars depend on their stellar mass. The

stars of mass 10 − 40 M� can undergo Type II supernovae and would be responsible for

the enrichment of heavy elements in the nearby universe. For the stellar mass in the range

of 130 − 250 M�, stars are likely to explode as pair-instability supernovae (PISN) (Loeb &

Furlanetto, 2013). Here, the thermal energy in the core is used to generate electron-positron

pairs, which leads to a pressure drop leading to partial collapse and accelerated burning in a

runaway thermonuclear explosion, which blows up the star without leaving a remnant. The

pair-instability supernovae are expected to be very bright and have been suggested as a way

to detect the signatures of Pop III stars (Whalen et al., 2013; Hartwig et al., 2018b). For

the other mass ranges, stars generally collapse to form a black hole without an explosion.

The growth of black holes from Pop III stars has been suggested as a pathway to form the

high redshift supermassive black holes.

1.3 Obervational overview

Based on their masses, Pop III stars can explode as core-collapse supernovae or as pair-

instability supernovae (PISN). By modeling the supernovae explosions, we can estimate the

abundances of various elements in the supernovae explosions. When the next generation

of stars forms in the metal-enriched gas, their elemental abundances can be used to infer

the properties of stars that formed before them. In recent years, observations of extremely

metal-poor stars have been used to constrain properties of the first stars (Frebel & Norris,

2015). The elemental abundances of the extremely metal-poor stars are reported to be

predominantly best fit with the supernovae yields from stars of massM < 40 M� (Tumlinson

et al., 2004; Ishigaki et al., 2018).

The James Webb Space Telescope (JWST) is an infrared space telescope to be launched

in 2021. Because of its large area and low noise, its deep field observations are predicted to
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detect the signatures of first stars. The pair-instability supernovae (PISN) from massive Pop

III stars are expected to be detected by JWST (Whalen et al., 2013; Hartwig et al., 2018b).

Massive Pop III star clusters (M∗ ∼ 105 M�) can be detected with JWST using photometry

(Zackrisson et al., 2011). Caustic transits behind lensing clusters for Pop III stars have been

suggested as a way to detect them directly with the JWST (Windhorst et al., 2018).

The cosmological 21-cm signal from the hyperfine transition of neutral hydrogen is an

important probe for the signatures of first stars. The first stars and galaxies start emitting

Lyman-α photons that indirectly couple the spin temperature of the 21-cm line with the

kinetic temperature of the gas through the effect known as Wouthuysen-Field effect, after

Wouthuysen (1952) and Field (1958). With the kinetic temperature of the gas being smaller

than the cosmic microwave background radiation, we should observe an absorption at the

wavelength of 21/(1 + z) cm (Barkana & Loeb, 2005; Hirata, 2006). The large-scale spatial

fluctuations of the 21-cm signal would have imprints of the inhomogeneous density field and

the Lyman-α and X-ray radiative sources. Detection of the power spectrum of 21-cm signal

with the Square Kilometer Array (SKA) and the Hydrogen Epoch of Reionization Array

(HERA) can be used to put very strong constraints on the properties of first stars (Fialkov

et al., 2013, 2014).

The recent merger event GW190521 observed by the Laser Interferometer Gravitational-

wave Observatory (LIGO) had two inspiraling black holes of masses 85 and 66 M� resulting

in a black hole remnant of mass 142 M�. These black holes fall in the theoretical forbidden

mass range (55 − 130 M�) predicted by the standard pulsational pair-instability supernova

models and have been proposed to have formed from the massive Pop III star remnants

(Safarzadeh & Haiman, 2020; Kinugawa et al., 2020; Liu & Bromm, 2020). This creates a

new way of detecting the observational signatures of Pop III stars, particularly those forming

in Pop III clusters.
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1.4 Simulations overview

The first simulations of the formation of first stars with cosmological context became

possible near the turn of the century with the use of novel techniques such as adaptive mesh

refinement (AMR) and smooth particle hydrodynamics (SPH). A crucial breakthrough in

the field was the simulations performed by Abel et al. (2002). Abel et al. (2002) followed the

runaway collapse of gas in a halo of mass 106 M� in a cosmological simulation using AMR

and followed it to densities as high as 109 cm−3 and concluded that the central dense core

does not fragment and only forms a single star (M >> 1 M�) in the halo.

Many numerical simulations with high resolution have studied the fragmentation of the

primordial gas cloud suggesting that the minihalos form multiple star systems instead of

single star systems (Stacy et al., 2010; Clark et al., 2011; Greif et al., 2011b, 2012). The

fragmentation and the initial mass function (IMF) of the first stars depend on the turbulence

(Wollenberg et al., 2020), as well as on the magnetic fields (Sharda et al., 2020).

Machacek et al. (2001) studied the statistical sample of dark matter halos in a cosmo-

logical simulation and identified a threshold halo mass, also known as the critical halo mass,

above which the halos contain cold and dense gas (T < 0.5Tvir and n > 330 cm−3) that

can lead to the formation of first stars. It is particularly important to study Pop III star

formation in halos with different properties and evolution histories, as opposed to the most

massive halo in the simulation like Abel et al. (2002). Machacek et al. (2001) also included

two cases with Lyman-Werner background radiation that dissociates molecular hydrogen

(FLW = 10−22 ergs−1cm−2Hz−1 and FLW = 10−21 ergs−1cm−2Hz−1). Using these results,

Machacek et al. (2001) provided a fitting formula for Mcrit as a function of LW background

as

MTH(M�) = 2.5× 105 + 8.7× 105
(
FLW

10−21

)0.47
. (1.10)

This work did not include the self-shielding of molecular hydrogen and also did not have

sufficiently large samples to probe the redshift evolution of MTH. Machacek et al. (2001)
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divided the halos in two bins z > 22 and z < 22, and did not find a statistically significant

difference in the constrained threshold mass, although the redshift-evolution of Mcrit has

been predicted in many analytic models. Accurately identifying Mcrit allows us to connect

the underlying dark matter halo distribution with the sites of Pop III star formation. This is

particularly useful for semi-analytic models of early galaxy formation that use dark matter

only simulations, where dark matter halos can be populated with Pop III stars based on the

halo mass and the threshold mass for the given LW radiation. The effect of LW radiation on

Pop III stars has been explored in many subsequent works (e.g., O’Shea & Norman, 2007;

Wise & Abel, 2007).

Tseliakhovich & Hirata (2010) pointed out that there is a net supersonic streaming veloc-

ity between baryons and dark matter arising from a quadratic term in the cosmological per-

turbation theory equations. This arises from the fact that prior to recombination, baryons

were coupled with radiation, whereas dark matter substructure was not and was already

growing under the influence of gravity. This results in a net streaming velocity between the

two which varies over the scale of the baryon acoustic oscillations (∼ 100 Mpc comoving).

At the recombination, root-mean-squared streaming velocity is 30 km/s, and remains coher-

ent over Silk damping scale (several comoving Mpc) (Tseliakhovich & Hirata, 2010). This

streaming velocity decreases with time as ∝ (1 + z), therefore its effects are particularly

important to high-redshift phenomena such as the formation of Pop III stars. In the regions

with high streaming velocity, Pop III stars can form only in massive halos with deeper po-

tential wells to overcome the net streaming between baryons and dark matter. Numerical

simulations of Pop III formation in presence of streaming have been done by Greif et al.

(2011a); Stacy et al. (2012); Schauer et al. (2019).

1.5 Thesis outline

With the possibility of direct or indirect detection of Pop III stars with the upcoming

observing facilities including the James Webb Space Telescope, it is very important to study
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various processes that delay the formation of Pop III stars leading to the formation of

massive Pop III star clusters at lower redshift. In this thesis, we explore the effects of the

Lyman-Werner radiation that dissociates molecular hydrogen, baryon-dark matter streaming

velocity, strong ionizing radiation from nearby galaxies, and the nature of the dark matter

- specifically the presence of fuzzy dark matter. We report the results of these processes on

the formation of Pop III stars in different chapters as described below.

In Chapter 2, we study the impact of Lyman-Werner radiation and baryon-dark matter

streaming velocity on the formation of Pop III stars. It had been nearly two decades since

the publication of Machacek et al. (2001) and many aspects have improved since then such

as increased computing power, modified reaction rates (Glover, 2015a,b), as well as available

prescriptions for self-shielding from LW radiation (Wolcott-Green et al., 2011; Wolcott-Green

& Haiman, 2019). In the past, the impacts of LW radiation and streaming velocity on Mcrit

were studied separately and assumed to be independent of each other. We performed cosmo-

logical simulations with various cases of LW background radiation and streaming velocity,

identified a redshift dependent Mcrit , and provided an updated fit for its dependence on LW

background and streaming velocity.

In Chapter 3, we explore a scenario of delayed Pop III galaxy formation. We considered

a scenario where a dark matter halo with pristine gas has been exposed to strong ionizing

radiation that ionizes neutral hydrogen. This suppresses the star formation in the absence of

any cooling agent until the gas can self-shield itself from the ionizing radiation, undergoing

a runway collapse to form a cluster of Pop III stars in a much more massive halo at low

redshift. These would be some of the most massive structures made up of Pop III stars and

thus more likely to be detected directly in emission. We studied how the runway gas collapse

depends on the ionizing background radiation and the fragmentation processes in gas during

the runaway collapse. We estimated the total stellar masses in Pop III stars in these clusters

to be as high as a few times 103 M� and concluded that direct detection of these Pop III

galaxies would be unlikely in the blind fields with the James Webb Space Telescope.
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In Chapter 4, we studied the formation of first stars in a fuzzy dark matter cosmology.

The fuzzy dark matter, made up of ultra-light axions (m ∼ 10−22 eV), has been proposed as

an alternative to the standard cold dark matter. It has a de Broglie length of the order of

kpc which results in suppression of small-scale structure and results in a low-mass cut-off in

the halo mass function. Thus, in a fuzzy dark matter cosmology, the formation of first stars

would happen in massive halos (M > 109 M�) at lower redshifts and can be used to put very

strong constraints on the mass of fuzzy dark matter. In Chapter 4, we perform cosmological

hydrodynamical simulations that accurately evolve the fuzzy dark matter distribution to

study the properties of the first stars and galaxies in it. We found that the first stars form

in the central region of the most massive halo in our simulation at z = 10.

We then conclude by summarizing our results from previous chapters and providing a

few thoughts about the future directions.
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Chapter 2: The critical dark matter halo mass for Population III

star formation: dependence on Lyman-Werner radiation,

baryon-dark matter streaming velocity, and redshift

2.1 Introduction

Population III (Pop III) stars, defined by their extremely low metallicities, are the first

generation of stars to form after the big bang. In the context of the standard model of

cosmology (ΛCDM), numerical simulations predict that the first Pop III stars formed in

pristine dark matter “minihalos” with masses of 105−106M� (Haiman et al., 1996; Tegmark

et al., 1997; Machacek et al., 2001; Abel et al., 2002; Bromm et al., 2002; Yoshida et al.,

2003; Bromm et al., 2009; Bromm & Yoshida, 2011; Greif, 2015). Understanding when and

where Pop III stars form is important given their role in early metal enrichment and the first

stages of galaxy evolution. Observations of Pop III stars also have the potential to shed light

on the particle nature of dark matter, since the abundance of minihalos is strongly reduced

in certain models such as warm dark matter or fuzzy dark matter (O’Shea & Norman, 2006;

Magg et al., 2016; Sullivan et al., 2018; Mocz et al., 2019).

A number of upcoming observations have the potential to either directly detect Pop

III stars or constrain their properties indirectly (Rydberg et al., 2013; Windhorst et al.,

2018). Halos where Pop III star formation is suppressed at early times because of strong UV

radiation can form Pop III clusters that can be detected if they are gravitationally lensed by

foreground galaxy clusters (Johnson, 2010; Visbal et al., 2016; Kulkarni et al., 2019). Pop

This section contains text from an article accepted for publication in the Astrophysical Journal (Kulkarni
et al., 2020).
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III stars in the mass range 140− 250 M� may explode as pair-instability supernovae (PISN)

which may be detected with the James Webb Space Telescope (JWST) (de Souza et al., 2013,

2014; Whalen et al., 2013; Hartwig et al., 2018b). Remnants of Pop III stars and extremely

metal-poor stars can be studied using galactic archaeology to infer properties of Pop III stars

and can be complemented by observations of high-redshift galaxies using upcoming thirty

meter class telescopes such as the Extremely Large Telescope (ELT) and the Thirty Meter

Telescope (TMT) (Joggerst et al., 2010; Frebel & Norris, 2015; Chen et al., 2017; Ishigaki

et al., 2018; Hartwig et al., 2018a). Additionally, the 21-cm signal from cosmological neutral

hydrogen as well as line intensity mapping of He II 1640Å can be used to constrain the

properties of Pop III stars (Fialkov et al., 2013; Visbal et al., 2015).

Detailed theoretical predictions are required to maximize the scientific return of these

various observational probes of the first stars. Semi-analytic models of Pop III star formation

provide a computationally inexpensive method to predict when and where they form (e.g.,

Magg et al., 2018; Visbal et al., 2018, 2020). These semi-analytic models start with dark

matter halo merger trees generated with cosmological N-body simulations or Monte Carlo

methods based on the extended Press-Schechter formalism. Star formation is then followed in

these halos with analytic prescriptions. One of the most crucial parameters in semi-analytic

models of the first stars is the minimum dark matter halo mass required for Pop III stars

formation, Mcrit. To make accurate observational predictions with semi-analytical models,

it is important to understand how Mcrit evolves with various environmental effects.

Mcrit corresponds to the typical halo mass where sufficient cold and dense gas is present

to cause runaway collapse and star formation. The cooling of gas in pristine minihalos

happens primarily through roto-vibrational transition lines of molecular hydrogen. As Pop

III (and Pop II) stars form, they emit Lyman-Werner (LW) photons with energy in the

11.2 − 13.6 eV range that can dissociate molecular hydrogen. The LW photon fractions

from minihalos can be as high as 85% (Schauer et al., 2015, 2017). As the cosmic star

formation rate density (SFRD) increases, a corresponding background of LW radiation builds
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up. Halos in a region with a high LW background have their molecular hydrogen destroyed

and are unable to cool efficiently. In such regions, the minimum critical halo mass required

for cooling is increased (Haiman et al., 1996; Tegmark et al., 1997; Machacek et al., 2001;

O’Shea & Norman, 2007; Wise & Abel, 2007). This effect of the LW background onMcrit was

first studied in hydrodynamical cosmological simulations with a statistical sample of halos

in Machacek et al. (2001). The minimum LW background radiation required to suppress

the Pop III star formation in low-mass minihalos without a streaming velocity has been

considered in a number of previous studies (Dijkstra et al., 2008; Yue et al., 2014; Latif

et al., 2014; Agarwal et al., 2016).

The critical mass for halos also depends on a phenomenon known as the baryon-dark

matter streaming velocity, which was first pointed out by Tseliakhovich & Hirata (2010).

Prior to cosmic recombination, baryons were coupled to radiation via Thompson scattering,

whereas the dark matter and radiation were uncoupled. This creates a relative velocity

between baryons and dark matter involving a quadratic term in the cosmological perturbation

theory (Tseliakhovich & Hirata, 2010). The streaming velocity is coherent over several

comoving Mpc and follows a Maxwell-Boltzmann distribution with an RMS velocity of ∼ 30

km/s at recombination. It decreases with time as ∝ (1 + z). In the regions with high

streaming velocities, dark matter halos need to be more massive with deeper potentials for

gas to cool and form stars, which results in an increase of the critical mass (Greif et al.,

2012; Stacy et al., 2012; Fialkov, 2014; Schauer et al., 2019).

Apart from its dependence on LW radiation and baryon-dark matter streaming, many

analytic models predict a redshift dependence forMcrit, such that it increases with decreasing

redshift (Tegmark et al., 1997; Haiman et al., 2000; Trenti & Stiavelli, 2009), or assume

a redshift dependence corresponding to a fixed virial temperature (Visbal et al., 2014b).

Previous numerical works that estimate the critical mass using a statistical sample of halos

have not seen a redshift evolution of Mcrit or see a constant Mcrit as a function of redshift.

(Machacek et al., 2001; Schauer et al., 2019).
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It has been nearly two decades since the publication of Machacek et al. (2001). Many

things have improved since then such as increased computing power, modified reaction rates,

as well as available prescriptions for self-shielding from LW radiation (Wolcott-Green et al.,

2011; Wolcott-Green & Haiman, 2019). In the past, the impacts of LW radiation and stream-

ing velocity onMcrit have been studied separately (although see Schauer et al., 2020) and the

increase in Mcrit when both effects are present has been assumed to be independent of each

other and to be multiplicative (Fialkov et al., 2013; Visbal et al., 2020). With the improve-

ment in computational capabilities, we aim to study the combined effects of LW radiation,

dark matter baryons streaming and redshift onMcrit and provide an analytic fitting function

that can be then used by semi-analytic models to make observational predictions.

This chapter is structured as follows. In Section 2.2, we describe our simulation setup,

details on the self-shielding prescriptions used, criteria used for calculating Mcrit, and the

parameter space probed in this work. In Section 2.3, we present our results about Mcrit and

its dependence on LW radiation, streaming velocity, and redshift. In Section 2.4, we provide

a fit for Mcrit(JLW, vbc, z) and discuss how our results compare with previous works. We

summarize our main conclusions in Section 2.5.

2.2 Methodology

2.2.1 Simulation setup

We perform cosmological simulations using the adaptive mesh refinement (AMR) code

enzo (Bryan et al., 2014; Brummel-Smith et al., 2019). We use the energy conserving,

spatially third-order accurate Piecewise Parabolic Method (PPM) for the hydro solver in all

of our runs. enzo follows the non-equilibrium evolution of nine species (H, H+, He, He+,

He++, e−, H2, H+
2 and H−) and includes radiative processes. We included a uniform LW

background radiation with an updated self-shielding prescription based on Wolcott-Green &

Haiman (2019). We updated the reaction rates in enzo with Glover (2015a,b).

For all of our cosmological simulations, we assume a cosmology based on recent Planck
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observations (Planck Collaboration et al., 2014): Ωm = 0.32, ΩΛ = 0.68, Ωb = 0.049, h = 0.67

and ns = 0.96. In order to simulate a larger statistical sample of minihalos, we increased

the Planck normalization of the matter power spectrum to σ8 = 1 (from σ8 = 0.83). We

discuss this choice in more detail below. We run most of our simulations with a box size of

0.5 h−1 Mpc and initial resolution of 5123 cells and dark matter particles (corresponding to

a particle mass of 100 M�). We refine cells into smaller cells based on their baryon mass,

dark matter mass and Jeans length. We refine the cell if the baryon or dark matter density

becomes higher than 4 × 23l times the corresponding densities on the root grid (5123) in

the simulation where l is the refinement level, meaning that cells with more mass than 4

times the initial dark matter particle mass or baryon equivalent will be refined. The Jeans

length is resolved by at least 4 cells, and generally controls the refinement during the later

parts of the baryonic collapse. We allow a maximum of six levels of refinement resulting in

a minimum cell size of ∼ 1 pc at z = 20. Once the maximum refinement level is reached, an

artificial pressure is added to the smallest cells such that the Jeans length is always refined

by 8 cells to avoid artificial fragmentation (Truelove et al., 1997; Machacek et al., 2001). We

use artificial pressure to follow a statistical sample of halos and to avoid slowing simulations

with dense runaway gas collapse. For cases with high LW backgrounds or high streaming

velocities, in order to have a sufficient number of massive halos, we run simulations with a

larger box size of 1 h−1 Mpc with a 5123 base grid. This corresponds to a dark matter particle

mass of 800 M�. For these runs we use a maximum 7 AMR levels in order to maintain the

same spatial resolution as our other simulations. See Section 2.4 for a further discussion on

resolution tests.

We utilized the rockstar halo finder (Behroozi et al., 2013a) to identify halos and used

M200c (the mass enclosed within a sphere of mean density 200 times the critical density) for

our definition of the halo mass. We generated the merger trees using consistent-trees

(Behroozi et al., 2013b) in order to trace the evolution of the halos. The analysis for this

work was performed using yt (Turk et al., 2011) and ytree (Smith & Lang, 2019).
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2.2.2 Initial conditions

We generate the initial conditions for our simulations using CICASS (O’Leary & Mc-

Quinn, 2012; McQuinn & O’Leary, 2012). A number of previous works have simulated the

streaming velocity by simply adding a uniform velocity to the baryon velocity field at the

starting redshift (Stacy et al., 2012; Greif et al., 2012; Schauer et al., 2019). As pointed out

by O’Leary & McQuinn (2012) and McQuinn & O’Leary (2012), this ignores the evolution

of the gas density as a result of the streaming velocity from cosmic recombination to the

redshift of the initial conditions. CICASS calculates the effect of streaming self-consistently

using perturbation theory and displaces baryons with respect to dark matter particles ap-

propriately in the initial conditions – an effect which was not considered in most previous

works.

2.2.3 Criterion for Mcrit

Our aim is to understand when and where Pop III stars form. Following the gas collapse

to high densities in halos requires very high resolution and is typically done in zoom-in simu-

lations where a region around the halo of interest has higher resolution to follow the density

evolution (O’Shea & Norman, 2007; Kulkarni et al., 2019). In a cosmological simulation suite

like this, we cannot follow gas collapse in all halos because of limited computing resources.

Hence, we use a criterion to identify halos that have cold and dense gas that would collapse

soon and lead to star formation, but do not follow the process of runaway collapse to very

high density.

We define a halo to have cold and dense gas if it has at least one cell on the highest

refinement level with T < 0.5Tvir and n > 100 cm−3. We find that most of the cells following

this criterion have their cooling time shorter than the Hubble time and hence we expect them

to undergo a runaway collapse even though it does not happen in our simulation because of

artificial pressure. We then examine the halos in each simulation output (corresponding to a

particular choice of LW background, streaming and redshift) and try to determine Mcrit for
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that output. As shown in Machacek et al. (2001), there is a general trend such that more

massive halos are more likely to have cold-dense gas; however, this trend is not perfect and so

there is no unique way to determine Mcrit. We tried various methods to define this quantity

including the fitting function used in Machacek et al. (2001) which also takes into account

the total mass of cold dense gas in the halo. However, this method becomes unreliable when

the number of halos is small and does not provide a reliable estimate of the uncertainty on

the value of Mcrit.

Instead we adopt the following approach, as illustrated in Figure 2.1, to account for the

scatter. Figure 2.1 shows the halos with and without cold dense gas for JLW = 0 and vbc = 0

at z = 15. We bin halos into log-spaced mass bins and use the smallest bin size such that the

fraction of halos that have cold-dense gas is monotonically increasing in the range of fractions

from 0.25 to 0.75. This technique automatically adjusts for the number of halos since the

bin sizes are naturally smaller for more halos (resulting in a more precise measurement of

Mcrit) and larger for outputs with fewer halos (resulting in a less precise but more robust

determination of Mcrit). As can be seen in Figure 2.1, we find a large scatter in halo masses

for which a halo has cold-dense gas. We define the critical mass corresponding to the mass

bin where half of the halos in that mass bin have cold-dense gas and we use the bin size as

the uncertainty (error bar) on Mcrit. When we have fewer halos with cold dense gas at a

given redshift, we need to use larger mass bins to satisfy the criterion, resulting in a larger

uncertainty. Using slightly different cutoffs for the temperature and density does not change

Mcrit significantly. We also quantify the scatter around Mcrit in Section 2.3.5.

To increase the number of halos while maintaining a high spatial resolution, we run

our simulations with an increased amplitude of density fluctuations (by setting σ8 = 1).

This change leads to a larger number of star-forming minihalos at earlier redshifts without

increasing the simulation box size (which would reduce spatial resolution). This modification

enables us to study a large statistical sample of star-forming minihalos without significantly

changing the halo properties. We carried out a simulation with the standard σ8 value and
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Figure 2.1: The scatter in halos that have cold dense gas. This demonstrates the method
we used to identify Mcrit for halos from a run with JLW = 0 and vbc = 0 at z = 15. The
black dots denote individual halos and their position on the x-axis indicates halo masses and
the y-axis indicates whether the halos have (1), or do not have (0) cold, dense (T < 0.5Tvir,
n > 100 cm−3) gas. The red line shows the fraction of halos with cold-dense gas in each mass
bin. The bin size corresponds to the smallest bin that can have a monotonically increasing
red curve between y = 0.25 and y = 0.75. The critical mass corresponds to the mass bin
where half of the halos in that bin have cold dense gas (shown in blue) and we use the bin
size (shown as the shaded blue region) as an estimate of the uncertainty of this measurement.
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Figure 2.2: Mcrit as a function of redshift with the default Planck15 σ8 of 0.83 (blue) and
with increased σ8 of 1 (red). Increased σ8 increases the number of halos in the simulation,
resulting in smaller errors on Mcrit. The trends for Mcrit look qualitatively similar in both
cases and result in estimated Mcrit and z-dependence parameters within 1σ error of each
other, justifying the use of increased σ8 throughout this chapter.

found that the cooling properties of individual halos closely matched those of the higher

initial power spectrum. Figure 2.2 shows Mcrit as a function of redshift for simulations with

the default and increased σ8. The simulation with increased σ8 has a higher number of

halos (∼ 900 instead of ∼ 200 halos above the virial mass of 105 M� at z = 15 in a 0.5 h−1

comoving Mpc box). Simulations with the box size of 1 h−1 comoving Mpc box have ∼ 6000

halos above the virial mass of 105 M� at z = 15. This results in smaller estimated errors

on Mcrit. As shown in Figure 2.2, the simulation with increased σ8 results in Mcrit and its

z-dependence parameters differing by less than 1σ with the default σ8 simulation.

We seek to characterize the simultaneous dependence of Mcrit on redshift, LW flux, and

magnitude of the baryon-dark matter streaming velocity. We accomplish this by taking

simulation snapshots at z = 30, 27, 25, 24, 23, 22, 21, 20, 19, 18, 17, 16, and 15 for a number

of different runs with various combinations of LW flux and streaming velocity. These include
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J21 = 0 J21 = 1 J21 = 10 J21 = 30
vbc = 0 X X X X
vbc = 1σ X X X
vbc = 2σ X X

Table 2.1: The LW background and dark matter-baryon streaming parameters used in our
simulation suite. A check indicates that we ran that combination of parameters.

4 LW backgrounds: 0, 1, 10 and 30, in units of J21 where J21 = 10−21 erg s−1cm−2Hz−1Sr−1.

LW backgrounds of up to J21 are expected to be common, however cases with 10 and 30 J21

would correspond to regions with high LW radiation, possibly from a nearby source; these

high values are still smaller than Jcrit (Shang et al., 2010; Wolcott-Green et al., 2017), the

value required to dissociate molecular hydrogen to a sufficient extent that the gas stays warm

(T ∼ 104 K) throughout the collapse (e.g., Ahn et al., 2009a).

For baryon-dark matter streaming, we include three cases corresponding to 0 km/s, 30

km/s (1σ) and 60 km/s (2σ), at recombination. Table 2.1 shows a grid of parameters of LW

backgrounds and dark matter-baryon streaming velocities used in our simulation suite. This

grid is chosen to study the effect of the LW background and streaming independently, as

well as to test the assumption of independence when both processes are present, something

that has been assumed in previous works (e.g., Fialkov et al., 2013).

2.3 Results

In this section we describe our results for Mcrit and its dependence on redshift, LW

background intensity and the magnitude of the baryon-dark matter streaming velocity. In the

following subsections, we describe the dependence of Mcrit on redshift with LW radiation in

the absence of streaming, and streaming in the absence of LW radiation. Finally, we present

the effect on Mcrit when a LW background and streaming are simultaneously included.
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2.3.1 LW flux, no streaming velocities

Figure 2.3 shows Mcrit as a function of redshift for four different LW backgrounds of

JLW = 0, 1, 10 and 30 J21. For each redshift, Mcrit is measured, along with an estimate of

the uncertainty, as described in Section 2.2. We will begin by discussing the case of J21 = 0

(blue curve at the bottom). We observe that Mcrit increases with decreasing redshift. This

can be fit as a power law with Mcrit ∝ (1 + z)−1.58 as can be seen from the top row of Table

2.2. The redshift dependence of Mcrit has been previously proposed in analytical models

(Haiman et al., 1996; Tegmark et al., 1997; Trenti & Stiavelli, 2009), and has often been

assumed to correspond to a fixed virial temperature and therefore vary as Mcrit ∝ (1 +z)−1.5

(Visbal et al., 2014b) as Mvir ∝ T
3/2
vir (1 + z)−3/2 (see Equation 26 in Barkana & Loeb, 2001);

however this dependence has not been detected in previous simulations with a statistical

sample of halos (Machacek et al., 2001; Schauer et al., 2019). Here we find a dependence

consistent with this redshift evolution. This dependence is relatively simple to understand:

if the gas temperature in the halo is approximately equal to the virial temperature before

runaway cooling, then, since both the H2 formation rate and the cooling rate depend most

sensitively on temperature, efficient cooling should depend mostly on the virial temperature.

Our results nicely confirm that picture. For further discussion on the redshift dependence of

Mcrit, see Section 2.4.2.

Figure 2.3 shows that, as the LW background increases from JLW = 0 to JLW = 1, 10 and

30 J21, then Mcrit also increases. Boosting the LW radiation dissociates molecular hydrogen,

hence halos need to be more massive to host cold-dense gas in the presence of a high LW

radiative flux. This increase in Mcrit with LW background can also be seen from Table

2.2. The third column (Mz=20) denotes Mcrit at z = 20 for a fit assuming a power law

for redshift dependence. Mz=20 increases from 2.04× 105 ± 3.79× 103M� for JLW = 0 to

3.73× 106±2.73× 105M� for JLW = 30J21. At z = 15, we see an increase inMcrit by a factor

of 2 − 3 when going from JLW = 0 to JLW = J21, whereas that increase was by a factor of

15−20 in some previous works (e.g., Machacek et al., 2001; O’Shea & Norman, 2007; Visbal
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Figure 2.3: The value of Mcrit as measured from a set of simulations with varying LW
background as a function of redshift for a region with no dark matter-baryon streaming.
The four lines correspond to LW backgrounds of 0, 1, 10 and 30 J21 respectively. Mcrit
increases with decreasing redshift. The exponent of (1+z) changes from -1.6 to -2.1, -3.7
and -5.7 for LW backgrounds going from 0 to 1, 10 and 30 J21.
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et al., 2014b). The primary reason for this difference with those papers is the inclusion of

the improved self-shielding prescription from Wolcott-Green & Haiman (2019); note that

no self-shielding was included in Machacek et al. (2001) or O’Shea & Norman (2007). The

effect of self-shielding will be discussed in more detail in Section 2.4. For the highest LW

background considered here (30 J21), we see an increase in Mcrit by nearly two orders of

magnitude, increasing from 3× 105 M� to 2× 107 M� at z = 15, as shown in Figure 2.3.

Apart from seeing a redshift dependence on Mcrit for JLW = 0, we also find that the

redshift dependence ofMcrit gets steeper with increasing LW flux, as can be seen in Figure 2.3

and Table 2.2. The exponent of the z-dependence changes from −1.58 when JLW = 0 to

−2.14, −3.74 and −5.70 for JLW of 1, 10 and 30 J21, respectively as can be seen from the

first 4 rows of Table 2.2. This means that the increase in Mcrit due to the LW background

is more prominent at lower redshifts than at higher redshifts. Mcrit for all the redshifts can

be found in the accompanying file.

We can better understand this redshift dependence by examining the molecular hydrogen

content in halos, which is discussed in more detail in Section 2.3.4. We describe a simple

analytic model to understand the steeper z-dependence in presence of LW background in

Section 2.4.2.

2.3.2 Streaming velocities, no LW flux

Next, we look at the effect of baryon-dark matter streaming on Mcrit in the absence of

a LW flux. Figure 2.4 shows Mcrit as a function of redshift without any LW background

present. The three lines show Mcrit for 3 different dark matter-baryon streaming values

at recombination, corresponding to no streaming, 30 km/s (1σ) and 60 km/s (2σ). In the

regions with high streaming velocity, dark matter halos need to be more massive, with deeper

potential wells, to have sufficient dense gas at their center, resulting in increasedMcrit. From

Table 2.2, we can see thatMcrit increases by nearly a factor of 3 for the case with 1σ streaming

and by nearly a factor of 10 for the case with 2σ at z = 20.
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Figure 2.4: Mcrit as a function of redshift without a LW background. The three lines show
results from simulations with three different dark matter-baryon streaming velocities at
recombination: 0, 30 km/s (1σ) and 60 km/s (2σ). Halos in regions with high streaming
velocity need to be more massive in order to host cold dense gas and hence have higherMcrit.
The z-dependence becomes somewhat less steep with increasing streaming velocity, which
can be explained by the fact that streaming velocity decreases with time as (1+z).
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JLW(J21) vbc (km/s) Mz=20(M�) α
Q1

(Mz=20(M�))
Q3

(Mz=20(M�))
0 0 2.05× 105 ± 4.17× 103 1.58 ± 0.13 1.76× 105 2.81× 105

1 0 3.31× 105 ± 9.78× 103 2.14 ± 0.18 2.76× 105 4.33× 105

10 0 1.33× 106 ± 5.03× 104 3.74 ± 0.19 9.80× 105 1.90× 106

30 0 3.73× 106 ± 2.73× 105 5.70 ± 0.32 2.98× 106 4.26× 106

0 30 (1σ) 6.71× 105 ± 1.22× 104 1.05 ± 0.09 5.28× 105 8.80× 105

1 30 (1σ) 1.01× 106 ± 2.11× 104 2.00 ± 0.11 8.29× 105 1.16× 106

10 30 (1σ) 2.90× 106 ± 2.06× 105 4.31 ± 0.41 1.94× 106 3.74× 106

0 60 (2σ) 1.84× 106 ± 2.05× 105 1.06 ± 0.59 1.26× 106 2.37× 106

1 60 (2σ) 2.81× 106 ± 1.17× 105 1.16 ± 0.24 2.39× 106 3.26× 106

Table 2.2: The fit parameters for redshift evolution fit as Mcrit = Mz=20((1 + z)/21)−α for
all the combinations of LW background and streaming velocities used in the simulations.
The fifth and sixth columns show the first and third quartiles respectively corresponding to
masses where 25% and 75% of the halos at that mass have cold-dense gas. These quantities
can be used to estimate the scatter around Mcrit.

Figure 2.4 shows that the z-dependence ofMcrit does not change as prominently as for the

case with a LW background. From Table 2.2, the exponent α characterizing the z-dependence

decreases from 1.61 for no streaming to 0.99 for streaming of 30 km/s at recombination (1σ)

and to 1.06 for streaming of 60 km/s at recombination (2σ). As can be seen from Figure 2.4,

for 2σ streaming, Mcrit becomes nearly z-independent if we exclude the point for z = 27.

This is not surprising given the fact that the streaming velocity decreases as ∝ (1 + z) and

so is more effective at suppressing the build up of baryons at high redshifts. Hence, Mcrit

increases more at high redshifts as compared to low redshifts, resulting in a shallower slope.

2.3.3 Combined LW flux and streaming velocities

We now look at the most general case, when both a LW background and dark matter-

baryon streaming are present. Fialkov et al. (2013) assumed that the effects of these processes

are independent of each other and that the increase in Mcrit from both processes would

be multiplicative. As we have run simulations with multiple values of streaming and LW

background present simultaneously, we can test this underlying assumption.

Figure 2.5 shows the increase in Mcrit as a ratio when the LW background is increased
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Figure 2.5: The increase in Mcrit when a LW background is added (as a ratio), either in the
presence or absence of dark matter-baryon streaming. The blue and red lines denote ratios
of Mcrit when JLW is increased from JLW = 0 to 1 and from 0 to 10 J21, respectively. The
solid lines show the respective ratios when there is no streaming present, whereas dashed
lines correspond to the case where the streaming velocity is 30 km/s (1σ) at recombination.
If the effects of LW background and streaming onMcrit were independent and multiplicative,
then the solid and dashed lines would overlap each other in both cases. Instead we see that
the increase in Mcrit because of a LW background radiation is less prominent in regions with
high streaming velocity.
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from JLW = 0 to J21 (blue) and from 0 to 10J21 (red), keeping the streaming the same. The

solid lines show this increase for a region with no baryon-dark matter streaming, whereas

dashed lines show the increase for a region corresponding to a streaming velocity of 30 km/s

(1σ) at recombination. If the effects due to streaming and LW background were completely

independent of each other and were multiplicative in nature, we would expect the solid and

dashed lines to overlap. The fact that the dashed line is lower than the solid line for most of

the redshift range suggests that the increase in Mcrit because of LW flux is lower in regions

with high streaming. In other words, the two effects are not entirely independent and the

combined impact is not fully multiplicative – instead, the combination of both tends to be

slightly less effective than if they were each operating independently.

As noted above, the z-dependence of Mcrit becomes steeper with increasing LW back-

ground, as shown by the z-dependence of the ratios of Mcrit in Figure 2.5. This phenomenon

is stronger in the region with baryon-dark matter streaming, which can be seen from the

fact that the z-dependence of theMcrit ratios is steeper for the region with streaming present

(dashed line) than without (solid line).

2.3.4 Gas properties of the central regions of halos

Finally, we present the gas properties of the central regions of the halos. Figure 2.6 shows

the number density, molecular hydrogen fraction, and gas temperature for the densest cell

in each dark matter halo as a function of virial mass for three simulations at z = 15. The

left column shows a simulation with neither LW flux nor baryon-dark matter streaming; the

middle column represents a run with JLW = J21 but no streaming, while the right column

presents a case with a streaming velocity (vbc) of 30 km/s (1σ) (at recombination) in the

absence of any LW flux. The blue dots represent halos that have at least one cell with cold

dense gas and red dots represent halos without cold dense gas. The vertical blue lines and

the shaded region around them indicate the critical mass for each run (and the uncertainty of

that measurement, as described above). We can see that all of these properties show trends
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Figure 2.6: The gas number density (top panels), molecular hydrogen fraction (middle pan-
els) and temperature (bottom panels) for the densest cell in each halo at z = 15. The three
columns represent cases with no LW flux and no streaming (left), LW flux but no streaming
(center) and streaming but no LW flux (right). The blue dots represent halos that have cold
dense gas and red dots represent halos without cold dense gas. The vertical blue line and
the shaded region around it denotes Mcrit for each of the three runs, and our estimate of the
uncertainty on it.
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with the virial mass, but with a significant scatter.

The top row of Figure 2.6 shows that for warm halos (those without cold-dense gas, shown

as red points), the gas density increases steadily with the virial mass (or temperature) of the

halo. This is in contradiction with the common assumption (e.g., Trenti & Stiavelli, 2009)

that the gas density in a halo is assumed to be only a function of redshift (this assumption

is based on the idea that the central density is a fixed multiple of the mean density at that

redshift). Instead, we find that the density increases nearly linearly with halo mass. Part

of this increase is due to the entropy of the gas that arises due to heating at high redshift

from the CMB background – this entropy (K ∝ T/n2/3) can be higher than the entropy

due to shock heating from gas falling into the dark matter halo, and therefore results in an

enhanced pressure which resists compression. If (as we see below) T ∼ Tvir ∼ M
2/3
vir , then,

for fixed K, n ∝Mvir, as observed in Visbal et al. (2014a).

This approximately linear scaling for the warm halos persists for different mass ranges

in the three columns, depending on the cooling properties of the gas. In each case, near

Mcrit, the cooling time of the central gas becomes shorter than the Hubble time and the

gas starts to cool and increase in density up to nearly 1× 104 cm−3(ncrit) and then increases

slowly with virial mass for more massive halos (although the central density for halos with

cold-dense gas may depend on the artificial pressure support described above).

The gas temperature also shows a transition near Mcrit in the bottom row of Figure 2.6.

For warm halos, Tgas ∼ Tvir, as expected for gas which is in virial equilibrium; however

as cooling becomes efficient, the gas temperature drops significantly and rapidly, from Tvir

down to about 200 K for halos with cold-dense gas (below this temperature, the H2 cooling

becomes increasing inefficient).

The middle row of Figure 2.6 shows the molecular hydrogen fraction (fH2) as a function

of virial mass. For the cases without LW flux (left and right columns), fH2 show a very

clear monotonic trend with virial mass – in particular, despite the rapid change in density

and temperature, there is no break near Mcrit. The middle panel, with a LW background
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Figure 2.7: Relative scatter in dex (difference between Q3 and Q1) on Mcrit. We expect it to
be converged for the cases with a large number of halos with cold dense gas (e.g., for vbc = 0,
JLW = 0, 1; vbc = 30 km/s, JLW = 0 cases) and to be a lower limit of the underlying scatter
for other cases.

of J21, has a lower molecular hydrogen fraction for warm halos, as expected. This gas is

in photo-dissociative equilibrium, and the slow increase in fH2 arises from the temperature

dependence of the formation rate. Self-shielding of gas from the LW background starts to

become important near Mcrit resulting in a rapid increase of fH2 , essentially up to a fraction

consistent with the other simulations (that have no LW background). The effect of self-

shielding is discussed further in Section 2.4.

2.3.5 Scatter on Mcrit

The transition from warm halos to halos with cold dense gas does not happen abruptly

atMcrit and there is a significant scatter around it. We try to quantify this scatter by finding

the masses corresponding to bins where 25% and 75% of the halos have cold dense gas in

Table 2.2 (denoted Q1 and Q3, respectively). Figure 2.7 shows the difference between Q3
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and Q1 in log space. From this figure, we see the scatter is in the 0.2-0.3 dex range, with no

clear trend with baryon-dark matter streaming or radiation strength.

The scatter is accurately measured when there is a large number of halos with cold dense

gas. With fewer halos, the transition between halos with warm and cold dense gas is more

likely to be abrupt, resulting in a smaller scatter, as is the case for e.g. vbc = 0; JLW = 30J21

or vbc = 2σ; JLW = J21. To verify this claim, we split the halos for the vbc = 0; JLW = 0

case (which has many halos) into 6 samples of equal size and calculate the scatter on each

of them. The values of the scatter on the split samples are ∼ 0.1, which is smaller than the

scatter of 0.2 when including all halos. For vbc = 0, the scatter increases from JLW = J21

to 10J21, as the number of cold dense halos increase as we shift from a box size of 0.5 h−1

Mpc to 1 h−1 Mpc. We conclude that the underlying scatter is equal to or larger than the

scatter reported here. We believe that the estimated scatter is converged to the underlying

scatter when the uncertainty on Mcrit (i.e. the bin sizes used) is much smaller than the value

of Mcrit estimated (e.g., for vbc = 0, JLW = 0, 1; vbc = 30 km/s, JLW = 0 cases).

2.4 Discussion

2.4.1 An empirical fit for Mcrit(JLW, vbc, z)

One of the key aims of this work is to give a simple fit for Mcrit(JLW, vbc, z) based on

our simulation suite, which can then be used in various analytic models. In this section, we

provide fits at a few different levels of accuracy and leave it to the reader to decide if they

want to use the simple fit we provide or if they prefer to use a better fitting function based

on the individual Mcrit values we report.

Using the method described in Section 2.2, we calculate the critical mass for a given LW

background, streaming velocity, and for a specific redshift. We fit for the redshift evolution

with the following simple form:

Mcrit(z) = Mz=20

(1 + z

21

)−α
. (2.1)
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All of the fits are done using the Scipy function ‘curve_fit’. This provides us with two

fit parameters: Mcrit for redshift 20 Mz=20 and the redshift exponent α, along with their

uncertainties. ‘curve_fit’ uses χ2 minimization for fitting and calculating the uncertainty

using our measured values of Mcrit. We adopt z = 20 as our pivot point because it is the

center of our range.

As mentioned in Section 2.3, when we vary the LW background and baryon-dark matter

streaming, we find that this changes the normalization (Mz=20) as well as the slope (α).

Hence we need to provide both of these parameters as a function of LW background and

streaming:

Mcrit(JLW, vbc, z) = Mz=20(JLW, vbc)
(1 + z

21

)−α(JLW,vbc)
. (2.2)

We assume a simple functional form for Mz=20 and α as follows:

Mz=20(JLW, vbc) = (Mz=20)0 (1 + JLW/J0)β1

(1 + vbc/v0)β2 (1 + JLWvbc/Jv0)β3

(2.3)

and
α(JLW, vbc)) = α0 (1 + JLW/J0)γ1 (1 + vbc/v0)γ2

(1 + JLWvbc/Jv0)γ3 .

(2.4)

We have assumed one term each for the LW background and streaming dependence and

one term for the cross-dependence. However, if we simply fit these expressions with the

constraints, we find there are too many parameters with too few data points, resulting in

degeneracies between J0 and β1, v0 and β2. Therefore, we fix the pivot points J0, v0 and

Jv0 to be 1, 30 and 3 respectively and fit for the slopes β’s. Mz=20 was fit in the log space,

whereas α was fit in the linear space. The fitted β’s and fit values for the overall amplitude,
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Mz=20 are provided here:

(Mz=20)0 = 1.96× 105 ± 1.33× 104M�, (2.5)

β1 = 0.80± 0.06, (2.6)

β2 = 1.83± 0.14, (2.7)

β3 = −0.06± 0.04. (2.8)

The fitted parameters for α are as follows:

α0 = 1.64± 0.11, (2.9)

γ1 = 0.36± 0.03, (2.10)

γ2 = −0.62± 0.15, (2.11)

γ3 = 0.13± 0.03. (2.12)

In addition to this global fit, we also provide in Table 2.2 fits for the individual simula-

tions (i.e. Mz=20 and α for all the combinations of LW background radiation and streaming

velocities with the appropriate errors). We also provide Mcrit with uncertainties for all red-

shifts for all cases in an accompanying file. Users can fit it with a different fitting function

of their choice if they prefer.

The uncertainty in Mcrit we provide depends on the number of halos with cold dense gas

in the simulation. Therefore we have a smaller uncertainty on Mcrit for lower LW flux and

streaming. Apart from providing Mcrit corresponding to a mass bin with half of the halos

with cold dense gas, we also provide an estimate on the scatter on it. Columns 5 and 6 of

Table 2.2 provide the halo masses corresponding to bins that have 25% and 75% of the halos

with cold dense gas, respectively, for z = 20. The scatter estimate is useful for semi-analytic

models that populate dark matter halos with first stars.
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2.4.2 A simple model for explaining the z-dependence

A simple analytical model such as those described in Machacek et al. (2001) or Trenti

& Stiavelli (2009) can be used to explain some of the redshift trends we see in terms of the

quantities at the central regions of the halos.

The condition for collapse can be defined as the cooling time being shorter than the

Hubble time at that redshift. The cooling time is given as

tcool = 1.5nkBTvir

Λ(Tvir)nHnH2

, (2.13)

where we have assumed the gas temperature to be equal to the virial temperature of the

halo. The cooling function behaves as Λ(T ) ∝ T 3.4 for the temperature between 120 K and

6400 K. Hence the cooling time of the gas varies as tcool ∝ T−2.4n−1
H2 .

For the case with no LW flux and no streaming velocity, the central molecular hydrogen

density can be fit as a power-law function of Tvir and z as

nH2 ∝ (1 + z)1.62T 2.0
vir . (2.14)

This is an approximate scaling relation from our simulations for halos without cold dense gas

(e.g. red points in Figure 2.6). To get this relation, we first fit nH2 as a function of Tvir at

a given redshift and then fit for a z-dependence of nH2 at Tvir = 1000 K. Using this relation

and the evolution of Hubble time as tH ∝ (1 + z)−1.5, we can find a redshift dependence of

the critical virial temperature. As Mvir ∝ T
3/2
vir (1 + z)−3/2, we get Mcrit ∝ (1 + z)−1.54 which

is very close to our measured z-dependence of (1 + z)−1.58.

In the presence of LW flux, the molecular hydrogen density increases rapidly with in-

creasing redshift. For JLW = 10J21,

nH2 ∝ (1 + z)5.58T 2.2
vir . (2.15)
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Using this relation in equation 2.13 and equating it to the Hubble time gives a z-dependence

of Mcrit ∝ (1 + z)−2.83. This does not match exactly with the observed z-dependence of

∝ (1 + z)−3.74, although it follows the qualitative trend of steeper z-dependence than the

case without LW flux. Our simple analytic model does not precisely explain the steepening of

the z-dependence with increasing LW flux. One possible reason for this discrepancy could be

that the simple power-law fitting formula we used for nH2 does not capture its dependence

on Tvir and z accurately. The exponent for the relation between nH2 − Tvir changes as a

function of redshift as well, but we have not included it so as to keep the fitting formula

relatively simple.

The steeping of the z- dependence of Mcrit in the presence of LW flux can be primarily

attributed to a steeper z-dependence of the central molecular hydrogen density. At high

redshifts, gas densities are higher which results in more effective self-shielding. This explains

why the molecular hydrogen density increases rapidly with redshift in the presence of LW

flux. We find that the molecular hydrogen density is in equilibrium in presence of LW flux.

We conclude this by comparing the self-shielding factor (fsh) calculated by assuming an

equilibrium for molecular hydrogen density and the self-shielding factor (fsh) used in the

simulation (see also the discussion in Section 2.4.5) and finding them nearly equal. This

justifies the steeper slope of the molecular hydrogen with redshift in presence of LW flux.

2.4.3 Comparison with previous works

In this subsection, we compare our results with previous works. Tegmark et al. (1997)

estimated a minimum mass for forming first stars using a simple analytic model. They

compared the cooling time of the gas in a halo as a function of gas density, temperature

and molecular hydrogen fraction, with the Hubble time in order to estimate its fate. Their

estimated minimum mass depends more strongly on redshift than we find in our simulations

and increases with decreasing redshift (see Figure 6 in Tegmark et al. (1997)). Tegmark

et al. (1997) find an increase in Mcrit from 1× 105 M� to 1× 107 M� approximately from
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redshift of 80 to 15 in the absence of LW radiation. We, on the other hand, find Mcrit to be

below 3× 105 M� until redshift z = 15.

Haiman et al. (2000) estimated the critical flux (Jcrit) above which the star formation in

a halo is prevented as a function of Tvir and z (Figure 6). They report that halos cannot cool

for a virial temperature below 102.4 K. This corresponds to Mcrit changing with redshift as

∝ (1+z)−1.5 which matches nicely with the z-dependence we see for the case without any LW

flux (∝ (1+z)−1.58), althoughMcrit corresponding to a virial temperature of 102.4 K at z = 20

is 9.7× 105 M�, which is significantly higher compared to our estimate of 2.05× 105 M�.

To estimate the redshift evolution of Mcrit in the presence of LW flux in Haiman et al.

(2000), we compare the virial temperatures corresponding to redshift 10 and 20 for JLW =

10−2J21. From z = 10 to z = 20, Tvir,crit changes from 1× 103.6 K to 1× 102.8 K. This

corresponds to a z-dependence of the critical virial temperature as ∝ (1 + z)−2.8. Because

Mvir ∝ T
3/2
vir (1 + z)−3/2, this corresponds to Mcrit ∝ (1 + z)−5.7 which is somewhat steeper

than our results, although it does match our finding that the LW flux tends to steepen

the dependence of Mcrit on redshift. We note that their Mcrit for JLW = 0.1J21 at z = 20

corresponds to 6.1× 106 M�, which is again higher than the value we find.

Machacek et al. (2001) used a statistical sample of halos to find a minimum mass for halos

to form cold-dens gas. They divided halos into two redshift bins with z > 24 and z < 24

and found no evidence of epoch dependence in them. We find a strong redshift dependence

in our results; however it is not clear if there is a significant difference due to the smaller

number of halos they were able to analyze. Otherwise, their no LW background results agree

well with what we find here; however, their LW dependence is much stronger than found in

this chapter, which we ascribe to their neglect of H2 self-shielding.

Trenti & Stiavelli (2009) used a similar analytic model to estimate the critical halo mass

to form Pop III stars. They assume Tgas = Tvir, n ∝ (1 + z)3 and a power-law relation

between fH2 and Tvir. In the absence of LW radiation, a minimum mass can be derived

by equating the cooling time of the gas to the Hubble time. This minimum mass is given
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by MtH−cool ≈ 1.54× 105 M�(1+z
31 )−2.074. In the presence of a LW background, a similar

minimum mass can be found by assuming an equilibrium for the formation and dissociation

of molecular hydrogen to estimate the molecular hydrogen fraction. This minimum mass is

given by MH2−cool ≈ 6.44× 106 M�J
0.457
21 (1+z

31 )−3.557. Trenti & Stiavelli (2009) argue that for

a dark matter halo to be able to cool via H2, its mass must be above both of these limits.

The analytic model in Trenti & Stiavelli (2009) predicts a few properties of Mcrit that

we see in our simulations. It predicts a redshift evolution of Mcrit in a qualitatively similar

way for the case without LW radiation. It also predicts a steeper z-dependence when LW

radiation is present; however it does not predict a z-dependence that changes with the

background LW radiation as we see in our simulations. For the case without LW flux,

Trenti & Stiavelli (2009) estimate Mcrit of ∼ 3.3× 105 M� at z = 20, which is close to our

estimated value of 2.05× 105 M�. For the case with JLW = J21, Trenti & Stiavelli (2009)

estimate Mcrit to be ∼ 2.57× 107 M� at z = 20, which is much higher than our estimated

value of 3.31× 105 M�. We speculate that this is in part due to their assumption of a central

density that depends only on redshift and not halo mass, which differs significantly from what

we saw in Section 2.3.4.

Schauer et al. (2019) studied the effect of the streaming velocity on Mcrit of a large

statistical sample using the moving mesh code AREPO (but without any LW background).

We compare our results for Mcrit with Mhalo,50% quoted in Schauer et al. (2019) which is

defined as the average halo mass above which 50% of the halos contain cold gas. This

is similar in spirit to the criterion assumed in this work, but quantitatively distinct. Our

results are in broad agreement, with streaming leading to a factor ∼ 3 (∼ 10) increase when

a velocity of 1σ (2σ) was adopted. In detail, there are a few important differences. First,

Schauer et al. (2019) found a constant Mhalo,50% as a function of redshift (with or without

baryon-dark matter streaming), whereas we find that Mcrit tends to increase with decreasing

redshift, consistent with a fixed virial temperature for the case without baryon-dark matter

streaming. Second, we note that their Mhalo,50% corresponding to the case without LW

40



background or streaming is about 1.6× 106 M�, significantly larger than our Mcrit, which

we find to be close to 2× 105 M�. They also report the minimum halo mass to contain

cold-dense gas, and this is lower, but still higher than our Mcrit value, indicating that the

differences cannot be solely due to different definitions. More work is required to understand

these differences.

During the final stages of the completion of this chapter, a related study investigating

the effect of LW flux and baryon-dark matter streaming velocity was released (Schauer et al.,

2020), building on the results just discussed. Here we briefly compare our results. Again, the

broad qualitative picture is in agreement, with a LW background leading to an increase in the

minimum mass for cold-dense gas formation, but some important differences in the details.

Schauer et al. (2020) probe a somewhat different parameter space than us, in particular lower

LW backgrounds (0.01 J21 and 0.1 J21), which makes a direct comparison difficult. If the fit

from Schauer et al. (2020) for the JLW dependence on Mcrit is extrapolated to JLW = J21,

that corresponds to an increase in Mcrit by nearly a factor of 10 when JLW changes from 0

to J21, whereas we find an increase by just a factor of two.

Skinner & Wise (2020) also model Pop III star forming in low mass halos including self-

shielding. Although, it is difficult to do a one-to-one comparison with their results, Skinner

& Wise (2020) find Pop III stars forming in halos of mass 3× 105 M� (and larger) at z = 20

for a LW background of slightly less than J21 which is broadly consistent with our results.

2.4.4 Resolution tests

We have performed a number of tests to check for the convergence of our simulations,

both with respect to the dark matter particle mass (which is set by the initial grid resolution

in enzo) as well as the number of AMR levels which determine the minimum size of the

baryon cells at high densities.

Figure 2.8 shows the total mass of the cold dense gas (T < 0.5Tvir, n > 100 cm−3) as a

function of halo mass at z = 22 for a 0.5 h−1 Mpc box. The symbols denote three different
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resolutions. The black plus symbols represent a simulation with a 5123 grid and 6 AMR

levels, which corresponds to the dark matter particle mass of ∼ 100M� and smallest cell size

of ∼ 21.8 cpc. The red triangles correspond to a 2563 grid with a dark matter particle mass

of ∼ 800M� and the same cell size. Finally, the blue stars correspond to a 2563 grid with

only 5 AMR levels which corresponds to a minimum cell size of ∼ 85 cpc.

We can see from Figure 2.8 that most of the blue stars and red triangles have overlap; in

other words, they have similar amounts of cold dense gas, particularly for the more massive

halos. In most of our simulations we use the higher spatial resolution of the two runs analyzed

here. When we compare red triangles and black plus symbols, which have the same spatial

resolution but different dark matter particle masses, we see more black plus symbols near

the low mass end representing more halos with cold dense gas. This is not surprising as a

105 M� halo would be resolved by just over 100 dark matter particles for the lower resolution,

whereas it needs to be resolved by at least 500 particles to have an accurate estimate of the

gas content (Naoz et al., 2009). Hence, for the runs with low LW background and streaming,

we use a resolution corresponding to a dark matter particle mass of 100 M� such that even

a halo of mass 105 M� is resolved by 1000 particles. However for halos of mass 106 M� or

more, we can see that black plus symbols and red triangles overlap, as they are well resolved

by the low resolution simulation as well. Therefore, in order to have more large halos for

runs with high LW background and streaming where Mcrit would be higher, we use a larger

1 h−1 Mpc box with a 5123 grid, corresponding to a dark matter particle mass of 800 M�.

2.4.5 Self-shielding

Many previous works investigating the effect of LW radiation on Mcrit have ignored

the self-shielding of gas from LW radiation (Machacek et al., 2001; Wise & Abel, 2007;

O’Shea & Norman, 2007). Wolcott-Green et al. (2011); Wolcott-Green & Haiman (2019)

have emphasized the importance of self-shielding and provided a prescription for including it

in simulations using a multiplicative factor fsh which depends mainly on the column density

42



105 106

M200c[M�]

101

102

103

104

105

106

M
cd

(T
<

0.
5T

v
ir
,n

>
10

0)
[M
�

]

2563 AMR 5

2563 AMR 7

5123 AMR 6

Figure 2.8: The effect of resolution on the total mass of cold dense gas in three simulations
with the same initial conditions but different resolutions. We plotM200c of each halo identified
on the x-axis and the mass of the cold dense gas (T < 0.5Tvir, n > 100 cm−3) on y-axis for
z = 22 for a box of size 0.5 h−1 Mpc. The blue stars and red triangles correspond to a 2563

grid with two different AMR levels (see text for additional details). The black plus symbols
correspond to 5123 grid with the same cell resolution as the run with red triangles.
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of molecular hydrogen and gas temperature. Because of self-shielding, the effective LW

radiation penetrating the central dense region is lowered and the central region can have

higher molecular hydrogen densities. In the presence of self-shielding, we expect Mcrit to

decrease for a fixed LW background, as lower mass halos would be able to have sufficient

molecular hydrogen to cool.

Figure 2.9 compares two simulations with (blue) and without (red) self-shielding for

JLW = J21 at z = 20. The red and blue dots represent individual halos and have a y-value

of 1 if they have cold dense gas and 0 if they do not. The solid lines denote the fraction of

halos that have cold dense gas in each mass bin as explained in Section 2.3. The simulation

with self-shielding has significantly smaller Mcrit as can be seen by comparing the blue and

red solid lines in this figure.

To explicitly demonstrate the importance of self-shielding, in Figure 2.10 we show the

self-shielding parameter fsh as a function of halo mass for a simulation with JLW = J21 and

no streaming at z = 15. Low mass halos have no self-shielding and have fsh = 1. Halos

with mass closer to Mcrit have higher gas density, resulting in a reduced fsh which further

increases the molecular hydrogen density and enhances cooling. As shown in Figure 2.10,

warm halos with masses slightly smaller than Mcrit also have self-shielding factors which

are significantly lower than 1. In the absence of self-shielding, molecular hydrogen densities

would be sufficiently high only in more massive halos, resulting in an increased Mcrit.

2.5 Summary and conclusion

We performed a simulation suite of minihalos (halos with virial temperatures below the

atomic cooling limit) using the cosmological hydrodynamics code enzo in order to constrain

the dependence of the critical dark matter halo mass for Pop III star formation on LW

radiation, baryon-dark matter streaming, and redshift. We performed a set of simulations

varying the LW background and the streaming velocity over the expected range for each

candidate, using simulation volumes large enough to create a large sample of such halos with
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Figure 2.9: Comparison of two simulations, both with JLW = J21 at z = 20, but one (red
dots) without self-shielding from LW radiation, and the other (blue dots) with a self-shielding
prescription based on Wolcott-Green & Haiman (2019). Each dot indicates a halo, with the
x-axis indicating the halo mass and the y-axis showing the presence (y = 1) or absence
(y = 0) of cold-dense gas. The solid lines show the fraction of halos that have cold dense gas
at a given mass bin using the method described in Section 2.2. Inclusion of self-shielding
decreases Mcrit significantly.
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a resolution sufficient to accurately identify when cooling produces cool, dense gas. We then

analyzed the simulations to determine Mcrit, the dark matter halo mass for which 50% of

halos hosted cold-dense (potentially star-forming) gas. We also report the uncertainty on

Mcrit and the scatter (the mass range over which 25%-75% of the halos have cold-dense gas).

Our conclusions can be summarized as follows.

1. We identify a clear redshift dependence of the critical mass, finding thatMcrit increases

with decreasing redshift as ∝ (1+z)−1.58 for the case with no LW flux and no streaming,

consistent with a fixed virial temperature, a relation which has been predicted in ana-

lytic models but not previously seen in numerical works with a statistically significant

sample of halos.

2. We find a LW background increases Mcrit and that the redshift dependence of Mcrit

changes from a slope of −1.58 to −5.70 as the LW flux increases from 0 to 30J21 and

becomes shallower with increasing dark matter-baryon streaming velocity.

3. We find that self-shielding of the gas from LW radiation is important and decreases

Mcrit for a given LW flux. Mcrit increases by a factor of 2 when going from JLW of 0 to

J21 – nearly an order of magnitude smaller increase than previous results that did not

incorporate self-shielding.

4. We performed simulations in which both LW flux and streaming are present in order

to critically examine the idea that their impact on Mcrit are independent of each other

and act in a multiplicative way. We conclude that the two effects are not entirely

independent and the combined impact is not fully multiplicative – instead, their impact

in combination tends to be somewhat less effective than if they were each operating

independently. The increase in Mcrit can be smaller by nearly a factor of 2-3 at high

redshifts when compared to an estimate based on the assumption of independence.

5. We provide a fit for Mcrit as a function of LW flux, baryon-dark matter streaming and
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redshift which can be used by semi-analytic models to make predictions for Pop III

stars and their observable signatures.
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Chapter 3: Fragmentation in Population III galaxies formed

through ionizing radiation

3.1 Introduction

Population III (Pop III) stars are the first generation of stars forming from primordial

gas. Numerical simulations of ΛCDM predict that Pop III stars typically form in minihalos

of mass 105 − 106M� (Haiman et al., 1996; Tegmark et al., 1997; Machacek et al., 2001;

Abel et al., 2002; Bromm et al., 2002; Yoshida et al., 2003; Greif, 2015). The typical virial

temperature of these minihalos is below the atomic cooling threshold, so the gas cools via

rotational-vibrational transition lines of H2 in the absence of metals.

Lyman-Werner (LW) radiation, in the range 11.2-13.6 eV, can photo-dissociate molecular

hydrogen. As the star formation density in the Universe increases, it creates a LW radiation

background that can suppress Pop III star formation in small mihihalos (Haiman et al.,

1997; Machacek et al., 2001; Wise & Abel, 2007; O’Shea & Norman, 2007; Wolcott-Green

et al., 2011; Visbal et al., 2014b). In regions with strong LW background radiation, Pop

III star formation is suppressed in halos with virial temperatures up to 104 K, where atomic

hydrogen cooling becomes efficient. This temperature corresponds to a mass of Mvir ≈

3× 107((1 + z)/11)−3/2M� (Barkana & Loeb, 2001).

The lifetime of massive Pop III stars is short, a few Myr (Schaerer, 2002), which leads

to the enrichment of the gas with metals via supernova winds and the transition to the

formation of lower-mass Pop II stars (Bromm & Loeb, 2003; Schneider et al., 2006; Smith

This section contains text from an article published in the Astrophysical Journal (Kulkarni et al., 2019).
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& Sigurdsson, 2007; Maio et al., 2010). This means that Pop III stars are typically not

expected to be found in more massive halos because the metal cooling will lead to lower

temperatures (and lower mass stars). Although, inefficient metal mixing may lead to Pop III

star formation at much lower redshift (Scannapieco et al., 2003; Jimenez & Haiman, 2006).

It has been suggested that, in the presence of a strong ionizing radiation source, Pop

III stars can form in much more massive halos (Johnson, 2010; Visbal et al., 2016, 2017;

Yajima & Khochfar, 2017; Johnson & Aykutalp, 2018). Previous works have investigated

photoevaporation of minihalos because of ionizing radiation (Shapiro et al., 2004; Iliev et al.,

2005) and the suppression of star formation in more massive halos because of reionization

(Shapiro et al., 1994; Thoul & Weinberg, 1996; Gnedin, 2000; Dijkstra et al., 2004; Hoeft

et al., 2006; Okamoto et al., 2008; Sobacchi & Mesinger, 2013; Noh & McQuinn, 2014).

Visbal et al. (2017) studied Pop III star formation in three halos subjected to various

background ionizing fluxes. They concluded that, for high fluxes, ionization and photo-

heating of the gas can delay cooling and collapse into stars in halos up to masses significantly

higher than the atomic cooling threshold. The threshold halo mass for collapse increases

with increasing flux, and saturates at a value approximately an order of magnitude above

the atomic cooling threshold for very high fluxes. The ionizing flux keeps gas ionized and

hot (> 104 K) until the dark matter halo grows and the gas is compressed to sufficiently high

density that self-shielding becomes important. This leads to a dense self-shielded core with

an increased fraction of neutral hydrogen, causing the gas to cool and collapse.

In this work, we further study the properties of such massive Pop III galaxies, focusing,

in particular, on the fragmentation processes within the central core and the clump mass

function in such a galaxy. We present our results for three halos that we have selected to

study using zoom-in simulations, exploring their collapse properties, gas fragmentation and

discussing the impact of ionizing radiation from the stars that form.

This chapter is structured as follows. In section 3.2, we describe the set up for our cosmo-

logical zoom-in simulations, and how we have included background ionizing radiation. We
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also detail the sink particle adaption in enzo that we have used to study the fragmentation.

In section 3.3, we describe the properties of collapse as a function of background ionizing flux,

radial profiles in halos at the time of runaway collapse and properties of the sink particles

such as their masses and accretion rates, and estimates of their corresponding stellar masses.

In section 3.4, we discuss the collapse criterion for a halo with a given background ionization

flux in more detail, the effect of radiation feedback from the stars formed, as well as the

expected frequency of our clusters and observational prospects with JWST. We summarize

our conclusions in section 3.5.

3.2 Methodology

3.2.1 Simulation set-up

We study the formation of Pop III stars in these massive halos with simulations using

the adaptive mesh refinement (AMR) code enzo (Bryan et al., 2014). It is an Eulerian

mesh-based hydrodynamic code that subdivides cubic cells into 8 smaller cells when certain

refinement criteria are met. This allows the code to resolve regions of interest, while not

wasting computation time on the large volumes outside of collapsed halos. enzo includes

various gas species - atomic hydrogen, ionized hydrogen, molecular hydrogen, helium etc. It

also has multiple hydro solvers; we use the energy conserving, spatially third-order accurate

Piecewise Parabolic Method (PPM) here. The code follows the non-equilibrium evolution

of 9 species (H, H+, He, He+, He++, e−, H2, H+
2 and H−) and includes radiative processes

through the Grackle library (Smith et al., 2017). As the gas temperature in our simulations

does not fall below 150 K, we do not expect HD cooling to play a significant role (McGreer

& Bryan, 2008) and hence do not include it.

For this work, we run zoom-in cosmological simulations using a modified version of enzo

2.5. We assume a ΛCDM cosmology consistent with Planck Collaboration et al. (2014)

throughout: Ωm = 0.32, ΩΛ = 0.68, Ωb = 0.049, h = 0.67, σ8 = 0.83, and ns = 0.96. We
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generate the initial conditions for our simulations using music (Hahn & Abel, 2013). To

identify halos we run 3 sets of zoom-in simulations centered around 3 different halos from

a cosmological box of comoving size 2 h−1Mpc. We first run a dark-matter only simulation

starting at redshift z = 200. We identify a halo in a redshift z = 6 snapshot and rerun

the simulation with hydrodynamics using a refined region around the halo. The halos were

selected such that they would be the most massive halo in the refined region, as we want

the halo of interest to collapse first. We also make sure that the halo considered here is

relatively far away from other similar mass halos. This is to avoid complications from tidal

forces of neighboring massive halos. This may seem contradictory to our problem where we

need a nearby Pop II star galaxy as a source of ionizing radiation; however, for simplicity,

we wish to focus only on the collapsing halo in this work. Future work should aim for a more

self-consistent simulation. Halo A was selected from a 1283 dark matter only simulation with

a virial mass of 1.3× 109 M� at z = 6. We rerun the hydro simulation with a 1283 grid with

3 added (initial) refinement levels in the zoomed region, giving an effective initial resolution

of 10243 in the zoomed region. For halos B and C, we select them in a 2563 dark matter only

simulation, so as to be able to select lower mass halos. Halos B and C have virial masses

of 1.22× 108 M� and 3.2× 108 M�. We then rerun hydro simulations zoomed around these

halos with a 1283 grid and 3 added initial refinement levels in the zoomed region. We choose

the random seeds for the MUSIC initial condition generator such that the initial conditions

are the same for the 2563 grid dark matter only and 1283 grid hydro runs. The dark matter

particle mass was 836 M� in the zoomed region for all the simulation runs.

We refine the cells in the zoomed region into smaller cells based on the following criteria:

baryon mass, dark matter mass and the Jeans length. We refine the cell if the baryon or dark

matter density becomes higher than 4 × 23l times the corresponding densities on the root

grid i.e. the coarsest grid (1283) in the simulation and l is the refinement level, meaning that

cells with more mass than 4 times the initial dark matter particle mass or baryon equivalent

will be refined. The Jeans length is resolved by at least 16 cells, and generally controls the
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refinement during the later parts of the collapse. Cells are refined down to 18 levels from

the root grid, resulting in a best resolution of 0.085 pc comoving.

3.2.2 Ionization implementation

We treat hydrogen ionization radiation in the same way as Visbal et al. (2017). This

treatment is based on Rahmati et al. (2013), which provided fitting functions to the pho-

toionization rate as a function of local density that match cosmological simulations of the

post-reionization universe with radiative transfer. We assume a uniform photoionzation rate

in the box which is modified locally based on the self-shielding factor.

The hydrogen photoionization rate is given as

Γ = fshΓbg, (3.1)

where fsh is the local self-shielding factor and Γbg is the uniform ionizing background without

shielding. The self-shielding factor depends on the temperature and density of hydrogen as

fsh = 0.98
1 +

(
nH
nH,sh

)1.64
−2.28

+ 0.02
[
1 + nH

nH,sh

]−0.84

, (3.2)

where

nH,sh = 5× 10−3 cm−3
(

T

104K

)0.17 ( Γbg

10−12s−1

)2/3

. (3.3)

We apply the same shielding factor to the hydrogen photo-heating rate as well. We assume a

T∗ = 3× 104K black-body spectrum for computing the relative ionization and heating rates

for hydrogen.

We use an ionizing flux in units of F0 = 6.7× 106 photons s−1 cm−2, which is equivalent

to having a source emitting 2 × 1054 ionizing photons isotropically at a distance of 50 kpc.

According to merger-tree calculations in Visbal et al. (2016), a dark matter halo of mass

M = 6.6× 1011 M� at z ∼ 7, with star formation efficiency and escape fraction 0.1, will
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produce 2×1053 photons per second over a range of redshift ∆z ≈ 10, which would correspond

to flux of 0.1F0 if the source were at a distance of 50 kpc. We do not self-consistently model

this source within the box; as discussed later in this chapter, and in more detail in (Visbal

et al., 2016), the detailed setup is quite rare and would require a much larger cosmological

volume to model self-consistently. In particular, by doing this, we assume that the only

impact of the source is radiative.

Ideally, one should ray-trace the photons from the ionizing source to correctly simulate

the problem. Visbal et al. (2017) show that the results do not vary significantly if we use

an ionization treatment based on Rahmati et al. (2013) instead of ray-tracing photons from

an actual source. It is however computationally far less expensive. Hence, we use a uniform

and isotropic radiation field (corrected for local extinction) in this work. Some unintended

effects of this will be discussed below.

Visbal et al. (2017) showed that the redshift at which ionizing radiation is turned on does

not have a large effect on the results, as long as there is enough time for the intergalactic

medium to be ionized completely. We start the background ionizing radiation at redshift

z = 30.

We include a uniform LW background radiation with flux JLW = 100×J21 such that the H2

photo-dissociation rate kH2 = 1.42×10−12JLW/J21s−1. J21 here is 10−21ergs−1cm−2Hz−1Sr−1.

When ionizing radiation is present, we increase the LW radiation assuming a black-body

spectrum corresponding to a temperature of 30,000 K. For ionizing flux F0, the total LW

background flux is JLW = 175 × J21. We modify the photo-dissociation rate by the self-

shielding function described in Wolcott-Green et al. (2011).

Our choice of background intensity JLW = 100J21, represents what could be found in an

overdense region of the Universe (see e.g. Figure 11 in Ahn et al., 2009b). When ionizing

radiation from a nearby galaxy is present, we increase the LW radiation as JLW = (100 +

75 × F/F0)J21, where F is the ionizing flux. This value of the flux assumes the source is a

30,000 K blackbody with an escape fraction in ionizing photons of fesc ≈ 0.2
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3.2.3 Fragment mass and sink particle implementation

We define runaway collapse as the time when the simulation reaches the highest re-

finement level 18. Continuing the simulation further without refining cells leads to artificial

fragmentation (Truelove et al., 1997). To continue the simulation after the runaway collapse,

we first used the MinimumPressureSupport parameter in enzo (Machacek et al., 2001). This

parameter adds artificial pressure to the most refined cell so that the Jeans length of the most

refined cell is resolved by the square root of the MinimumPressureSupport number of cells.

We set the MinimumPressureSupport to 256 to make it consistent with the Jeans refinement

parameter of 16 used. We then used YT’s (Turk et al., 2011) clump finder to identify clumps

at various times. While useful, the clump finder in YT does not connect clumps across snap-

shots and so returns different locations and properties for clumps in snapshots at different

times. Hence, we cannot use the information from the clump finder to accurately find out

how particular clumps are evolving in time.

Therefore, in addition to the above estimates, we also used a simple sink particle tech-

nique to determine the accretion rates and clump mass evolution. Sink particles have been

previously used for simulating first stars in SPH codes (e.g., Stacy et al., 2010, 2012; Greif

et al., 2012) and grid-based codes (e.g., Krumholz et al., 2004). The evolution of the pro-

tostars depends on the accretion rates onto them. To estimate accretion rates this way, we

reran the simulation and used a sink particle implementation in enzo (instead of the Min-

imumPressureSupport technique described above). When reaching the highest refinement

level, we add a sink particle to the most refined cell. This sink particle accretes mass from

the cells around it such that the maximum density of any cell in a sphere of radius 5 cell

widths is no higher than the density which would exceed the refinement criterion on that

(maximum) level of refinement. This insures that the minimum density is accreted such that

the Jeans length criterion is not violated, avoiding artificial fragmentation. By comparing

the mass of the sink particles at various snapshots, we can calculate their accretion rates,

which can be used to estimate the final stellar masses. We merge two sink particles into
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one if the distance between them is less than 10 times the width of the smallest cell. The

gravitational force on sink particles is calculated at the highest refinement level (i.e. it is not

smoothed). More sophisticated sink particle algorithms are possible (e.g., Regan & Downes,

2018b), and recent work (Regan & Downes, 2018a) has explored the fragmentation of atomic

cooling halos exposed to a LW background (without the ionizing background adopted here).

3.3 Results

3.3.1 Collapse properties

Collapse is delayed to lower and lower redshifts for increasing background flux values.

The collapse occurs when the cooling time and the dynamical time rapidly decrease and the

heating time rapidly increases, marking the runaway collapse.

We can understand the physics of the collapse by looking at Figure 3.1. The top panel

shows the cooling, heating and dynamical times for the central region of halo A as a function

of redshift for a background ionizing flux equal to F0 and the bottom panel shows H density,

H i density and H2 density as a function of the redshift for the same halo. The background

ionizing radiation is turned on at redshift 30, which starts the ionization and heating of the

gas. This also decreases the cooling time significantly, as the atomic cooling is most efficient

near the temperature of 104 K. With time, more gas in the central region gets ionized and

we can see that the ionization reaches a peak near redshift z = 18. As the potential well of

the dark matter halo gets deeper and gas density increases, the gas is able to self-shield itself

better from the background radiation. The runaway collapse occurs when the dynamical

time and the cooling time become much shorter and cross the heating time which increases

rapidly.

As shown in Visbal et al. (2017), the collapse of the halo is delayed further with increasing

background ionizing flux. The delays in redshift for a given change of background flux are

different for different halos. In particular, halo B does not collapse untill redshift z = 5 for

background flux higher than 0.01F0. This issue is discussed more in section 3.4.
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Figure 3.1: Important timescales and densities in the central region of halo A for background
flux F0 as a function of redshift. The top panel shows the cooling, heating and dynamical
times in the center of the halo as a function of redshift. The bottom panel shows the
densities of the total, neutral and molecular hydrogen densities in the same region. At the
point of runaway collapse, the densities increase rapidly which coincides with rapidly falling
dynamical and cooling times, and a rapidly increasing heating time.

57



10−4 10−3 10−2 10−1 100

r[kpc]

103

104

T
(r

)[
K

]

10−4 10−3 10−2 10−1 100

r[kpc]

10−14

10−12

10−10

10−8

10−6

10−4

10−2

100

fr
ac

ti
on

s

xHI

xH2

Figure 3.2: Radial profiles of the gas temperature (left) and the neutral and molecular
hydrogen fractions (right) for halo A at the point of runaway collapse with a background
flux F0 at z = 10.33. In the right panel, we can see that the gas forms a core of molecular
hydrogen of radius ∼ 30 pc and a neutral core of radius ∼ 100 pc (shown with vertical blue
dashed lines in both plots). This is consistent with the temperature profile in the left panel
where T < 104 K for r < 30 pc because of the molecular hydrogen cooling, T ∼ 104 K for
30 pc < r < 100 pc because of atomic cooling and T > 104 K for r > 100 pc because of the
ionizing radiation. The horizontal blue dashed line in the temperature profile corresponds
to a temperature of 8× 103 K.

3.3.2 Radial profiles

The radial gas density profile at the runaway collapse follows an r−2 profile consistent with

an isothermal profile (Larson, 1969) for all halos. The denser gas in the center can self-shield

itself from the background ionizing flux and forms a neutral core. In our simulations, this is

reflected through the lower value of the local fsh factor at high densities which reduces the

effective ionizing radiation strength as shown in Eq. 3.1. Figure 3.2 shows the temperature

as a function of radius in the left panel and the averaged neutral and molecular hydrogen

fractions as a function of radius in the right panel, for halo A at the point of runaway collapse

for a background flux F0 at z = 10.33. We see a neutral core of size ∼ 100 pc and also a

smaller core of ∼ 30 pc with high molecular hydrogen fraction. These length scales can also

be traced in the temperature profile on the left. The temperature of the ionized gas outside

100 pc is higher than 104 K because of the background ionizing radiation. In the region from
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r = 30−100 pc, the gas cools via H electronic transitions and hence has a temperature close

to 104 K. The gas within 30 pc from the center is cooled mostly via rotational-vibrational

transition lines of molecular hydrogen and hence the temperature falls from 104 K to a few

hundred Kelvin. In all of our halos, we see similar temperature profiles which include ionized

gas in the outer parts of the halo and cold gas in the self-shielded cores in the centers.

3.3.3 Sink/clump accretion

In this subsection, we explain the properties of the sinks formed and their accretion

histories.

The left panel of Figure 3.3 shows the projected density along x-axis for halo A at runaway

collapse with background flux F0 at z = 10.33. The contours show the clumps identified by

YT’s clump finder. The mass of the central dense clump grows as 10−3 M�yr−1. We also

calculate accretion on the sphere of radius 1 pc centered around the densest point in the

halo as the rate of change of the enclosed mass which is also consistent with the accretion

rate of 10−3 M�yr−1.

Sink particles give us a better handle on the accretion rates on protostars not just at the

center, but also forming at other locations as explained in the Section 3.2.3.

The accretion rate on to the sink particles are consistent with the expected rate based

on the gas temperature, given by Ṁ = c3
s/G, where cs is the sound speed and G is the

Gravitational constant. This low accretion rate may initially be surprising given that the

halo mass is quite large; however, we point out that, due to the self-shielding core, the

collapse occurs in what is effectively a low-radiation environment, and the gas cools down to

∼ 500 K. The resulting density and temperature structure of the fragmenting clumps appear

to be very similar to that produced by the collapse of minihalos. Indeed, that the accretion

rates we determine are roughly consistent with those in Regan & Downes (2018b), for similar

LW backgrounds.
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Figure 3.3: Projected densities along x-axis for halo A for the background flux F0 at the
runaway collapse at z = 10.33 (left panel), 1 Myr after the runaway collapse (middle) and
2 Myr after the runaway collapse (right). In the left panel, the contours show the clumps
identified by YT’s clump finder. The middle and right panels show the location of sink
particles formed with black dots.

3.3.3.1 Halo A

We evolve our simulation after the runaway collapse for the background flux of the F0

case. Even though YT’s clump finder identifies 4 clumps at the runaway collapse, not all of

them form sink particles at the same time as they have not reached the highest refinement

level. At runaway collapse, a sink particle is formed at the densest point in the halo which

is at the center in the left panel of Figure 3.3. The middle and the right panels of Figure

3.3 show projected densities at 1 Myr and 2 Myr after the runaway collapse, respectively.

Black dots denote the location of the sink particle formed. Nearly 2 Myr after the start of

runaway collapse, another clump becomes dense enough to form a sink particle, which can

be seen in the right panel of Figure 3.3.

The mass of the most massive sink particle and its accretion rate as function of time is

shown in the left panels of Figures 3.4.

3.3.3.2 Halo B

The gas in halo B does not collapse for any background flux equal to or higher than

0.03F0. The reasons for this happens are discussed in the discussion section 3.4.1. We select
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the halo with the highest background ionizing flux for which gas still undergoes runaway

collapse (F = 0.01F0 in this case) to continue its evolution further in time. We add a sink

particle in the densest cell at the point of runaway collapse. The total mass and accretion

rate of that sink particle are shown in the middle panels of Figure 3.4.

3.3.3.3 Halo C

For halo C, we chose the case with F = 0.1F0 to evolve further after runaway collapse.

The runaway collapse occurs at z = 6.54. This is the halo in our simulations that shows the

most fragmentation. We see multiple clumps forming with possible sites for the formation

of sink particles. The left, middle and right panel of Figure 3.5 show projected densities at

the point of runaway collapse, and 1 and 2 Myr after the runaway collapse, respectively. In

the middle panel, we see 3 sink particles in the densest clumps. In the right panel, we see

that some of the sink particles have drifted a bit from the clump in which they formed.

The accretion histories of the three most massive sink particles are shown in the right pan-

els of Figure 3.4. The most massive sink particle accretes with a rate as high as 0.02 M�yr−1.

3.3.4 Stellar mass estimates

In this subsection, we describe how sink particles are used to estimate the corresponding

mass of Pop III stars. Sink particles accrete mass from cells around them and grow in mass.

The sink particle routine does not include any radiative feedback from the protostar that

would lower the accretion rate and the final mass of the Pop III star formed.

Hirano et al. (2014) studied the evolution of Pop III protostars and their final masses

including the relevant stellar physics for a sample of 100 first stars. Their sample is about Pop

III star formation in minihalos that mostly form individual stars, a different environment

from one we are studying here, however we expect that with similar accretion rates, the

feedback impact for gas close to the star would not change. From their large sample, they

find a linear relation between accretion rate on the protostar and the final mass of the Pop
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Figure 3.4: The left, central and right panels show the evolution of sink particles for the halos
A, B and C respectively. The top panels show the total mass accreted by the sink particles
as a function of time. For halo C, it shows the accretion history of the 3 most massive sink
particles in the simulation. In the absence of proto-stellar feedback, the mass of the sink
particle does represent the mass of the final star formed. The corresponding stellar masses
can be estimated using the accretion rate of the sink particle (shown in the bottom panels)
and a fitting function given by Hirano et al. (2014). Based on the fit, we estimate the stellar
masses for the sinks shown to be ∼ 40 M� for halo A, ∼ 100 M� for halo B and 600, 100,
100 M� for halo C. As all the sink particles have accretion rates lower than Ṁcrit = 0.04 M�
(Hirano et al., 2014), we do not expect any of the sinks to form high mass (M > 104 M�
black hole seeds.
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Figure 3.5: Projected densities along the x-axis for halo C for the background flux 0.1F0 at
the runaway collapse at z = 6.54 (left panel), 1 Myr after the runaway collapse (middle) and
2 Myr after the runaway collapse (right). The black dots in the middle and right panels show
the locations of sink particles formed. Accretion histories of the sink particle are shown in
Figure 3.4.

III star given as

MPopIII = 100M�

(
Ṁ

2.8× 10−3M�yr−1

)
. (3.4)

Although the accretion rate is defined as the accretion on the cloud and not the sink

particle, we assume that both of these accretion rates do not differ significantly and use the

accretion rate of the sink particle to calculate the stellar mass. The estimated masses for

sink particles in halo A and B are 40 M� and 100 M� respectively. For halo C, the most

massive clump would correspond to a stellar mass of 600 M� and the other two sink particles

to approximately 100 M� each. No other sink particles are formed.

Note that, according to Haemmerlé et al. (2018), the critical accretion rate for the forma-

tion of the (high mass) direct collapse black holes could be lower than previously expected.

Their calculations suggest an Ṁcrit below 0.01 M�yr−1 rather than the previously suggested

0.05 M�yr−1. In this scenario, the central most massive sink particle for halo C could be a

direct collapse black hole.
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3.3.5 Resolution tests

During the collapse stage, the resolution is primarily controlled by our Jeans refinement

parameter (as opposed to the gas or dark matter Lagrangian refinement criteria). To explore

the impact of varying spatial resolution, we varied the Jeans refinement parameter from 16

to 32 in halo A. The resulting collapse redshift, profile, and overall properties were very sim-

ilar with the lower-resolution result (although turbulent substructure was better resolved).2

Because of this similarity, we used Jeans refinement parameter equal to 16 (note that these

are both larger than the factor of 4 suggested in the Truelove et al. (1997) paper).

We also checked the effect of resolution on the evolution of the sink particle. For halo

C, we did a run where we added the sink particle when the simulation reaches 20 levels of

refinement, instead of 18 in the default run. (i.e. 4 times better resolution than the default

run.) The accretion histories of the sink particles are similar at early times and show a

small difference at the late times. However, as the final mass of the Pop III star depends on

the accretion rate rate at early times, the properties of the stars and effect of the feedback

does not vary much with increased resolution. This is consistent with Regan & Downes

(2018a), who found little signs of fragmentation for a similar, relatively high, LW radiative

background.

3.4 Discussion

3.4.1 Collapse criterion

As seen in the previous section, collapse can be delayed to much later times and higher

virial mass for strong background ionizing fluxes. Visbal et al. (2017) also show that for very

high background flux, the virial mass at the collapse reaches a saturation value, typically
2We had to change the starting time of the ionizing radiation to z = 35 in the higher-resolution case,

otherwise, we found that a minihalo collapse was trigged at z = 30 simply by turning on the radiation. This
occurred because of the (unrealistically) isotropic nature of the uniform background, and was also seen in
Visbal et al. (2017). A better fix would be to include non-isotropic radiative transfer, but we found that a
simple tweak of the initial redshift avoided this pathological situation.
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about an order of magnitude higher than the atomic cooling threshold. At what background

flux is the saturation reached, if reached, depends on the halo properties and history.

For halos A and C, the amount of cold-dense gas and number of clumps at the times

of runaway collapse first increases and then decreases with increasing background flux. For

low ionizing flux, increasing the background flux delays the collapse and increases the virial

mass and the mass of cold-dense gas at the collapse. For high ionizing flux, increasing the

background flux does not increase the halo mass at collapse significantly, but decreases the

size of the cold neutral core because of stronger ionization. The number of clumps identified

using YT at the runaway collapse also follows a similar pattern. Thus, for a given halo,

a particular value of the background flux gives the highest mass of cold-dense gas and the

highest number of clumps at the runaway collapse. For halos A and C, we continued the

simulation after the runaway collapse for those background fluxes with highest number of

fragments. This may represent the most Pop III stars that could form in these halos.

In the case of halo B, it collapses for flux 0.001F0 and 0.01F0. However, for flux equal

to or higher than 0.03F0, the gas in the halo does not collapse at all (untill redshift 5). The

central gas densities in these cases do not seem to increase with time, as it happens in the

cases where gas collapses. In some cases, densities even continue to decrease. For halo B, we

do not get a saturation background flux value, on the other hand the halo does not collapse

at all for high background fluxes.

To be able to predict whether a halo with a given background flux will collapse or not, and

at what redshift, we investigated the halo merger history. We generated a dark matter halo

merger tree using rockstar (Behroozi et al., 2013a) and consistent-trees (Behroozi

et al., 2013b). Figure 3.6 shows the virial mass of main progenitors. Progenitors for halos

A and C continue to grow all the way till redshift 6, whereas halo B does not grow after

redshift 8. Halo B collapses at redshift 8.85 for the background flux of F = 0.01F0. For

higher ionizing fluxes, halo B does not collapse as it is not able to self-shield because of

its stalled growth at low redshift. From our small of sample of 3 halos, we speculate that

65



681012
z

107

108

109

V
ir

ia
l
m

as
s

Halo A

Halo B

Halo C

Figure 3.6: Virial mass of the main progenitors of the 3 halos selected with redshift. Halo
A and halo C continue to grow untill redshift 6, whereas halo B does not grow after redshift
8. We find that for high ionizing flux halo B does not collapse.

this is the most important reason why gas in halo B does not collapse for high background

fluxes. To confirm this hypothesis, we would need do more simulations, particularly ones

with stalled halos.

3.4.2 Feedback from stars

Ionizing radiation from the Pop III stars formed would create an HII region around it

and also drive an ionization shock. The growth of the HII region and the shock affects the

formation of other Pop III stars. We do not include any feedback from the protostar or

star in our simulation. To estimate effect of the feedback from the first star formed on the

formation of other stars, we estimate the growth of ionization front and shock associated

with it using analytic calculations. We give an outline of these calculations using halo C as

an example, as this is the halo that has the highest clumpiness and multiple sink particles.

The star corresponding to the central most massive sink particle would have a mass of
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∼ 600 M�. According to Schaerer (2002), this star would emit ionizing photons at a rate

of 7.8× 1050 s−1. The radial profile of gas density can be well approximated as n0(r/rc)−2,

consistent with the isothermal density profile, with n0 = 1.04× 106 cm−3 and rc = 0.1 pc for

r > rc and n0 for r < rc. We assume that the shock moves out with a velocity of ∼ 10 km/s.

The HII region will grow as

4πR2n(R)dR =
(
Ṅion − 4πα

∫ R

0
n2(r)r2dr

)
dt. (3.5)

The right hand side denotes the number of available ionizing photons per unit time and α

is the recombination rate B coefficient at T = 104 K.

Assuming a static density profile mentioned above gives

dR

dt
= Ṅion

4πn0r2
c

− αn0rc

[4
3 −

rc
R

]
. (3.6)

Initially dR/dt is small, so the evolution of the ionization front is governed by the shock

which proceeds as D-type shock just ahead of the ionization front.

As the shock moves forward, the density of the gas in the shocked region decreases.

Assuming that the shape of density remains unchanged, the corresponding inner density n0

decreases as n0 = ñ0(r̃2
c/r

2
c ), where ñ0 and r̃c are the initial values of n0 and rc. With these

substitutions, dR/dt becomes faster than the shock front at

rc = 4παñ2
0r̃

4
c

3Ṅ
. (3.7)

This is where the ionization front starts to lead ahead of the shock and the shock front

changes from D-type to R-type. (Franco et al., 1990; Whalen et al., 2004; Kitayama et al.,

2004; Alvarez et al., 2006) For the given parameters, this happens at rc = 4.7 pc.

For a given density distribution, we can define a critical ionizing photons rate Ṅcrit such
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that if Ṅ > Ṅcrit, all gas would be ionized, as follows

Ṅcrit = 16παñ0
2r̃c

4

3rc
. (3.8)

For Ṅ = 7.8 × 1050 ionizing photons s−1, this happens when rc ∼ 19 pc. When the shock

front has reached between 4.7 pc and 19 pc, the ionization front leads ahead of the shock,

but only by a small distance.

Until reaching 19 pc, the growth of the ionization front is dictated by the growth of the

shock. Assuming a shock velocity of 10 km/s, the shock would take nearly 2 Myr to reach

19 pc. After this the ionization front would move very rapidly outwards. This would mean

that the formation of two other sink particles at distance ∼ 20 pc, would not be affected by

the growth of the HII region from the first star, as they form within 1 Myr after the first

star. If the shock speed is as high as 30 km/s as Whalen et al. (2004) suggest, the shock

would take ∼ 3 times shorter time.

For halo C, we also see few dense clumps that have not formed a sink particle yet. A

clump of diameter 1 pc and density 104 cm−3 would have high recombination rate to be

ionized completely if it is within 10− 20 pc from the center. Such a clump may collapse or

be destroyed when the shock front reaches it. If collapse of such clump is triggered, then we

may have more star formation fuelled by the radiative feedback from the first star.

The stars formed will also emit LW radiation along with the ionizing radiation. The LW

radiation is optically thin and travels close to the speed of light. We estimate the number

of LW photons emitted by the first star formed using Schaerer (2002) which corresponds to

a LW flux of ∼ 105J21 at a distance of 20 pc. Of the two other sink particles that form at a

distance of ∼ 20 pc from the first sink particle, one forms soon after the first sink, whereas

the other one forms nearly 1 Myr later. We expect that the LW radiation from the first star

will not affect the evolution of the second star formed, but would alter the evolution of the

third sink particle. As JLW of 105J21 is higher than Jcrit, most of the molecular hydrogen
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at the location of the third sink particle would be destroyed and the gas temperature would

raise to ∼ 104 K increasing the accretion rate as well. If the accretion onto the third sink

particle continues for long time, it may turn into a DCBH, however it is hard to predict if

that would happen here.

3.4.3 Observing with JWST

Zackrisson et al. (2011) computed that a Pop III galaxy with a stellar mass of ∼

3× 104 M� and few times 105 M� could be detected at z = 6 with maximal and no nebular

emission respectively with an integration time of 100 hours. The limits decrease as t−1/2
obs .

This estimate is based on the spectral analysis code yggdrasil that can identify Pop III

galaxies using photometry based on the presence of strong hydrogen and helium lines and

the absence of strong metal lines (e.g. O ii, O iii, S iii).

Here we find that for the halos we simulated, even ones with large fragmentation do not

produce enough stars to be observed in this limit. For halo C, we estimate a total stellar

mass of ∼ 103 M� which is smaller than the detection limit by an order of magnitude. Visbal

et al. (2017) estimate that if all star formation in suppressed in halos up to 109M�, we would

get a comoving number density of 10−7Mpc−3 which corresponds to 0.002 per JWST field

of view per unit redshift at z = 6. Thus, both in terms of brightness and their abundances,

Pop III galaxies would be unlikely to be detected in an ultra deep field with JWST. A better

strategy would be to look near massive galaxies which would be the source for the ionizing

photons to create Pop III galaxies in lensed fields. Another possible strategy would be to

look for Pop III galaxies forming in atomic cooling halos exposed to just LW photons at

lower redshifts as they would have higher abundances.

3.5 Summary and Conclusion

We performed zoom-in simulations around 3 different halos for various background ion-

izing fluxes with runaway collapse at z = 6− 15. Our main conclusions can be summarized
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as follows.

1. Pop III star formation can be suppressed to much lower redshifts in the presence of

ionizing radiation from a nearby galaxy. The collapse finally occurs when the gas is

able to self-shield itself from the background radiation.

2. For very high background ionizing flux, the virial mass at collapse can be up to an order

of magnitude higher than the atomic cooling threshold. For a given halo, the amount

of cold-dense gas first increases, reaches a maximum value and then decreases with

increasing background flux. A similar pattern can be seen in the number of clumps

formed at the runaway collapse. The location of the peak would depend on the halo

history. For a halo that does not grow at all over a large redshift range, increasing the

background flux may photo-evaporate the gas and prevent collapse.

3. We use YT’s clump finder and a sink particle implementation in enzo to study frag-

mentation in these Pop III galaxies. Based on their accretion rates, the estimated

masses of the Pop III stars range from 40− 600 M�.

4. The most interesting point about these systems is their possible observability with

upcoming telescopes such as the James Webb Space Telescope. Halos with pristine

gas that are exposed to ionizing radiation would be some of the most massive and late

forming galaxies with Pop III stars. In our simulations, we form a handful of Pop III

stars in the first 2 Myr. The star formation transitions from Pop III to Pop II when a

star explodes as a type II supernova (M∗ < 40 M�) or as a pair-instability supernova

(140 M� < M∗ < 250 M�) (Greif, 2015). With low star formation efficiency, the most

massive galaxy in our simulations has ∼ 103 M� in stellar mass at z = 6.54 which is an

order of magnitude lower than the detection limits for an ultra-deep observation using

JWST. We therefore conclude that it would be very unlikely to detect such massive

late-forming Pop III galaxies with JWST ultra-deep observations and a better strategy

could be to look for them in the lensed fields.
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Chapter 4: Formation of the first stars and galaxies in a fuzzy

dark matter cosmology

4.1 Introduction

The standard model of cosmology includes dark matter in form of “cold” dark matter

and dark energy in the form of a cosmological constant. This model has been immensely

successful in explaining the statistics of the cosmic microwave background, the large-scale

structure in the universe, and cluster abundances (Bennett et al., 2013). Over the last

few decades, some apparent inconsistencies have been pointed out between the standard

model and observations of the small-scale structure in the universe. A serious concern called

“missing satellite problem” (Klypin et al., 1999) refers to the fact that the number of satellite

galaxies for a Milky-Way mass galaxy appears to be about an order of magnitude smaller

than the number predicted based on satellite halos from N-body simulations. This problem

is sharpened by the “too big to fail” problem which claims that some of the predicted

satellites are so massive that it is impossible for them to not have any stars (Boylan-Kolchin

et al., 2011). The Navarro-Frenk-White (NFW) profile of the dark matter density in ΛCDM

halos from N-body simulations has a cusp (∝ r−1) near the center (Navarro et al., 1997),

whereas many observations of nearby dwarf galaxies suggest a cored profile for dark matter

density (Burkert, 1995; Goerdt et al., 2006). It has also been claimed that the dynamical

friction because of dark matter in the dwarf spheroidal galaxies would have caused the

globular clusters to spiral towards and merge with the central galaxy before the present time

(Tremaine, 1976).

One type of solution to these small-scale problems is to include the effects of baryonic

physics in the simulations more accurately to see if these problems are alleviated. The
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feedback from the central black hole and supernovae can flatten the density profile in the

center for many halos (Del Popolo et al., 2014; Oñorbe et al., 2015; Chan et al., 2015). The

missing satellite problem can be alleviated to a degree with a combination of mergers, tidal

stripping, and ionizing radiation (Simon & Geha, 2007; Brooks et al., 2013).

Another type of solution involves proposing an alternate candidate for the dark matter

such as the warm dark matter (WDM) or the fuzzy dark matter (FDM). These models

suppress the small-scale structure of dark matter which results in a low-mass end cutoff for

the dark matter halo mass function. Warm dark matter is made up of particles with mass

∼ keV which remain relativistic for a longer time than CDM. Its thermal velocity wipes out

small-scale structure, an effect also known as free-streaming (Bode et al., 2001; Schneider

et al., 2013).

The fuzzy dark matter is made up of ultra-light axions of mass ∼ 10−22 eV. Its extremely

small mass makes its de Broglie wavelength of the order of kpc and relevant on astrophysical

scales (Hu et al., 2000; Marsh, 2016; Hui et al., 2017). This results in a small-scale cutoff in

the matter power spectrum. The fuzzy dark matter has a non-zero quantum pressure and

therefore an effective sound speed given as

c2
s,eff = k2/4a2m2

a, (4.1)

where k is the comoving wavenumber, a is the scale factor, and ma is the mass of the ultra-

light axion. The presence of this quantum pressure results in a Jeans scale for the fuzzy

dark matter, such that only perturbations on scales larger than it grow under the influence

of gravity. The Jeans scale is given as

kJ = 66.5a1/4
(

Ωah
2

0.12

)1/4 (
m

10−22eV

)1/2
kpc−1, (4.2)
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(Marsh, 2016). A corresponding Jeans mass can be defined as

MJ = 4π
3 ρ0

(
π

kJ

)3
∝ a−3/4m−3/2. (4.3)

The Jeans mass at z = 0 is ∼ 2× 107 M�. The existence of a Jeans mass for FDM combined

with the small-scale cutoff in the power spectrum results in a low-mass cutoff for the halo

mass function.

In ΛCDM, the first stars are expected to form in minihalos of mass ∼ 105 − 107 M� at

z = 30 onwards (Haiman et al., 1996; Tegmark et al., 1997; Machacek et al., 2001; Abel et al.,

2002). In the absence of such low-mass halos, the first stars are expected to form at much

lower redshift and in much more massive halos. As early galaxy formation is significantly

delayed in a fuzzy dark matter cosmology, observations of high-redshift galaxies coupled with

accurate numerical predictions for their properties might be the best way to constrain the

properties of FDM. The Roman Space Telescope (formerly WFIRST ) High Latitude Survey

is expected to observe many z ∼ 10 galaxies (Spergel et al., 2013; Waters et al., 2016), which

can be studied in detail with the James Webb Space Telescope (JWST). The JWST is also

expected to measure the faint-end of the UV luminosity function at high redshift, which can

also be used to constrain the properties of the fuzzy dark matter (Corasaniti et al., 2017;

Ni et al., 2019). Thus, in this work, we aim to study the properties of first stars and first

galaxies forming with high-resolution simulations for FDM.

This chapter is structured as follows. In Section 4.2, we describe our simulation set-

up and the method we have used to accurately evolve FDM. In Section 4.3, we describe

the properties of the collapsed dark matter halo and the structure of the dense star-forming

region in it. In Section 4.4, we describe a simple prescription we have used for star formation

and ionization feedback. We summarize our results in Section 4.5.
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4.2 Simulation set-up

We perform our cosmological simulations using the adaptive mesh refinement (AMR)

code enzo (Bryan et al., 2014; Brummel-Smith et al., 2019). enzo accurately evolves the

distribution and growth of fuzzy dark matter using the Schrödinger-Poisson equations (Li

et al., 2019). We define the scalar field ψ, often called as the wave function, in each cell and

evolve it using the Schrödinger equation as

i~
(
∂tψ + 3

2Hψ
)

=
(
− ~2

2ma2∇
2 +mΦ

)
ψ. (4.4)

Here t is proper time, ∇ is gradient with respect to comoving coordinates, a is the scale

factor, H is the Hubble parameter and Φ is the gravitational potential, which obeys the

Poisson equation:

∇2Φ = 4πGa2ρ̄δ, (4.5)

where ρ̄ is the cosmic mean mass density and δ is the overdensity. The fuzzy dark matter

density is related with the wave function as

ρ = m|ψ|2. (4.6)

The Schrödinger-Poisson equations can be represented using the fluid-like equations with the

Madelung formulation (Madelung, 1927). In this formulation, the wave function ψ is related

to the fluid mass density ρ and the fluid velocity v as follows:

ψ ≡
√
ρ

m
eiθ, v ≡ ~

ma
∇θ. (4.7)

To generate the initial conditions for our simulations, we used a modified version of

the initial conditions generator music (Hahn & Abel, 2013). We modify the matter power

spectrum for the initial conditions using the redshift-independent transfer function provided
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by Hu et al. (2000) as

PFDM(k, z) = T 2
F (k)PCDM(k, z), TF (k) = cosx3

1 + x8 , (4.8)

where x = 1.61m1/18
22 k/kJeq. Here m22 = ma/(10−22 eV) and kJeq is the fuzzy dark matter

Jeans scale at matter-radiation equality, given as kJeq = 9m1/2
22 Mpc−1. music returns a

FDM density field with this modified initial power spectrum. By taking the divergence of

the velocity field in Equation 4.7 and using mass conservation, we can show that the phase

of the wave function θ is directly proportional to the gravitational potential Φ. We use this

information and the FDM density returned by music to calculate the real and imaginary

parts of the wave function ψ, to be used as the FDM initial conditions by enzo.

For the hydro solver in our simulations, we use the energy-conserving, spatially third-

order accurate Piecewise Parabolic Method (PPM). enzo follows the non-equilibrium evo-

lution of nine species (H, H+, He, He+, He++, e−, H2, H+
2 , and H−) and includes radiative

processes.

We perform our cosmological simulation with a comoving box size of 1.7 h−1 Mpc with

the fuzzy dark matter mass of 2.5× 10−22 eV. We use a cosmology consistent with Planck

Collaboration et al. (2020) (Ωm = 0.315, Ωb = 0.0493, h = 0.674, ns = 0.965). Evolving the

FDM wave function accurately using the wave perturbation theory requires that the proper

scale of interest should be smaller than the de Broglie scale (Li et al., 2019). Not resolving

the de Broglie scale results in incorrect structure evolution at small scales as well as very

large scales in the box. This results in a much stringent requirement on the resolution for

evolving the Schrödinger-Poisson equations. Therefore, we use a unigrid of 10243 for our

simulation ensuring that the de Broglie scale is always resolved. This results in a cell size

of 2.37 comoving kpc which corresponds to 0.215 proper kpc at z = 10. With the strict

criterion for the resolution of the wave function, we cannot use a very large box given our

computational constraints. Therefore, to have sufficient collapsed structure in our box, we
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Figure 4.1: Slice plots of FDM density along the yz-plane passing through the densest point
in the halo at redshift 12 (left), redshift 10 (center) and redshift 6 (right).
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Figure 4.2: Projection plots of FDM density along the yz-plane passing through the densest
point in the halo at redshift 12 (left), redshift 10 (center) and redshift 6 (right).

increase σ8 to 1.4 from 0.811 given by Planck Collaboration et al. (2020). The choice of

σ8, box size, and axion mass is the same as one used by Mocz et al. (2019, 2020). In our

simulation, we do not include the adaptive mesh refinement (AMR) for baryons here and we

plan to include it in future work.

4.3 Results

4.3.1 Structure of the fuzzy dark matter halo

In our simulation, we followed the evolution of the densest halo region with redshift.

We found that the dark matter distribution in the halo is smooth before redshift 10 and

it starts to have more internal substructure after that. Figure 4.1 and 4.2 show the slices
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and projections in the yz-plane of the fuzzy dark matter density passing through the center

of the halo with the left, center, and right panels corresponding to redshifts of 12, 10, and

6 respectively. At redshift 12, the fuzzy dark matter distribution is very smooth. Near

redshift 10, the fuzzy dark matter halo started to collapse further, whereas, at redshift

6, we find a completely collapsed massive halo with the characteristic interference pattern

expected for the fuzzy dark matter. The projection plot of FDM density at z = 6 suggests a

complex 3-dimensional structure. We define the virial radius as the radius that has the total

average internal density 200 times the critical density at that redshift (r200c). We define the

enclosed total mass inside the virial radius to be the virial mass (M200c). The virial mass

and virial radius of the halo increase from 1.48× 109 M� and 3.2 kpc respectively at z = 10

to 1.77× 1010 M� and 11.5 kpc respectively at z = 6. We note that at z = 6, the fuzzy dark

matter structure is extended on much larger scales (up to radius of 30 − 50 kpc) than the

virial radius defined using overdensity, as can be seen from the Figure 4.1 and 4.2.

4.3.2 Gas properties

Similar to the evolution of the FDM density, the gas density also starts to increase near

z = 10, becoming larger than 1 cm−3 for the first time. Figure 4.3 shows the evolution of gas

density (top), gas temperature (middle), and H2 fraction (bottom) going from z = 12 (left),

z = 10 (center) to z = 6 (right). Each panel shows a slice along the yz-plane centered at the

point with the highest gas density. At redshift 12 (left panels), the distribution of the gas

density, temperature, and H2 fraction is smooth, similar to the fuzzy dark matter distribution

at z = 12, as shown in Figure 4.1 and 4.2. At z = 12, the gas number density is close to

0.01 cm−3, the gas temperature is 10 − 40 K, with H2 fraction being close to 5× 10−6. At

z = 10 (center column panels) for the first time, the gas number density becomes larger than

1 cm−3. The top row center panel shows the dense gas along a filament. The temperature

in these dense filaments ranges from 103 K - 104 K, with the H2 fraction being close to 10−3.

This suggests that at z = 10 the gas is cooling via roto-vibrational transitions of H2 resulting
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Figure 4.3: Slices in the yz-plane with gas density (top), gas temperature (middle), and H2
fraction (bottom) at z = 12 (left), z = 10 (center), and z = 6 (right) respectively. The
first star in our simulation forms in the dense region shown at z = 10 and subsequent star
formation is expected to continue along the cold filamentary region and the central region
at z = 6.
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in higher gas densities. This is also the first time when we find a Jeans unstable cell (i.e.

with its gas mass being larger than the Jeans mass), suggesting that the first stars in our

simulation form very close to z = 10.

At z = 6 (right panels in Figure 4.3), the halo and the baryonic substructure in it have

grown significantly. We find that the central gas number density is larger than 1000 cm−3

and the central dense region keeps accreting the gas through the filamentary structures.

The central dense substructure extends to ∼ 5 − 8 kpc from the center. The temperature

in the dense central and filamentary region ranges from 103 K to 104 K, suggesting cooling

from both molecular and atomic hydrogen. In the central region, we also find a large region

shock-heated to a temperature of a few times 105 K which is similar to the virial temperature

of the halo 5× 105 K. This shock-heated region also dissociates and ionizes molecular and

atomic hydrogen respectively, leading to H2 fractions as low as 10−15 in the region. This

shock-heated region first appears at z = 7 in our simulation.

As the central region of the halo starts to cool efficiently with molecular hydrogen, the

gas density in the central region starts to increase and dominate over the fuzzy dark matter

density. Figure 4.4 shows the density profiles for gas and fuzzy dark matter at z =12, 10,

and 6. At z = 12, both the gas and fuzzy dark matter densities form a core in the center

while maintaining the same baryon-to-dark-matter ratio throughout. At z = 10, when

the gas cools to become dense and Jeans unstable for the first time, we find that in the

central region, gas and dark matter densities match. After z = 10, the gas continues to cool

efficiently using molecular hydrogen, resulting in a larger central region of the halo being

dominated by the gas density. At z = 6, in the central 3 kpc, the gas density is higher than

the fuzzy dark matter density, which can also be seen in the dense regions from the right

panels of Figure 4.3.
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4.4 Discussion

4.4.1 Star-formation criterion

To accurately estimate the total stellar mass in Pop III stars, we would need to follow

the evolution of the dense regions accurately, similarly to Kulkarni et al. (2019). With the

adaptive mesh refinement, we can estimate the accretion rates onto proto-stars to infer their

stellar masses and also the effect of feedback on the subsequent star-formation. Here, in

the absence of AMR, we used a relatively simple criterion based on the Jeans instability to

identify the star-forming regions in the halo.

We identified the regions that are Jeans unstable i.e. have their gas cell mass larger than

the Jeans mass. At z = 10, only the densest cell is Jeans unstable. With time, more and

more gas becomes Jeans unstable along the filaments connecting to the central dense region.

Figure 4.5 shows a 3D rendition of the surface of the Jeans unstable region at z = 6. The

colors represent the temperature of the gas, increasing from red to yellow. It suggests that

the star-formation starts in the densest region of the halo at z = 10 and continues in the

central region and the filaments connecting to the central region unless feedback stops it. To

estimate the total stellar mass, we use a simple model parameterized as

M∗ = f∗ ∗Mgas (4.9)

where Mgas is the mass of the gas satisfying the Jeans instability criterion, f∗ is the star-

formation efficiency, which we assume to be 0.001 similar to the fiducial model used in Visbal

et al. (2020), and M∗ would be the stellar mass forming. Table 4.1 shows the virial radius,

virial mass, total gas mass, gas mass in the Jeans unstable cells, and the gas mass in the

densest cell in the center as a function of redshift. At redshift 6 and 7, the gas mass inside

the halo dominates over the total FDM mass. In absence of any feedback effects, the total

stellar mass can be estimated using the star formation efficiency. The gas mass in the densest
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Figure 4.5: 3D rendition of the Jeans unstable gas at z = 6 shows that the Jeans unstable
regions are in the center of the halo and along a filamentary structure. The color represents
the temperature of the gas increasing from red (T ∼ 103 K) to yellow (T ∼ 105 K). The scale
here extends to ∼ 30 kpc.

cell increases from 7.63× 105 M� at z = 10 to 3.38× 109 M� at z = 6. The gas mass in the

densest cell decreases at z = 7, which we believe is the result of the shock heating at z = 7

and its effects can be seen in the temperature, H2 fraction slices at z = 6 in Figure 4.3.

4.4.2 Ionization feedback

The stars forming in the halo would also start emitting ionizing radiation which would

suppress the further star formation. An accurate treatment of the ionization feedback would

z Rvir [kpc] Mvir[M�] Mgas[M�]
Gas mass in the
Jeans unstable

cells [M�]

Gas mass in the
densest cell [M�]

10 3.2 1.48× 109 2.13× 108 7.63× 105 7.63× 105

9 6.1 7.63× 109 1.42× 109 7.76× 108 8.11× 107

8 7.1 8.92× 109 3.29× 109 2.56× 109 1.29× 109

7 8.8 1.19× 1010 6.11× 109 5.16× 109 5.25× 108

6 11.5 1.77× 1010 9.89× 109 8.30× 109 3.38× 109

Table 4.1: The virial radius, virial mass of the halo, gas mass in the halo, and the gas mass
in the Jeans unstable cells in the halo as a function of redshift. At z <= 7, the total gas
mass dominates over the total FDM mass inside the halo and most of the gas mass in the
halo is Jeans unstable.
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require accretion rates onto various proto-stars forming at different times and the resulting

stellar masses. In the absence of the adaptive mesh refinement, we could not follow the

collapse of individual proto-stars to estimate their stellar masses and the ionizing radiation

from them. Therefore, we use a very simple analytic prescription for it.

As shown in Table 4.1, a large chunk of the Jeans unstable gas mass in the halo remains

in the densest cell in the center. We thus use the star cluster in the densest cell as the main

source of ionizing radiation. We assume a star formation efficiency of 10−3 (Visbal et al.,

2020). We consider two cases for ionizing feedback where the low feedback corresponds

to 4000 ionizing photons per baryon and the high feedback corresponds to 65000 ionizing

photons per baryon. These correspond to the feedback from Pop II stars and Pop III stars

as used in Visbal et al. (2020). At each redshift, we calculate the radius of the bubble

which would be ionized from the radiation from the central star cluster for the two feedback

scenarios. We assume spherical symmetry and also ignore recombination, which would lower

the size of the ionized bubbles. At z = 10, the size of ionized bubble corresponds to 0.25 kpc

and 1.35 kpc for the low and high feedback cases. At redshift 9 and on-wards, the ionization

bubble remains larger than the virial radius of the halo for the high feedback case. For the

low feedback case, the size of the ionized bubble is 0.75 kpc at z = 9 and it becomes larger

than the virial radius at lower redshift. At z = 7, our method suggests a much smaller

ionized bubble of radius 0.65 kpc for the low feedback case. We believe that this is because

of the lowered central density, but relatively large gas densities in the nearby cells because

of the shock heating of the gas at z = 7, whose effects can also be seen in the temperature

and density slices at z = 6 in Figure 4.3.

Therefore, based on the simple model to estimate the ionization feedback, most of the

gas in the halo would be ionized by z = 6. In extreme cases, the ionizing radiation can heat

up the gas in the filaments and unbind it, suppressing the star-formation along the filament.

The gas in the filament is inflowing towards the central region with a velocity magnitude

close to 100 km/s. This is larger than the typical thermal velocity of 30 km/s corresponding
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to gas temperature ∼ 104 K in the ionized region. Thus, the gas may still be able to infall

along the filaments, leading to star-formation later. If we ignore any star formation in the

filaments and only consider the central star cluster at z = 6, this galaxy would have a total

stellar mass of ∼ 3.4× 106 M� which can be detected with the James Webb Space Telescope

(Zackrisson et al., 2011). However, constraining the mass of fuzzy dark matter based on the

observability of the first galaxies would require further simulations with more accurate star-

formation and feedback prescriptions with different FDM masses, and modeling to include

the accurate abundances of these halos.

4.4.3 Comparison with previous works

There have been numerous numerical works studying various aspects of the fuzzy dark

matter including the internal structure of halos (Schive et al., 2014a,b), Lyman-α forests

(Li et al., 2019). There have also been a few works studying the formation of first stars

in the fuzzy dark matter cosmology. Hirano et al. (2018) simulated the formation of first

stars using the smooth particle hydrodynamics (SPH) code gadget-2 and approximated

FDM evolution using an N-body solver with modified initial conditions. They find multiple

stars forming clouds in sheet-like or filamentary massive structures, but their work does not

include the quantum pressure effects of the fuzzy dark matter.

Mocz et al. (2019, 2020) simulated the formation of first stars in a fuzzy dark matter

cosmology using the moving-mesh code arepo and evolved the FDM structures accurately by

solving Schödinger-Poisson equations. Mocz et al. (2020) reported that they found first stars

forming in filaments much before the virialized halos. In contrast, we found that the first star-

forming region in our simulation is the densest region in the virialized halo in our simulation,

although we did find star-formation continuing along a filamentary structure. In cosmological

simulations using small boxes, the variances based on the different initial conditions result

in vastly different outcomes in terms of geometry. Therefore, the geometric structures in our

work cannot be assumed to be representative and require further investigation with different
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Figure 4.6: The left panel shows a projection the xy-plane of gas density for only those cells
that satisfy the star-formation criterion in Mocz et al. (2019) (n > 0.13 cm−3) at z = 6. The
right panel shows a similar projection for the cells that satisfy the Jeans instability criterion
for the same region. This suggests that the Jeans instability criterion for star-formation is
stricter the one used in Mocz et al. (2019) and would result in star-formation happening in
a smaller region.

initial conditions. We also note that the star-formation criterion used by Mocz et al. (2020)

(n > 0.13 cm−3) does not always satisfy the Jeans instability criterion. Figure 4.6 shows

a projection of the gas density satisfying the star-formation criterion used in Mocz et al.

(2020) (left) and a similar projection for the gas in the Jeans unstable region (right). This

suggests that some of the low-density star-forming regions in Mocz et al. (2020) may not be

Jeans unstable and may not lead to star formation. To accurately predict the locations of

star-forming regions, we need to track the evolution of gas to a much higher density, which

we leave for future work with the implementation of the adaptive mesh refinement (AMR)

in enzo.

4.5 Summary

The formation of the first stars and galaxies depends significantly on the nature of dark

matter. Understanding how and when first stars and galaxies form in the fuzzy dark matter

cosmology can be used to put very strong constraints on the mass of the ultra-light axion. In
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this chapter, we performed high-resolution cosmological hydrodynamical simulations which

evolve the fuzzy dark matter distribution accurately using the Schrödinger-Poisson equations

using enzo. In our simulation, we find the first stars forming in the central region of the

collapsed halo of mass 1.4× 109 M� at z = 10. With time, the star-forming region extends

along a filamentary structure connecting the central dense region, extending up to 30−40 kpc

in length at z = 6. To study the fragmentation processes in the clouds, and to estimate the

final masses of the stars forming and their feedback effects, we need to follow the evolution

of gas density using the adaptive mesh refinement (AMR) which we plan to do in the future

work.

86



Conclusion

Population III (Pop III) stars remain a topic of great interest for their role in metal

enrichment, reionization, and early galaxy formation, particularly today, given the possibility

of their detection using upcoming observing facilities. Therefore, it is very important to

explore the various possible formation mechanisms for the formation of Pop III stars and if

they can improve their observability.

In Chapter 2, we used cosmological hydrodynamical simulations to provide the critical

halo mass for the formation of Pop III stars and its dependence on the Lyman-Werner radi-

ation, baryon-dark matter streaming velocity, and redshift. The critical halo mass connects

the sites of Pop III star formation with the underlying dark matter halo distribution and

is particularly important for the semi-analytic models to make observational predictions for

the cosmological21-cm signal and the early galaxy formation.

In Chapter 3, we explored a possible formation scenario for massive Pop III clusters where

the star-formation is suppressed by the presence of the ionizing radiation. These would be

some of the most massive structures made up of Pop III stars forming at low redshift. We

studied the fragmentation of gas in these systems to estimate the total mass in Pop III

stars before star formation transitions to Pop II stars. We concluded that the detection of

these Pop III galaxies would be unlikely in a blind field search with the James Webb Space

Telescope.

In Chapter 4, we studied the formation of the first stars and galaxies in a fuzzy dark

matter cosmology. The fuzzy dark matter has its small-scale power suppressed, thus Pop
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III stars would form in much more massive halos at lower redshifts. This makes the first

stars and galaxies an excellent way to constrain the properties of the fuzzy dark matter

based on the observation of high redshift galaxies. We performed cosmological simulations

to accurately evolve the fuzzy dark matter distribution and used simple prescriptions for

star formation in it.

In the future, we plan to include the adaptive mesh refinement for the fuzzy dark matter

simulations, which can be used to follow the gas collapse to a much higher density and

accurately estimate the total stellar mass in these systems. Combined with the further

simulations with different fuzzy dark matter particle masses and statistics of the fuzzy dark

matter halos, we can put very strong constraints on the mass of the fuzzy dark matter.

We believe that the work in this thesis studying the effects of various processes delaying

the formation of Pop III stars would be useful for the community. Building upon the results

of the numerical simulations in this thesis and semi-analytic modeling, we will be better

equipped to interpret the direct and indirect signatures of first stars with the upcoming

observations.
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