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Abstract

Dynamics and spectroscopy of strongly coupled electrons and nuclei

Jonathan H. Fetherolf

This thesis describes work on several research topics in which transport and spectroscopy are

influenced by strong electron-nuclear or nuclear-nuclear interactions. First, I give a broad

overview of the motivations and background for the main topics covered in this thesis. In the next

section, I explore the applicability of perturbative quantum master equations to linear absorption

and nonlinear two-dimensional and pump-probe spectroscopies. Next, I introduce a theory of

charge transport in organic semiconductors that unifies two popular pictures: incoherent polaron

hopping and transient localization due to dynamic disorder. In the next section, I investigate the

impact of phonon anharmonicity on the charge transport dynamics of soft semiconductors.

Finally, I present a new method of efficiently calculating anharmonic vibrational spectra from ab

initio molecular potential energy surfaces.
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Chapter 1: Introduction and Overview

1.1 Motivation

Theory has the unique ability to give a microscopic description of macroscopic observations.

However, to glean experimentally relevant information, one must study systems of sufficient size

and complexity. This is particularly true in the condensed phase, where one must contend with

systems that are infinite from the microscopic viewpoint. The situation is complicated further

when symmetries are broken by strong interactions. When faced with such a problem, the theorist

is forced to make choices about which components and interactions to treat exactly, which to treat

approximately, and which to ignore entirely.

Two of the most ubiquitous approximations throughout chemistry and physics are the Born-

Oppenheimer approximation for electrons and nuclei and the harmonic normal-mode approxima-

tion for vibrations. Much of quantum chemistry is rightfully performed without questioning their

validity. However, there are some classes of problem for which violation of these conditions are

central, such as charge and energy transfer in the condensed phase. In this case, other simplify-

ing approximations have been devised. These approximations often still rely on a separation of

energy scales – for instance, weak-coupling perturbation theory for electron-phonon coupling, or

vibrational perturbation theory for anharmonicity in molecules. In this thesis, I present research on

several systems in which strong electron-nuclear or nuclear-nuclear interactions preclude a simple

perturbative treatment. Furthermore, I focus on developing theoretical tools most useful for con-

necting microscopic dynamics with experimental observables such as spectroscopy and transport

measurements.
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1.2 Background

1.2.1 Electronic-vibrational interaction

The research I present in Chapters 2-4 focuses on systems in which electrons couple strongly

to nuclear motions. The generic form of the Hamiltonian is

� = �el + �vib + �el−vib, (1.1)

where �el is the electronic Hamiltonian, �vib is the vibrational Hamiltonian, and �el−vib is the

electronic-vibrational interaction. I focus on models that assume �el and �vib to be collections

of simple one-body operators, with the challenging many-body physics residing in the interaction

term �el−vib. In Chapter 2, �el describes a Frenkel exciton, like that which arises from photoexci-

tation of a multi-chromophore light-harvesting complex. In Chapter 3 and 4 the electronic system

describes a single-band charge carrier – an electron in the conduction band or hole in the valence

band – like that produced by (photo) doping of an organic semiconductor. Although the details

differ between models, �vib almost always represents one or more harmonic modes whose dis-

placement couples linearly to the energy of the electronic system. While the dynamics of �el and

�vib are trivial on their own, the interaction between them is responsible for the complex many-

body processes of charge and energy transport.

I will first discuss the problem of nonadiabatic energy transfer in a multi-chromophore system

due to coupling to a vibrational bath. This subject has garnered significant theoretical and ex-

perimental interest in recent years, with the ultimate goal of using insight from biological energy

transfer to aid in chemical and material design [1]. Nonlinear optical spectroscopy is an important

experimental probe of such systems, but it is difficult to unambiguously connect experiments to

microscopic dynamics [2, 3]. This ambiguity has led to differing interpretations of the relative

importance of electronic quantum coherence, incoherent hopping, and coherent vibronic mixing

[4, 5]. Progress in this area requires development of theoretical techniques that are practical for
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generating both microscopic dynamics and their experimental signatures.

Many common dynamics methods rely on perturbation theory in the electronic-vibrational cou-

pling. These include the time-local and time-nonlocal quantum master equations (TCL2 and TL2),

and various Markovian offshoots such as Redfield theory, Lindblad equations and Bloch equations

[6]. Naturally, due to their perturbative and Markovian nature, all of these approximate techniques

fail in the presence strong electronic-vibrational coupling and non-Markovian “memory” effects

[7]. Another class of methods, which includes Förster and Marcus theory, instead relies on per-

turbation theory on the inter-chromophore electronic coupling [8, 9]. Of course, these methods

fail to capture quantum coherence arising from strong electronic coupling. A third broad cate-

gory of approximate techniques is semiclassical methods, such as surface-hopping and mean-field

Ehrenfest dynamics [10, 11]. These methods have the advantage of being non-perturbative in

both the electronic and electronic-vibrational coupling, but their semiclassical nature means that

nuclear quantum effects are neglected. Many interesting systems fall within a regime where the

none of these approximations are fully justified. To cope with these conditions, numerically exact

techniques have been to developed, of which the Hierarchical Equations of Motion (HEOM) has

gained widespread use [12, 13]. However, HEOM scales poorly with system size and can display

troubling numerical instabilities [14].

The state of theory for charge transport in organic semiconductors is quite similar. In this

case, the electronic system is a free carrier rather than a Frenkel exciton, and it couples to discrete

phonon modes rather than a vibrational bath. The principle experimental observable of interest in

such systems is the charge carrier mobility `, which quantifies the drift of a carrier in an applied

electric field. While organic semiconductors have many advantages of traditional materials such

as low cost, mechanical flexibility and chemical tunability, their carrier mobility is much lower

than traditional inorganic semiconductors, which severely limits their technological application

[15]. Because of this drawback, it is a major theoretical goal to derive a set of design principles

to maximize transport in these materials [16]. Doing so requires developing theories that can

quantitatively predict carrier mobility while providing microscopic insight into its origin.
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Theories of solid state charge transport follow a similar set of approximations to those already

described. The traditional workhorse of solid state mobility calculations is the Boltzmann trans-

port equation, which is derived via perturbation theory in the electron-phonon coupling [17]. Tra-

ditional inorganic semiconductors like silicon and germanium have sufficiently strong electronic

coupling (wide electronic bands) that transport occurs in a coherent fashion and treating interac-

tion with phonons perturbatively is justified. At the opposite extreme is Holstein’s small polaron

theory, in which carriers are sufficiently localized by their interactions with phonons that the elec-

tronic coupling is treated as a perturbation, and transport occurs via incoherent hopping [18]. This

approximation was derived in the context of relatively poorly-conducting organic semiconductors.

Many materials of interest exist in an intermediate regime, where mobility is too high for small

polaron theory and too low for Boltzmann transport theory. For this regime, several important

studies have gained insight with semiclassical methods, justifying this choice with the assertion

that low-frequency lattice vibrations dominate transport [19, 20]. This has led widely-used dy-

namic disorder picture, in which carriers display features of both localization and band transport

[21]. This picture, however, entirely ignores nuclear quantum effects, and is only valid for low-

frequency phonon modes. In reality, a wide range of phonons are relevant, suggesting the need for

a theory that accounts both for low-frequency dynamic disorder and nuclear quantum effects [22,

23].

1.2.2 Vibrational anharmonicity

In Chapters 4 and 5, the scope of this thesis expands to include many-body interactions in the

vibrational Hamiltonian �vib. It can be generically written as

�vib =

#∑
8=1

1
2

[
%2
8 + l2

8&
2
8

]
++an(&1, &2, . . . , &# ), (1.2)

where l8, %8 and &8 are the frequency and mass-weighted momentum and displacement for vibra-

tional mode 8. Under the harmonic approximation, the Hamiltonian is given by the first term, and
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it is composed of # 1-body operators. In reality the full (anharmonic) Hamiltonian contains up to

#-body interactions.

The task of accurately treating �vib in isolation is essential for extracting accurate vibrational

spectra from ab initio electronic structure calculations. Of course, if all terms in +an are small

compared to the harmonic term, the task is much easier – the harmonic approximation is sound

and only minor corrections are needed, if any. For such cases, vibrational perturbation theory or

vibrational self-consistent field are safe and efficient choices [24–26]. However, if interactions

between vibrational modes are strong, then a non-perturbative solution is needed. Classical and

semiclassical methods are useful for finite temperature spectra [27]. However, obtaining an exact

quantum mechanical vibrational spectrum is a many-body problem on par with strongly correlated

electrons. Because of the similar complexity, several high-level electronic structure techniques

have been borrowed, including configuration interaction, coupled cluster and dynamical renormal-

ization group theory [28–30].

1.3 Outline

All work in the subsequent chapters was conducted and written in collaboration with and under

the guidance of my advisor, Prof. Timothy C. Berkelbach.

In Chapter 2 we investigate the accuracy of the second-order time-convolutionless (TCL2)

quantum master equation for the calculation of linear and nonlinear spectroscopies of multi-chromophore

systems. We show that, even for systems with non-adiabatic coupling, the TCL2 master equation

predicts linear absorption spectra that are accurate over an extremely broad range of parameters

and well beyond what would be expected based on the perturbative nature of the approach. For

third-order (two-dimensional) spectroscopy, the importance of population dynamics and the vio-

lation of the so-called quantum regression theorem degrade the accuracy of TCL2 dynamics. To

correct these failures, we combine the TCL2 approach with a classical ensemble sampling of slow

microscopic bath degrees of freedom, leading to an efficient hybrid quantum-classical scheme that

displays excellent accuracy over a wide range of parameters.
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In Chapter 3 we present a unified and nonperturbative method for calculating spectral and trans-

port properties of Hamiltonians with simultaneous Holstein (diagonal) and Peierls (off-diagonal)

electron-phonon coupling. Our approach is motivated by the separation of energy scales in organic

molecular crystals, in which electrons couple to high-frequency intramolecular Holstein modes

and to low-frequency intermolecular Peierls modes. Our method reduces to the popular polaron

picture due to Holstein coupling and the dynamic disorder picture due to Peierls coupling. For real-

istic parameters, temperature-dependent DC mobility is largely determined by the Peierls-induced

dynamic disorder with minor quantitative corrections due to polaronic band-narrowing, and an

activated regime is not observed at relevant temperatures. In contrast, for frequency-resolved ob-

servables, a quantum mechanical treatment of the Holstein coupling is qualitatively important for

capturing the phonon replica satellite structure. Work on this project was done in collaboration

with Dr. Denis Golež.

In Chapter 4, we investigate the effect of phonon anharmonicity on the carrier dynamics in

organic semiconductors. Inspired by the success of trajectory-based methods in calculating mo-

bilities of organic crystals, we perform semiclassical dynamics for carriers coupled to optical and

acoustic phonons with anharmonicity up to fourth order. We find that the effect of moderate anhar-

monicity is well captured by a harmonic model with a temperature-dependent effective frequency.

Phonon lifetime effects have relatively little impact on carrier transport due to the low frequency

of the phonons. We find that for modes with significant softening, effective harmonic models are

less accurate. This is especially true when mobility is calculated in the static disorder limit. Mode-

softening due to a highly asymmetric potential leads to a nongaussian disorder profile that cannot

be captured by a harmonic model. Work on this project was done in collaboration with Petra Shih.

Finally in Chapter 5, we introduce vibrational heat-bath configuration interaction (VHCI), an

accurate and efficient method for calculating vibrational eigenstates of anharmonic systems. In-

spired by its origin in electronic structure theory, VHCI is a selected CI approach that uses a sim-

ple criterion to identify important basis states with a pre-sorted list of anharmonic force constants.

Screened second-order perturbation theory and simple extrapolation techniques provide significant
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improvements to variational energy estimates. We benchmark VHCI on four molecules with 12 to

48 degrees of freedom and use anharmonic potential energy surfaces truncated at fourth and sixth

order. When compared to other methods using the same truncated potentials, VHCI produces vi-

brational spectra of tens or hundreds of states with sub-wavenumber accuracy at low computational

cost.
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Chapter 2: Linear and nonlinear spectroscopy from quantum master

equations

The material for this chapter was taken from Reference [31].

2.1 Introduction

Non-adiabatic energy transfer in molecular systems represents a problem of broad interest in

chemistry, physics, and materials science. In the condensed phase, these processes commonly

occur with many comparable energy scales, precluding simple perturbative treatments of the dy-

namics such as Golden-rule-type rate theories. This class of problems has motivated the important

development of accurate numerical techniques capable of evolving the electronic reduced den-

sity matrix and offering insight into the population dynamics of multi-level dissipative quantum

systems [12, 32–37]. However, with few exceptions, elements of the reduced density matrix are

basis-dependent and not directly observable. Instead, the principal experimental probes of energy

transfer dynamics are ultrafast time-resolved spectroscopies, such as pump-probe transient absorp-

tion and coherent two-dimensional spectroscopy [2–4, 38–40]. In this manuscript, we evaluate

the accuracy of perturbative, but non-Markovian, quantum master equations for the calculation of

linear and nonlinear spectroscopies. In particular, we focus on systems characteristic of protein-

protected biological chromophores. This class of problems has been the topic of intense study

in the quantum dynamics community [5, 41–47], in part because the environmental fluctuations

exhibit long correlation times that challenge conventional theories [7, 13].

The Hamiltonian for multichromophore systems can be generically written as the sum of an

electronic (system) Hamiltonian, a nuclear (bath) Hamiltonian, and the interaction between the

two, � = �s + �b ++ . In the present manuscript, we consider a Frenkel exciton model of coupled
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chromophores, with the system Hamiltonian

�s =
∑
<

(n + n<) �†<�< +
∑
<=

�<=�
†
<�=, (2.1)

where n is a mean excitation energy for the excited-state manifold (equal to 10,000–30,000 cm−1

for visible-light absorbing chromophores), n< is the deviation from this mean excitation energy

for site <, and �<= is the electronic coupling between sites < and =. The operators �†< and

�< create and annihilate localized excitations on site < and satisfy the commutation relation

[�<, �†=] = X<= (1 − 2�†<�<). The bath Hamiltonian is that of the nuclear degrees of freedom

in the electronic ground-state. The system-bath interaction can be generically decomposed into the

form + =
∑
0 �0�0 where �0 are bath operators and �0 are system operators. For simplicity, we

consider the case

+ =
∑
<

�<�
†
<�<, (2.2)

where �< is a collective bath operator whose fluctuations act to modulate the energy gap of molec-

ular site <. An otherwise generic second-order perturbation theory in the system-bath interaction

requires only the equilibrium time correlation function of the nuclear degrees of freedom in the

electronic ground state,

�< (C) = Trb
{
�< (C)�< (0)deq

b
}

(2.3)

where �< (C) = exp(8�bC/ℏ)�< exp(−8�bC/ℏ). For simplicity, we assume nuclear degrees of free-

dom belonging to different molecular sites are uncorrelated. This approach is commonly pursued

to account for dephasing dynamics via atomistic simulations; in this approach, classical molecu-

lar dynamics are used to generate trajectories for the evaluation of the energy gap autocorrelation

function in Eq. (2.3), leading to the second-order cumulant approximation to the lineshape [2, 48],

�< (l) ∝
∫ ∞

0
3C48lC exp

[
−

∫ C

0
3C1

∫ C1

0
3C2�< (C2)

]
. (2.4)

Strictly, the correlation function in Eq. (2.3) is a quantum time correlation function and a variety
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of approximate schemes exist to reconstruct a quantum time correlation function from its classical

counterpart [49, 50]. We note that the above formalism neglects energy transfer (or non-adiabatic

effects) associated with the intermolecular couplings �<=. In this �<= = 0 limit of “pure dephasing,”

the second order cumulant approximation is quantum mechanically exact if the �< operators are

linear in the coordinates of a harmonic bath [51, 52]; this linear coupling model will be adopted

below. In the more general case of energy transfer associated with population relaxation, spec-

troscopy calculations require a more general approach to quantum dynamics, which we discuss in

the next section.

2.2 Spectroscopy, correlation functions, and the quantum regression theorem

In order to calculate spectroscopic observables, we augment our Hamiltonian with a light-

matter interaction term to be treated via time-dependent perturbation theory [2],

�spec(C) = � − µ ·E (C); (2.5)

here, E (C) is a classical electric field and µ is the dipole operator

µ =
∑
<

`< (�†< + �<) (2.6)

where, via the Condon approximation, the dipole matrix element `< is independent of the bath

degrees of freedom. For simplicity, here and henceforth we neglect the vectorial nature of the

transition dipole matrix element.

Linear absorption spectra are calculated from the equilibrium time-correlation response func-

tion,

((1) (C) = 8

ℏ
\ (C)Tr

{
[`(C), `] deq

}
=
8

ℏ
\ (C)Tr

{
`G(C)`×deq

}
(2.7)

where `×� ≡ [`, �] and the Liouville-space propagator is defined by G(C)� = 4−8�C/ℏ�48�C/ℏ.
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Two-dimensional spectra are calculated from the third-order response function,

((3) (C3, C2, C1) =
(
8

ℏ

)3
\ (C3)\ (C2)\ (C1)

× Tr
{
`G(C3)`×G(C2)`×G(C1)`×deq

}
.

(2.8)

With exact quantum dynamics, the above expressions produce exact spectra that contain the effects

of coherence dephasing as well as population relaxation, with explicit treatment of system-bath

correlations spanning multiple light-matter interactions.

As a one-time observable, the linear-response function can be calculated exactly from the time

evolution of a reduced density-like operator

d` (C) ≡ Trb

{
G(C)`×deq

}
= Gred(C, 0)d` (0), (2.9)

((1) (C) = 8

ℏ
Trs

{
`d` (C)

}
=
8

ℏ
Trs

{
`Gred(C, 0)d` (0)

}
. (2.10)

Therefore, any theory of reduced dynamics may be used to calculate the linear response function,

such as a formally exact time-convolutionless quantum master equation [6, 53–56],

3d(C)
3C

= − 8
ℏ
[�s, d(C)] − R(C)d(C) ≡ −

8

ℏ
Lred(C)d(C), (2.11)

d(C) = ) exp
[
− 8
ℏ

∫ C

0
3gLred(g)

]
d(0) ≡ Gred(C, 0)d(0), (2.12)

where ) is the time-ordering operator. Naturally, the lowest-order approximation to the time-

dependent relaxation operator R(C) may be used; this is the second-order time convolutionless

(TCL2) quantum master equation [6]. Unlike the second cumulant approach described in Sec. 2.1,

the TCL2 master equation (detailed below) provides a perturbative description of population re-

laxation and coherence dephasing on equal footing. Importantly, in the absence of population

relaxation, the TCL2 approximation yields uncoupled dephasing dynamics of the (in this case

off-diagonal) reduced operator f(C) that are identical to those of the second-order cumulant ap-

proximation, and thus exact for linear coupling to a harmonic bath. In other words, the dynamical

11



resummation inherent in the TCL2 approximation is exact for this example of the pure-dephasing

problem (due to underlying Gaussian statistics). We emphasize that this exactness is independent

of the number of bath degrees of freedom, the energy scales of the bath, or the strength of the

system-bath coupling.

However, in the presence of population relaxation with �<= ≠ 0, the TCL2 approximation is

no longer exact, and its range of validity is commonly understood to be restricted to the nearly-

Markovian, weak-coupling limit under which it is typically derived. We will demonstrate that such

statements are completely dependent on the observable and not determined exclusively by the

energy scales in the Hamiltonian. In particular, we will show that for the same Hamiltonian, TCL2

predicts qualitatively incorrect non-equilibrium population dynamics but quantitatively accurate

linear absorption lineshapes.

Unfortunately, the simplicity of the linear response function is not maintained for higher-order

correlation functions. If we were to generalize Eqs. (2.9) and (2.10) to the third-order response

function, we might be led to the tempting approximation

(̃(3) (C3, C2, C1) =
(
8

ℏ

)3
\ (C3)\ (C2)\ (C1)

× Trs

{
`Gred(C1 + C2 + C3, C1 + C2)

× `×Gred(C1 + C2, C1)`×Gred(C1, 0)d` (0)
}
,

(2.13)

which can be shown to be consistent with a quantum version of Onsager’s regression hypothesis

known as the quantum regression theorem (QRT) [57, 58]. In general, the QRT is not exact [59,

60]. The exact multi-time correlation function is related to the approximate one by a number of

correction terms, which are non-vanishing even to lowest-order in the system-bath interaction [61–

63]. To summarize, in the context of the current manuscript, the rigorous calculation of nonlinear

response functions requires more information than contained in quantum master equations.

The violation of the QRT is intimately linked to the degree of non-Markovianity present in the

reduced dynamics. For purely Markovian reduced dynamics, the QRT is exact [60, 64]. For weak

12



system-bath coupling leading to nearly Markovian reduced dynamics, the corrections to the QRT

are small. In this manuscript, we will study the accuracy of TCL2 dynamics, within the approxi-

mation implied by the QRT, Eq. (2.13), for the simulation of two-dimensional spectroscopy. Un-

surprisingly, we find that the results deteriorate with increasing non-Markovianity due to stronger

coupling or slower bath degrees of freedom.

In order to maintain the simplicity of quantum master equations while seeking broad applicabil-

ity to nonlinear spectroscopy, we will evaluate the use of the “frozen modes” approach, recently in-

troduced by one of us and co-workers [65]. The method will be described in more detail below, but

the idea is to simulate generically non-Markovian dynamics by an average over many independent

nearly-Markovian trajectories. In each trajectory, the low-frequency bath degrees of freedom are

dynamically arrested: they are removed from the master equation’s relaxation operator and treated

as a source of static disorder. This frozen-mode approximation is obviously best for low-frequency

(slow) degrees of freedom, which are precisely those that contribute to non-Markovian behavior

and the inaccuracy of perturbative quantum master equations. Compared to the original problem,

each individual trajectory in the frozen modes approach exhibits less non-Markovian behavior and

weaker system-bath coupling. Because these are the same effects responsible for the violation of

the QRT in nonlinear response calculations, we will demonstrate that the frozen-mode variant of

TCL2 dynamics leads to accurate two-dimensional spectra, even in highly non-Markovian regimes.

2.3 Model and Methods

For the remainder of this work, we will adopt the common system-bath model that assumes a

harmonic nuclear bath linearly coupled to the system’s excitation number operator, i.e. Eqs. (2.1)

and (2.2) with

�b =
1
2

∑
<

∑
:

(%2
<,: + l

2
<,:&

2
<,: ), (2.14)

�< =
∑
:

2<,:&<,: , (2.15)
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where %<,: and &<,: are the mass-weighted momentum and position of mode : belonging to the

nuclear degrees of freedom of site <. For such a simplified form of the system-bath interaction,

all properties are determined solely by the equilibrium autocorrelation function in Eq. (2.3),

�< (C) =
∑
:

22
<,:Trb

{
&<,: (C)&<,: (0)4−V�b

}
/Trb4

−V�b

=
ℏ

c

∫ ∞

0
3l�< (l)

{
coth(Vℏl/2) cos(lC) − 8 sin(lC)

}
,

(2.16)

where we have introduced the spectral density

�< (l) =
c

2

∑
:

22
<,:

l<,:
X(l − l<,: ). (2.17)

Note that the spectral density can be obtained from the real-part of the cosine-transform of the bath

correlation function

�< (l) = tanh(Vℏl/2)
∫ ∞

0
3C cos(lC) Re�< (C), (2.18)

which provides a way to extract a model spectral density from atomistic simulations of the energy

gap autocorrelation function, as done recently for light-harvesting complexes [66, 67]. In the

following, we assume all sites have identical spectral densities �< (l) = � (l) and employ an

Ohmic spectral density with a high-frequency Lorentzian cutoff

� (l) = 2_l2l
l2
2 + l2

, (2.19)

which follows from the assumption of an exponentially-decaying autocorrelation function (in

the high-temperature limit), Re� (C) = 2_:B) exp(−l2C). Therefore, the bath relaxation time

is given by l−1
c and the magnitude of fluctuations is related to the reorganization energy _ =

(ℏc)−1
∫ ∞

0 3l� (l)/l. We emphasize that most of our conclusions are not restricted to any partic-

ular form of � (l), including those with arbitrary structure (as may be obtained from simulation).
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Specifically, we expect that the accuracy of our results is only weakly dependent on the form of

the spectral density, and can be safely applied to any system-bath Hamiltonian exhibiting only

linear coupling to a harmonic bath. However, while the method is entirely applicable to more

general system-bath Hamiltonians, the accuracy is harder to assess. For example, we note that

even for the pure-dephasing problem, the second cumulant is no longer exact for systems that are

quadratically-coupled to harmonic baths [51, 52].

2.3.1 Quantum master equations and TCL2

Introduced above, the TCL2 quantum master equation evolves reduced-density-like system

operators f(C) according to the time-local equation of motion in Eq. (2.20). This equation of

motion assumes a factorized initial condition of the total density-like operator d(0) = f(0)db(0),

and we henceforth assume that the initial bath density operator is at equilibrium, db(0) = d
eq
b .

We note that for Hamiltonians with a minimum excited-state gap that is much larger than thermal

energy, the total equilibrium density operator is factorized to an excellent approximation, deq ≈

|0〉〈0|deq
b , justifying factorized initial conditions for equilibrium correlation functions. In the basis

of eigenstates of the system Hamiltonian, the TCL2 relaxation superoperator R is a tensor with

elements

RUVWX (C) = Trs {|U〉〈V | R(C) [|X〉〈W |]}

= Γ+XVUW (C) + Γ−XVUW (C)

− XVX
∑
Z

Γ+UZZW (C) − XUW
∑
Z

Γ−XZZ V (C),

(2.20)

with

Γ±UVWX (C) =
1
ℏ2

∑
<

#
UV
< #

WX
< Θ

±
< (lWX; C) (2.21)

and

Θ±< (l; C) =
∫ C

0
3g4−8lg�< (±g). (2.22)
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In the above, #UV< = 〈U |�†<�< |V〉 and �< (C) is given in Eq. (2.16). The relevant dimension-

less parameter that controls the accuracy of weak-coupling master equations is roughly given by

_:B)/(ℏl2)2; in particular, very slow bath relaxation dynamics are a challenge as they violate the

quasi-Markovian approximations inherent in such master equations. As such, we will also consider

a quantum-classical hybrid scheme that microscopically treats slow nuclear degrees of freedom as

static variables sampled from their respective canonical distributions, discussed next.

2.3.2 TCL2 master equation with frozen modes

The spectral density defined in Eq. (2.17) can formally be separated into fast and slow compo-

nents under the condition that � (l) = �fast(l) + �slow(l). In the ideal partitioning, the slow part is

comprised of quasi-adiabatic modes that evolve much more slowly than the system and can safely

be treated classically, while the fast part contains modes which evolve much more quickly than the

system and therefore can be treated with nearly-Markovian weak-coupling theories [35, 68, 69].

The partitioning between slow and fast parts of � (l) can be done with a switching function,

�slow(l) = B(l;l∗)� (l) (2.23a)

�fast(l) = [1 − B(l;l∗)]� (l), (2.23b)

where B(l;l∗) is a function which goes from a value of 1 at l = 0 to a value of 0 at a specified

splitting frequency l = l∗. Following previous work [65, 68, 69] we use the smooth switching

function

B(l, l∗) =


[1 − (l/l∗)2]2 : l < l∗

0 : l ≥ l∗,
(2.24)

which avoids long-time oscillatory features in the bath correlation function. The free parameter

l∗ determines the set of modes to be treated classically. Two example partitionings of an Ohmic-

Lorentz spectral density are shown in Fig. 2.1.

While the slow modes could be treated with several different semiclassical techniques, includ-
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Figure 2.1. Two example partitionings of an Ohmic-Lorentz spectral density using different values of the
splitting frequency l∗; see Eqs. (2.23). Larger values of l∗ result in more modes being treated classically
and fewer modes treated quantum mechanically, but perturbatively.

ing mean-field Ehrenfest dynamics [35, 68, 69], here we make the simplest approximation and treat

the modes described by �slow(l) as completely frozen. In this case, positions of the slow degrees

of freedom &<,: are sampled from the Boltzmann distribution of a harmonic oscillator and used to

alter the energy levels of the system Hamiltonian,

n< → n< +
∑
:∈slow

2̄<,:&<,: (0), (2.25)

where 2̄<,: is a renormalized coupling constant due to the partitioning enforced by the switching

function ((l;l∗). This new system Hamiltonian is used with the fast part of the spectral density

to perform a single realization of TCL2 dynamics. This process is repeated and averaged. Further

details and discussion of the method can be found in Ref. [65].

In the spectroscopic context, the frozen modes are most physically interpreted as a source of

inhomogeneous broadening. If the nuclear degrees of freedom are extremely slow, so as to appear

effectively frozen during the decay of the dipole autocorrelation function, then this is the correct

result. We emphasize that this inhomogeneous broadening is entirely microscopic because it orig-

inates from degrees of freedom in the total Hamiltonian; it is not an artificial, unidentified source

of inhomogeneous broadening. When applied to linear absorption spectra of systems without non-

adiabatic effects, this approach is equivalent to the inhomogeneous cumulant expansion described

in Refs. [2, 70], but differs for higher-order spectroscopies.
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The combination of TCL2 dynamics with frozen-mode sampling (TCL2-FM) leads to many

trajectories that are each more Markovian than the original problem. This property mitigates cor-

rections to the QRT, which are not considered explicitly in this work. Furthermore, the TCL2-FM

approach prevents the application of perturbation theory beyond its regime of validity (through

the use of a faster, more weakly-coupled bath in the quantum master equation). As we show be-

low, these two effects collectively produce semiquantitative accuracy in the prediction of nonlinear

spectroscopy.

2.4 Results

2.4.1 Model parameters and methodological details

For simplicity, we present results for a system of two chromophores that has four accessible

electronic states: the ground state, two states where each chromophore is separately excited, and

one state where both chromophores are simultaneously excited. The absence of a quartic exciton-

exciton interaction in Eq. (2.1) implies that the energy of the doubly-excited state is simply the

sum of the excitation energies of the individual chromophores. In all results, we use the electronic

parameters n1 = 50 cm−1, n2 = −50 cm−1 and �12 = 100 cm−1, along with the bath parameters

l−1
c = 300 fs and ) = 300 K. The reorganization energy _ will be varied. The bath frequency

and temperature lead to energy scales ℏl2 = 18 cm−1 and :B) = 208 cm−1, i.e. all energy scales

are comparable, with the bath frequency being the smallest. We emphasize that this particular

parameter regime is studied here because it is well outside the range of validity of conventional

quantum master equations.

Our TCL2 dynamics are generated with a fourth-order Runge-Kutta integrator. For TCL-FM

calculations, the total spectral density was discretized into 300 modes, and those with l > l∗ were

discarded. We performed 2× 104 realizations of frozen-mode sampling to converge the dynamical

observables. For all frozen-mode calculations, we use a splitting frequency that characterizes the

timescale of isolated electronic dynamics, l∗ = [(n1− n2)2 +4�2
12]

1/2/6ℏ. Other choices that differ

by factors of order one give similar qualitative results, and occasionally better quantitative results,
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but we find that the above form is reasonable over a broad range of parameters and observables.

All approximate results will be compared to numerically exact results obtained with the hier-

archical equations of motion (HEOM) [12, 71, 72]; for the bath parameters used in our results, the

HEOM calculations required zero Matsubara frequencies (i.e. the high-temperature approximation

with  = 0), but as many as ! = 20 levels in the hierarchy. For spectroscopy calculations, we

use transition dipole matrix elements satisfying `1/`2 = −5 and spectra will be presented with

arbitrary units. All calculations were performed with our open-source quantum dynamics package

pyrho [73].

2.4.2 Linear spectroscopy and population dynamics

In the frequency domain, we present the imaginary (absorptive) part of the linear-response

susceptibility,

j′′(l) = Im
∫ ∞

0
3C48lC((1) (C). (2.26)

Again we emphasize that for the model Hamiltonian adopted here, the TCL2 master equation is

identical to the second-cumulant approximation and exactly solves the pure-dephasing lineshape

problem. In the case of excited-state electronic coupling � ≠ 0, the TCL2 generalizes the second

cumulant approximation. While it is not exact, the results are remarkably accurate, as shown in

the right-hand column of Fig. 2.2, even for significant coupling to a slow bath. The TCL2-FM

approach yields very minor quantitative improvements, which confirms that those local-frequency

modes treated as frozen are properly interpreted as giving rise to inhomogeneous broadening.

Unlike the non-Markovian TCL2-based approaches, the Markovian Redfield theory predicts

incorrect spectra, with an accuracy that deteriorates for increasing reorganization energy or in-

creasing bath relaxation times. This can be understood simply from the Markovian limit of the

relevant pure-dephasing term in the TCL2 tensor: 1/)∗2 = ℏ
−1 [� (l)=(l)]l=0 where =(l) is the

Bose-Einstein distribution function. For the Ohmic-Lorentz spectral density employed here, one

finds 1/)∗2 = 2_:B)/ℏl2
2. As shown in Fig. 2.2, this Markovian theory predicts linewidths that are

much too large.
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Figure 2.2. Population dynamics of the photo-excited higher-energy chromophore (left column) and linear
absorption spectra (right column) with _ = 10 cm−1, 50 cm−1, and 150 cm−1 (top to bottom).
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This large discrepancy between two weak-coupling theories (Markovian Redfield theory and

non-Markovian TCL2-based theories) is quite surprising given the perturbative nature of both ap-

proaches. In the left-hand column panels of Fig. 2.2, we show the population relaxation dynamics

generated by the same methods, using the initial condition d(0) = |1〉〈1|deq
b . Clearly, Redfield

theory and conventional TCL2 fail in a similar manner as the perturbation becomes large. The

TCL2-FM approach now yields results that are quite different than vanilla TCL2, and the former

predicts population dynamics that are in good agreement with the numerically exact HEOM results.

These observations demonstrate one of our main conclusions: the accuracy of a given dynamical

technique depends on the observable. More specifically, TCL2-based approaches are well-suited

to the evolution of electronic coherences; we believe that this is because TCL2 reduces to the exact

second-cumulant solution for pure-dephasing problems. Population dynamics are significantly less

accurate.

The accuracy of TCL2 for linear spectroscopy is nontrivial. For example, it is unrelated to the

short-time exactness of perturbative non-Markovian dynamics (compared to Markovian Redfield

theory, which is not exact at short time). To demonstrate this fact, we compare TCL2 dynamics

with those of the second-order time-convolution master equation (TC2), which has the form

3d(C)
3C

= − 8
ℏ
[�s, d(C)] −

∫ C

0
3gK(C − g)d(g), (2.27)

and exhibits the same short-time accuracy as TCL2. The results of this comparison are shown in

Fig. 2.3. For population dynamics, the two methods exhibit similar accuracy, predicting incorrect

population dynamics due to the slow timescale of the bath. However, while TCL2 exhibits nearly

exact spectra, the TC2 spectra are extremely poor, even at small reorganization energy.

As a final point on the topic of linear spectroscopy, we emphasize that general quantum master

equation techniques, such as TCL2, are capable of using any form of the spectral density. In

particular, the accuracy of TCL2 linear response spectra extends beyond the simple Ohmic-Lorentz

spectral density employed so far. In Fig. 2.4, we show linear spectra of three dimers with different
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Figure 2.3. The same as in Fig. 2.2, but only for _ = 10 cm−1 (top) and 150 cm−1 (bottom), comparing
different second-order non-Markovian master equations.

excited-state electronic coupling �12, calculated using TCL2 for the structured spectral density,

� (l) = 2_l2l
l2
2 + l2

+ 2ΛΓl
(l −Ω0)2 + Γ2 +

2ΛΓl
(l +Ω0)2 + Γ2 . (2.28)

We observe that despite its perturbative nature, TCL2 correctly produces the well-known phonon

replica with spacingΩ0 and additional broadening due to the smooth Ohmic-Lorentzian part of the

spectral density.

2.4.3 Third-order nonlinear spectroscopy

Compared to linear response considered above, third-order nonlinear spectroscopy is a more

challenging test, due to the simultaneous importance of coherence and population dynamics. As

discussed in Sec. 2.2, nonlinear spectroscopy presents an additional complication for non-Markovian

quantum master equations in the form of violations to the QRT.

We present two-dimensional electronic spectra, obtained by Fourier transforming over the

pump (C1) and probe (C3) time delays, resolved by the population waiting time C2. In particular,

we simulate the photon echo spectrum, generated by six terms in the rotating wave approximation
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associated with rephasing (rp) and non-rephasing (nr) pathways,

�(l3, C2, l1) = Re
∫ ∞

0
3C1

∫ ∞

0
3C3

{
48(l1C1+l3C3)'rp(C3, C2, C1)

+ 48(−l1C1+l3C3)'nr(C3, C2, C1)
}
. (2.29)

In the above,

'rp(C3, C2, C1) = '2(C3, C2, C1) + '3(C3, C2, C1) + '∗1(C3, C2, C1), (2.30a)

'nr(C3, C2, C1) = '1(C3, C2, C1) + '4(C3, C2, C1) + '∗2(C3, C2, C1), (2.30b)

and

'1(C3, C2, C1) = Tr
{
`(C1 + C2 + C3)`(0)deq`(C1)`(C1 + C2)

}
, (2.31a)

'2(C3, C2, C1) = Tr
{
`(C1 + C2 + C3)`(C1)deq`(0)`(C1 + C2)

}
, (2.31b)

'3(C3, C2, C1) = Tr
{
`(C1 + C2 + C3)`(C1 + C2)deq`(0)`(C1)

}
, (2.31c)

'4(C3, C2, C1) = Tr
{
`(C1 + C2 + C3)`(C1 + C2)`(C1)`(0)deq

}
. (2.31d)

For a moderate reorganization energy of _ = 50 cm−1, our results are shown in Fig. 2.5 for

three values of the waiting time C2. Although TCL2 dynamics are qualitatively correct at C2 = 0,

this accuracy degrades with increasing waiting times. In particular, the spectra become artificially

broadened along the l3 axis – as discussed in Ref. [74] – and completely fail to describe the four-

peak structure and regions of negativity. In contrast, the TCL2-FM two-dimensional spectra are

in qualitative agreement with the exact results, reproducing the appropriate peak shapes, spectral

features, and timescales. The TCL2-FM results show an unphysical diagonal elongation at long

waiting times due to the completely frozen modes that are unable to relax. For the same reasons,

the energy transfer (reflected in the redistribution of spectral weight from the high-energy diagonal

peak into the off-diagonal peak) is slightly too slow – but much more accurate than the near-
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Figure 2.6. Pump-probe spectra � (l3, C2) obtained from two-dimensional photon echo data presented in
Fig. 2.5, via integration over the l1 axis. Waiting times C2 are given in the legend.

immediate transfer predicted by TCL2. We have found that using a smaller splitting frequency

(i.e. freezing fewer modes) does improve these aspects of the long-time results at the expense of

short-time results. This observations suggests an interesting time-dependent frozen-modes scheme

– where modes are successively unfrozen at times longer than their characteristic relaxation time

– though we do not pursue this approach here. We conclude that the computationally efficient

TCL2-FM approach yields accurate coherence and population dynamics, while mitigating correc-

tion terms due to violation of the QRT, leading to qualitatively correct two-dimensional spectra.

Although we only show one parameter set for simplicity, we have tested other parameter sets and

find that the TCL2-FM accuracy is robust over a wide range of Hamiltonians.

For a simpler representation of the third-order response, we also present the time-resolved
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pump-probe spectra, obtained by setting C1 = 0 (or equivalently, integrating over l1). We note that

the correlation functions contributing to pump-probe spectroscopy are two-point nonequilibrium

correlation functions, which should depend sensitively on the accuracy of excited-state population

dynamics and exhibit nontrivial corrections to the QRT [61, 62]. For the same parameters as

in Fig. 2.5, we present the pump-probe spectra in Fig. 2.6. Consistent with our findings for the

full two-dimensional spectra, we see that TCL2 dynamics are accurate at zero waiting time, but

completely wrong for nonzero waiting times; the spectra are much too broad and lacking multi-

peaked structure. TCL2-FM dynamics cures these deficiencies and predicts accurate pump-probe

spectra.

2.5 Conclusions

We have investigated the accuracy of the second-order time-convolutionless (TCL2) quantum

master equation for the prediction of linear and third-order time-resolved spectroscopy. We have

argued that TCL2 dynamics generalizes the second-cumulant approximation to problems exhibit-

ing excited-state electronic coupling leading to non-adiabatic dynamics and population relaxation.

For many contemporary problems concerning the dynamics of multichromophore systems, the

bath timescales are too slow to permit classic Markovian theories of lineshapes. For such sys-

tems, the TCL2 approach generates nearly-exact linear-response spectra, even though simulations

of population dynamics – using the same Hamiltonian parameters – are grossly in error.

In contrast, the TCL2 approximation breaks down away from its perturbative regime when

used to simulate nonlinear spectroscopies. We have attributed this failure to two distinct effects:

the greater importance of population dynamics and the violation of the quantum regression theorem

(QRT). By partitioning microscopic bath degrees of freedom into fast and slow sets, and treating

the latter as frozen variables sampled from a thermodynamic ensemble, we have argued that the

TCL2-FM approach alleviates both of these problems. Physically, the TCL2-FM formalism treats

modes responsible for highly non-Markovian dynamics as a source of inhomogeneous broadening;

the resulting Hamiltonian exhibits dynamics which are consequently more Markovian and thus
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well-described by weak-coupling, TCL2-type quantum master equations. It will be interesting to

implement the second-order corrections to the QRT, in order to assess their relative importance in

the prediction of nonlinear spectra. Work along these lines is currently in progress.

Importantly, unlike many reduced quantum dynamics techniques, the formalism of perturbative

quantum master equations is not tied to specific forms of the bath Hamiltonian or the system-bath

interaction, as long as multi-point equilibrium correlation functions of isolated bath operators can

be computed. Nonetheless, the accuracy of such approaches remains to be assessed for more

generic Hamiltonians, but the absence of numerically exact results makes this challenging.

Our findings have implications for other quantum dynamics techniques. In particular, we re-

call that the hierarchical equations of motion (HEOM) reduce to time-convolutionless and time-

convolution quantum master equations when the hierarchy is truncated at low order [75, 76].

These low-order HEOM calculations will exhibit the same features described here. For linear

spectroscopy, this observation argues strongly for the use of the time-convolutionless closure [75]

of the hierarchy, in support of the numerical observations made in Refs. [77, 78]. For nonlinear

spectroscopy, low-order approximations will also violate the QRT, and higher levels in the hierar-

chy will be needed in order to eliminate these (neglected) corrections. Alternatively, the HEOM

scheme with a low-order truncation can be combined with the frozen-modes scheme to generate

results completely analogous to those shown here for TCL2-FM. For the simple Ohmic-Lorentz

spectral density used here, this would require an extra number of Lorentzian modes to represent

the fast part of the spectral density; however, for any other spectral density, this decomposition is

already required and so would incur no extra overhead.

With regards to computational cost, the TCL2-FM approach is extremely attractive. In its con-

ventional form, presented here, it scales only as "#4
s , where " is a parallel prefactor associated

with frozen-mode ensemble sampling and #s is size of the system Hilbert space; this scaling arises

from the action of the relaxation tensor on the reduced density matrix. Because the frozen-modes

approach leads to more Markovian dynamics, it is tempting to explore a stochastic unraveling of

the reduced density matrix [6, 58, 79–81]. This latter approach replaces a single reduced density
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matrix simulation by an average over wavefunction dynamics with stochastic relaxation events.

This procedure would have a scaling of !"#2
s , where ! is a parallel prefactor associated with

the stochastic dynamics. We thus anticipate an accurate method which only requires many paral-

lel simulations of system-wavefunction dynamics, each scaling like #2
s for generically non-sparse

system Hamiltonians; it is hard to imagine a more attractive computational cost with comparable

qualitative accuracy over an extremely broad range of Hamiltonian parameters.
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Chapter 3: A unification of the Holstein polaron and dynamic disorder

pictures of charge transport in organic crystals

The material for this chapter was taken from Reference [82].

3.1 Introduction

Organic semiconductors are a promising class of soft materials with applications in photo-

voltaics, display technologies and plastic electronics [83–85]. In particular, ultrapure organic

molecular crystals (OMCs) provide a rich test bed for the fundamental mechanisms and limita-

tions of charge transport in soft materials [15, 86]. Exceptional room-temperature mobilities

in the tens of cm2V−1s−1 have been measured in acene single crystals such as rubrene and pen-

tacene [87–89]. These large mobilities are generally accompanied by an apparently “band-like”

power-law temperature dependence, ` ∝ )−W (W > 0), suggesting significant carrier delocalization

over many unit cells; however controversy still exists over the microscopic mechanisms leading

to this behavior, with both experimental and theoretical evidence suggesting an interplay between

coherent dynamics, localization, and incoherent hopping [90, 91].

Theoretical efforts to understand electronic dynamics in OMCs has led to the development of

several competing and complementary pictures that capture different limiting behaviors. For ex-

ample, in the limit of weak electron-phonon coupling, Boltzmann transport theory is quite success-

ful [17, 20, 92–94], similar to its use in simple inorganic semiconductors. However, many of the

most interesting materials exhibit strong electron-phonon coupling, producing localized electronic

states and invalidating the use of Boltzmann transport theory [20]. In actuality, many of the ma-

terial parameters that govern charge transport in most OMCs – the electronic bandwidth, phonon

energy, and electron-phonon coupling strength – exist on energy scales that are comparable to one
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another and to :B) , precluding any simple perturbative treatment.

In this state of affairs, two theoretical pictures have emerged, which focus on two distinct

forms of electron-phonon coupling. The first picture is that of the Holstein polaron formed by

strong local coupling to intramolecular vibrations [18]. In this picture, electronic motion is gener-

ally thought of as incoherent, and nuclear tunnelling quantum effects are non-negligible [95–97].

The second picture is that of dynamic disorder or transient localization due to strong nonlocal cou-

pling to intermolecular vibrations [19, 21, 98, 99]. In this case, the delocalized coherent evolution

of the electronic wavefunction cannot be neglected, but nuclear quantum effects are considered

insignificant. In many real OMCs, both forms of electron-phonon coupling are present. How-

ever, the different physical ingredients underlying these two theories prevents their straightforward

unification. In this work, we achieve this goal and present a unified nonperturbative approach to

calculating dynamical observables in OMCs. Our method reduces to the two powerful theories

described above in their respective limits of validity, and gives insight into the relative importance

of each energy scale and the crossover from one regime to another. Importantly, we identify a non-

trivial behavior in the temperature-dependent transport that can only be explained by the interplay

of both forms of electron-phonon coupling, demonstrating that the unified method is more than

the sum of its parts. Furthermore, the method is generalizable and computationally affordable,

suggesting its straightforward future application to real materials beyond model Hamiltonians.

The layout of this manuscript is as follows. In Sec. 3.2, we describe the Hamiltonian and

theoretical and computational tools used to simulate dynamical properties of interest, in particular

the conductivity and the spectral function. We further discuss the relation to previous works and

the validity of our approximations, referring to an Appendix for a comparison to numerically exact

results that we generate. In Sec. 3.3, we present the results of our simulations as a function of

temperature, analyzing spectral properties and the temperature dependence of the mobility. Our

results are presented at various values of the strength of both types of electron-phonon coupling.

Enabled by our unified theory, we identify a mechanism by which an increase in the electron-

phonon coupling strength counterintuitively yields a more delocalized wavefunction. In Sec. 3.4,
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we summarize our results and discuss future directions.

3.2 Theory

3.2.1 Hamiltonian

We study the spinless Holstein-Peierls model with the Hamiltonian � = �el+�ph+�el−ph with

�el =
∑
8 9

ℎ8 90
†
8
0 9 , (3.1a)

�ph =
∑
8

(
lH1

†
8,H18,H + lP1

†
8,P18,P

)
, (3.1b)

�el−ph =
∑
8

6HlH0
†
8
08-8,H

+
∑
〈8 9〉

6PlP(0†8 0 9 + 0
†
9
08) (-8,P − - 9 ,P),

(3.1c)

where 0†
8

(08) and 1†
8

(18) are the creation (annihilation) operators on lattice site 8 for electrons and

phonons, and 〈8 9〉 indicates nearest neighbors. Here and throughout, we use ℏ = 1 for notational

simplicity, but all results will be given with proper physical units. In Eq. (3.1a), ℎ8 9 are one-electron

Hamiltonian matrix elements. Due to particle-hole symmetry our analysis applies equally to elec-

tron and hole doping. Although our ensuing formalism can be applied to an arbitrary electronic

Hamiltonian, here we will study a nearest-neighbor tight-binding model with ℎ8 9 = −g for 8 and

9 nearest neighbors and zero otherwise. This model represents one molecular orbital per lattice

site and we consider two vibrational modes on each site with frequencies lH and lP. The first is

a high-frequency intramolecular vibration whose dimensionless displacement -8,H ≡ (1†8,H + 18,H)

couples to the on-site electron density via the Holstein mechanism with dimensionless strength 6H.

The second is a low-frequency lattice mode corresponding to the position of the molecule in the

unit cell; the difference in displacements of neighboring molecules, (-8,P − - 9 ,P), couples to the

kinetic energy via the the Peierls (or Su-Schrieffer-Heeger [100]) mechanism with dimensionless
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strength 6P. These two electron-phonon coupling mechanisms are commonly referred to as being

local and nonlocal, respectively.

The Hamiltonian parameters relevant for molecular organic crystals presents a challenge to

theoretical analysis. For example, the parameters we will use in this work, based on ab initio sim-

ulations of hole transport in rubrene, are g = 100 meV, lH = 150 meV, and lP = 6 meV [22, 23,

101, 102]. These exemplify the typical behavior lH/g > 1 and lP/g < 1, i.e. the intramolecular

dynamics occur on timescale that is faster than the electronic dynamics and the intermolecular vi-

brational dynamics occur on a timescale that is slower than the electronic dynamics. Furthermore,

the dimensionless electron-phonon coupling strengths 6H and 6P are both on the order of 1 and the

temperature ranges from 1 to 40 meV. Collectively, these parameters preclude an obvious pertur-

bative treatment of the combined electron-phonon interactions. In the remainder of this section,

we will discuss our nonperturbative approach to simulating the dynamics of this Hamiltonian with

the knowledge that the Holstein and Peierls components describe fundamentally different physical

processes.

3.2.2 Conductivity and mobility

Our principle object of interest is the temperature-dependent AC conductivity f(l), which is

obtained from the current autocorrelation function,

Ref(l) = 1 − 4−Vl
2!l

∫ +∞

−∞
3C 48lC��� (C), (3.2a)

��� (C) = Tr[� (C)� (0)4−V�]//, (3.2b)

where / = Tr4−V� is the partition function, V = 1/:) , and ! is the number of lattice sites.

Although in general, the conductivity is a tensor quantity with respect to the lattice vectors, for

the sake of simplicity we will focus on the one-dimensional case; the method can be applied to

lattices of higher dimensionality and will exhibit identical scaling with respect to number of lattice

sites. The DC conductivity, fDC ≡ f(l → 0), in the low-carrier-density limit, gives access to
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the mobility via ` = fDC/=40, where = = #/! is the number density of carriers and 40 is the

fundamental electric charge. The current operator is

� = −80
∑
〈8 9〉
(0†
8
0 9 − 0†908) [−g + 6PlP(-8,P − - 9 ,P)] ≡

∑
8 9

�8 90
†
8
0 9 (3.3)

and 0 is the lattice constant and �8 9 is an operator in the Peierls phonons subspace. We work on

a 1D lattice with periodic boundary conditions in the canonical ensemble with # = 1 electron,

which is appropriate for the low density limit achievable in most semiconductors through doping

or photoexcitation.

We treat the Peierls phonons quasi-classically, which is justified based on their relatively low

frequency. Although approximate, this treatment is nonperturbative in 6P. Under this approxima-

tion, the Peierls phonon displacements are scalar variables that obey classical equations of motion

-8,P(C) = -8,P(0) cos(lPC) + %8,P(0) sin(lPC) (3.4)

with local Hamiltonian �8,P = (lP/4)
[
%2
8,P + -

2
8,P

]
. This leads to a Holstein Hamiltonian with

time-dependent electronic matrix elements,

�H(C) =
∑
〈8 9〉

[
g8 9 (C)

(
0
†
8
0 9 + 0†908

)
+ lH1

†
8,H18,H

+6HlH0
†
8
08-8,H

]
,

(3.5)

and a time-dependent current operator

� (C) = −80
∑
〈8 9〉

g8 9 (C) (0†8 0 9 − 0
†
9
08) ≡

∑
8 9

�8 9 (C)0†8 0 9 (3.6)

where

g8 9 (C) = −g + 6PlP
[
-8 (C) − - 9 (C)

]
. (3.7)
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The current autocorrelation function is now approximately given by

��� (C) =
∫

3XP

∫
3PP P(XP,PP)

× Tr
[
*H(0, C)� (C)*H(C, 0)�4−V�H (0)

]
//H

(3.8)

where P(XP,PP) is the phase-space distribution of the classical Peierls variables, /H = TrH 4
−V�H (0) ,

and*H(C, 0) is the time-ordered evolution operator,

*H(C, 0) = ) exp
[
−8

∫ C

0
3C′�H(C′)

]
. (3.9)

In order to approximately respect quantum statistics at low temperature, especially zero-point mo-

tion, the phase-space distribution P is a product of Gaussian Wigner distributions with 〈-2
8,P〉 =

tanh(VlP/2) and 〈%2
8,P〉 = 1/[tanh(VlP/2)]. The integral is then evaluated by Monte Carlo sam-

pling of XP and PP, and these variables are then evolve in time according to classical dynamics.

To treat the Holstein electron-phonon coupling, we use the Lang-Firsov polaron transforma-

tion [103], defined for operators $ as $̃ ≡ 4($4−( with

( = 6H
∑
8

0
†
8
08 (1†8,H − 18,H). (3.10)

Applying the transformation to �H(C) and � (C) gives

�̃H(C) =
∑
8 9

g8 9 (C)4�84−� 90
†
8
0 9

+
∑
8

[
ΣH0

†
8
08 + lH1

†
8,H18,H

] (3.11)

�̃ (C) =
∑
8 9

�8 9 (C)0†8 0 94
�84−� 9 (3.12)

where �8 = 6H

(
1
†
8,H − 18,H

)
and ΣH = −62

HlH is the polaron self-energy. We now realize a

separable, finite-temperature mean-field Hamiltonian by replacing the phonon operator 4�84−� 9 by
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its thermal average,

4�84−� 9 ≈ Trph
[
4�84−� 9 4−V�ph

]
//ph

= exp
[
−62

H coth(Vl/2) (1 − X8 9 )
]
,

(3.13)

where /ph = Trph4
−V�ph is the partition function of the free (high-frequency) phonons. This ap-

proximation assumes that the Holstein phonons equilibrate much faster than the electrons, which

is reasonable because of their high frequency lH > g. We do not make any approximation in the

polaronic treatment of �̃.

Combining the above procedures, the total Hamiltonian has now been approximated as a sum

of separable and quadratic electron and phonon terms, where the electronic Hamiltonian ℎ̃(C) is

time- and temperature-dependent,

ℎ̃(C) =
∑
〈8 9〉

g̃8 9 (C)0†8 0 9 , (3.14)

with the evolution operator

D̃(C, 0) = ) exp
[
−8

∫ C

0
3C′ℎ̃(C′)

]
. (3.15)

The transfer integral is given by

g̃8 9 (C) =
{
−g + 6PlP

[
-8 (C) − - 9 (C)

]}
exp

[
−62

H coth(VlH/2)
]

(3.16)

and reflects Peierls-induced dynamic disorder and Holstein-induced band narrowing. Finally, the

correlation function becomes

��� (C) =
∑
8 9 :;

�8 9 :; (C)�8 9 :; (C) (3.17)
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where �8 9 :; (C) and �8 9 :; (C) are purely electronic and phononic correlation functions,

�8 9 :; (C) =
∫

3XP

∫
3PP P(XP,PP)�8 9 (C)�:; (0)

× Trel

[
D̃(0, C)0†

8
0 9 D̃(C, 0)0†:0;4

−Vℎ̃(0)
]
//el

(3.18)

and

�8 9 :; (C) = Trph

[
4�8 (C)4−� 9 (C)4�: 4−�;4V�ph

]
//ph

= exp
[
−1

2Φ8 98 9 (0)
]

exp
[
−1

2Φ:;:; (0)
]

× exp
[
−Φ8 9 :; (C)

]
,

(3.19)

where /el = Trel4
−Vℎ̃(0) ,

Φ8 9 :; (C) = Φ(C) [X8: − X 9 : − X8; + X 9 ;], (3.20a)

Φ(C) = 62
H [coth(VlH/2) cos(lHC) − 8 sin(lHC)] . (3.20b)

The time dependence of �8 9 :; (C) is responsible for incoherent electron-phonon scattering and

suggests a separation into static coherent and dynamical incoherent contributions [104, 105],

� (C) = �coh + � inc(C), with

�coh
8 9 :; = exp

[
−1

2Φ8 98 9 (0) −
1
2Φ:;:; (0)

]
, (3.21a)

� inc
8 9 :; (C) = �

coh
8 9 :;

{
exp

[
−Φ8 9 :; (C)

]
− 1

}
. (3.21b)

Retaining only �coh produces a theory of dynamically disordered transport with Holstein-induced

band narrowing of the matrix elements in both the Hamiltonian and the current operator.

We have implemented an algorithm for Eq. (3.18) based on the time evolution of single-particle

eigenstates which, for a general electronic Hamiltonian, scales as !5#C per trajectory where ! is

the number of lattice sites and #C is the number of timesteps. If the electronic Hamiltonian has
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only finite-range interactions, such as the nearest-neighbor interaction used here, then the scaling

is reduced to !3#C . Finally, if the incoherent phonon term is neglected, the nearest-neighbor case

has a scaling of !2#C , which is the typical cost of the nearest-neighbor semiclassical dynamic

disorder approach at finite temperature: there are ! single-particle eigenstates and each eigenstate

trajectory has a cost that is proportional to ! [106].

3.2.3 One-particle spectral function

The above approach can be straightforwardly extended to many other correlation functions. In

particular, we will also present results for the inverse photoemission spectrum of the undoped par-

ent semiconductor corresponding to a measurement of the conduction band’s many-body density

of states. [17] This is calculated via the electron addition Green’s function of the model with # = 0

electrons,

8�R
8 9 (C) = Tr(#=0)

[
08 (C)0†94

−V�
]
//, (3.22)

using the same approximations introduced above. From this, we calculate the momentum-resolved

spectral function

�(:, l) = − 1
!c

∑
8 9

48:0(8− 9)Im
∫ ∞

0
3C48lC�R

8 9 (C) (3.23)

and the density of states d(l) = !−1 ∑
: �(:, l).

3.2.4 Limiting behaviors and relation to previous works

In the limit 6P = 0, i.e. without Peierls electron-phonon coupling, our approach reduces to

that presented by Ortmann et al. [104] In this limit, the Hamiltonian has no time dependence

and the dynamics can be re-written exactly in terms of eigenstates of ℎ̃. At low temperature,

this approach reduces to Boltzmann transport theory with a constant scattering time Cs and band-

narrowed transfer integral g̃ [107]. The theory also reproduces the narrow-band and Marcus-Levich

mobility in the limit of large polaron binding energy (large 6H orlH), and ultimately Marcus theory

in the limit of large polaron binding energy and high ) [108]. A major distinguishing feature of
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our approach, in comparison to previous studies that have combined Holstein polaron approach

with dynamic disorder [97], is that we make no narrow-band approximation, which means that we

recover the exact unitary electronic dynamics in the absence of Holstein coupling.

In the limit that 6H = 0, i.e. without Holstein electron-phonon coupling, this approach is anal-

ogous to the “dynamic disorder” picture of Troisi and co-workers [19] or the transient localization

scenario of Ciuchi, Fratini and Mayou [21, 99]. In previous work [19, 98, 101, 109], the evolution

operator Eq. (4.16) is used to propagate a localized electronic state and the mean squared displace-

ment (MSD) is calculated; in the long-time limit, the slope of the MSD is used to determine the

diffusion coefficient and the electron mobility. This approach commonly includes feedback of the

electronic system on the classical phonons at a mean-field level (Ehrenfest dynamics). We neglect

this force, resulting in the analytical solution for the phonon dynamics in Eq. (3.4). We have tested

the role of feedback in calculations of the MSD. In the regimes studied here, feedback modifies

the mobility by around 10% at most, in qualitative agreement with previous studies [98].

Ignoring this back-reaction, our Kubo approach has three advantages. First, quasiclassical dy-

namics deteriorates in the long-time limit, approaching a behavior that is similar to that at infinite

temperature [21, 110]. Compared to the MSD, the current autocorrelation function is less sensi-

tive to the long-time dynamics because it decays to zero. Second, our approach naturally gives

access to the full frequency-resolved conductivity rather than just the DC conductivity (the mo-

bility). Third, the incorporation of a fully quantum Holstein electron-phonon interaction and its

treatment by a similarity transformation is natural for the correlation function but much harder for

the wavefunction dynamics.

Although a number of previous theoretical works have studied simultaneous Holstein-Peierls

coupling [101, 111, 112], they typically treat both couplings with the same approximate method.

We emphasize that the use of two different methods in our approach is motivated by the different

frequency scales of the phonons, and not strictly on the form of the coupling (Holstein or Peierls);

it happens to be the case that in most OMCs, the important Holstein coupling is to high-frequency

vibrations and the important Peierls coupling is to low-frequency vibrations. We note that pre-
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vious work on OMCs that have also recognized this frequency disparity have generally involved

additional approximations such as static low-frequency phonons [113, 114] or a zero-bandwidth

perturbative treatment of high-frequency phonons [97].

3.2.5 Discussion of approximations

The accuracy of our approach ultimately relies on a separation of timescales between the two

types of phonons and the electronic system. A semiclassical treatment of low-frequency Peierls

modes in molecular crystals has been shown to be well-justified and highly accurate [21, 115]. The

ratio of energy scales, lP/g = 0.06, indicates a strongly adiabatic regime, while the temperature

:B) � lP in typical experimental conditions further justifies the use of classical phonons.

With respect to the Holstein modes, while the criterion of lH/g > 1 is satisfied, this ratio

(1.5 in our case) indicates that the system is only weakly anti-adiabatic, which would limit the

accuracy of our approach; many OMCs will have a smaller bandwidth than considered here, and

thus lH/g � 1 may be more strongly satisfied. To the best of our knowledge, no systematic

and detailed study has been performed that compares the Lang-Firsov approach to numerically

exact results for the Holstein model in this regime. Therefore, in the Appendix, we give a detailed

analysis of the accuracy of the Lang-Firsov treatment compared to numerically exact calculations

obtained via exact diagonalization over the variational Hilbert space (EDVHS) [116, 117]. The

comparison is performed at zero temperature, which is useful to assess accuracy even at finite

temperatures, since lH � :B) for the temperature range of interest. We find that despite ap-

plication to a challenging parameter regime, the approximate Lang-Firsov approach captures the

essential physical effects of the Holstein polaron in the form of coherent band-narrowing and the

incoherent electron-phonon interaction, although the spectral structure at high energies is only

qualitatively correct. Nevertheless, the accuracy of the Lang-Firsov approach holds in the lim-

its of both weak and strong electron-phonon coupling, demonstrating its nonperturbative nature.

Crucially, the physics enabled by our approach go beyond those of perturbation theory and the

common narrow-band approximation.
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Figure 3.1. Momentum-resolved spectral function �(:, l) at ) = 300 K with no dynamic disorder (top row)
and strong dynamic disorder (6P = 2, bottom row) at different values of Holstein coupling 6H. Calculated
with electronic transfer integral g = 100 meV, phonon frequencies lP = 6 meV and lH = 150 meV, and a
Lorentzian broadening with [ = 2.5 meV.

Validation of the unified scheme presented here is of course challenging because numerically

exact treatments of the Hamiltonian we consider are unavailable. However, the idea of combining

a classical treatment of low-frequency modes with an exact or perturbative quantum treatment of

high-frequency modes has been successful in the past in studies of the nonadiabatic dynamics of

few-level systems coupled to harmonic oscillator baths, for which numerically exact results are

available [31, 65, 69, 118–121]. These previous works partially inspired the approach taken here

for extended systems and give us confidence to expect semiquantitative accuracy at an affordable

computational cost.

3.3 Results

3.3.1 Simulation Details

Numerical simulations were performed for a 1D periodic lattice with ! = 64 sites for the

full theory and ! = 128 sites for the pure Holstein polaron and Peierls theories, which testing

confirms is sufficient for convergence with respect to system size. Phonons frequencies are lP = 6
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meV and lH = 150 meV and the electronic nearest-neighbor transfer integral is g = 100 meV.

These parameters were chosen to simulate the high-mobility crystallographic axis of an anisotropic

organic single crystal such as rubrene or pentacene, particularly when using a coupling strength

of 6H = 1 and 6P = 1 − 2 [22, 23, 101, 102]. In keeping with this, we also use the lattice

constant for the 1-axis of rubrene, 7.2 Å. In addition to being representative of OMCs, these

parameters satisfy the conditions necessary to ensure the accuracy of the method presented in this

work, lH > g > lP, as discussed above. Numerical propagation was performed using the fourth-

order Runge-Kutta algorithm with a timestep set to be a factor of ten smaller than the shortest

timescale in the problem, 3C = 0.1∗min(ℏ/(4g̃), 1/lH), which in practice varies between 0.05

and 0.4 fs. For DC transport properties, to ensure convergence at zero frequency in a finite system,

we apply a Gaussian damping to the correlation functions, simulating a weak dispersionless Drude

scatterer such as neutral impurity [107]. We use a scattering time of ℏ/Cs = 0.25 meV, which is

smaller than any energy scale of the problem by more than an order of magnitude. The choice

of Cs affects the absolute magnitude of the mobility in cases where the current autocorrelation

does not decay to zero naturally (when ) or 6P is small or 6H is large), but our choice has no

effect on the overall temperature dependence above about 100 K. While the spectrally-resolved

quantities are obtained from the same calculation, we instead apply an exponential damping in time

corresponding to a Lorentzian broadening in energy with half-width at half maximum [ = 2.5 meV

to produce smooth spectra. Convergence with respect to the ensemble sampling of the classical

Peierls modes required averaging of up to 10, 000 trajectories.

3.3.2 Spectral functions

Before exploring transport, it is informative to look at the one-particle spectral properties of the

Holstein-Peierls Hamiltonian within our approach, as described in Sec. 3.2.3. In Fig. 3.1, we show

the momentum-resolved spectral function �(:, l) at 300 K, with and without Peierls dynamic dis-

order and with various Holstein coupling values. In the absence of any electron-phonon coupling

(top left), the spectral function has sharp quasiparticle peaks following the expected noninteracting
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dispersion relation � (:) = −2g cos(:0). When moderate Holstein coupling is added (top center),

we see a mixture of coherent and incoherent features in the spectral function. The zero-phonon

transition is shifted by the self-energy ΣH = −62
HlH and has a dispersion whose bandwidth is

narrowed to 4g̃. Furthermore, satellite peaks now appear with a spacing of lH, as seen in pre-

vious results [122–124]. With strong Holstein coupling (top right), the renormalized electronic

bandwidth is very small, leading to a dispersionless vibronic progression with a spacing of lH and

intensities determined by 6H and ) .

In the case with Peierls coupling only (lower left), we see a broadened version of the purely

electronic band structure, but with an anomalous peak at the band center. This peak arises in mod-

els with purely off-diagonal disorder [125] and has been shown to disappear with the addition of

infinitesimal diagonal disorder [126, 127]. Although the peaks acquire a linewidth, the quasiparti-

cle picture is maintained. Dynamic disorder also yields states outside of the undisordered band and

the onset of the band edge is softened. We recall that in the static (Anderson localization) limit, all

states are localized in one dimension; however the localization lengths of states near the band edge

are much smaller than those in the band center [20]. We will return to this point in Sec. 3.3.4 when

we analyze our mobility results in terms of localization properties.

For the case of simultaneous Peierls and moderate Holstein coupling (bottom center), we see

that the dispersion and satellite structure largely depend on the Holstein coupling 6H, whereas the

Peierls dynamic disorder contributes a broadening in frequency and momentum (as well as the

spurious peak at the band center, which is now present in the phonon replica structures). These

effects of dynamic disorder become less pronounced as the band narrows, and in the case with

renormalized bandwidth approaching zero (bottom right), the Peierls disorder has no discernible

effect.

3.3.3 Optical conductivity

We now turn our attention to the primary focus of this work, the conductivity. In Fig. 3.2

we present the AC conductivity at different temperatures for the pure Holstein model (6P = 0,
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Figure 3.2. The per-carrier optical conductivity of the Holstein-Peierls model at different temperatures ) =
100, 300 and 1000 K. Results are shown for the Holstein-only case with 6P = 0 ((a), (c) and (e)), and strong
dynamic disorder similar to that of high-mobility OMCs, 6P = 2 ((b), (d) and (f)). All other parameters
are the same as in Fig. 3.1. Note that in panels (a), (b), (c), and (e), the zero-frequency conductivity is too
large to show on the same scale as the other spectral features. See Fig. 3.3 for details of the zero-frequency
conductivity.

left column) and for the full Holstein-Peierls model with strong dynamic disorder (6P = 2, right

column). For the pure Holstein model, due to the aforementioned condition lH � :B) , we see

little qualitative difference between the ) = 100 K and ) = 300 K cases, Fig. 3.2(a) and (c), and

indeed little difference from the zero-temperature result in Fig. 3.7(a). In order to see qualitative

changes in the pure Holstein optical conductivity, we need to go to much higher temperatures

() = 1000 K), at which point the phonon peaks associated with the incoherent terms in Eq. (3.21b)

become more pronounced; although these temperatures are unrealistic for OMCs, this behavior

may be observable in other classes of soft semiconductors with different energy scales.

The full Holstein-Peierls model shows significantly different behavior. As also seen in the one-

particle spectral function, spectra with strong Holstein coupling (6H = 2, green curves) are largely
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unaffected by Peierls disorder. The only qualitative change is the appearance of weak side peaks

at ±lP at ) = 1000 K. In all cases with 6H = 1 (blue curves), the addition of dynamic disorder

significantly broadens and suppresses the zero-frequency peak, while shifting weight toward finite

frequency peaks, particularly enhancing those located at odd multiples oflH. The absence of even-

numbered peaks is a coincidental destructive interference effect, because these phonon frequencies

coincide with odd multiples of g. In the presence of dynamic disorder with no Holstein coupling

(red curves in Fig. 3.2(b), (d) and (f)), structure is observed at l = 2g and 4g, while the l = 0

peak is suppressed, in agreement with previous studies [128].

Summarizing our results on the finite-temperture AC conductivity of the Holstein-Peierls Hamil-

tonian, the low-frequency features, which determine transport, are most strongly affected by Peierls-

induced dynamic disorder and are virtually unaffected by the presence of moderate Holstein cou-

pling. However, the Holstein coupling significantly modifies the high-frequency structure, which

can be probed spectroscopically.

3.3.4 DC mobility

We now turn to a study of the DC mobility, which is the observable of greatest practical interest

for device performance, presented in Fig. 3.3. First, we recall the single-carrier (# = 1) mobility

in the absence of any electron-phonon coupling, corresponding to the Boltzmann transport equa-

tion [17, 104, 107]

`el =

√
cCs

40:�)/el
Tr

{
�24−Vℎ

}
=

√
c40Cs

:B)/el

∑
:

E2
:4
−Y(:)/:B) , (3.24)

where Cs is a Drude scattering time and E: = ∇:Y(:). At low temperatures over which the band

is effectively parabolic, a single electron in the canonical ensemble obeys ideal statistics 〈E2〉 =

:B)/<∗, producing a constant value

`el() � g) =
√
c40Cs
<∗

= 2
√
c400

2Csg, (3.25)
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Figure 3.3. DC (zero-frequency) mobility with zero (6P = 0, (a)) Peierls coupling, moderate Peierls coupling
(6P = 1, (b)), and strong Peierls coupling (6P = 2, (c)) and various Holstein coupling. The top axis marks the
major energies scales of the model, i.e. Peierls frequency lP, Holstein frequency lH, and the bare nearest-
neighbor hopping g. The dashed lines show the coherent component of the mobility, where the Holstein
coupling is only evident through the renormalized electronic energy g̃. Panel (c) compares to rubrene 1-axis
Hall effect hole mobility measurements from Ref. [88]. A Gaussian broadening of 0.25 meV was used in
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which is the Drude mobility. At high temperatures, :B) � g, the average over the finite bandwidth

is constant, 〈�2〉 ≈ 4c42
0g

202, giving

`el() � g) = 4c3/2400
2Cs

g2

:B)
, (3.26)

i.e. decaying like )−1. The crossover between these two behaviors clearly occurs at :B) ≈ g, as

can be seen in Fig. 3.3(a), with 6H, 6P = 0 (red data).

With the addition of Holstein coupling, our theory of the mobility reduces to that of Ortmann

et al. [104] and our analysis is correspondingly similar. The coherent contribution to the mobility

has the same form as above, but with the temperature-dependent renormalized g̃()). Thus the low-
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temperature constant value is reduced by a factor of 4−6
2
H , the crossover temperature is reduced,

and the high-temperature decay is faster than )−1. The mobility has an additional incoherent

contribution that yields activated behavior (increasing mobility with increasing temperature) at

intermediate temperature, where the activation temperature decreases with increasing 6H. At very

high temperatures :B) � 62lH, we see the well-known )−3/2 power-law dependence of Marcus

theory [9]. In Fig. 3.3(a), we extend our results to unrealistically high temperatures ) ∼ 105 K

only to show this asymptotic behavior.

Aside from the effects of band-narrowing – an overall reduction of mobility and faster than )−1

decay – the major signature of a high-frequency Holstein phonon is the presence of an activated

regime However, our numerical results indicate that for parameters relevant to a high-mobility

OMC, the activated regime is only observed at temperatures exceeding 1000 K. This is due to the

high frequency of the intramolecular vibrations, on the order of 150−200 meV. Therefore, we con-

clude that an intrinsic activated regime associated with polaron formation may not be observable

in high-mobility OMCs. Other authors have drawn similar conclusions based on ab-initio Holstein

phonon parameters in pentacene and naphthalene [15, 129], but to our knowledge this is the first

time the activation temperature has been quantified for Holstein-Peierls mobility with quantum-

mechanical phonons. However, the lack of activation at experimentally accessible temperatures

does not indicate the absence nor irrelevance of strong intramolecular electron-phonon coupling.

Lastly, we analyze the DC mobility in the presence of both Holstein and Peierls electron-

phonon couplings, which is only enabled by the new theory developed here. In comparing Fig.

3.3(b) and (c) (moderate and strong Peierls coupling, 6P = 1 and 6P = 2) to (a) (no Peierls cou-

pling), it is clear that the temperature dependence of the mobility is dramatically affected by dy-

namic disorder, except for the case of very strong Holstein coupling (green data). The reason

for this latter insensitivity is illustrated in Fig. 3.4(a), which shows the mean value (solid lines)

and standard deviation of the renormalized transfer integral under moderate (6P = 1) and strong

(6P = 2) Peierls coupling (dark and light shaded regions, respectively). We see that for 6H = 2,

the mean value is nearly zero and, concomitantly, the fluctuations with these values of 6P are
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Figure 3.4. (a) Band-narrowed nearest-neighbor hopping g̃ (solid lines), for which the bare value is g =
100 meV. Shaded regions represent one standard deviation in the distribution of values that g̃ can take
under Peierls disorder with moderate coupling (6P = 1, darker shading) and strong coupling (6P = 2,
lighter shading). (b) Energy-dependent localization length (solid lines) for zero Holstein coupling (6H =

0, red) and moderate Holstein coupling (6H = 1, blue) and thermally occupied density of states (shaded
regions). Results are shown for ) = 300 K and Peierls coupling 6P = 2. (c) Temperature-dependent average
localization length with Peierls coupling 6P = 2. All other parameters are the same as in Fig. 3.1.

negligible.

Having seen that Peierls dynamic disorder has little effect in the large 6H limit, we will mainly

47



compare the 6H = 0 and 6H = 1 cases. As previously stated, 6H = 1 corresponds most closely to

the estimated coupling strength in rubrene [22, 23, 101, 102], whereas the 6H = 0 case reduces to

the dynamic disorder/transient localization picture that has so successfully captured the transport

behavior of high-mobility OMCs in the past [19, 21]. In the temperature range of interest (102-

103K), the 6H = 0 and 6H = 1 Holstein-Peierls mobilities are remarkably similar, exhibiting the

well-known ` ∝ )−W behavior, with W ≈ 2 characteristic of dynamic disorder-induced transient

localization [20, 21, 99]. For 6P = 2 and 6H = 0 or 1, our extracted value of W ≈ 1.8 is slightly

smaller than that determined from the slope of the mean-squared displacement in Refs. [19, 101].

This effect is potentially related to the spurious heating of quasiclassical dynamics [99, 110] and

which is significantly less influential in our formulation based on the Kubo formalism.

The only major qualitative change induced by Holstein coupling is the activated behavior,

which again occurs at unrealistically high temperatures exceeding 1000 K. In the dotted lines

of Fig. 3.3, we show the mobility calculated in the absence of incoherent phonon effects, which

is completely sufficient for experimentally relevant temperatures. This observation argues that the

mobility of many OMCs should be simulated by a computational approach where the transfer in-

tegrals undergo a static but temperature-dependent renormalization due to the Holstein coupling

to high-frequency intramolecular vibrations. These parameters are then used in a quasiclassical,

time-dependent simulation of the electronic dynamics, following the usual prescriptions of dy-

namic disorder [19, 98, 101] or transient localization [20, 21, 99]. In Fig. 3.3(c), we compare our

theoretical results to experimental Hall mobility data of the rubrene 1-axis via Ref. [88]. Both

the 6H = 0 and 6H = 1 data show excellent agreement in terms of the absolute magnitude and

temperature dependence of the mobility.

Before concluding, we seek to understand the origin of the mobility’s insensitivity to the Hol-

stein coupling strength 6H, when 6P ≥ 1 and 6H ≤ 1. Figure 3.4(a) clearly shows that the mag-

nitude of the renormalized transfer integral is significantly affected by 6H, which would suggest a

strong dependence. However, Fig. 3.4(a) also demonstrates that the band-narrowing reduces the

variance of the transfer integrals, which lessens the degree of localization. To test the proposal, we
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analyze the localization properties of the electronic wavefunction averaged over disorder realiza-

tions and with statically renormalized transfer integrals. The energy-resolved coherent localization

length, Lcoh(l) can be obtained via the Thouless formalism [130, 131],

L−1
coh(l) =

1
!

∑
U

;−1
U X(l − ỸU)
dcoh(l)

(3.27a)

;−1
U =

1
(! − 1)0

(∑
V≠U

ln |ỸV − ỸU | −
!−1∑
8=1

ln |g̃8,8+1 |
)

(3.27b)

dcoh(l) =
1
!

∑
U

X(l − ỸU) (3.27c)

where ỸU = ỸU (XP,PP) are eigenvalues of the band-narrowed and statically disordered electronic

Hamiltonian. The above quantities Lcoh(l) and dcoh(l) are thermally averaged over the phonon

degrees of freedom by Monte Carlo sampling as done in Eq. (3.8).

In Fig. 3.4(b), we show this disorder-averaged energy-dependent localization length Lcoh(l)

without and with Holstein electron-phonon coupling (6H = 0 and 6H = 1) at an example temper-

ature of ) = 300 K. We observe three main features: highly localized states at the band edges,

states with a constant localization length of a few lattice constants in the middle of the band, and

an unphysical delocalized state at the band center due to the purely off-diagonal nature of the dis-

order. Crucially, in the case with Holstein electron-phonon coupling (6H = 1), all of these features

are compressed into a narrower energy spacing. The shaded region of Fig. 3.4(b) shows the ther-

mally occupied density of states =(l)dcoh(l), where =(l) = 4−Vl//el is the thermal occupancy

of single-particle electronic states. We see that the 6H = 1 occupied density of states extends much

further into the band, giving added weight to the more delocalized states (similar to the effect of

an increased electronic temperature). This yields a larger average localization length, which is

defined by 〈Lcoh〉 =
∫
3l=(l)dcoh(l)Lcoh(l) and plotted in Fig. 3.4(c). Indeed, at all tempera-

tures we see that the average localization length for a system with 6H = 1 is larger than that with

6H = 0. In other words, the addition of Holstein electron-phonon coupling yields electronic states

that are, on average, more delocalized. This parameter-specific effect increases the mobility and
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partially compensates for the decreased magnitude of the renormalized transfer integrals, produc-

ing a mobility that is relatively insensitive to the value of 6H, as seen in Fig. 3.3. This effect can

qualitatively be understood by the fact that the ratio of the standard deviation of Peierls fluctuations

to the average transfer integral is independent of 6H in the Lang-Firsov treatment, as can be seen

in Eq. 3.16. However, while important, clearly this ratio is not the sole determinant of transport

behavior over all values of 6P and 6H, as Fig. 3.3 demonstrates.

More broadly, at all values of 6H, we observe a maximum delocalization at low tempera-

ture and exponential decay with increasing temperature, as previously observed by Ciuchi and

Fratini [20]. In our model, maximum delocalization does not occur at zero temperature because

we include zero-point energy in the Peierls phonons by sampling from the Wigner distribution,

which allows for localized states even at zero temperature. Interestingly, at these low temperatures

:B) < lP (with Wigner sampling), the degree of disorder is temperature-independent. The tem-

perature dependence of the localization length only comes from the thermal average over electronic

states, where higher energy states have a larger localization length, causing the average localiza-

tion length to increase with increasing temperature up to :B) ≈ lP. To summarize, we have seen

that the temperature-dependent mobility is determined by a subtle competition between a Holstein-

induced renormalization of electronic parameters and their variance, the finite-temperature dynam-

ics of quasiclassical Peierls modes, and the thermal occupancy of electronic states with different

localization lengths.

3.4 Conclusions

We have introduced a new approach to solving the Holstein-Peierls Hamiltonian for electron-

phonon coupling in organic molecular crystals. We exploit the quasi-adiabatic nature of the inter-

molecular Peierls modes and treat them semiclassically. The lattice motions create a dynamically

disordered landscape with broken translational symmetry that localizes the polaronic wavefunc-

tion. The intramolecular Holstein modes are accounted for by performing a Lang-Firsov polaron

transformation, and separating the electron and Holstein phonon degrees of freedom through an
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anti-adiabatic finite-temperature mean-field approximation. The resulting dynamics are nonper-

turbative in both the electronic and electron-phonon interactions. The polaronic dynamics exactly

capture the limit of strong electron-phonon coupling, while reducing to the exact unitary electronic

dynamics in the weak-coupling limit. We calculated the frequency-resolved spectral function and

conductivity, as well as the zero-frequency DC mobility.

We found that finite-frequency observables such as the spectral function and optical conduc-

tivity are strongly affected by Holstein phonons even at moderate coupling strengths, especially

at frequencies corresponding to multiples of the phonon energy. These features correspond to in-

coherent electron-phonon interactions, and are only enabled by a quantum mechanical treatment

such as that presented here. Peierls disorder contributes peak-broadening and shifts spectral weight

toward incoherent peaks. DC transport, in contrast to finite-frequency observables, is largely de-

termined by dynamic disorder-induced localization of the coherent wavefunction [19, 21, 98, 99].

The DC mobility is only weakly affected by the Holstein interaction in the form of temperature-

dependent band-narrowing, i.e. effective mass renormalization. An incoherent activated regime

due to Holstein phonons is observed, but only at experimentally irrelevant temperatures, at least

for the frequency of intramolecular vibrations considered here and relevant for most OMCs. We

further support this conclusion by showing that including only Holstein band-narrowing, and ex-

cluding incoherent features, can reproduce the total mobility to high accuracy up to temperatures

of around 1000 K.

Interestingly, we find that coherent band-narrowing due to Holstein coupling has less of an ef-

fect on overall transport than might be expected, because the bandwidth reduction is accompanied

by a reduction in the variance and thus a reduction in the nonlocal dynamic disorder. Such an

observation is only made possible by the unified theory presented in this work. This finding fur-

ther indicates that the success of theories with purely nonlocal electron-phonon coupling may be

partially due to a serendipitous cancellation of effects which makes local coupling to intramolecu-

lar vibrations appear less significant. Previous studies have shown that dynamic disorder enhances

hopping transport in 1D, but the mechanism was due to completely incoherent pathways and there-
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fore unrelated to localization [97]. Because localization properties are strongly dependent on di-

mensionality and potential anisotropy [132], the interplay of localization and band-renormalization

may be significantly different in higher dimensions, which we consider an interesting topic for fu-

ture study.

Perhaps most importantly, the relative simplicity of our approach enables application to more

complex models and realistic materials, where numerically exact techniques struggle. Because the

theory leads to a time-dependent Hamiltonian with separable electronic and phononic degrees of

freedom, we imagine the straightforward inclusion of electronic interactions, treated using conven-

tional methods of electronic structure theory in the absence of phonons. This extension would be

important in semiconductors at higher doping densities or in metals with strong electron-phonon

interactions. Furthermore, a more sophisticated treatment of the electron-phonon interaction, for

example via variational optimization of the Lang-Firsov transformation, is also possible [133–

135]. Finally, we emphasize that the quasiclassical treatment of low-frequency nuclear motion

is not limited to the study of linear electron-phonon coupling or to harmonic nuclear degrees of

freedom. Fully atomistic and anharmonic nuclear dynamics can be straightforwardly included;

anharmonic effects are most important for low-frequency motions, which is precisely where the

approach is valid. For example, in addition to OMCs [136], nonlinear electron-phonon coupling

and anharmonic effects have been shown to be important in the electronic properties of lead-halide

perovskites [137, 138] and for “phononic” control of nonequilibrium material properties [139,

140]. Work along all of these directions is underway and will enable nonperturbative treatment of

electron-nuclear interactions in realistic, complex materials.

3.5 Appendix: Validity of the approximate Lang-Firsov treatment

In this appendix, we seek to benchmark the accuracy of the approximate Lang-Firsov treat-

ment of the Holstein model by comparison with numerically exact results, using the same material

parameters as considered in the main text. A large number of works have been devoted to the

numerically exact treatment of electron-phonon problems, especially the Holstein model. In par-

52



ticular, variational techniques [141], the density matrix renormalization group [142, 143], exact

diagonalization of small clusters [116, 117] and diagrammatic techniques [144] have been used

to predict highly accurate or exact spectral properties for modestly sized 1D systems. Higher di-

mensional extensions have been explored within exact diagonalization [145] and dynamical mean

field theory [146]. The later has been extended to finite doping and symmetry-broken phases [147,

148]. Here, we employ exact diagonalization over the variational Hilbert space (EDVHS), which

is described in the next section.

3.5.1 Exact diagonalization over variational Hilbert space

EDVHS can be used to obtain a numerically exact solution of the Holstein polaron ground

state [116], response functions [117] and nonequilibrium dynamics [149, 150]. The construction

of the variational space starts from an electron in a translationally invariant state with no phonon

excitations. We generate new parent states by applying the Hamiltonian, Eqs. (3.1a) and (3.1c). By

choosing the number of Hamiltonian operations #H, we control the maximal number of phonon

quanta and the spatial extent of the polaron, which can be increased for convergence. After solving

the ground state problem, the dynamical properties are evaluated using the continued fraction

method [151].

All EDVHS calculations are converged with #H = 20 generations creating a Hilbert space with

over 3 × 106 basis states. Lorentzian broadening with [ = 10 meV for spectral functions and 15

meV for optical conductivity spectra were used in the presentation of spectra.

3.5.2 Spectral functions

The momentum-resolved spectral function for the Holstein model at zero temperature is pre-

sented in Fig. 3.5. We compare the numerically exact EDVHS results (top row) to the approximate

Lang-Firsov treatment (bottom row). For intermediate coupling (6H = 1) we see good agreement,

particularly in the dispersion of the quasiparticle peak and in the satellite structure near : = 0.

These features are most relevant to the transport properties, which rely on the : = 0 contribution of
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Figure 3.5. Momentum-resolved spectral function �(:, l) at zero temperature obtained by numerically
exact EDVHS results (top row) and approximate Lang-Firsov treatment (bottom row) at two different values
of the Holstein electron-phonon coupling constant 6H. Results are calculated with the electronic transfer
integral g = 100 meV, Holstein phonon frequency lH = 150 meV, and a Lorentzian broadening with
[ = 10 meV.

the two-particle Green’s function [17]. The satellite peaks, which are strictly dispersionless in the

Lang-Firsov treatment, inherit some of the electronic dispersion in the exact results. At stronger

electron-phonon coupling (6 = 2), we see better agreement in the vibronic replica structure at all

values of :; however the exact result again has slight dispersion in the peaks that is absent in the

approximate result.

The positions of the spectral peaks are slightly shifted in the approximate result, which is due

to an inaccurate ground-state energy of the # = 1 polaron problem. We examine this ground-

state energy as a function of coupling strength 6H in Fig. 3.6(a), which shows that the Lang-Firsov

approach is accurate and both weak and strong coupling; the intermediate-coupling regime of

6H = 1 − 2 is most challenging, but is qualitatively captured. We also note that a constant energy

shift is not relevant for the conductivity, which depends only on energy differences at fixed electron

number.
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Figure 3.6. (a) Ground-state energy �0 and (b) effective mass enhancement <∗/<0 of the Holstein polaron
at zero temperature, calculated via approximate Lang-Firsov and exact EDHVS. Calculated for the weakly
anti-adiabatic case where g = 100 meV and lH = 150 meV.

More important for transport is the quasiparticle effective mass at the bottom of the band. In

Fig. 3.6(b) we look at the effective mass enhancement

<∗

<0
=

[
1

2g
∇2
:� (:)

���
:=0

]−1
, (3.28)

which, within the Lang-Firsov approximation, is the inverse of the band-narrowing factor; at zero

temperature, <∗/<0 = g/g̃ = 46H
2
. Again we see that the Lang-Firsov approach is accurate at small

and large values of the coupling constant but overestimates the mass enhancement at intermediate

coupling.

Overall, we see good agreement between the approximate and exact spectral functions even

in the weakly anti-adiabatic, intermediate-coupling regime relevant to high-mobility organic semi-

conductors. The approximate method is particularly accurate for the low-momentum, low-energy
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features that are relevant for conductivity and DC transport at low density.

3.5.3 Optical conductivity

Next we examine the frequency-dependent optical conductivity, f(l), which is presented in

the main panels of Fig. 3.7. The conductivity can be separated into a zero-frequency Drude contri-

bution �X(l) and a regular finite-frequency contribution freg(l); the latter is shown in the insets.

Overall, the structure of the conductivity is well-reproduced by the Lang-Firsov treatment, includ-

ing peak locations and lineshapes. The exact results show a complex mixture of coherent and

incoherent features that contributes fine structure, which is absent in the approximate spectrum.

The approximate Lang-Firsov approach predicts a structure that is dominated by regularly spaced
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vibronic replicas similar to that seen in the single-site limit [17].

The low-frequency behavior, which determines transport properties, is qualitatively reproduced

by the approximate treatment. For the case with moderate coupling (6H = 1), the Drude weights

are in satisfactory agreement: � = 0.68 (exact) and � = 0.37 (approximate). At strong coupling

(6H = 2), the agreement is slightly worse: � = 0.054 (exact) and � = 0.018 (approximate). At low

density, the Drude weight is related to the effective mass via � ∝ 1/<∗ and the underestimation of

the Drude weight is consistent with the overestimation of the mass enhancement seen in Fig. 3.6(b).

To summarize our comparison of the conductivity at zero temperature, the low-frequency fea-

tures show reasonable accuracy, including the zero-frequency Drude contribution and the locations

and lineshapes of the first few excited-state peaks. Crucially, the nonperturbative Lang-Firsov

approach captures exactly the weak- and strong-coupling limits, enabling far richer physics than

those of the historically prevalent narrow-band approximation.
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Chapter 4: Conductivity of electrons coupled to anharmonic phonons

The material in this chapter was taken from a manuscript currently being written with Petra

Shih and Timothy C. Berkelbach.

4.1 Introduction

Design of efficient molecular semiconductors requires a detailed microscopic understanding of

the charge transport mechanism. In recent years, low-frequency dynamic disorder has been shown

to have a dominant role in the carrier dynamics of soft semiconductors such as organic molecular

crystals and lead halide perovskites [19, 21, 82, 138]. The microscopic picture of dynamic disorder

is often predicated on linear coupling of carriers to harmonic phonons; however, experimental

and theoretical work suggests that the low-frequency phonon modes in organic molecular crystals

exhibit significant anharmonicity [136, 137, 152–155].

Anharmonicity most commonly manifests in vibrational spectroscopies as two well-known

effects: A frequency shift away from the harmonic value (softening or hardening), and a finite

vibrational lifetime which introduces a spectral linewidth. Due to their temperature-dependent na-

ture, anharmonic effects are critical in understanding and modeling the finite-temperature nuclear

dynamics of a material. In solids, anharmonic effects are implicated in thermal expansion, thermal

transport and structural phase transitions among other important nuclear effects [156, 157].

By modulating the lattice structure and dynamics, anharmonicity can also influences the elec-

tronic states of materials. For example, a structural phase transition associated with anharmonic

mode-coupling has been shown induce an insulator-metal transition cuprates [158, 159]. Anhar-

monic modes are implicated in the band-gap renormalization of several materials such as halide

perovskites [138, 160] and strontium titanite [161]. Soft modes in strontium titanite were also

58



shown to be responsible for the temperature dependence of the carrier mobility [162]. The afor-

mentioned study made use of the perturbative Boltzmann transport equation with a temperature-

dependent effective potential; however, many “soft” materials have strong electron-phonon cou-

pling to low-frequency modes, which precludes the use of perturbative methods. The effect of

vibrational anharmonicity on electronic transport in this context is not systematically known. Pre-

vious theoretical studies on organic molecular crystals have demonstrated that the details of the

phonon dynamics, such as dispersion and symmetry, will lead to qualitative differences in the car-

rier dynamics, particularly for temperature-dependent mobilities [131, 163, 164]. In this paper,

we introduce a nonperturbative semiclassical quantum dynamics approach to study the motion of

charge carriers coupled to phonons with anharmonicity.

4.2 Theory

We study a single electron interacting with anharmonic phonons on a one-dimensional lattice

at fixed volume with # sites and periodic boundary conditions. Each lattice site = has a single

electronic orbital with creation operator 2†= and a single nuclear degree of freedom with momentum

?= and displacement D=. The Hamiltonian can be written as � = �el + �ph + �el−ph with

�el = −g0
∑
=

2†=2=+1 + H.c. =
∑
:

Y:2
†
:
2: , (4.1)

�ph =
∑
=

?2
=

2<
++ (D1, D2, . . . , D# )

=
∑
:

[
?2
:

2
+ 1

2
l2
:D

2
:

]
++an(D:1 , D:2 , . . . , D:# ),

(4.2)
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wherel: are the phonon frequencies and+an is the anharmonic part of the potential energy surface.

For the model considered here, the electronic bands and phonons are trivially defined by symmetry,

2
†
:
= #−1/2

∑
=

4−8:=02†=, (4.3)

D: = #
−1/2

∑
=

4−8:=0D=, (4.4)

Here, we assume a linear Peierls form of the electron-phonon coupling

�el−ph = �
∑
=

(
2†=2=+1 + H.c.

)
(D=+1 − D=)

=
∑
:@

�:@2
†
:+@2:D−@ =

∑
:@

6:@2
†
:+@2: (1

†
−@ + 1@)

(4.5)

where

�:@ =
28�
#1/2 {sin(:0) − sin[(: − @)0]} (4.6a)

6:@ =

(
ℏ

2l@

)1/2
�:@ (4.6b)

The second-order perturbation theory scattering rates are

Γ:,:+@ ()) =
|�:@ |2

ℏ2

∫ ∞

−∞
3C48(Y:−Y:+@)C/ℏ〈D@ (C)D−@ (0)〉ph (4.7)

where 〈$〉ph = Trph{$4−V�ph}//ph is a thermal average over phonon degrees of freedom, /ph =

Trph{4−V�ph} is the phonon partition function, and time-dependence is determined by the free

phonon Hamiltonian $ (C) = 4−8�phC/ℏ$48�phC/ℏ. In the absence of phonon-phonon interactions,

the thermal correlation function can be evaluated analytically, leading to the familiar expression

Γ:,:+@ ()) =
2c
ℏ
|6:@ |2

{
[=@ + 1]X(Y: − Y:+@ − l@)

+ =@X(Y: − Y:+@ + l@)
} (4.8)
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and g−1
:
()) = Γ: ()) =

∑
@ Γ:,:+@ ()). In the limit of low l@, the quasielastic approximation can

be made giving

Γ:,:+@ ()) = 2cl0:B)
��� 6:@
ℏl@

���2X(Y: − Y:+@){1 − cos
(
\:,:+@

)}
, (4.9)

where l@ = l0 for optical and 2l@ = l0 | sin(@0/2) | for acoustic phonons, and 1 − cos
(
\:−@,:

)
=

1 − (: − @)/: in one dimension. Within linearized Boltzmann transport theory with the above

state-dependent relaxation times, the charge conductivity in one dimension is given by

fDC =
42

#0:B)

∑
:

E2
:g:4

−Y:/:B)//el (4.10)

where /el =
∑
: 4
−Y:/:B) is the electronic partition function, E: = ℏ−1mY:/m: is the band velocity

and we have enforced concentration 2 = (#0)−1. The mobility is ` = fDC/(42).

The above theory makes two independent approximations: it is strictly harmonic and it is

perturbative. The former can be relaxed if the time correlation function of the phonons in Eq. (4.7)

can be evaluated exactly. Throughout this work, we assume phonon frequencies and temperatures

that justify a classical treatment of the nuclei so that the correlation function can be evaluated by

standard molecular dynamics. An alternative but approximate route for treating the anharmonicity

is through the use of an effective, temperature-dependent harmonic model, i.e.

+ ≈ 1
2

∑
:

l̃2
: ()) D

2
: ≡ +̃ (4.11)

The effective phonon frequencies l̃: ()) can be determined by a number of methods, includ-

ing mean-field theory, perturbation theory, the self-consistent harmonic approximation, and the

temperature-dependent effective potential method. Motivated by the anharmonic result Eq. (4.7),

here we propose to determine the effective frequencies by matching the zero-time value of the cor-

relation function, i.e. 〈|D: |2〉. This approximation is good if the phonon lifetime is long compared

to the electronic lifetime and will simply give rates of the form of Eq. (??) with temperature-
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dependent frequencies l̃: ()). This matching yields

l̃2
: = :B)/〈|D: |2〉an. (4.12)

Clearly, this criterion, motivated by perturbation theory in the electron-phonon coupling, is equiv-

alent to finding a harmonic potential with the same variance as the anharmonic potential, i.e., it is

a mean-field type treatment of the phonon anharmonicity.

In order to avoid perturbation theory in the electron-phonon coupling, we appeal to the quasi-

classical Ehrenfest approach. Specifically, we let the nuclear degrees of freedom evolve according

to Newtonian dynamics on the anharmonic potential energy surface,

< ¥D8 = −
3+

3D8
. (4.13)

From the nuclear trajectories D8 (C), we define a time-dependent electronic Hamiltonian

�el(C) =
∑
=

{−g0 + � [D=+1(C) − D= (C)]}
(
2†=2=+1 + H.c.

)
=

∑
:@

[
Y:X:@ + �:@D−@ (C)

]
2
†
:+@2:

(4.14)

which is used in a mixed quantum-classical evaluation of the electronic current-current correlation

function,

� 9 9 (C) =
∫

3u

∫
3p P(u,p)〈*el(0, C) 9 (C)*el(C, 0) 9〉el (4.15)

where P(u,p) is the phase-space distribution of the classical nuclear degrees of freedom,*el(C, 0)

is the time-ordered evolution operator,

*el(C, 0) = ) exp
[
−8

∫ C

0
3C′�el(C′)

]
, (4.16)
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and the current operator is

9 (C) = −80
∑
=

{−g0 + � [D=+1(C) − D= (C)]}
(
2†=2=+1 − H.c.

)
, (4.17)

where 0 is the lattice constant. From this, the AC conductivity is readily obtained

Ref(l) = 1 − 4−Vl
2!l

∫ +∞

−∞
3C 48lC� 9 9 (C). (4.18)

with the DC component obtained by taking the zero-frequency limit, fDC ≡ f(l→ 0).

4.3 Results and Discussion

4.3.1 Simulation Details

As a starting point for our transport model, we use the parameters from Ref. [101] for the

1-axis of single-crystal rubrene. These parameters represent an idealized model for a 1D high

mobility axis of a molecular crystal and have been used in numerous studies [21, 82, 128]. The

parameters are g0 = 143 meV, l0 = 6.2 meV and � = 493.5 meV/Å (6 = 12.4 meV). The

lattice constant 0 = 7.2 Å. For the dynamical Kubo formula, we used a lattice size of 100 sites

with periodic boundary conditions; we tested the mobility calculations with larger lattice sizes to

confirm convergence with respect to finite size. For the static Kubo formula results we increased

the lattice to 200 sites. We sampled up to 50 000 trajectories for each calculation to converge all

results with respect to phonon ensemble sampling.

4.3.2 Optical Phonon Anharmonicity

In order to understand the effect of potentials beyond harmonic order, we choose+ (D1, D2, ..., D# )

on a truncated expansion up to fourth order,

+ (D1, D2, . . . , D# ) =
#∑
==1

1
2
l2

0D
2
= + 23D

3
= + 24D

4
=. (4.19)
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Figure 4.1. Potential + (D) (left) and power spectrum �DD (l) (right) for optical phonons. The phonon
potential is of the form in Eq. 4.19 with hardening (top left, red) corresponding to 23 = 0 and 24 = 4l2

0.
The phonon softening potentials (bottom left) both use 24 = 0.5l2

0 with 23 = 0.9l2
0 and 0.95l2

0 for the
single and double well, respectively. The dashed black curve is the harmonic potential with 23 = 24 = 0 (top
left). The power spectrum �DD (l) is shown at different temperatures using the hardening parameters (top
right) and the single-well softening parameters (bottom right). The dashed lines correspond to the effective
harmonic frequencies l̃()) obtained using Eq. 4.12.

Aside from the trivial harmonic limit with 23 = 24 = 0, we consider two main cases. First is the

quartic potential where 23 = 0 and 24 ≠ 0. This results in a symmetric potential with “harder”

walls than the harmonic case, resulting in an increase in frequency with temperature and with

increasing |24 |. We will refer to this case as “phonon hardening”. On the top left of Fig. 4.1 we

show the single-mode potential + (D) vs. D with 24 = 4l0 and 23 = 0 (solid red line) compared

to the harmonic potential (black dashed line). The top right shows the power spectrum �DD (l) =∫
3C8lC�DD (C), where �DD (C) = 〈D(C)D(0)〉an, the displacement autocorrelation function. In the

harmonic limit, �DD (C) = 〈D2〉harm cos(l0C) = [:B)/l2
0] cos(l0C), which of course results in a

�DD (l) that is simply a delta function at l0 (black dashed line). The true anharmonic spectra (red,

blue and green solid lines) show an upward shift in frequency and natural linewidth, both of which

increase with temperature.

The second case we consider is that of “phonon softening”, for which we use the a potential

with |23 | > |24 | > 0 (bottom left panel of Fig. 4.1). The inclusion of a quartic term (or any even
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term as the highest truncation order) is necessary to maintain a bounded potential. Depending on

23, this potential can present as an asymmetric single well or double well. The crossover from

single to double well |23 | > 0.94l0
√

224, with a degenerate double well occurring at |23 | =

l0
√

224. Throughout the paper, for “soft” phonon parameters we use 24 = 0.5l2
0 and 23 = 0.9l2

0

and 0.95l2
0 corresponding to the asymmetric single well and double well shown on the bottom left

of Fig. 4.1, respectively.

In the lower right hand panel of Fig. 4.1 we show the power spectrum �DD (l) for the asym-

metric single well case. The spectra show a shift to lower frequency and greater linewidth with

increasing temperature. A small peak appears between 0.5 and 0.6l0 which gains intensity but

does not shift with temperature; the spectral tail does not extend to frequencies below this peak. To

illustrate the phonon softening effects, we only show the single well example; the double well pa-

rameters produce qualitatively similar effects with slightly larger frequency shift and broadening.

4.3.3 Carrier Dynamics with Optical Phonons

On the left hand side of Fig. 4.2 we present the mobility of a carrier coupled to an optical

phonon, using three different levels of approximation: two versions of the Kubo formula, and the

perturbative Boltzmann transport equation (BTE). Previous studies of conductivity performed via

the Kubo formula have generally been done in the adiabatic limit such that Eq. 4.18 reduces to

Ref(l) = 1 − 4−Vl
2!l

∑
<=

|〈< | 9 |=〉|2X(Y< − Y= + l), (4.20)

where < and = are eigenstates of the now time-independent electronic Hamiltonian. Like Eq.

4.18, Eq. 4.20 is performed over many realizations sampling the phonon phase space. One major

drawback of the adiabatic approach is that the delta function in Eq. 4.20 must be given some

artificial linewidth [ to obtain a zero-frequency mobility for the finite system. This is equivalent to

imposing an artificial decay to the current autocorrelation function� 9 9 (C). This procedure is nearly

identical to the procedure termed the “relaxation time approximation” in the transient localization
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Figure 4.2. Log-log plot of temperature-dependent mobility `()) for a carrier coupled to an optical phonon
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literature, except in that case, the current anticommutator correlation function is used[21]. The use

of artificial broadening makes the approximation that� 9 9 (C) decays exponentially with a fixed time

constant 1/[, and changes in [ have been shown to dramatically qualitatively affect the temperature

dependence of the mobility [128]. This ambiguity is avoided in the dynamical Kubo approach, as

� 9 9 (C) decays naturally due to the dynamic nature of the disorder.

We will first briefly discuss the behavior of a carrier coupled to a harmonic optical phonon

for the three different methods presented on the left hand side of Fig. 4.2 (black dotted lines).

The top left panel shows results of the full dynamical Kubo formula, Eq. 4.13-4.18. Below 500

K we observe a power-law relationship of roughly ` ∝ )−1.8, consistent with other Kubo formula

calculations [21, 128, 131, 163] and Ehrenfest-style mixed quantum-classical diffusion models [19,

101, 109, 165]. We see that the “band-like” power law behavior extends to low temperatures, but

the mobility begins to saturate above around 500 K, a well-known feature of the nonperturbative

semiclassical models equivalent to resistivity saturation in metals [20, 166]. In the static disorder

limit with [ = l0/2, the Kubo formula produces similar features (left center panel); however, there

are a few key differences. First, static Kubo formula predicts a different power law exponent, and in

general this exponent can be changed with the choice of [. Secondly, the band-like behavior does

not extent to low temperature, but rather starts to plateau below 300 K. This is again due to the fixed

broadening for all temperatures; in general, the dynamical Kubo formula produces less broadening

of � 9 9 (l) at lower temperature. Finally, we compare to the quasielastic BTE (bottom left panel).

This theory predicts a power law of )−1.5 at low-temperature and )−2 at high-temperature. It fails

to capture high-temperature mobility saturation, which is a well-known failing of weak-coupling

perturbation theory. The mobility saturation regime occurs near the Mott-Ioffe-Regel limit where

the mean free path of the carrier is less than the lattice constant, at which point the BTE breaks

down [20, 21].

Now that we have introduced the features of temperature dependent mobility for carriers with

harmonic phonons, we will explore the effect of adding phonon anharmonicity. Phonon hardening

has a rather prosaic effect of increasing the overall mobility and slightly decreasing the power
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law exponent (solid red line). This change must be due to the two main features of anharmonic

phonons – the frequency shift and the finite lifetime. To separate these effects and explore the

validity of an effective harmonic treatment, we find an effective harmonic frequency, l̃()), at

each temperature via Eq. 4.12. The effective frequencies at a few temperatures are shown on the

right hand side of Fig. 4.1 (dashed lines). The condition in Eq. 4.12 guarantees that the disorder

of the transfer integral, quantified as 〈g2〉/〈g〉, matches between the anharmonic and effective

harmonic models. We see that for phonon hardening, the mobility in Fig. 4.2 matches extremely

well between the fully anharmonic model (solid red) and the effective harmonic model (dashed red

data). In other words, phonon lifetime has no appreciable effect on the mobility. This is not overly

surprising given the separation of timescale; the current correlation function decays in a matter of

hundred of fs, whereas phonon lifetimes are thousands of fs even at high temperature. Because

of this timescale separation, the effect of phonon hardening is qualitatively identical between the

dynamical and static implementation of the Kubo formula. Within the BTE framework, we can

only use the effective harmonic approximation; phonon hardening has qualitatively the same effect,

and for optical phonons, within this framework the mobility is just scaled by a factor of l̃())/l0.

Phonon softening has the effect of reducing the mobility and pushing the high-temperature

regime (ie mobility saturation for Kubo, ` ∝ )−2 for BTE) to lower temperature. We show the

mobility for two different soft mode cases discussed in the previous section: an asymmetric single

well (blue data) and double well (green data). The anharmonic peak shift, and thus the reduction

in mobility with temperature, is more precipitous with for the double well. The static Kubo for-

mula overstates the effect of phonon softening compared to the dynamical Kubo formula; this is

especially true for the fully anharmonic case (solid lines). Within the dynamical Kubo results, the

effective harmonic and fully anharmonic results show good agreement, with the fully anharmonic

results slightly under-estimating the mobility at high temperature. The opposite is true for the static

Kubo formula, in which case the effective harmonic potential over-estimates the high temperature

mobility. Within the static Kubo framework, discrepancies between mobilities with the effective

harmonic and with fully anharmonic potential are entirely due to the shape of the disorder distri-
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bution. While both cases have precisely the same electronic disorder variance 〈g2〉/〈g〉, the fully

anharmonic potential produces a highly non-gaussian disorder profile while the effective harmonic

potential produces a precisely gaussian distribution. We conclude that while the transfer integral

variance 〈g2〉/〈g〉 is still a qualitative indicator of the reduction in transport due to disorder, highly

anharmonic potentials may have nongaussian disorder profiles that render this metric less accu-

rate, as evidenced by the disagreement between the effective harmonic and full potential. Aside

from disorder, the other contributor to mobility is the electronic lifetime [−1. We used a constant

[ = ℏl0/2 regardless of the effective frequency l̃()) for the static Kubo results. Using [ = ℏl̃/2

produces an even larger discrepancy with the dynamical Kubo results and a large overstatement

of the effect of phonon softening on carrier mobility. In the dynamical Kubo formula, the finite

phonon lifetime may slightly alleviate the impact of the phonon softening on mobility, which is

why we see the harmonic approximation (where phonon lifetimes are infinite) D=34A-estimate mo-

bility. Phonon softening accentuates the disagreement between BTE and the nonperturbative Kubo

formula results, since it precipitates the onset of the high-temperature regime where the BTE is

invalid. For example, while the onset of the the Mott-Ioffe-Regel regime occurs around 400-500 K

for the regular harmonic potential, the shift in frequency causes the crossover to occur close to 200-

300 K in the case of the double well potential. In summary, the DC mobility of an electron coupled

to an anharmonic phonon is fairly well-characterized by an effective harmonic potential within the

full dynamical Kubo formula; this approximation becomes less accurate for static disorder models.

This harmonic approximation is the only way to apply BTE, which retains its pathologies at high

temperature and strong electron-phonon coupling strength.

Having examined the DC mobility for optical phonons, we will now discuss the full AC con-

ductivity for the same systems. Fig. 4.3 shows the AC conductivity calculated via the dynamical

Kubo formula with optical phonons (left side) at three different temperatures. The top left panel

shows the harmonic behavior. We see the characteristic features of asymmetric (Su-Schrieffer-

Heeger-type) electron-phonon coupling to optical phonons [128, 163, 167]. Peaks appear at low

frequency (below 50 meV), and at multiples of the half bandwidth 2g0 (around 300 and 600 meV).
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Figure 4.3. Per-carrier AC conductivity f(l)/=40 for particles coupled to optical (left) and acoustic
phonons (right). Conductivity shown at different temperatures for harmonic phonons (top), hard modes
(middle) and double-well soft modes (bottom) and are calcualted using the dynamical Kubo formula.
Dashed lines use an effective harmonic potential with l̃ from Eq. 4.12 whereas solid lines use the full
anharmonic potential.

At 100 K most of the spectral weight is on the low-frequency peak that intersects with the zero-

frequency axis. As temperature increases, spectral weight shifts to the higher energy peaks, and

away from the zero-frequency intercept (corresponding to a reduction in DC mobility).

Hardening of optical phonons produces an effect like a reduced effective temperature - inten-

sity increases at low frequency and decrease at high frequency (center left panel). The effective

harmonic model (dashed lines) produces near-exact agreement, as it does for mobility in Fig. 4.2.

The bottom left panel shows softening with the double-well potential (23 = 0.95l2
0). This has

the opposite effect, creating an effect similar to an increased temperature. Although the zero-

frequency intercepts are fairly close between the effective harmonic and fully anharmonic model,

the lineshapes and locations are qualitatively different, with the fully anharmonic model produc-

ing substantially broader peaks. This is primarily due to the inability to replicate the asymmetric,

non-gaussian disorder profile with a harmonic potential.
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Figure 4.4. Momentum-resolved power spectrum �DD (@, l) for acoustic phonons. The color map data show
the spectra for the hard mode potential (top) and double-well soft mode potential (bottom) at two different
temperatures. The solid black line shows the harmonic dispersion 2l0 | sin(@0/2) |, while the dashed black
line shows the effective harmonic dispersion 2l̃()) | sin(@0/2) |.

4.3.4 Acoustic Phonon Anharmonicity

To get a better picture of real interactions in materials, we will also examine the effect of

anharmonicity on dispersive phonons. It has been demonstrated that acoustic phonons lead to

qualitatively different transport behavior compared to optical phonons [131, 164]. The real-space

acoustic lattice Hamiltonian is

+ (D1, D2, . . . , D# ) =
#∑
==1

1
2
l2

0(D= − D=+1)
2

+23(D= − D=+1)3 + 24(D= − D=+1)4,

(4.21)

where the first line is the regular harmonic Hamiltonian for acoustic phonons and the subsequent

two lines are the anharmonic terms. We truncate the potential in real space, allowing only nearest-

neighbor interactions up to fourth order. Because of this choice, the anharmonic part of the

:-space Hamiltonian +an(D:1 , D:2 , . . . , D:# ) will potential be nonzero up to infinite order. For

71



convenience we use the same force parameters (l0, 23 and 24) as the optical phonons, but note

this definition means the maximum harmonic frequency will be 2l0 with harmonic dispersion

l@ = 2l0 | sin(@0/2) |. Momentum-resolved power spectra �DD (@, l) are shown in Fig. 4.4, com-

pared to the harmonic dispersion (solid black line). For phonon hardening, we see that there is

a is a well-defined positive shift is the peak that increases with temperature. The dispersion of

this hardened peak also lies directly on top of the effective harmonic frequency 2l̃()) | sin(@0/2) |

(dashed black line). While there is an increase in linewidth, it is not as substantial as in optical

phonons for similar parameters. The opposite is true in the case of soft acoustic phonons (bottom

panels, with 23 = 0.95l2
0). While the spectrum acquires a substantial linewidth, the downward

shift in frequency is not visually obvious even at high temperature (lower right panel), although

the effective harmonic frequency (dash line) predicts it is occurring.

4.3.5 Carrier Dynamics with Acoustic Phonons

We now will examine the dynamics of a carrier coupled to anharmonic acoustic phonons. The

right hand side of Fig. 4.2 shows the temperature dependent mobility. For harmonic acoustic

phonons, the dynamical Kubo formula predicts a power law of roughly ` ∝ )−1/2 below around

500 K. In the regime where saturation occurs for optical phonons, the mobility has the opposite

behavior for acoustic phonons, showing an increase in the power law exponent. Static Kubo and

BTE calculation show similar behavior, with BTE predicting ` ∝ )−1/2 at low temperature at ` ∝

)−2 at high temperature. Just as for optical phonons, the static Kubo formula gives a temperature

dependence which is sensitive to the chosen broadening parameter, which here we keep as [ =

0.5ℏl0.

Acoustic phonon hardening produces the expected behavior based on our previous analysis. It

simply shifts the mobility up for all temperatures, and reduces the power-law exponent. The fully

anharmonic and effective harmonic model (solid and dashed lines) agree almost exactly, which is

not surprising given the well-defined shifted spectrum in Fig. 4.4. While the disorder associated

with the hard mode will be non-gaussian, the distribution is still symmetric and therefore is well-
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approximated by gaussian disorder. With hard modes, we see good agreement in mobilities across

all methods, with slight differences in the overall magnitude and temperature dependence due to

the underlying approximations.

For phonon softening, we see much more disagreement between methods and between the

fully anharmonic and effective harmonic models. Just as for optical phonons, there is always a

reduction in mobility. For the dynamical Kubo formula, there is decent agreement between fully

anharmonic and effective harmonic mobility for both single- and double-well potentials (top right

panel, solid and dashed blue and green lines). The effective harmonic model does, however, over-

estimate mobility at low temperature and underestimate it at high temperature. Disagreement is

much more pronounced for the static Kubo formula, where the fully anharmonic potential predicts

much lower mobilities than the harmonic model for all temperatures. BTE mobility, which can

only be calculated with effective harmonic phonons, agrees fairly well with the dynamical Kubo

mobility predictions for soft modes. Frequency-resolved AC conductivity with acoustic phonons

is shown in the right hand side of Fig. 4.3. Acoustic phonons result in a single low-frequency

peak with no band-edge to band-edge and band-edge to band-center transitions present for optical

modes. Otherwise, we see similar results for AC conductivity, with the effective harmonic model

working well for phonon hardening but underestimating the linewidth for soft modes.

To understand why an effective harmonic approximation may be inadequate to capture the

temperature-dependent mobility, we examine the underlying disorder profile. The bottom panel of

Fig. 4.5 shows the distribution of electronic coupling g for three different potentials with identical

mean 〈g〉 and variance 〈g〉 – one effective harmonic, producing a gaussian distribution, and two

anharmonic with 23 = 0.95l0 and 23 = −0.95l0. While the overall mean and variance are

the same, the anharmonic distributions are asymmetric in energy; however, they both result in

identical approximate harmonic potentials. The top panel shows the static Kubo mobility for each

of these potentials; we observe that the magnitude and temperature-dependence of the mobility

differs depending on the sign of 23, an effect that cannot be captured by harmonic models. While

asymmetric potentials are difficult to capture using a harmonic model for optical modes, the issue
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of asymmetric distributions of g is not present. This is because g= = −g0 +� [D=+1(C) −D= (C)], so if

D=+1 and D= are uncorrelated (as is the case for dispersionless phonons), we will have a symmetric

distribution for g even for asymmetric potentials. Correlated modes, like those in acoustic phonons,

produce an asymmetric distribution of g and thus creates the ambiguity shown in the top panel of

Fig. 4.5.

4.4 Conclusions

We have introduced a nonperturbative semiclassical procedure for studying the impact of low-

frequency lattice anharmonicity on electronic transport in soft materials. We also devised a cri-

terion for creating an effective harmonic model from a given anharmonic potential by matching

the variance and therefore the electronic disorder. This criterion allows us to compare with the

perturbative Boltzmann transport equations, which requires harmonic phonons. For all methods

we see a change in the magnitude and temperature dependence of mobility based on the extent and

form of the anharmonicity (mode hardening or softening). Within the dynamical Kubo formula,

changes to the mobility are well-characterized by a shifted harmonic potential, especially for op-

tical phonons. The Kubo formula with static phonons overestimates the impact of anharmonicity,

and in particular overestimates the increased disorder caused by mode softening. The effective har-

monic potential is also less accurate within the static phonon approximation for the Kubo formula.

This discrepancy is especially apparent for acoustic phonons, where the correlated phonon motion

due to mode-coupling can lead to complex asymmetric disorder profiles that cannot be unambigu-

ously modeled by a harmonic potential. Using a shifted harmonic potential with the Boltzmann

transport equation is only useful in the regime where the BTE is valid (at temperatures below the

Mott-Ioffe-Regel limit), and even in that case it underestimates the impact of anharmonicity on

transport compared to nonperturbative methods.

In the future, this work could be extended to include thermal expansion of the lattice, which

is important in real materials. Our approach could also be used to gain insight into the electronic

response to lattice strain, which has thus for been mostly limited to harmonic models [168, 169].
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The conclusions of this study suggest that minimizing soft modes and engineering “hard” lattice

interactions in new materials will increase performance. This adds new microscopic insight to the

growing list of design principles aiding in the suppression of dynamic disorder [16, 170, 171]. Our

work also suggests that explicit inclusions of anharmonic dynamics may be important for accurate

prediction of electronic transport, and that models with gaussian static disorder will qualitatively

fail for sufficiently soft modes.

76



Chapter 5: Vibrational heat-bath configuration interaction

The material for this chapter was taken from Reference [172].

5.1 Introduction

Precise computational predictions of the vibrational structure of molecules and solids requires

the inclusion of anharmonic effects, which correspond to interactions between harmonic normal

modes. When treated quantum mechanically, this requires the accurate solution of the vibrational

Schrödinger equation on a high-dimensional potential energy surface. Like in electronic struc-

ture theory, a hierarchy of wavefunction-based methods are commonly employed to avoid the

exponential cost associated with an exact quantum solution; such methods include vibrational self-

consistent field (VSCF) theory [26, 173–177] vibrational perturbation theory[24, 25, 178], vibra-

tional coupled-cluster theory [29, 179, 180], and vibrational configuration interaction (VCI)[28,

181, 182]. These methods rely on the accuracy of the harmonic approximation and alternative

methods have recently been developed to achieve quantitative accuracy for strongly anharmonic

vibrations. Such methods include the nonproduct quadrature approach[183], reduced rank block

power method (RRBPM), which uses a tensor factorization of the vibrational wavefunction [184],

and adaptive VCI (A-VCI), which accelerates the VCI process using nested basis functions [185].

For strongly correlated electronic systems, the past two decades have seen the development of

powerful computational methods that could be brought to bear on strongly anharmonic vibrational

systems. For example, a vibrational density matrix renormalization group approach was recently

developed and applied to systems with up to sixteen atoms [30]. In this work, we are primarily

interested in selected configuration interaction [186–188], which began in the 1970s with CI by

perturbatively selecting iteratively (CIPSI) [186] and has experienced renewed interest in the form
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of adaptive configuration interaction [189], adaptive sampling CI (ASCI) [190, 191], and heat-bath

CI (HCI) [192–195], among others. In CIPSI, many-body basis states are added to the variational

CI space based on a first-order approximation of their wavefunction coefficients. Unlike CIPSI,

which considers all states belonging to the first-order interacting space, ASCI only considers con-

nections from the variational basis states that have sufficiently large wavefunction amplitudes. HCI

uses a different selection criterion that allows it to exploit the fact that many Hamiltonian matrix

elements are identical in magnitude; a presorting of these matrix elements (the two-electron repul-

sion integrals) enables fast and efficient identification of new basis states. In almost all selected CI

calculations, once the variational space is suitably converged, a second-order perturbation theory

(PT2) correction is added to the variational energy. Numerous recent studies have demonstrated

their power: HCI was selected as the most accurate method among twenty for a study of transi-

tion metal atoms and their oxides [196], HCI was used to provide almost exact energies of the

Gaussian-2 dataset [197], and both HCI and ASCI have been used in a recent comparative study

of the ground-state energy of benzene [198].

A variety of selected CI approaches have been developed for vibrational problems [199–202],

including a vibrational CIPSI [203] and a recent vibrational ASCI (VASCI) [204]. Motivated

by HCI’s strong performance and computational efficiency, in this work we present a vibrational

HCI (VHCI). The differences between electronic and vibrational problems, especially their Hilbert

spaces and Hamiltonian forms, necessitate a number of new developments in order for VHCI to

enjoy the same advantages as electronic HCI; we describe these developments in Sec. 5.2. In

Sec. 5.3, we present VHCI plus perturbation theory results for molecules containing between 12

and 48 degrees of freedom, calculating tens to hundreds of excited state energies for fourth- and

sixth-order truncated potentials. By comparing to other literature results for these potentials, we

demonstrate that VHCI is a highly accurate and efficient approach for large molecular systems with

strong anharmonicity, typically achieving sub-wavenumber accuracy with modest computational

resources.
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5.2 Theory

5.2.1 Vibrational heat-bath configuration interaction

Expressed in terms of mass-weighted normal mode coordinates &8 with frequencies l8, the

nuclear Hamiltonian is given by

� =
1
2

�∑
8=1

[
− m2

m&2
8

+ l2
8&

2
8

]
++an(&1, &2, . . . , &�), (5.1)

where � = 3# − 6 is the number of normal mode degrees of freedom and +an is the anharmonic

part of the electronic ground state potential energy surface (PES). For comparison with previous

works, here we neglect the Coriolis rotational coupling, but such a term can be straightforwardly

included.

In vibrational HCI, we choose to work in the basis of Hartree product states |n〉 = |=1, =2, . . . , =�〉

formed from the harmonic oscillator orbitals q=8 (&8) = 〈&8 |=8〉, leading to the wavefunction

|Ψ〉 =
∑
n∈V

2n |n〉 . (5.2)

In VCI, the variational spaceV is commonly truncated by excitation level, for example by limiting

the number of vibrational quanta per product state or per mode. However, this approach is not

always efficient and may lead to a large Hilbert space with many product states that contribute

minimally to the VCI solution. This issue of inefficient addition of states is addressed by selected

VCI methods, which select states for inclusion in V by criteria other than excitation level as

discussed in the Introduction, and here we focus on the HCI criterion.

We briefly recall that in the variational stage of HCI, basis state |m〉 is added toV if |�mn2n | ≥

Y1, where Y1 is a user-defined convergence parameter. In electronic structure, the matrix elements

�mn arising from double excitations depend only on the identity of the four orbitals involved.

Therefore, many of the Hamiltonian matrix elements are identical in magnitude. This is not true in

vibrational structure and the explicit enumeration and testing of connected �mn matrix elements is
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expensive. In order to devise an analogous VHCI screening criterion, we consider an approximate

Hamiltonian �̃ obtained from a truncated normal mode expansion of the anharmonic part of the

PES,

+an(Q) =
∑
8≤ 9≤:

+8 9 :&8& 9&: +
∑

8≤ 9≤:≤;
+8 9 :;&8& 9&:&; + . . .

=
∑
8≤ 9≤:

,8 9 :&̄8&̄ 9&̄: +
∑

8≤ 9≤:≤;
,8 9 :;&̄8&̄ 9&̄:&̄; + . . .

(5.3)

where the anharmonic force constants are partial derivatives of the PES, e.g.+8 9 : = (m3+an/m&8m& 9m&: )Q=0.

In the second line of Eq. (5.3), we define &̄8 = (0†8 + 08) and

,8 9 : ... =
+8 9 : ...√

2?l8l 9l: . . .
, (5.4)

where ? is the order of the anharmonicity. We emphasize that while we limit ourselves to using �̃

throughout this study,cin principle this normal mode expansion is only necessary for the screening

criterion used to identify important basis states; any representation of the anharmonic PES could

be used for the subsequent evaluation of Hamiltonian matrix elements within this space.

To illustrate the diversity of nonzero Hamiltonian matrix elements, consider an anharmonic

PES expanded to include cubic and quartic terms. The Hamiltonian matrix elements between

product states |m〉 and |n〉 that differ in their occupancy by one quantum in mode 8, by two quanta

in modes 8 and 9 (including 8 = 9), and so on, are given by

�̃
(8)
mn =

∑
9

,8 9 9 〈m|&̄8&̄2
9 |n〉 (5.5a)

�̃
(8, 9)
mn =

∑
:

,8 9 : : 〈m|&̄8&̄ 9&̄
2
: |n〉 (5.5b)

�̃
(8, 9 ,:)
mn = ,8 9 : 〈m|&̄8&̄ 9&̄: |n〉 (5.5c)

�̃
(8, 9 ,:,;)
mn = ,8 9 :; 〈m|&̄8&̄ 9&̄:&̄; |n〉. (5.5d)
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The factors 〈m|&̄8 . . . |n〉 that are not zero are products of terms of the form
√
=8 and these factors

are responsible for the differentiation of most matrix elements in the Hamiltonian, precluding an

efficient evaluation of the usual HCI criterion. For example, if the product states |m〉 and |n〉

differ in the occupancy of three modes (8, 9 , :), then

�̃
(8+, 9+,:+)
mn = ,8 9 :

√
<8< 9<: (5.6a)

�̃
(8+, 9+,:−)
mn = ,8 9 :

√
<8< 9=: (5.6b)

�̃
(8+, 9−,:−)
mn = ,8 9 :

√
<8= 9=: (5.6c)

and so on, where the notation indicates that the occupation of a given mode in |m〉 is bigger or

smaller than in |n〉. Therefore, in addition to the identity of the modes with different occupa-

tions, the VCI matrix elements of a truncated PES depend on (1) whether the occupations are

bigger/smaller on the bra/ket side, and (2) the overall excitation level. However, because these

latter factors 〈m|&̄8 . . . |n〉 are products of terms of the form
√
=8, they are of order unity (at

least when the excitation level is reasonably low) and can be reasonably neglected for the purpose

of estimating the magnitude of the Hamiltonian matrix element. Doing so leads to a significant

reduction in the number of unique numbers to be considered.

Specifically, let us define ,8 =
∑
9 (2 + X8 9 ),8 9 9 and ,8 9 =

∑
: (2 + X 9 : + X8 9X 9 : ),8 9 : : , which

approximately account for single and double mode excitations. Then, given an approximate wave-

function of the form (5.2) expanded over some spaceV, we propose to add state |m〉 to the varia-

tional space if |m〉 and |n〉 differ in their occupancy by one quantum in mode 8, by two quanta in

modes 8 and 9 (including 8 = 9), and so on, and

��,8 9 : ...2n
�� ≥ Y1. (5.7)

The above criterion can be implemented very efficiently by pre-sorting the matrix elements,8 9 : ...,

of which there are at most a polynomial number, e.g. $ (�4) for a quartic PES.

The ground-state VHCI algorithm is performed as follows:
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1. Sort the list of,8 9 : ..., largest to smallest.

2. Initialize the spaceV according to a small total number of quanta.

3. Build the Hamiltonian matrix inV and calculate its ground-state eigenvalue and eigenvector.

4. Add states toV via the criterion (5.7), as follows. For each state |n〉, traverse the sorted list

of,8 9 : ....

(a) If |,82n | ≥ Y1, add all states |m〉 that are included in &8 |n〉.

(b) If |,8 92n | ≥ Y1, add all states |m〉 that are included in &8& 9 |n〉.

(c) If |,8 9 : ...2n | ≥ Y1, add all states |m〉 that are included in &8& 9&: . . . |n〉. At anhar-

monic order ?, there are $ (2?) such states to add.

(d) If |,8 9 : ...2n | < Y1, break and go on to the next |n〉.

Return to step 3 until the calculation is converged.

A number of possible convergence criteria can be devised; here, following the original HCI

paper [192], we consider the calculation converged when the total number of states added in step

4 is less than 1% of the current number of variational states. Importantly, most elements of �̃mn

are zero due to the properties of harmonic oscillators; the states |m〉 and |n〉 can only differ by

a few quanta, depending on the maximum anharmonic order of the PES. The same would not be

true in the basis of product states obtained after a vibrational self-consistent field procedure [26,

173–177], which is why we intentionally work in the noninteracting normal mode basis. However,

future work will be dedicated to the development of VHCI in alternative mean-field basis sets such

as the one generated by the VSCF procedure.

Crucially, the presorting of scaled and/or summed anharmonic force constants (,8,,8 9 ,,8 9 : ...)

combined with the criterion (5.7) means that most states |m〉 are never even tested for addition.

Just like in electronic structure theory, this construction is the key to the efficiency of VHCI. Unlike

in electronic structure theory, the ground state of the vibrational Schrödinger equation, referred to
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here as the zero-point energy (ZPE), is rarely of interest by itself. Following Ref. [193], we can

straightforwardly modify the above VHCI algorithm to allow the simultaneous calculation of many

excited states. In step 3, we find all eigenstates of interest (typically the #s lowest in energy). Then

we perform the addition step 4 for each of those states, combining all of their added basis states

|m〉 in the updated V. Clearly, this adds many more basis states at each iteration, but many of

them are duplicates and so the overall variational space is observed to grow sublinearly with #s.

The above procedure can be applied based on an arbitrary-order expansion of the PES. How-

ever, high-order anharmonic interactions with repeated mode indices will contribute to lower-order

excitations beyond the single and double excitations described in Eqs. (5.5a) and (5.5b) for the case

of a quartic PES. For example, a sixth-order PES will yield triple excitations due to cubic anhar-

monicity and fifth-order anharmonicity (when a mode index is repeated), and similarly quadruple

excitations due to quartic and sixth-order anharmonicity. In this work, we only test one sixth-order

PES in Sec. 5.3.4; although we could define new effective force constants for the screening pro-

cedure, e.g. ,′
8 9 :
= ,8 9 : +

∑
:,8 9 :;; , instead we make the approximation

∑
;,8 9 :;; ≈ max;,8 9 :;; .

In other words, we allow fifth-order anharmonicities to propose triple excitations, but only based

on the magnitude of individual anharmonic force constants and not the sum of all such constants

contributing to a given triple excitation. Our testing suggests that the error incurred is negligible.

5.2.2 Epstein-Nesbet perturbation theory

To the variational energy of each state �var we add the second-order perturbation theory (PT2)

correction

Δ�2 ≈
(Y2)∑
m

(∑n �mn2n)2

�var − �mm
. (5.8)

In exact PT2, the summation over m includes all basis states that are connected to the variational

space V. For large variational spaces, this perturbative space is enormous and the cost of the

PT2 correction is prohibitive. To address this, HCI uses the same screening procedure as in the

variational stage to efficiently include only the most important perturbative states [192]. For VHCI,

we again use criterion (5.7), with a cutoff Y2 < Y1, to determine whether basis state |m〉 should be
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included in the perturbative space. When Y2 = 0, the PT2 calculation is exact within the first-order

interacting space.

Throughout this work, we calculate the PT2 correction deterministically as described above,

which ultimately limits the size of the systems that we can accurately study. In the future we

will pursue the stochastic or semistochastic evaluation of Eq. (5.8), as is now common practice in

HCI [194], in order to study the vibrational structure of even larger systems.

5.3 Results

5.3.1 Software and simulation details

All simulations besides those on naphthalene were performed on a 4-core (8-thread) Intel Core

i7-6700 3.4 GHz desktop CPU using up to 16 GB of RAM. Naphthalene calculations were per-

formed on a cluster with up to two 12-core Intel Xeon Gold 6126 2.6 GHz CPUs and using up to

768 GB of RAM.

Our code is based on the Ladder Operator Vibrational Configuration Interaction package [205]

with extensive modifications. Our VHCI code is available on GitHub [206]. The Hamiltonian ma-

trix is stored in a sparse format using the Eigen linear algebra library [207]. The eigenvalues and

eigenvectors of interest are calculated with the Lanczos algorithm as implemented in the SPEC-

TRA linear algebra library [208]. We verified our code by comparing to the literature and to results

obtained with the PyVCI software package [202].

All VHCI calculations were initialized with a basis of all states containing up to two vibrational

quanta in order to ensure that two-quantum overtones and combination bands, which account for

many of the low-lying target states, are present from the first iteration. Our preliminary testing

indicates that using a larger initial basis does not qualitatively improve the convergence of the

results.

In order to fairly and directly compare to previous works, we use the exact same PES as used

in those works. Moreover, these previous works used truncated forms of the PES and thus the true

Hamiltonian � used in the final calculations is the same as the approximate Hamiltonian �̃ used
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Table 5.1. The twenty lowest-energy states from a calculation of the first 70 eigenstates of acetonitrile,
with excitation energies given relative to the ZPE. Mode assignments are given based on the character of
the basis state with the largest absolute CI coefficient, using mode-numbering from Ref. [183, 204]. We
also include the total vibrational angular momentum superscript and symmetry label for each mode. VHCI
results are shown for two different values of Y1, which determines the number of variational basis states,
#V , and shown with and without the PT2 correction to the energies (“Var” and “Full PT2”, respectively).
We compare to exact reference values from A-VCI [185] and to VASCI with full PT2 correction and #V
comparable to our Y1 = 1.0 cm−1 case [204]. The maximum absolute error (Max. AE) and root mean
squared error (RMSE) relative to A-VCI were calculated across all 70 states. All energies are in cm−1.

Method: Y1 = 1.0 Y1 = 0.1 VASCI A-VCI
#V : 29 900 125 038 30 038 2 488 511

Assign. Sym. Var Full PT2 Var Full PT2 Full PT2 Var
ZPE 9837.43 9837.41 9837.41 9837.41 9837.41 9837.41
l±1

11 � 361.01 360.99 360.99 360.99 361.01 360.99
361.01 360.99 360.99 360.99 361.01 360.99

2l±2
11 � 723.22 723.18 723.18 723.18 723.22 723.18

723.25 723.19 723.18 723.18 723.23 723.18
2l0

11 �1 723.90 723.84 723.83 723.83 723.89 723.83
l±1

4 �1 900.70 900.66 900.66 900.66 900.68 900.66
l±1

9 � 1034.18 1034.13 1034.13 1034.12 1034.14 1034.12
1034.19 1034.13 1034.13 1034.12 1034.14 1034.13

3l±3
11 �1 1086.65 1086.56 1086.56 1086.55 1086.64 1086.55

3l±3
11 �2 1086.66 1086.56 1086.56 1086.55 1086.64 1086.55

3l±1
11 � 1087.88 1087.79 1087.78 1087.78 1087.88 1087.77

1087.88 1087.79 1087.78 1087.78 1087.88 1087.77
l4 + l±1

11 � 1259.89 1259.82 1259.81 1259.81 1259.86 1259.81
1259.94 1259.83 1259.82 1259.81 1259.86 1259.81

l3 �1 1389.10 1388.99 1388.98 1388.97 1388.99 1388.97
l±1

9 + l
±1
11 � 1394.86 1394.71 1394.69 1394.68 1394.76 1394.68

1394.89 1394.71 1394.70 1394.68 1394.79 1394.68
l±1

9 + l
∓1
11 �2 1395.08 1394.93 1394.91 1394.90 1395.00 1394.90

l±1
9 + l

∓1
11 �1 1397.83 1397.70 1397.69 1397.68 1397.77 1397.68

Max.
AE(70):

0.61 0.14 0.05 0.01 0.50 –

RMSE(70): 0.34 0.05 0.03 0.00 0.20 –

in the VHCI screening criterion. The truncation of the PES, neglect of Coriolis terms, and various

levels of electronic structure theory used to parameterize the PES preclude direct comparison to

experiment.

5.3.2 Acetonitrile: A standard benchmark

We first present results for acetonitrile, CH3CN, a 6-atom, 12-dimensional system that has

become one of the canonical benchmarks for new methods in vibrational structure theory [30,
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184, 204, 209, 210]. We use the quartic PES described in Refs. [184, 211], for which normal

mode frequencies were calculated using CCSD(T)/cc-pVTZ and higher-order force constants were

calculated using B3LYP/cc-pVTZ. This PES was also used in highly accurate reference calcula-

tions [183, 212]. All PESs used in this study are available as input files on our GitHub reposi-

tory [206].

We calculated the energies of the first 70 states of acetonitrile, of which the first 20 are re-

ported in Table 5.1. Data for all 70 states can be found in the supplementary material. We com-

pare our results to those obtained using A-VCI [212], which we consider to be numerically exact

(similar to those obtained with the nonproduct quadrature approach [183]); for reference, the A-

VCI results are obtained with approximately 2.5 million variational states. Mode assignments

here and throughout indicate the character of the product state with the largest weight in the VCI

eigenvector; for acetonitrile, we use the mode-numbering convention of Ref. [183, 204]. Because

acetonitrile contains several degeneracies, we also include labels for the total vibrational angular

momentum and symmetry group. To quantitatively assess the accuracy of our results, we report the

maximum absolute error and the root mean squared error of the lowest 70 states. In addition to the

numerically exact A-VCI results, we also compare to results obtained recently using VASCI [204],

which is a selected CI technique that is similar in spirit to VHCI.

We report results for variational VHCI (“Var”), as well as VHCI+PT2 without VHCI screening

of the perturbative space (“Full PT2"); these results are given for two values of the variational

energy cutoff Y1 that controls the number of variational states #V . Using Y1 = 1 cm−1 results in a

variational space with #V = 29 900 basis states, which enables comparison to the largest reported

VASCI calculation, with #V = 30 038. We find that VHCI+PT2 achieves a maximum absolute er-

ror and a root mean squared error that is less than half that of VASCI, which is somewhat surprising

because the CIPSI-style selection criterion used in VASCI is typically thought to more rigorously

identify important states. However, the precise variational space generated by both VHCI and

VASCI can be tuned by their parameters (Y1 and the number of core/target states, respectively), so

a direct comparison is not straightforward. In any event, the accuracy of VHCI is remarkable given
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Table 5.2. The sixteen lowest-energy states from a calculation of the first 100 eigenstates of ethylene, with
excitation energies given relative to the ZPE. Calculations were performed using fourth- and sixth-order
truncations of the PES normal mode expansion. Both VHCI+PT2 calculations were converged with respect
to variational and perturbative basis size. We compare to vDMRG[30] for both truncations and to VCI[202]
with up to 8 quanta per product state for the sixth-order truncation. We also compare to a calculation
from Ref. [213] which uses an untruncated version of the PES solved using VCI with a pruned basis set
containing up to 13 quanta per product state. Assignments are given using the mode-numbering convention
of Ref. [213]. All energies are in cm−1.

PES: Fourth-order Sixth-order Untruncated

Method: VHCI+Full
PT2

vDMRG VHCI+PT2
(Y2 = 0.01)

vDMRG VCI
(PyVCI)

Pruned
VCI

Assign. Y1 = 0.75 Y1 = 0.5 #tot = 8 #tot = 13
ZPE 11006.11 11006.19 11011.61 11016.15 11011.63 11014.91
l10 808.61 809.03 819.99 831.17 820.11 822.42
l8 914.87 915.29 926.33 933.47 926.45 934.29
l7 927.87 928.31 941.65 948.26 941.78 949.51
l4 1006.74 1007.13 1017.45 1018.26 1017.56 1024.94
l6 1216.94 1217.17 1222.16 1227.05 1222.23 1224.96
l3 1338.46 1338.87 1341.95 1343.46 1342.01 1342.96
l12 1429.93 1430.47 1438.31 1441.52 1438.39 1441.11
l2 1606.41 1622.11 1622.78 1629.04 – 1624.43
2l10 1631.47 1625.56 1655.21 1682.18 – 1658.39
l8 + l10 1718.27 1722.77 1748.05 1770.02 – 1757.70
l7 + l10 1733.98 1729.53 1766.19 1786.99 – 1778.34
l4 + l10 1809.39 1810.47 1837.68 1852.60 – 1848.61
2l8 1821.71 1826.01 1858.36 1878.42 – 1873.73
l7 + l8 1821.96 1827.96 1871.42 1886.16 – 1885.12
2l7 1850.39 1852.23 1887.03 1906.02 – 1901.61

the modest computational cost; for example, the Y1 = 1 cm−1 calculation reported here took less

than 3 minutes for the variational stage and less than 6 minutes for the full PT2 correction (on an

8-core desktop CPU).

In Table 5.1, we also present results of a larger calculation with Y1 = 0.1 cm−1, resulting

in #V = 125 038. We obtain an extremely accurate spectrum even without the PT2 correction,

with a maximum absolute error well below 0.1 cm−1. This variational calculation took less than

30 minutes on the same 8-core desktop CPU. This larger calculation still benefits from minor

corrections with PT2, which takes about 90 minutes and produces a spectrum in which no value

differs from the exact result by more than 0.01 cm−1 across all 70 states. In summary, we have

shown that VHCI can produce near-exact results for a 12-dimensional system with an extremely

small computational effort.
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5.3.3 Ethylene: Sixth-order potential

Next, we study ethylene, C2H4, which is the same size as acetonitrile (6 atoms, 12 dimensions),

but here we use a more realistic ab initio potential energy surface and consider anharmonic expan-

sions up to sixth order. Specifically, we use the PES of Ref. [213], which was calculated entirely

using CCSD(T)/cc-pVQZ, and we use the PyPES software package [214] to convert from internal

to cartesian normal mode coordinates and generate an anharmonic expansion up to sixth order. In

contrast to the quartic PES of acetonitrile that contains 299 nonzero anharmonic force constants,

this sixth-order PES for ethylene contains 2651 force constants, 2375 of which are fifth or sixth

order. Here, we compare results and performance when the potential is truncated at fourth order

and at sixth order. We calculated the first 100 states; results for the first sixteen states are shown in

Table 5.2 and those for the additional 84 states can be found in the supplementary material.

Through testing, we confirmed that our VHCI+PT2 results are converged with Y1 = 0.75 cm−1

for the quartic case (with full PT2) and Y1 = 0.5 cm−1 for the sixth-order case (with Y2 =

0.01 cm−1), resulting in #V = 153 935 and 161 338 basis states, respectively. In fact, it was not

possible to go to larger variational spaces for the quartic case because of unphysical divergences

in the truncated PES. Similar behavior of truncated PESs studied at high excitation levels has been

observed before [202, 213, 215].

In Table 5.2, we also compare our results to those obtained with the vibrational density-matrix

renormalization group (vDMRG) [30] using the same fourth- and sixth-order truncated PES. As

discussed in the Introduction, DMRG and selected CI are similarly competitive methods in elec-

tronic structure theory. Surprisingly, we find that for both truncations, our energies are noticeably

lower than the vDMRG results. For the quartic potential, our zero-point energy is 0.8 cm−1 lower

than the vDMRG result, while for the sixth-order potential it is 4.5 cm−1 lower. Figure 5.1 shows

the convergence of the ZPE as a function of the size of the variational space, #V . We see that

VHCI (obtained with #s = 1) converges smoothly and quickly; for the fourth-order potential it

exceeds the accuracy of vDMRG with about 5000 basis states. We also show results obtained

with our own VCI code, which includes basis states according to their total number of vibrational
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quanta. For both the fourth- and sixth-order potentials, VCI converges to the same ZPE as VHCI,

although it requires significantly more basis states for comparable accuracy. The discrepancy with

vDMRG may come from the latter using insufficient bond dimension, getting trapped in local min-

ima during sweeps, or simply due to slight differences in the PES. As a check on the latter, we

have also included in Table 5.2 the VCI excitation energies previously reported by the authors of

the PyPES software package [202] from which the PES parameters were obtained. The results

are in excellent agreement with our own VHCI+PT2 results, indicating that we are using the exact

same PES as those authors.

In Fig. 5.1, we also plot the percent sparsity of the Hamiltonian matrix as function of number

of variational basis states. We present the sparsity for VHCI (optimized for the ground state) and

conventional VCI. For both the fourth-order and sixth-order potentials, VHCI produces a much

sparser Hamiltonian matrix than VCI. These results indicate that VHCI is extremely effective at

capturing the connectivity between important basis states (as demonstrated by the accurate ground-

state energy) while also ignoring the connectivity to less important basis states (as demonstrated

by the increased sparsity).

In the final column of Table 5.2, we also show results obtained in Ref. [213] using a pruned

VCI basis with up to 13 vibrational quanta for the untruncated PES. As can be seen, the agree-

ment improves significantly when going from the fourth-order PES to the sixth-order PES. For

low-lying states, the disagreement at fourth order is on the order of 10-20 cm−1 and at sixth order

is on the order of 5 cm−1, indicating that the normal mode expansion is sensible and systemati-

cally improvable. Nonetheless, this error incurred due to the truncated potential is comparable to

the difference in methods presented here, and thus future work will focus on incorporating more

accurate representations of the potential into the VHCI method.

5.3.4 Ethylene oxide: Convergence and extrapolation

Next, we study ethylene oxide, C2H4O, a molecule with 7 atoms and 15 normal mode degrees

of freedom. Compared to the two previous molecules, the three additional degrees of freedom

89



11006

11007

11008

11009

0

25

50

75

100

11012

11013

11014

0 20 40 60
0

25

50

75

100

11010

11015

11020

0 30 60

G
ro

un
d

st
at

e
en

er
gy

[c
m
−1

]

H
am

ilt
on

ia
n

m
at

ri
x

sp
ar

si
ty

[%
]

4th-order potential

VHCI Evar
VCI Evar
VHCI sparsity
VCI sparsity
VHCI Ref. Evar
vDMRG Ref. Evar

Number of variational states NV / 103

6th-order potential

Figure 5.1. The variational ground-state energy of ethylene as a function of number of basis states #V . We
compare the ground state energies of conventional VCI (solid red circles) and VHCI (solid blue squares)
using a fourth-order (top) and sixth-order (bottom) truncation of the potential. VHCI calculations were
performed by optimizing for the ground state (#s = 1) and the VCI space was truncated by limiting the
total number of quanta per product state. The blue dashed lines represent the converged VHCI ground-state
energy, which we consider to be exact. The orange dashed lines are the vDMRG values from Ref. [30]. We
also present the sparsity of the Hamiltonian matrix (right axis) as a function of #V for conventional VCI
(open red circles) and VHCI (open blue squares).
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make numerically exact VCI calculations much more difficult. We use the quartic PES of Bégué

et al.[216], with normal mode frequencies calculated at the CCSD(T)/cc-pVTZ level and anhar-

monic force constants calculated using B3LYP/6-31+G(d,p). We use the same version of the PES

as Refs. [185, 204, 209, 210], which is available along with our source code on our GitHub repos-

itory [206]. Like acetonitrile, ethylene oxide represents a well-studied system that is suitable

for benchmarking new approaches to solving the vibrational structure problem. In Table 5.3, we

present results for the ten lowest and ten highest states from a VHCI calculation targeting #s = 200

states. We performed the calculations with two different variational cutoff values Y1 = 2 cm−1 and

1 cm−1, producing variational spaces with 132 163 and 259 070 basis states, respectively. We

present results with just the variational stage (“Var") and with heat-bath screened PT2 correction

with Y2 = 0.01 cm−1.

On the left-hand side of Fig. 5.2 we plot the energy of the first, 50th, and 200th state with

respect to the variational cutoff Y1, for a variety of values of the perturbative screening parameter

Y2. We see that the curves with Y2 = 1 cm−1, 0.1 cm−1, and 0.01 cm−1 agree very closely for all Y1,

with Y2 = 0.1 cm−1 and 0.01 cm−1 being indistinguishable, confirming convergence with respect

to Y2. In Table 5.3 and Fig. 5.2, we compare our results to A-VCI calculations [185] that were

obtained from an optimized variational space containing over 7 million basis states, which we take

to be numerically exact. In Fig. 5.2, we see that all variational calculations tend monotonically

toward the exact energies as Y1 becomes small. Addition of the PT2 correction leads to more rapid

convergence with respect to Y1. For example, for the ground state we see that results obtained with

Y1 = 20 cm−1 and converged PT2 gives an answer that is closer to exact than that with Y1 = 5 cm−1

and no PT2 correction. The benefits of perturbation theory become less pronounced in high-lying

excited states, due to their large multiconfigurational character. In fact, for the 200th state, our

calculation only produces the correct band assignment for Y1 ≤ 1 cm−1. Table 5.3 shows the band

assignment (obtained from the variational calculation) following the mode labeling convention of

Ref. [185] and we leave the energy blank if we do not have an assignment that corresponds to the

exact result. The 200th state is omitted for all methods except VHCI at Y1 = 1 cm−1 and the A-VCI
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Table 5.3. Ten lowest- and ten highest-energy states from the first 200 eigenstates of ethylene oxide, with
excitation energies given relative to the ZPE. VHCI results are shown for two different values of Y1 with
no PT2 correction (Var) and with PT2 at Y2 = 0.01 cm−1. We also show the first 10 extrapolated energies
obtained by a linear fit of �tot vs. Δ�2, as shown in Fig. 5.2. We compare all results to numerically exact
reference values from A-VCI [185] and to VASCI with full PT2 correction and #V roughly comparable
to our Y1 = 2 cm−1 case [204]. We report the maximum absolute error (Max. AE) and root mean squared
error (RMSE) of the first 50 states for all methods. We show the same error metrics for all 200 states for
VHCI with Y1 = 1 cm−1 which is the only case for which all mode assignments match the exact result.
Assignments use the mode-numbering convention of Ref. [185]. All energies are in cm−1.

Method: Y1 = 2.0 Y1 = 1.0 Linear Δ�2 VASCI A-VCI
#V : 132 163 259 070 Extrap. 150 000 7 118 214

Assign. Var Y2 = 0.01 Var Y2 = 0.01 Y2 = 0.01 Full PT2 Var
ZPE 12461.63 12461.50 12461.55 12461.48 12461.47 12461.6 12461.47
l1 793.11 792.73 792.88 792.69 792.65 792.8 792.63
l2 822.30 821.98 822.07 821.94 821.91 822.2 821.91
l3 878.62 878.33 878.41 878.30 878.28 878.4 878.27
l4 1017.70 1017.24 1017.42 1017.20 1017.15 1017.4 1017.14
l6 1121.87 1121.30 1121.53 1121.24 1121.19 1120.8 1121.17
l5 1124.37 1123.75 1124.00 1123.70 1123.65 1123.8 1123.62
l7 1146.42 1145.84 1146.08 1145.78 1145.73 1146.0 1145.72
l8 1148.68 1148.07 1148.31 1148.02 1147.97 1148.3 1147.96
l9 1271.43 1270.89 1271.06 1270.83 1270.78 1271.3 1270.78
l1 + l5 + l9 3175.50 3170.13 3172.33 3169.19 – 3170.9 3167.97
l1 + l6 + l9 3178.91 3173.60 3175.76 3172.68 – 3173.9 3171.53
2l4 + l8 3181.83 3177.51 3179.28 3176.82 – 3178.0 3175.93
l2 + l3 + l11 3187.19 3182.12 3183.76 3181.06 – 3182.1 3180.16
3l1 + l2 3197.27 3191.75 3192.18 3187.44 – 3190.7 3184.85
l1 + l8 + l9 3198.00 3189.61 3193.89 3190.78 – 3192.7 3189.65
l2 + l5 + l9 3205.08 3200.30 3202.16 3199.48 – – 3198.56
l2 + l6 + l9 3206.11 3201.03 3202.96 3200.15 – 3200.9 3199.21
l1 + l7 + l9 3210.44 3205.96 3207.74 3205.19 – 3206.7 3204.35
2l1 + 2l2 – – 3218.48 3214.59 – – 3212.77
Max AE(50): 4.00 0.98 2.09 0.50 0.06 2.2 –
RMSE(50): 2.40 0.51 1.22 0.26 0.03 0.8 –
Max. AE(200): – – 7.33 3.23 – – –
RMSE(200): – – 2.96 0.84 – – –
Core hours: 5.9 18.9 23.3 54.4 – 67.1 1756.4
Cores: 8 8 8 8 – 2 24

reference; several of the other ten highest excitations are also omitted from the VASCI results [204].

Because the incorrect band assignments of high-lying states prevents us from comparing level-by-

level with exact results, we include statistics on just the first 50 states. Variational VHCI produces

good agreement for the first 50 states, with a RMSE on the order of 1-2 cm−1 and maximum AE

below 5 cm−1; the addition of PT2 yields accuracy better than 1 cm−1 for both Y1 = 1 cm−1 and

2 cm−1. In comparison, VASCI+Full PT2 produces a maximum AE of 2.2 cm−1 and RMSE of
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Figure 5.2. VHCI energy of the ground state (top row), the 50th state (middle row) and 200th state (bottom
row) of ethylene oxide. The left-hand column shows the energy as a function of the variational heat-bath
cutoff parameter Y1 and includes the variational energy �var (blue squares) and the total energy �tot =

�var + Δ�2 for various values of the perturbative heat-bath screening parameter Y2. The black dashed lines
are the converged A-VCI values for each state, which can be considered to be exact. In the right-hand
column, we present the total energy �tot (red circles) with converged PT2 (Y2 = 0.01 cm−1) as a function
of the perturbative correction Δ�2. Note that we use a smaller y-range because the energy varies less with
respect to Y1 when the PT2 stage is converged. We also show the linear fits (blue lines) of the most accurate
two points (Y1 = 1 and 2 cm−1) for the ground state and state 50, which were used to find the extrapolated
energies presented in Table 5.3.

0.8 cm−1 for the first 50 levels compared to the exact results. All of the correct band assignments

are present in the first 50 states of both VHCI and VASCI at #V = 150 000, but the closely-spaced

states 47 and 48 have the wrong energetic ordering for VASCI and for VHCI with Y1 = 2 cm−1.

For Y1 = 1 cm−1, we obtain all 200 states with the correct assignments, enabling direct comparison

to A-VCI. We see very good agreement over all states and VHCI+PT2 has a maximum AE around

3 cm−1 and RMSE below 1 cm−1. Remarkably, this entire calculation took less than 7 hours on an

8-core desktop CPU. As a rough comparison to other methods, we also present the timings for all

calculations in Table 5.3.
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Finally, following standard HCI practice in electronic structure, we attempt to approximate the

exact energies via extrapolation. On the right-hand side of Fig. 5.2, we plot the VHCI+PT2 energy

of each state as a function of the PT2 correction Δ�2 seeking to extrapolate to Δ�2 = 0, following

Ref. [193]. We see that extrapolation is reasonable and successful for low-lying states, but not for

high-lying states. In general, extrapolation of high-lying states is difficult because the level spacing

becomes very small and the states are highly multiconfigurational, such that tracking a single level

as Y1 changes is challenging. We performed extrapolation for the first 50 states using a linear fit

to results obtained with Y1 = 1 cm−1 and 2 cm−1, as shown graphically in the right-hand sides of

Fig. 5.2 for the first and 50th states; we tested other polynomial fits and found linear extrapolation

to be the simplest and best perfoming, although other schemes could be considered in the future.

In Table 5.2, we present the extrapolated energies of the first ten states as well as the statistics of

the first 50 states; all energies can be found in the supplementary material. The results are nearly

exact, with a maximum AE below 0.1 cm−1 for all 50 states, and obviously require no additional

computing effort. We conclude that linear extrapolation of high-quality VHCI+PT2 energies is a

powerful way to achieve nearly exact energies for the ground state and many low-lying excited

states.

5.3.5 Naphthalene: A 48-dimensional system

As a final test of VHCI, we consider naphthalene, C10H8, with 18 atoms and 48 normal modes,

making it more than three times larger than any of the previous test systems. We use the quar-

tic PES of Cané et al. [217], which was calculated at the B97-1/TZ2P level of theory, and in-

cludes 4125 nonzero anharmonic force constants. Large variational calculations were previously

performed with this PES using the Hierarchical Intertwined Reduced-Rank Block Power Method

(HI-RRBPM) [210]. We compare to the affordable HI-RRBPM (A) results and the most expen-

sive HI-RRBPM (G) results, which we consider to be the most accurate. Finally, we compare to

variational VASCI calculations from Ref. [204] with 1 million and 1.5 million basis states, ob-

tained using 25 000 and 15 000 core states, respectively. Following Refs. [204, 210], we calculate
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Table 5.4. Ten lowest- and ten highest-energy states from a calculation of the first 128 eigenstates of naph-
thalene, with excitation energies given relative to the ZPE. VHCI results are shown for two different values
of Y1 with no PT2 correction (Var) and with PT2 at Y2 = 0.2 cm−1. We compare to reference values from
the smallest and largest HI-RRBPM calculations in Ref. [210] (“A" and “G" respectively) as well as to
VASCI [204] with no PT2 correction and #V similar to our Y1 = 1.5 cm−1 case. Assignments are given
using the mode-numbering convention of Ref. [217]. All energies are in cm−1

Method: Y1 = 1.5 Y1 = 1.0 VASCI HI-RRBPM

#V : 1 322 334 2 270 672 1 000 000 1 500 000 A G

Assign. Var Y2 = 0.2 Var Y2 = 0.2 Var Var Var Var
ZPE 31772.71 31764.77 31769.90 31764.34 31774.4 31773.6 31782.20 31766.03
l48 168.17 165.20 166.89 164.63 166.4 166.3 165.84 164.60
l13 182.57 179.28 181.28 178.79 179.9 179.9 184.90 178.18
2l48 335.22 329.48 333.17 328.69 336.4 336.1 338.21 329.41
l13 + l48 349.25 342.84 346.48 341.76 349.5 349.4 365.68 342.02
l24 358.59 356.26 357.83 355.97 361.4 363.8 372.86 354.44
2l13 362.91 357.23 360.75 356.49 363.4 366.6 397.32 357.66
l16 392.38 389.05 391.19 388.64 394.1 396.3 405.35 387.71
l28 468.62 464.50 467.08 463.93 470.9 475.3 468.20 463.47
l47 477.41 472.97 475.83 472.45 479.7 483.1 477.10 472.41
3l48 503.57 493.98 499.45 492.38 502.5 501.8 506.60 495.50
l13 + l23 978.99 972.19 976.88 971.60 991.6 1007.1 1091.20 974.99
l24 + l36 982.41 977.49 981.37 977.64 1006.6 1015.4 1099.87 982.87
l12 + l24 984.01 978.50 982.39 977.99 1002.2 1015.7 1100.56 985.06
l9 + l28 984.89 978.67 982.83 978.03 997.7 1010.7 1098.74 981.31
l44 + l47 986.66 979.81 984.23 979.12 1001.8 1013.3 1106.07 987.92
l9 + l47 993.93 987.08 991.49 986.44 – – 1121.57 994.66
l35 1013.18 1008.63 1011.79 1008.21 – – 1134.08 1011.99
l16 + l36 1017.62 1011.96 1015.91 1011.51 – – 1138.09 1013.55
2l44 1017.51 1012.86 1016.19 1012.70 – – 1138.46 1015.09
l9 + l44 1024.79 1020.17 1023.43 1019.82 – – 1148.79 1018.96
Max AE(25): 11.78 2.85 6.32 3.69 16.1 – 54.64 –
RMSE(25): 6.62 1.35 4.18 1.68 9.0 – 30.44 –
Core hours: 1234.4 2088.0 2620.8 3874.8 1584.7 1834.9 1167.4 63590.4
Cores: 20 20 20 20 40 40 128 64

the 128 lowest states of naphthalene, of which the ten lowest and ten highest are presented in Ta-

ble 5.4; results for all states can be found in the supplementary material. We show results with

VHCI variational cutoff values Y1 = 1.5 cm−1 and 1 cm−1, producing approximately 1.3 million

and 2.3 million basis states, respectively. Although a fully converged PT2 correction is intractable,

we calculate an approximate PT2 correction with heat-bath screening; we used Y2 = 0.2 cm−1,

producing a perturbative space containing approximately 15 million states.

For low-lying states, the agreement between variational VHCI and HI-RRBPM (G) is very

good. At comparable computational cost, the accuracy of variational VASCI and VHCI is similar.
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The PT2 correction to VHCI produces a significant improvement of low-lying energies, which now

match HI-RRBPM (G) to an accuracy of about 1 cm−1.

We calculated the maximum absolute error and RMSE with respect to HI-RRBPM for the first

25 eigenstates. We matched the states to Ref. [210] and Ref. [204] according to their mode as-

signments. Variational VHCI achieves marginally closer agreement to the large HI-RRBPM(G)

calculation than VASCI. Perturbation theory provides a noticeable improvement over the varia-

tional result. Curiously, VHCI+PT2 produces a more accurate result for the smaller variational

space, indicating that the calculation is probably not converged with respect to Y2. Indeed, ide-

ally the PT2 correction should be calculated with Y2 � Y1, but even Y2 = 0.2 cm−1 produces

an accurate result for low-lying states. As a convergence test, we also performed a large VHCI

calculation that optimizes only the ground state (not shown), and obtained a variational ZPE that

is at least 4 cm−1 lower than the HI-RRBPM (G) answer; therefore, some of our VHCI results that

are lower than HI-RRBPM (G) may actually be more accurate, which would explain some of the

discrepancies seen in the comparison.

For the high-lying states, which are much harder to converge as we discussed above, we only

present results for those states that match the mode assignment from HI-RRBPM (G) and we do not

attempt to calculate error statistics. For states with matching assignments, we see good agreement

between variational VHCI and HI-RRBPM (G), especially at Y1 = 1 cm−1. The PT2 correction is

not as helpful for high-lying states as it is for low-lying ones, because the variational space of the

low-lying states is tightly converged and additional corrections are well-captured by perturbation

theory. In some cases, the PT2 correction worsens the agreement with HI-RRBPM (G), although

this may be a result of an incorrect mode assignment inside a dense spectrum of excited states. We

do not attempt any extrapolation because Y2 = 0.2 cm−1 is not small enough to converge the PT2

correction; a stochastic PT2 implementation [194] would be clearly beneficial. Overall, we are

confident that the eigenvalue spectrum obtained from our VHCI calculations is accurate enough

to be useful in real-world applications. Comparison of the overall CPU times, presented at the

bottom of Table 5.4, underscores the competitiveness of VHCI as a means of accurately solving
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the vibrational Schrödinger equation on high-dimensional anharmonic potentials.

5.4 Conclusions

We have introduced vibrational heat-bath configuration interaction based on the original prin-

ciples of HCI [192], but with adaptations for vibrational Hamiltonians. VHCI+PT2 performed

well on our four test molecules, achieving quantitative accuracy for the 12-dimensional systems

acetonitrile and ethylene, while outperforming VASCI and vDMRG. VHCI also performed well

on larger systems, especially for low-lying states. High-lying states are a challenge due to their

highly multi-configurational character and dense energetic spacing. Convergence of high-lying

states could be improved by implementing a state-specific algorithm [199–201].

In future work, the implementation of semistochastic PT2 [193–195] will be critical for study-

ing even larger systems. Extension of VHCI to alternative representations of the PES will be

needed in order to eliminate error due to truncation and allow direct comparison to experiment; the

efficiency of the algorithm in this context remains to be seen. Additionally, work is in progress to

use VSCF single-mode basis functions within VHCI, which should greatly reduce the size of the

configuration space needed to converge the variational stage. Furthermore, VHCI can be straight-

forwardly extended to efficiently calculate spectroscopic intensities based on the dipole moment

surface [201, 218, 219]. Consideration of spectroscopic activity can also be used to target eigen-

states more efficiently, as recently implemented in A-VCI [220]. Finally, it will be interesting to

apply VHCI to more strongly anharmonic systems, such as molecular clusters [27, 221] or floppy

molecules [177, 222, 223], where truncated expansions of the PES will not be sufficient.
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[149] L. Vidmar, J. Bonča, M. Mierzejewski, P. Prelovek, and S. A. Trugman, “Nonequilibrium
dynamics of the Holstein polaron driven by an external electric field,” Phys. Rev. B, vol. 83,
no. 13, p. 134 301, 2011.
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