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Preface to ”Fractional Differential Equations,

Inclusions and Inequalities with Applications ”

In the past forty years, fractional calculus and its applications have gained significant 
importance, mainly because it has become a powerful tool with more accurate and successful results 
in modeling several complex phenomena in various fields of science and engineering. Fractional 
derivatives and integrals provide a much better tool for the description of memory and hereditary 
properties of various materials and processes than integer derivatives.

It is our great pleasure to publish this book. This selection of 33 papers focuses on recent 
developments in the area of fractional differential equations, inclusions, and inequalities. All contents 
were peer-reviewed by multiple referees and published as papers in the Special Issue “Fractional 
Differential Equations, Inclusions and Inequalities with Applications” in the journal Mathematics. 
They provide new and interesting results in different branches of fractional differential equations so 
that the readers will be able to obtain the latest developments in the fields of fractional differential 
equations and inequalities. We would like to thank the editors for their kind support on the 
publication of this Special Issue. We also wish to express our appreciation to the authors of all articles 
in this Special Issue for their excellent contributions as well as the reviewers for their work on 
analyzing the manuscripts.

Sotiris K. Ntouyas

Editor
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Abstract: This paper studies the existence of mild solutions and the compactness of a set of mild
solutions to a nonlocal problem of fractional evolution inclusions of order α ∈ (1, 2). The main
tools of our study include the concepts of fractional calculus, multivalued analysis, the cosine family,
method of measure of noncompactness, and fixed-point theorem. As an application, we apply the
obtained results to a control problem.

Keywords: fractional evolution inclusions; mild solutions; condensing multivalued map

MSC: 26A33; 34G25; 47D09

1. Introduction

In the past several decades, there has been a significant development in the theory and applications
for fractional evolution equations and inclusions; for example, see the monographs by Miller and
Ross [1], Podlubny [2], Kilbas et al. [3], Zhou [4], and the recent papers [5,6]. More recently,
time-fractional diffusion and wave equations have been attracting the widespread attention of many
fields of science and engineering [7,8]. The interest in the study of these topics arises from the fact
that fractional diffusion equations α ∈ (0, 1) or fractional wave equations α ∈ (1, 2) can capture some
nonlocal aspects of phenomena or systems. Examples of these phenomena include porous media,
memory effects, anomalous diffusion, viscoelastic media, and so on. The papers [9–11] cover many of
these applications.

By virtue of semigroup theory and the operator theoretical method, some fractional diffusion
and wave equations can be abstracted as fractional evolution equations. Bajlekova [12] exploited the
concept of the fractional resolvent solution operator to investigate the associated fractional abstract
Cauchy problem. A number of papers [13–17] and the references therein were inspired by this concept,
and the topic of the existence of mild solutions to fractional abstract equations of order α ∈ (1, 2)
was also studied. For further discussion in [18], the authors considered the controllability results
for fractional evolution equations of order α ∈ (1, 2) by applying the concepts of Mainardi’s Wright
function (a probability density function) and strongly continuous cosine families.

The study of fractional evolution inclusions of order α ∈ (0, 1) also gained significant importance
(see, e.g., [19,20]). However, the study of fractional evolution inclusions of order α ∈ (1, 2)
supplemented with nonlocal conditions is yet to be initiated. We need to point out that the work
spaces are of finite dimension if the strongly continuous cosine families are compact (see, e.g., [21,22]).
Motivated by this fact and the above-mentioned works and relying on the known material, we

Mathematics 2019, 7, 209; doi:10.3390/math7020209 www.mdpi.com/journal/mathematics1
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aim to develop a suitable definition for mild solutions of fractional evolution equations in terms of
Mainardi’s Wright function. For this purpose, we consider the following nonlocal problem of fractional
evolution inclusions without further assumptions regarding the compactness of the cosine families or
the associated sine families.{

CDα
t x(t) ∈ Ax(t) + F(t, x(t)), t ∈ J = [0, a], a > 0,

x(0) + g(x) = x0, x′(0) = x1,
(1)

where CDα
t is a Caputo fractional derivative of order 1 < α < 2; A is the infinitesimal generator of

a strongly continuous cosine family {C(t)}t≥0 of uniformly bounded linear operators in a Banach
space X; F : [0, a]× X → X is a multivalued map; g is a given appropriate function; and x0, x1 are
elements of space X.

Here, we emphasize that the present work is also motivated by an inclusion of the following
partial differential model:⎧⎪⎪⎨⎪⎪⎩

∂α
t u(t, z) ∈ ∂2

zu(t, z) + F(t, z, u(t, z)), z ∈ [0, π], t ∈ [0, a],

u(t, 0) = u(t, π) = 0, t ∈ [0, a],

u(0, z) + g(u) = u0(z), u′(0, z) = u1(z), z ∈ [0, π],

where ∂α
t is a Caputo fractional partial derivative. This model includes a class of fractional wave

equations that have a memory effect and are not observed in integer-order differential equations;
further, this class of equations indicates the coexistence of finite wave speed and absence of a wavefront
(see, e.g., [9]). It is interesting that for the case of α = 2, the above fractional partial differential
inclusion reduces to a second-order differential inclusion involving one-dimensional wave equations
with nonlocal initial-boundary conditions. For the case of α = 1 or α ∈ (0, 1) with the initial value
u1(z) vanished, the model contains the classical diffusion equations or fractional diffusion equations.
In addition, these types of equations can be handled by the method of semigroup theory (see, e.g., [20])
but not cosine families.

The rest of this paper is organized as follows. In Section 2, we recall some preliminary concepts
related to our study. In Section 3, we establish an existence result for mild solutions of Equation (1) and
discuss the compactness of the set of mild solutions. In Section 4, we show the utility of the obtained
work by applying it to a control problem.

2. Preliminaries

Let X be a Banach space with the norm ‖ · ‖. Denote by L(X) the space of all bounded linear
operators from X to X equipped with the norm ‖ · ‖L(X). Let C(J, X) denote the space of all continuous
functions from J into X equipped with the usual sup-norm ‖x‖C = supt∈J ‖x(t)‖, where J = [0, a], a >
0. A measurable function f : J → X is Bochner integrable if ‖ f ‖ is Lebesgue integrable. Let Lp(J, X)

(p ≥ 1) be the Banach space of measurable functions (defined in the sense of Bochner integral)
endowed with the norm

‖ f ‖p =

(∫
J
‖ f (t)‖pdt

) 1
p

.

Definition 1. The fractional integral with the lower limit zero for a function u : [0, ∞)→ X is given by

Iα
0+u(t) =

1
Γ(α)

∫ t

0
(t− s)α−1u(s)ds, t > 0, α ∈ R+,

provided the right side is point-wise defined on [0, ∞), where Γ(·) is the gamma function.

2
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Definition 2. The Riemann–Liouville derivative with the lower limit zero for a function u : [0, ∞) → X is
defined by

LDα
0+u(t) =

1
Γ(n− α)

dn

dtn

∫ t

0
(t− s)n−α−1u(s)ds, t > 0, n− 1 < α < n, α ∈ R+.

Definition 3. The Caputo derivative with the lower limit zero for a function u is defined by

CDα
0+u(t) = LDα

0+

(
u(t)−

n−1

∑
k=0

u(k)(0)
k!

tk
)

, t > 0, n− 1 < α < n, α ∈ R+.

Definition 4. [23] A family of bounded linear operators {C(t)}t∈R mapping the Banach space X into itself is
called a strongly continuous cosine family if and only if C(0) = I, C(s + t) + C(s− t) = 2C(s)C(t) for all
s, t ∈ R, and the map t �→ C(t)x is strongly continuous for each x ∈ X.

Let {S(t)}t∈R denote the strongly continuous sine families associated with the strongly continuous
cosine families {C(t)}t∈R, where

S(t)x =
∫ t

0
C(s)xds, x ∈ X, t ∈ R. (2)

In addition, an operator A is said to be an infinitesimal generator of cosine families {C(t)}t∈R if

Ax =
d2

dt2 C(t)x
∣∣∣
t=0

, for all x ∈ D(A),

where the domain of A is given by D(A) = {x ∈ X : C(t)x ∈ C2(R, X)}.
A multivalued map G is called upper semicontinuous (u.s.c.) on X if, for each x∗ ∈ X, the set

G(x∗) is a nonempty subset of X, and for every open set B ⊆ X such that G(x∗) ⊂ B, there exists
a neighborhood V of x∗ with the property that G(V(x∗)) ⊂ B. G is convex-valued if G(x) is convex
for all x ∈ X. G is closed if its graph ΓG = {(x, y) ∈ X× X : y ∈ G(x)} is a closed subset of the space
X× X. The map G is bounded if G(B) is bounded in X for every bounded set B ⊆ X. We say that G is
completely continuous if G(B) is relatively compact for every bounded subset B of X. Furthermore,
if G is completely continuous with nonempty values, then G is u.s.c. if and only if G has a closed
graph. If there exists an element x ∈ X such that x ∈ G(x), then G has a fixed point.

Let B be a subset of X. Then, we define

P(X) = {B ⊆ X : B is nonempty}, Pcv(X) = {B ∈ P(X) : B is convex},

Pcl(X) = {B ∈ P(X) : B is closed}, Pbd(X) = {B ∈ P(X) : B is bounded},

Pcp(X) = {B ∈ P(X) : B is compact}, Pcl,cv(X) = Pcl(X) ∩ Pcv(X).

In addition, let co(B) be the convex hull of a subset B, and let co(B) be the closed convex hull in X.
A multivalued map G : J → Pcl(X) is said to be measurable if, for each x ∈ X, the function Z : J → X
defined by Z(t) = d(x, G(t)) = inf{‖x− z‖ : z ∈ G(t)} is Lebesgue measurable. Let G : J → P(X).
A single-valued map f : J → X is called a selection of G if f (t) ∈ G(t) for every t ∈ J.

Definition 5. A multivalued map F : J × X → P(X) is called L1-Carathéodory if

(i) the map t �→ F(t, x) is measurable for each x ∈ X;
(ii) the map u �→ F(t, x) is upper semicontinuous on X for almost all t ∈ J;
(iii) for each positive real number r, there exists hr ∈ L1(J,R+) such that

‖F(t, x)‖P(X) = sup{‖v‖ : v(t) ∈ F(t, x)} ≤ hr(t), f or ‖x‖ ≤ r, f or a.e. t ∈ J.

3
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For every Ω ∈ P(X), the Hausdorff measure of noncompactness (MNC) is defined by

χ(Ω) = inf{ε > 0 : Ω has a finite ε-net},

and the Kuratowski MNC is defined by

τ(Ω) = inf{d > 0 : Ω ⊂
n⋃

j=1

Mj and diam(Mj) ≤ d},

where the diameter of Mj is given by diam(Mj) = sup{‖x − y‖ : x, y ∈ Mj}, j = 1, . . . , n.
The Hausdorff and Kuratowski MNCs are connected by the relations:

χ(Ω) ≤ τ(Ω) ≤ 2χ(Ω).

A measure of noncompactness χ (or τ) is called: monotone if Ω1, Ω2 ∈ P(X) with Ω1 ⊆ Ω2

implies χ(Ω1) ≤ χ(Ω2); nonsingular if χ({c} ∪Ω) = χ(Ω) for every c ∈ X, Ω ∈ P(X); regular if
χ(Ω) = 0 is equivalent to the relative compactness of Ω.

We now introduce the MNC ν as follows: for a bounded set D ⊂ C(J, X), we define

ν(D) = max
D∈Θ(D)

(
sup
t∈J

χ(D(t)), modC(D)

)
,

where Θ(D) is the collection of all denumerable subsets of D and modC(D) is the modulus of
equicontinuity of the set of functions D that have the following form

modC(D) = lim
δ→0

sup
x∈D

max
|t2−t1|<δ

‖x(t2)− x(t1)‖.

It is known that the MNC ν is monotone, nonsingular, and regular. For more details on the MNC,
we refer to [24,25].

Lemma 1. ([24]). Let W ⊂ X be bounded. Then, for each ε > 0, there exists a sequence {xn}∞
n=1 ⊂ W such

that
χ(W) ≤ 2χ ({xn}∞

n=1) + ε.

Lemma 2. ([26]). Let χC be the Hausdorff MNC on C(J, X), and let W(t) = {x(t) : x ∈ W}. If W ⊂ C(J, X)

is bounded, then for every t ∈ J,
χ(W(t)) ≤ χC(W).

Furthermore, if W is equicontinuous, then the map t �→ χ(W(t)) is continuous on J and

χC(W) = sup
t∈J

χ(W(t)).

Lemma 3. ([26]). Let {xn}∞
n=1 be a sequence of Bochner integrable functions from J into X. If there exists

a function ρ(·) ∈ L1(J,R+) satisfying ‖xn(t)‖ ≤ ρ(t) for almost all t ∈ J and for every n ≥ 1, then the
function ψ(t) = χ({xn(t)}∞

n=1) ∈ L1(J,R+) satisfies

χ

({∫ t

0
xn(s)ds : n ≥ 1

})
≤ 2

∫ t

0
ψ(s)ds.

Lemma 4. ([27, Lemma 4]). Let { fn}∞
n=1 ⊂ Lp(J, X) (p ≥ 1) be an integrable bounded sequence satisfying

χ({ fn}∞
n=1) ≤ γ(t), a.e., t ∈ J,
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where γ(·) ∈ L1(J,R+). Then, for each ε > 0, there exists a compact Kε ⊆ X, a measurable set Jε ⊂ J
with measure less than ε, and a sequence of functions {gε

n}∞
n=1 ⊂ Lp(J, X) such that {gε

n(t)}∞
n=1 ⊆ Kε,

for t ∈ J, and

‖ fn(t)− gε
n(t)‖ < 2γ(t) + ε, f or each n ≥ 1 and f or every t ∈ J − Jε.

Lemma 5. ([28]) Let χ be the Hausdorff MNC on X. If {Wn}∞
n=1 ⊂ X is a nonempty decreasing closed

sequence and limn→∞ χ(Wn) = 0, then
⋂∞

n=1 Wn is nonempty and compact.

Definition 6. Let D be a subset of a Banach space X. A multivalued function F : D → P(X) is said to be
ν-condensing if ν(F(Ω)) � ν(Ω) for every bounded and not relatively compact set Ω ⊆ D.

Lemma 6. ([25, Corollary 3.3.1]). Let Ω be a convex closed subset of a Banach space X and ν be a nonsingular
MNC defined on subsets of Ω. If F : Ω → Pcv,cp(Ω) is a closed ν-condensing multivalued map, then F has
a fixed point.

Lemma 7. ([25, Proposition 3.5.1]). Let Ω be a closed subset of a Banach space X and F : Ω → Pcp(X) be
a closed multivalued function that is ν-condensing on every bounded subset of Ω, where ν is a monotone MNC
in X. If the set of fixed points of F is bounded, then it is compact.

Throughout this paper, we suppose that A is the infinitesimal generator of a strongly continuous
cosine family of uniformly bounded linear operators {C(t)}t≥0 in a Banach space X: that is, there
exists M ≥ 1 such that ‖C(t)‖L(X) ≤ M for t ≥ 0. In the sequel, we always set q = α

2 for α ∈ (1, 2).
As argued in [18], we define a mild solution of Equation (1) as follows.

Definition 7. A function x ∈ C(J, X) is said to be a mild solution of Equation (1) if x(0) + g(x) = x0,
x′(0) = x1 and there exists f ∈ L1(J, X) such that f (t) ∈ F(t, x(t)) on a.e. t ∈ J and

x(t) = Cq(t)(x0 − g(x)) + Kq(t)x1 +
∫ t

0
(t− s)q−1Pq(t− s) f (s)ds,

where

Cq(t) =
∫ ∞

0
Mq(θ)C(tqθ)dθ, Kq(t) =

∫ t

0
Cq(s)ds, Pq(t) =

∫ ∞

0
qθMq(θ)S(tqθ)dθ,

Mq(θ) =
1
q

θ
−1− 1

q ξq(θ
− 1

q ), ξq(θ) =
1
π

∞

∑
n=1

(−1)n−1θ−nq−1 Γ(nq + 1)
n!

sin(nπq), θ ∈ (0, ∞),

and Mq(·) is the Mainardi’s Wright-type function defined on (0, ∞) such that

Mq(θ) ≥ 0 f or θ ∈ (0, ∞) and
∫ ∞

0
Mq(θ)dθ = 1.

Remark 1. In considering the case of α ∈ (0, 1), we know from the references that there is a similar
representation of mild solutions if the initial value x1 = 0 for the case of α ∈ (1, 2). However, the biggest
difference is that the operator A (typically the Laplacian operator) generates a C0-semigroup, and one can use the
method of semigroup theory to obtain some well-known results for the case of α ∈ (0, 1) instead of cosine families.
Further, if α tends to 1, the method of semigroup theory can be also used to deal with first-order evolution
problems; if α tends to 2, we can directly solve an evolution problem by using the concept of cosine families. Thus,
the studied evolution problem in Equation (1) is more different from the case of α ∈ (0, 1], and it is valuable to
consider the existence of Equation (1).
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Remark 2. The setting q = α/2 for α ∈ (1, 2) is derived from the constraint of the Laplace transform of
Mainardi’s Wright-type function and the resolvent of cosine families (see [18]). This reflects the fact that the
probability density function is closely related to the mild solutions of the corresponding evolution problems.

Lemma 8. ([18]) The operators Cq(t), Kq(t), and Pq(t) (appearing in Definition 7) have the following
properties:

(i) For any t ≥ 0, the operators Cq(t), Kq(t), and Pq(t) are linear operators;
(ii) For any fixed t ≥ 0 and for any x ∈ X, the following estimates hold:

‖Cq(t)x‖ ≤ M‖x‖, ‖Kq(t)x‖ ≤ M‖x‖t, ‖Pq(t)x‖ ≤ M
Γ(2q)

‖x‖tq;

(iii) {Cq(t), t ≥ 0}, {Kq(t), t ≥ 0}, and {tq−1Pq(t), t ≥ 0} are strongly continuous.

Lemma 9. ([29]) Let X be a separable metric space and let G : Ω → Pcl(X) be a multivalued map with
nonempty closed images. Then, G is measurable if and only if there exist measurable single-valued maps
gn : Ω → X such that

G(ω) =
⋃
{gn(ω), n ≥ 1}, f or every ω ∈ Ω.

Lemma 10. ([30, Theorem 8.2.10]) Let (Ω,A, μ) be a complete σ-finite measurable space, and let X, Y be
two complete separable metric spaces. If F : Ω → P(X) is a measurable multivalued map with nonempty
closed images and G : Ω× X �→ Y is a Carathéodory map (that is, for every x ∈ X, the multivalued map
ω �→ G(ω, x) is measurable, and for every ω ∈ Ω, the multivalued map x �→ G(ω, x) is continuous), then
for every measurable map h : Ω �→ Y satisfying h(ω) ∈ G(ω, F(ω)) f or almost all ω ∈ Ω, there exists
a measurable selection f (ω) ∈ F(ω) such that h(ω) = G(ω, f (ω)) for almost all ω ∈ Ω.

3. Main Results

We need to state the following hypotheses for the forthcoming analysis.

Hypothesis 1. The operator A is the infinitesimal generator of a uniformly bounded cosine family
{C(t)}t≥0 in X.

Hypothesis 2. The multivalued map F : J×X → Pcl,cv(X) is an L1-Carathéodory multivalued map satisfying
the following conditions:

(i) For every t ∈ J, the map F(t, ·) : X → Pcl,cv(X) is u.s.c.;
(ii) For each x ∈ X, the map F(·, x) : J → Pcl,cv(X) is measurable and the set

SF,x = { f ∈ L1(J, X) : f (t) ∈ F(t, x(t)) for a.e. t ∈ J}

is nonempty.

Hypothesis 3. There exists a function k f (·) ∈ L1(J,R+) such that

‖F(t, x)‖ = sup{‖ f ‖ : f ∈ F(t, x)} ≤ k f (t)(1 + ‖x‖), for a.a. t ∈ J and all x ∈ X.

Hypothesis 4. There exists a function β(·) ∈ L1(J,R+) such that χ(F(t, D)) ≤ β(t)χ(D) for every bounded
subset D ⊂ C(J, X).

Hypothesis 5. g : C(J, X) → X is a continuous and compact function, and there exist constants Ng1, Ng2

such that ‖g(x)‖ ≤ Ng1‖x‖C + Ng2 for x ∈ C(J, X).
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Remark 3. If X is a finite dimension Banach space, then for each x ∈ C(J, X), SF,x �= ∅ (see, e.g., Lasota
and Opial [31]). If X is an infinite dimension Banach space and x ∈ C(J, X), it follows from Hu and
Papageorgiou [32] that SF,x �= ∅ if and only if the function ς : J → R+ given by ς(t) := inf{‖ν‖ : ν ∈
F(t, x)} belongs to L1(J,R+).

Lemma 11. ([31]). Let X be a Banach space, let F : J × X → Pcp,cv(X) be a L1-Carathéodory multivalued
map with SF,x �= ∅ (see (H2)), and let Ψ be a linear continuous operator from L1(J, X) to C(J, X). Then,

Ψ ◦ SF : C(J, X)→ Pcp,cv(C(J, X)), x �→ (Ψ ◦ SF)(x) := Ψ(SF,x),

is a closed graph operator in C(J, X)× C(J, X).

Theorem 1. Assume that (H1)–(H5) are satisfied. Then, Equation (1) has at least one mild solution provided
that ‖k f ‖1 < (1−MNg1)M−1a1−2qΓ(2q) and ‖β‖1 < (8M)−1a1−2qΓ(2q).

Proof. By (H2), we can define a multivalued map P : C(J, X) → P(C(J, X)) as follows: for x ∈
C(J, X), P(x) is the set of all functions y ∈P(x) satisfying

y(t) = Cq(t)(x0 − g(x)) + Kq(t)x1 +
∫ t

0
(t− s)q−1Pq(t− s) f (s)ds, t ∈ J,

where f ∈ SF,x. It will be verified in several steps, claims and parts that the operator P has fixed
points that correspond to mild solutions of Equation (1).

Step 1. P maps a bounded closed convex set into a bounded closed convex set.
By the hypothesis of function k f (·) in (H3), there exists r > 0 such that

M‖x0‖+ MNg1r + MNg2 + Ma‖x1‖+
Ma2q−1

Γ(2q)
‖k f ‖1 +

Ma2q−1

Γ(2q)
‖k f ‖1r ≤ r. (3)

Furthermore, we introduce W0 = {x ∈ C(J, X) : ‖x‖C ≤ r} and observe that W0 is a nonempty
bounded closed and convex subset of C(J, X). Let x ∈ W0 and y ∈ P(x), then, there exists f ∈ SF,x
such that for each t ∈ J and for any x ∈ W0, we have

y(t) = Cq(t)(x0 − g(x)) + Kq(t)x1 +
∫ t

0
(t− s)q−1Pq(t− s) f (s)ds.

By (H3) and (H4), we have

‖y(t)‖ ≤‖Cq(t)‖L(X)‖x0 − g(x)‖+ ‖Kq(t)‖L(X)‖x1‖+
∫ t

0
(t− s)q−1‖Pq(t− s) f (s)‖ds

≤M‖x0‖+ M‖g(x)‖+ Mt‖x1‖+
M

Γ(2q)

∫ t

0
(t− s)2q−1k f (s)(1 + |x(s)|)ds

≤M‖x0‖+ MNg1‖x‖C + MNg2 + Mt‖x1‖+
Mt2q−1

Γ(2q)
‖k f ‖1 +

Mt2q−1

Γ(2q)
‖k f ‖1‖x‖C

≤M‖x0‖+ MNg1r + MNg2 + Ma‖x1‖+
Ma2q−1

Γ(2q)
‖k f ‖1 +

Ma2q−1

Γ(2q)
‖k f ‖1r

≤r.

Therefore, ‖y‖C ≤ r, which implies that P(W0) ⊆ W0.
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Define W1 = coP(W0). Clearly, W1 ⊂ C(J, X) is a nonempty bounded closed and convex set.
Repeating the arguments employed in the previous step, for any x ∈ W1, y ∈ P(x), it follows that
there exists f ∈ SF,x such that for each t ∈ J and for any x ∈ W1,

y(t) = Cq(t)(x0 − g(x)) + Kq(t)x1 +
∫ t

0
(t− s)q−1Pq(t− s) f (s)ds.

By (H3) and (H4), together with Lemma 8 (ii), we have

‖y(t)‖ ≤‖Cq(t)(x0 − g(x))‖+ ‖Kq(t)x1‖+
∫ t

0
(t− s)q−1‖Pq(t− s) f (s)‖ds

≤M‖x0‖+ MNg1r + MNg2 + Ma‖x1‖+
Ma2q−1

Γ(2q)
‖k f ‖1 +

Ma2q−1

Γ(2q)
‖k f ‖1r ≤ r,

which implies that P(W1) ⊆ W1 and W1 ⊂ W0.
Next, for every n ≥ 1, we define Wn+1 = coP(Wn). From the above proof, it is easy to see that

Wn is a nonempty bounded closed and convex subset of C(J, X). Furthermore, W2 = coP(W1) ⊂ W1.
By induction, we know that the sequence {Wn}∞

n=1 is a decreasing sequence of nonempty bounded
closed and convex subsets of C(J, X). Furthermore, we set W =

⋂∞
n=1 Wn and note that W is bounded

closed and convex since Wn is bounded closed and convex for every n ≥ 1.
Now, we establish that P(W) ⊆ W. Indeed, P(W) ⊆ P(Wn) ⊆ coP(Wn) = Wn+1 for every

n ≥ 1. Therefore, P(W) ⊆ ⋂∞
n=2 Wn. On the other hand, Wn ⊂ W1 for every n ≥ 1. Hence,

P(W) ⊆
∞⋂

n=2
Wn =

∞⋂
n=1

Wn = W.

Step 2. The multivalued map P is ν-condensing.
Let B ⊆ W be such that

ν(B) ≤ ν(P(B)). (4)

We show below that B is a relatively compact set; that is, ν(B) = 0.
Let σ(B) = supt∈J χ(B(t)), and let ν(P(B)) be achieved on a sequence {yn}∞

n=1 ⊂P(B); that is,

ν({yn}∞
n=1) = max

(
σ({yn}∞

n=1), modC({yn}∞
n=1)

)
.

Then,

yn(t) = Cq(t)(x0 − g(xn)) + Kq(t)x1 +
∫ t

0
(t− s)q−1Pq(t− s) fn(s)ds, t ∈ J,

where {xn}∞
n=1 ⊂ B and fn ∈ SelF,xn for every n ≥ 1.

Since g is compact, the set {g(xn) : n ≥ 1} is relatively compact and Cq(t), Kq(t) are strongly
continuous for t ≥ 0. Hence, for every t ∈ J, we have

ν
(
{Cq(t)(x0 − g(xn)) + Kq(t)x1, n ≥ 1}

)
= 0.

Therefore, it is enough to estimate that

ν

({∫ t

0
(t− s)q−1Pq(t− s) fn(s)ds, n ≥ 1

})
= 0.

Claim I. σ({yn}∞
n=1) = 0.

8



Mathematics 2019, 7, 209

For any t ∈ J, using (H4), Lemma 3, and Lemma 8 (ii), we have

σ({yn}∞
n=1) = sup

t∈J
χ({yn(t)}∞

n=1) ≤ 2 sup
t∈J

∫ t

0
(t− s)q−1χ

({
Pq(t− s) fn(s)

}∞
n=1

)
ds

≤ sup
t∈J

2M
Γ(2q)

∫ t

0
(t− s)2q−1β(s)χ

(
{xn(s)}∞

n=1
)

ds

≤ sup
t∈J

2M
Γ(2q)

∫ t

0
(t− s)2q−1β(s)dsσ({xn}∞

n=1)

≤2Ma2q−1

Γ(2q)

∫ a

0
β(s)dsσ({xn}∞

n=1) <
1
4

σ({xn}∞
n=1).

On the other hand, Equation (4) implies that σ({yn}∞
n=1) ≥ σ({xn}∞

n=1). In consequence, we have
σ({yn}∞

n=1) = 0.
Claim II. modC({yn}∞

n=1) = 0; that is, the set B is equicontinuous.
Let

ỹn(·) =
∫ ·

0
(· − s)q−1Pq(t− s) fn(s)ds.

Therefore, it remains to be verified that modC({ỹn}∞
n=1) = 0. Then, for any t1, t2 ∈ J with t1 < t2, we

have

‖ỹn(t2)− ỹn(t1)‖ ≤
∫ t2

t1

‖(t2 − s)q−1Pq(t2 − s) fn(s)‖ds

+
∫ t1

0
‖((t2 − s)q−1Pq(t2 − s)− (t1 − s)q−1Pq(t2 − s)) fn(s)‖ds

=I1 + I2.

According to Lemma 8 (ii), we get

I1 ≤
M

Γ(2q)

∫ t2

t1

(t2 − s)2q−1k f (s)(1 + ‖xn(s)‖)ds

≤ M
Γ(2q)

(t2 − t1)
2q−1

∫ t2

t1

k f (s)ds(1 + ‖xn‖C)→ 0, as t2 → t1.

Let Tq(t) = tq−1Pq(t) for t ∈ J. Then, we know from Lemma 8 (iii) that Tq(t) is a strongly continuous
operator. For I2, taking ε > 0 to be small enough, we obtain

I2 ≤
∫ t1−ε

0
‖(Tq(t2 − s)− Tq(t1 − s)) fn(s)‖ds +

∫ t1

t1−ε
‖(Tq(t2 − s)− Tq(t1 − s)) fn(s)‖ds

≤
∫ t1

0
k f (s)(1 + ‖xn(s)‖)ds sup

s∈[0,t1−ε]

‖Tq(t2 − s)− Tq(t1 − s)‖L(X)

+
(Mε2q−1

Γ(2q)
+

M(t2 − t1 + ε)2q−1

Γ(2q)

) ∫ t1

t1−ε
k f (s)(1 + ‖xn(s)‖)ds

≤‖k f ‖1(1 + ‖xn‖C) sup
s∈[0,t1−ε]

‖Tq(t2 − s)− Tq(t1 − s)‖L(X)

+
(Mε2q−1

Γ(2q)
+

M(t2 − t1 + ε)2q−1

Γ(2q)

)
(1 + ‖xn‖C)

∫ t1

t1−ε
k f (s)ds

→0, as t2 → t1, ε → 0.

9
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Consequently, we have

modC

({∫ t

0
(t− s)q−1Pq(t− s) fn(s)ds, n ≥ 1

})
= 0.

As a conclusion, it follows that modC({yn}∞
n=1) = 0. Hence, the multivalued map P is ν-condensing.

Step 3. The multimap P(x) is convex and compact for each x ∈ W.
Part I. P(x) has convex values for each x ∈ W.
In fact, if y1, y2 belong to P(x) for each x ∈ W, then there exist f1, f2 ∈ SF,x such that for each

t ∈ J, we have

yi(t) = Cq(t)(x0 − g(x)) + Kq(t)x1 +
∫ t

0
(t− s)q−1Pq(t− s) fi(s)ds, i = 1, 2.

Let θ ∈ [0, 1]. Then, for each t ∈ J, we get

(θy1 + (1− θ)y2)(t) =Cq(t)(x0 − g(x)) + Kq(t)x1

+
∫ t

0
(t− s)q−1Pq(t− s)(θ f1 + (1− θ) f2)(s)ds.

As F has convex values by the definition of SF,x, we deduce that θ f1(s) + (1− θ) f2(s) ∈ SF,x. Thus,
θy1 + (1− θ)y2 ∈P(x).

Part II. P has compact values. In view of the foregoing facts, it is enough to show that W is
nonempty and compact in C(J, X): that is, by Lemma 5, we need to show that

lim
n→∞

ν(Wn) = 0. (5)

As in Step 2, we can show that modC(Wn) = 0; that is, Wn is equicontinuous. Hence, it remains to
be shown that σ(Wn) = 0. By Lemma 1, for each ε > 0, there exists a sequence {yk}∞

k=1 in P(Wn−1)

such that
σ(Wn) = σ(P(Wn)) ≤ 2σ({yk}∞

k=1) + ε.

Therefore, by Lemma 2 and the nonsingularity of σ, it follows that

σ(Wn) ≤ 2σ({yk}∞
k=1) + ε = 2 sup

t∈J
χ({yk(t)}∞

k=1) + ε. (6)

Since yk ∈ P(Wn−1) (k ≥ 1), there exists xk ∈ Wn−1 such that yk ∈ P(xk). Hence, from the
compactness of g and the strong continuity of Cq(t) and Kq(t) for t ∈ J, there exists fk ∈ SF,xk such
that for every t ∈ J,

χ({yk(t)}∞
k=1) ≤χ({Cq(t)(x0 − g({xk}∞

k=1)) + Kq(t)x1})

+ χ

({∫ t

0
(t− s)q−1Pq(t− s) fk(s)ds : k ≥ 1

})
=χ

({∫ t

0
(t− s)q−1Pq(t− s) fk(s)ds : k ≥ 1

})
.

By (H5) and Lemma 1, for a.e. t ∈ J, we have

χ({ fk(t)}∞
k=1) ≤ χ(F(t, {xk(t)}∞

k=1)) ≤ β(t)χ({xk(t)}∞
k=1) ≤ β(t)σ(Wn−1) := γ(t).

On the other hand, by (H3), for almost all t ∈ J, ‖ fk(t)‖ ≤ k f (t)(1 + r) for every k ≥ 1. Hence,
fk ∈ L1(J, X), k ≥ 1. Note that γ(·) ∈ L1(J,R+) from (H4). It follows from Lemma 4 that there exists
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a compact Kε ⊂ X, a measurable set Jε ⊂ J with measure less than ε, and a sequence of functions
{gε

k} ⊂ L1(J, X) such that {gε
k(s)}∞

k=1 ⊆ Kε for all s ∈ J, and

‖ fk(s)− gε
k(s)‖ < 2γ(s) + ε, for every k ≥ 1 and every s ∈ J′ε = J − Jε.

Then, using Minkowski’s inequality and the property of the MNC, we obtain

χ

({∫
J′ε
(t− s)q−1Pq(t− s)( fk(s)− gε

k(s))ds : k ≥ 1
})

≤ 2M
Γ(2q)

∫
J′ε
(t− s)2q−1χ({( fk(s)− gε

k(s)) : k ≥ 1})ds

≤ 2M
Γ(2q)

∫
J′ε
(t− s)2q−1 sup

k≥1
‖ fk(s)− gε

k(s)‖ds

≤2Ma2q−1

Γ(2q)

∫
J′ε
(2γ(s) + ε)ds

≤4Ma2q−1

Γ(2q)
‖γ‖1 +

2Ma2q−1

Γ(2q)
ε

≤4Ma2q−1

Γ(2q)
σ(Wn−1)‖β‖1 +

2Ma2q−1

Γ(2q)
ε, (7)

and

χ

({∫
Jε

(t− s)q−1Pq(t− s) fk(s)ds : k ≥ 1
})

≤ 2M
Γ(2q)

∫
Jε

(t− s)2q−1χ ({ fk(s)}∞
k=1) ds

≤ 2M
Γ(2q)

∫
Jε

(t− s)2q−1 sup
k≥1
‖ fk(s)‖ds

≤Ma2q−1

Γ(2q)
(1 + r)

∫
Jε

k f (s)ds. (8)

Using Equations (7) and (8), we have

χ

({∫ t

0
(t− s)q−1Pq(t− s) fk(s)ds : k ≥ 1

})
≤ χ

({∫
J′ε
(t− s)q−1Pq(t− s) fk(s)ds : k ≥ 1

})
+ χ

({∫
Jε

(t− s)q−1Pq(t− s) fk(s)ds : k ≥ 1
})

≤χ

({∫
J′ε
(t− s)q−1Pq(t− s)( fk(s)− gε

k(s))ds : k ≥ 1
})

+ χ

({∫
J′ε
(t− s)q−1Pq(t− s)gε

k(s)ds : k ≥ 1
})

+ χ

({∫
Jε

(t− s)q−1Pq(t− s) fk(s)ds : k ≥ 1
})

≤4Ma2q−1

Γ(2q)
σ(Wn−1)‖β‖1 +

2Ma2q−1

Γ(2q)
ε +

Ma2q−1

Γ(2q)
(1 + r)

∫
Jε

k f (s)ds.

As ε is arbitrary, for all t ∈ J, we get

χ

({∫ t

0
(t− s)q−1Pq(t− s) fk(s)ds

})
≤ 4Ma2q−1

Γ(2q)
‖β‖1σ(Wn−1).

11
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Therefore, for each t ∈ J, we have

χ({yk(t)}∞
k=1) ≤

4Ma2q−1

Γ(2q)
‖β‖1σ(Wn−1).

By the above inequality, together with Equation (6) and the arbitrary nature of ε, we can deduce that

σ(Wn) ≤
8Ma2q−1

Γ(2q)
‖β‖1σ(Wn−1).

Then, by induction, we find that

0 ≤ σ(Wn) ≤
(

8Ma2q−1

Γ(2q)
‖β‖1

)n

σ(W0), for all n ≥ 1.

Since this inequality is true for every n ≥ 1, passing on to the limit n → ∞ and by (H4), we obtain
Equation (5). Hence, W =

⋂∞
n=1 Wn is a nonempty compact set of X, and P has compact values in W.

Step 4. The values of P are closed.
Let xn, x∗ ∈ W with xn → x∗ as n → ∞, yn ∈ P(xn), and yn → y∗ as n → ∞. We show that

y∗ ∈P(x∗). Indeed, yn ∈P(xn) means that there exists fn ∈ SF,xn such that

yn(t) = Cq(t)(x0 − g(x)) + Kq(t)x1 +
∫ t

0
(t− s)q−1Pq(t− s) fn(s)ds.

Next, we must show that there exists f∗ ∈ SF,x∗ such that

y∗(t) = Cq(t)(x0 − g(x)) + Kq(t)x1 +
∫ t

0
(t− s)q−1Pq(t− s) f∗(s)ds.

Since xn → x∗ and yn ∈P(xn), we deduce that

‖(yn(t)− Cq(t)x0 + Cq(t)g(xn)− Kq(t)x1)− (y∗(t)− Cq(t)x0 + Cq(t)g(x∗)− Kq(t)x1)‖ → 0,

as n → ∞.
Now, we consider the linear continuous operator

F : L1(J, X)→ C(J, X), f �→ (F f )(t) =
∫ t

0
(t− s)q−1Pq(t− s) f (s)ds.

From Step 3 and Lemma 11, it follows that F ◦ SF is a closed graph operator. Furthermore, in view of
the definition of F , we have

(yn(t)− Cq(t)x0 + Cq(t)g(xn)− Kq(t)x1) ∈ F (SF,xn).

In view of the fact that xn → x∗ as n → ∞, the repeated application of Lemma 11 yields

y∗(t)− Cq(t)x0 + Cq(t)g(x∗)− Kq(t)x1 =
∫ t

0
(t− s)q−1Pq(t− s) f (s)ds

for some f ∈ SF,x∗ . Thus, P is a closed multivalued map.
Therefore, as an implication of Steps 1–5, we deduce that P : W → P(W) is closed and

ν-condensing with nonempty convex compact values. Thus, all the hypotheses of Lemma 6 are
satisfied. Hence, there exists at least one fixed point x ∈ W such that x ∈P(x), which corresponds to
a mild solution of Equation (1).

12
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Theorem 2. Suppose that all the assumptions of Theorem 1 are satisfied. Then, the set of mild solutions of
Equation (1) is compact in C(J, X).

Proof. Note that the set of mild solutions is nonempty by Theorem 1. Indeed, letting r > 0, defined
by Equation (3), we can get a mild solution in W0. Now, we show that an arbitrary number of mild
solutions of Equation (1) belongs to W0. Let x be a mild solution of Equation (1). Then,

x(t) = Cq(t)(x0 − g(x)) + Kq(t)x1 +
∫ t

0
(t− s)q−1Pq(t− s) f (s)ds,

where f ∈ SF,x = { f ∈ L1(J, X) : f (t) ∈ F(t, x(t)), for a.e. t ∈ J}. Using an argument similar to the
one used in Step 1 of the proof of Theorem 1, we have

‖x‖C = sup
t∈J
‖x(t)‖

≤ sup
t∈J
‖Cq(t)(x0 − g(x))‖+ sup

t∈J
‖Kq(t)x1‖+ sup

t∈J

∫ t

0
(t− s)q−1‖Pq(t− s) f (s)‖ds

≤M‖x0‖+ MNg1r + MNg2 + Ma‖x1‖+
Ma2q−1

Γ(2q)
‖k f ‖1 +

Ma2q−1

Γ(2q)
‖k f ‖1r ≤ r.

This shows that the mild solutions of Equation (1) are bounded. Thus, the conclusion follows from
Lemma 7. The proof is completed.

4. An Application

Let Ω ⊂ RN (N = 1, 2, 3) be an open bounded set and X = U = L2(Ω). Let us consider the
following fractional partial differential equations with the constrained control u and a finite multi-point
discrete mean condition:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

∂α
t y(t, z) = Δy(t, z) + G(t, z, y(t, z), u(t, z)), t ∈ [0, 1], z ∈ Ω, u ∈ U,

y(t, z) = 0, t ∈ [0, 1], z ∈ ∂Ω

y(0, z)−
n

∑
i=0

∫
Ω

m(ξ, z)y(ti, ξ)dξ = 0, y′(0, z) = 0, z ∈ Ω,

(9)

where ∂α
t is the Caputo fractional partial derivative of order α ∈ (1, 2), 0 ≤ t0 < t1 < · · · < tn ≤ 1,

m(ξ, z) : Ω × Ω → X is an L2-Lebesgue integrable function, and G : [0, 1] × Ω × X × U → X is
a single-valued continuous measurable function.

We define x(t) = y(t, ·), that is, x(t)(z) = y(t, z), t ∈ J, z ∈ Ω, here J = [0, 1]. The set of the
constraint functions U : J → Pcl,cv(X) is a measurable multivalued map. If u ∈ U, then it means
that u(t) ∈ U(t, x(t)), for a.e. t ∈ J. The function f : J × X × U is given by f (t, x(t), u(t))(z) =

G(t, z, y(t, z), u(t, z)). Equation (9) is solved if we show that there exists a control function u such that
Equation (9) admits a mild solution. Let the multivalued map be given by

F(t, x(t)) = { f (t, x(t), u(t)), u ∈ U}. (10)

Then, the set of mild solutions of the control problem in Equation (9), with the right-hand side given
by Equation (10), coincides with the set of mild solutions of Equation (1).

Let A be the Laplace operator with Dirichlet boundary conditions defined by A = Δ with

D(A) = {v ∈ L2(Ω) : v ∈ H1
0(Ω) ∩ H2(Ω)}.

13
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Let {−λk, φk}∞
k=1 be the eigensystem of the operator A. Then, 0 < λ1 ≤ λ2 ≤ · · · , λk → ∞ as

k → ∞, and {φk}∞
k=1 forms an orthonormal basis of X. Furthermore,

Ax = −
∞

∑
k=1

λk(x, φk)φk, x ∈ D(A),

where (·, ·) is the inner product in X. It is known that the operator A generates a strongly continuous
uniformly bounded cosine family (see, e.g., [9]), which, in this case, is defined by

C(t)x =
∞

∑
k=1

cos(
√

λkt)(x, φk)φk, x ∈ X,

and then ‖C(t)‖L(X) ≤ 1 for every t ≥ 0. Hence, (H1) holds.
Taking α = 3

2 , we have q = 3
4 . Let g : C(J, X) → X be given by g(x)(z) = ∑n

i=0 Kgx(ti)(z) with
Kgv(z) =

∫
Ω m(ξ, z)v(ξ)dξ for v ∈ X, z ∈ Ω (noting that Kg : X → X is completely continuous). Thus,

the assumption in (H5) holds true. With the choice of operator A, Equation (9) can be reformulated in
X as the following nonlocal control problem:{

CDα
t x(t) = Ax(t) + f (t, x(t), u(t)), t ∈ J, u ∈ U,

x(0) = g(x), x′(0) = 0.
(11)

Next, the results obtained in Section 4 apply to the following problem of fractional evolution inclusions:{
CDα

t x(t) ∈ Ax(t) + F(t, x(t)), t ∈ J,

x(0) = g(x), x′(0) = 0.
(12)

Theorem 3. Assume that the following conditions hold:

Hypothesis 6. U : J → Pcl,cv(X) is a measurable multivalued map.

Hypothesis 7. The function f : J × X × X → X is L1-Carathéodory, linear in the third argument, and
there exists a function k f (·) ∈ L1(J,R+) satisfying ‖k f ‖1 <

√
π(1− n‖m‖)/2 such that ‖ f (t, x, y)‖ ≤

k f (t)(1 + ‖x‖) f or almost all t ∈ J and all x ∈ X.

Hypothesis 8. There exists a function β(·) ∈ L1(J,R+) satisfying ‖β‖1 <
√

π/16 such that

χ( f (t, D, U(t, D))) ≤ β(t)χ(D),

for every bounded subset D ⊂ C(J, X).

Then, the control problem in Equation (9) has at least one mild solution. In addition, the set of mild
solutions is compact.

Proof. From (H6) and (H7), the map t �→ F(t, ·) is obviously a measurable multivalued map, and then
F(·, ·) ∈ Pcv,cl(X). Now, we show that the selection set of F is not empty. Since U is a measurable
multivalued map, it follows by Lemma 9 that there exists a sequence of measurable selections
{un}∞

n=1 ⊂ U such that

U(t) =
⋃
{un(t), n ≥ 1} for every t ∈ J.

Let vn(t) = f (t, x(t), un(t)) for n ≥ 1 and t ∈ J. In view of the continuity of f , vn is thus measurable.
Hence, {vn(t), n ≥ 1} ⊆ F(t, x(t)). Conversely, if f (t, x(t), u(t)) ∈ F(t, x(t)) for any u ∈ U, then there
exists a subsequence in U which will be still defined by {un}∞

n=1 such that un → u as n → ∞. It follows

14
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from the continuity of f that f (t, x(t), un(t)) → f (t, x(t), u(t)) as n → ∞. Hence, f (t, x(t), u(t)) ∈
{vn(t), n ≥ 1}. This means that

F(t, x(t)) =
⋃
{vn(t), n ≥ 1},

Consequently, from Lemma 9, F(·, x) is measurable.
Next, we show that the map x �→ F(·, x) is an u.s.c. multivalued map by means of contradiction.

Firstly, we suppose that F is not u.s.c. at some point x0 ∈ Ω. Then, there exists an open neighborhood
W ⊆ X such that F(t, x0) ⊂ W, and for every open neighborhood V ⊆ Ω of x0, there exists x1 ∈ V
such that F(t, x1) �⊂ W. Let

Vn =

{
x ∈ Ω, ‖x− x0‖ <

1
n

, n = 1, 2, . . .
}

.

Clearly, Vn is a open neighborhood of x0. Then, for each n ≥ 1, there exist xn ∈ Vn, vn ∈ F(t, xn),
and un ∈ U such that vn = f (t, xn, un) and vn /∈ W. Moreover, as {un}∞

n=1 ⊂ U, we set un → u as
n → ∞ for some u ∈ U. By the continuity of f , owing to xn → x0 as n → ∞, we have vn → v as
n → ∞, where v = f (t, x0, u), which implies that v ∈ F(t, x0) ⊂ W. This contradicts that vn /∈ W for
each n ≥ 1. Thus, our supposition is false.

In addition, according to the condition in (H7), we find that F is an L1-Carathéodory multivalued
map. Hence, (H2) and (H3) are satisfied. On the other hand, the hypothesis (H8) corresponds to (H4).
Thus, all of the hypotheses of Theorem 1 are satisfied. Hence, Equation (12) has at least one mild
solution. Furthermore, the set of mild solutions of Equation (12) is compact by Theorem 2.

Finally, we show that the mild solutions of Equation (12) do coincide with the mild solutions
of the control problem in Equation (11). Let x be a solution of Equation (12). Then, there exists
a single-valued selection

φ ∈ SF,x = {φ ∈ L1(J, X), φ(t) ∈ F(t, x(t)), a.e. t ∈ J}, (13)

such that
CDα

t x(t) = Ax(t) + φ(t), a.e. t ∈ J, and x(0) = g(x), x′(0) = 0.

Now, we introduce a map Ψ(t, u) = f (t, x(t), u(t)) and note that it is Carathéodory. Moreover, let the
equality in Equation (10) be satisfied. Then, for a.a. t ∈ J and for every φ(t) ∈ { f (t, x(t), u(t)), u ∈
U} := Ψ(t, U(t)), we deduce by Lemma 10 that there exists a measurable selection u(t) ∈ U(t) such that
φ(t) = Ψ(t, u(t)) = f (t, x(t), u(t)) for a.a. t ∈ J. Thus, the mild solution satisfies the control problem in
Equation (11).

On the other hand, let x satisfy the control problem in Equation (11). Then, x is obviously a mild
solution of Equation (12), and the proof is completed.

5. Conclusions

In the current paper, we study a class of fractional evolution inclusions with nonlocal initial
conditions. We obtain the sufficient conditions for ensuring the existence of mild solutions and the
compactness for set of mild solutions. We can see that the probability density function is closely
related to the mild solutions of the corresponding evolution inclusion problems, which enrich the
knowledge of the fractional calculus. Moreover, an illustrative example is provided to demonstrate the
applicability of the proposed problem.

On the other hand, many evolution inclusion problems are focused on a finite interval. This is
because the solutions of some physical models may blow up, or we can gain a clearer understanding
of the state of a physical system in finite time. If the time goes to infinity, it urges us to extend the
concept of mild solutions such as Equation (1) in [0, ∞) and, furthermore, to find the existence of global
mild solutions. However, the technique for an infinite interval is more complex, and this topic may
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be a future work. In addition, our future works also include the topological properties of solution
sets (including Rδ, acyclicity, connectedness, compactness, and contractibility) for fractional evolution
inclusions of order α ∈ (1, 2).
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Abstract: This manuscript is devoted to establishing existence theory of solutions to a nonlinear
coupled system of fractional order differential equations (FODEs) under integral boundary conditions
(IBCs). For uniqueness and existence we use the Perov-type fixed point theorem. Further, to
investigate multiplicity results of the concerned problem, we utilize Krasnoselskii’s fixed-point
theorems of cone type and its various forms. Stability analysis is an important aspect of existence
theory as well as required during numerical simulations and optimization of FODEs. Therefore
by using techniques of functional analysis, we establish conditions for Hyers-Ulam (HU) stability
results for the solution of the proposed problem. The whole analysis is justified by providing suitable
examples to illustrate our established results.

Keywords: arbitrary order differential equations; multiple positive solution; Perov-type fixed point
theorem; HU stability

1. Introduction

Fractional order differential equations (FODEs) emerge in the scientific demonstration of
numerous frameworks and different fields of science such as physics, chemistry , economics, polymer
rheology, aerodynamics, electrodynamics of complicated medium, blood flow phenomena, biophysics,
etc. (see [1–5]). Recently, many authors have studied FODEs from different aspects, one is the numerical
and scientific techniques for finding solutions and the other is the theoretical perspective of uniqueness
and existence of solutions. The interest of the researchers in the investigation of FODEs lies in the
incontrovertible fact that fractional-order models (FOM) are found to be highly realistic and practical,
compared to the integer order models. Because there are additional degrees of opportunity in the
FOM, in consequence, the subject of FODEs is gaining more attention from researchers. Another facet
of research, which has been completely studied for integer order differential equations is devoted to
uniqueness and existence of solutions to boundary value problems (BVPs). The mentioned aspect
has been very well studied for FODEs, we refer the readers [6–10]. Uniqueness and existence results
of solutions to multi-point BVPs have been studied via classical fixed point theorems such as the
Schauder fixed point theorem and the Banach contraction principle, see [11–17].
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FODEs under integral boundary conditions (IBCs) have been investigated very well because these
type of equations are increasingly used in fluid-mechanics and dynamical problems. Jankowski [18]
studied the ordinary differential equation under IBCs given by⎧⎪⎨⎪⎩

y′(ϑ) = F(ϑ, y(ϑ)), ϑ ∈ [0,T], T > 0,

y(ϑ)|ϑ=0 = δ
∫ T

0
y(s)ds + d0, d0 ∈ R,

where F ∈ C([0,T] × R,R) and δ = 1 or −1. He developed a sufficient condition for iterative
approximate solutions to the above problem.

Nanware and Dhaigude [19] have investigated the aforementioned BVP under the IBCs for FODE
as given by ⎧⎪⎨⎪⎩

Dσ
+0y(ϑ) = F(ϑ, y(ϑ)), ϑ ∈ [0,T], T > 0,

y(ϑ)|ϑ=0 = δ
∫ T

0
y(s)ds + d0, d0 ∈ R,

where 0 < σ ≤ 1, δ is 1 or −1 and F ∈ C([0,T]× R,R), Dσ
+0 is Riemann-Liouville fractional derivative

of order σ is defined in (2). The aforementioned author also studied the iterative approximate solution
to the above FODEs.

In the same line Cabada and Wang [20] studied the following problem under IBCs as⎧⎪⎨⎪⎩
CDσ

+0y(ϑ) + ϕ(ϑ, y(ϑ)) = 0; ϑ ∈ (0, 1),

y(0) = y′′(0) = 0, y(1) = δ
∫ 1

0
y(s)ds,

where σ ∈ (2, 3], δ ∈ (0, 2) and y : [0, 1]× [0, ∞]→ [0, ∞] are the continuous functions. Also we remark
that CDσ

+0 stands for Caputo’s fractional derivative.
Inspired from the aforementioned work, in this article we investigate a system of nonlinear FODEs

with IBCs as ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

Dσ
+0y(ϑ) + ϕ(ϑ, y(ϑ), z(ϑ)) = 0; ϑ ∈ (0, 1); m− 1 < σ ≤ m,

Dæ
+0z(ϑ) + χ(ϑ, y(ϑ), z(ϑ)) = 0; ϑ ∈ (0, 1); m− 1 < æ ≤ m,

y(0) = y′(0) = y′′(0) = · · · = y(m−2)(0) = 0, y(1) = δ
∫ 1

0
y(s)ds,

z(0) = z′(0) = z′′(0) = 0 · · · = z(m−2)(0) = 0, z(1) = �
∫ 1

0
z(s)ds,

(1)

such that m ≥ 3, δ, � ∈ (0, 2), the functions ϕ, χ : [0, 1] × [0, ∞] × [0, ∞] → [0, ∞] are continuous
functions and Dσ

+0, Dæ
+0 stand for Riemann-Liouville fractional derivatives is defined in (2). We claim

that such a system of FODEs are very rarely considered for stability as well as multiplicity results.
Our analysis is devoted to the existence theory of a solution, multiplicity results and stability analysis
of the suggested problem.

During the last few decades another part of research, which has been considered for FODEs and
got much attention from the researchers is stability analysis. Numerous forms of stabilities have been
studied in literature which are Mittag-Leffer stability, exponential stability, Lyapunov stability etc.,
we refer [21–23].

The Ulam stability was first presented by Ulam in 1940 and then brilliantly explained by Hyers
in 1941. For more information about HU stability, we refer [24,25]. The HU stability results were
generalized and extended by many researchers for FODEs under IBCs. In 1978, Jung studied the
said stability for ODEs. Oblaz, Benchohra, etc., have studied the said stability for FODEs but their
investigation was limited to initial value problems, we refer to [26–28]. To the best of our information
and knowledge, the HU stability has been very rarely studied for coupled system of FODEs under
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IBCs. Therefore in this article we investigate HU stability to the considered problem. Here we remark
that we also provide some necessary results for nonexistence of solution. Finally a series of examples
are provided to support our analysis.

2. Axillary Results

In the current section, we review some fundamental definitions and useful results of functional
analysis, fractional calculus and fixed point theory (see reference [1,2,8,29–32]). Here, first of all, we
define the Banach space which is utilized throughout in this article.

Let us define E = {y(ϑ)|y ∈ C[0, 1]} with the norm ||y|| = maxϑ∈[0,1] |y(ϑ)|. We define the norm
for the product space as ||(y, z)|| = ||y||+ ||z||. Obviously (E× E, || · ||) is a Banach space.
Let K = [θ, 1− θ] for each θ ∈ (0, 1), then, we define the cone C ⊂ E× E by

C = {(y, z) ∈ E× E : min
ϑ∈K

[y(ϑ) + z(ϑ)] ≥ λ||(y, z)||}.

Cr = {(y, z) ∈ C : ‖(y, z)‖ ≤ r}, ∂Cr = {(y, z) ∈ K : ‖(y, z)‖ = r}.

As in [31], we define positive solution as follows.

Definition 1. A pair of functions (y, z) ∈ E× E is called a positive solution of problem (1) under the given
IBCs if Dσ

+0y, Dρ
+0z ∈ L1[0, 1] with (y, z) > (0, 0) on (0, 1]× (0, 1], where the functions y, z satisfy the IBCs

given in (1) respectively, for all ϑ ∈ [0, 1].

Definition 2. The Riemann-Liouville fractional derivative of order σ > 0 of a continuous function y : (0, ∞)→
R is defined as

Dσ
+0y(ϑ) =

1
Γ(m− σ)

(
d

dϑ

)m ∫ ϑ

0
(ϑ− s)m−σ−1y(s)ds, (2)

where m = [σ] + 1 and [σ] denotes the integer part of σ.

Definition 3. The Riemann-Liouville fractions of integration of order σ > 0 of a continuous function y :
(0, ∞)→ R is defined by

Iσ
+0y(ϑ) =

1
Γ(σ)

∫ ϑ

0
(ϑ− s)σ−1y(s)ds, (3)

where the integral is point-wise defined on (0, ∞).

Lemma 1. Let σ > o, then the FODE
Dσ
+0y(ϑ) = 0 (4)

has a solution given by

y(ϑ) =
m

∑
i=1

yi(0)
i!

ϑ−i. (5)

Lemma 2. Let σ > 0. Then we have

Iσ
+0[D

σ
+0y(ϑ)] = y(ϑ)−

m

∑
i=0

yi(0)
i!

ϑ−i. (6)

Lemma 3. [2] Let σ > o and ϑ ∈ C(0, 1) ∩ L(0, 1), then the FODE

Dσ
+0y(ϑ) = h(ϑ)
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has a solution given by

y(ϑ) = c1ϑσ−1 + c2ϑσ−2 + · · ·+ cmϑσ−m + Iσ
+0h(ϑ),

where ci ∈ R for i = 0, 1, 2, . . . , m and m = [σ] + 1.

Definition 4. [32,33] On the Banach space E defined afore, the mapping d : E× E → Rn is called a generalized
metric on E if ∀ x, y, and y, z ∈ E with y �= x, z �= y, z �= y, then the following hold

(A1) d(y, z) = 0⇔ y = z, ∀ y, z ∈ E
(A2) d(y, z) = d(z, y), ∀ y, z ∈ E
(A3) d(x, y) = d(x, z) + d(z, y) + d(y, y), ∀ x, y, y, z,∈ E.

Further the pair (E, d) is called a generalized metric space.

Definition 5. [32,33] Let M = {Mm,m ∈ Rm×m
+ }, for any matrix B ∈ M the spectral radius is defined by

æ(B) = sup{|λ̂i|, i = 1, 2, ..., m}, where λ̂i, for i = 1, 2, ..., m are the eigenvalues of the matrix B and the
matrix will converge to zero if æ(B) < 1.

Lemma 4. [32,33] A complete generalized metric space (M, d), with operator B : M → M such that there ∃ a
matrix B ∈ M with

d(By, Bz) ≤ Bd(y, z), for all y, z ∈ M,

if æ(B) < 1, then B has a fixed point in M.

Lemma 5. [32,33] Consider a Banach space E with cone C ⊆ E and y ⊂ C is relatively open set with 0 ∈ y
and B : y → y be a completely continuous mapping. Then one of the following hold

(A1) The mapping B has a fixed point in y
(A2) There exist y ∈ ∂y and η ∈ (0, 1) with y = ηBy.

Lemma 6. [33,34] Consider a cone C in the Banach space E and if A1 and A2 be two bounded open sets in E,
such that 0 ∈ A1 ⊂ A1 ⊂ A2. Let B : C∩ (A2 �A1)→ C be completely continuous operator and one of the
following satisfied:

(1) ‖By‖ ≤ ‖y‖ ∀ y ∈ C∩ ∂A1;‖B‖ � ‖y‖, ∀ y ∈ C∩ ∂A2
(2) ‖By‖ � ‖y‖ ∀ y ∈ C∩ ∂A1;‖B‖ ≤ ‖y‖, ∀ y ∈ C∩ ∂A2

Then B has at least one fixed point in C∩ (A2 �A1) .

3. Existence of at Least One Solution

Lemma 7. Let h ∈ C[0, 1], then the BVP⎧⎪⎨⎪⎩
Dσ
+0y(ϑ) + h(ϑ) = 0; ϑ ∈ (0, 1); m− 1 < σ ≤ m,

y(0) = y′(0) = y′′(0) = · · · = y(m−2)(0) = 0, y(1) = δ
∫ 1

0
y(s)ds, ,

(7)

where δ ∈ (0, 2), has the following unique solution

y(ϑ) =
∫ 1

0
Hσ(ϑ, s)h(s)ds,
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where Hσ is the Green’s function given by

Hσ(ϑ, s) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
ϑσ−1(1− s)σ−1(σ− δ + δs)− (σ− δ)(ϑ− s)σ−1

(σ− δ)Γ(δ)
, 0 ≤ s ≤ ϑ ≤ 1,

ϑσ−1(1− s)σ−1(σ− δ + δs)
(σ− δ)Γ(δ)

, 0 ≤ ϑ ≤ s ≤ 1.
(8)

Proof. Thanks to Lemma 3 for (7), one has

y(ϑ) = −Iσ
+0h(ϑ) + c1ϑσ−1 + c2ϑσ−2 + · · ·+ cmϑσ−m. (9)

By using initial condition y(0) = y′(0) = y′′(0) = · · · = y(m−2)(0) = 0, we get c2 = c3 = · · · =
cm = 0. Therefore (9) implies that

y(ϑ) = c1ϑσ−1 − Iσ
+0h(ϑ). (10)

By using boundary condition y(1) = δ
∫ 1

0 y(s)ds in (10), we get

c1 =
∫ 1

0

(ϑ− s)σ−1

Γ(σ)
h(s)ds + δ

∫ 1

0
y(s)ds.

Hence we have the following solution to (1)

y(ϑ) = −
∫ ϑ

0

(ϑ− s)σ−1

Γ(σ)
h(s)ds + ϑσ−1

∫ 1

0

(1− s)σ−1

Γ(σ)
h(s)ds + δϑσ−1

∫ 1

0
y(s)ds. (11)

Let B =
∫ 1

0 y(s)ds, then from Equation (11), we have

B = −
∫ 1

0

∫ ϑ

0

(ϑ− s)σ−1

Γ(σ)
h(s)ds +

∫ 1

0

∫ 1

0

ϑσ−1(ϑ− s)σ−1

Γ(σ)
h(s)ds +

∫ 1

0
δBϑσ−1ds

B = −
∫ 1

0

(1− s)σ

σΓ(σ)
h(s)ds +

∫ 1

0

(1− s)σ−1

σΓ(σ)
h(s)ds +

1
σ

δB (12)

implies Equation (12), so we get

B = − 1
σ− δ

∫ 1

0

(1− s)σ

Γ(σ)
h(s)ds +

1
σ− δ

∫ 1

0

(1− s)σ−1

Γ(σ)
h(s)ds.

Replacing this valve in (11), we get

y(ϑ) =−
∫ t

0

(ϑ− s)σ−1

Γ(σ)
h(s)ds + ϑσ−1

∫ 1

0

(1− s)σ−1

Γ(σ)
h(s)ds− δ

σ− δ

∫ 1

0

ϑσ−1(1− s)σ

σΓ(σ)
h(s)ds

+
δ

σ− δ

∫ 1

0

ϑσ−1(1− s)σ−1

Γ(σ)
h(s)ds.

= −
∫ ϑ

0

(ϑ− s)σ−1

Γ(σ)
h(s)ds +

∫ 1

0

ϑσ−1(1− s)σ−1(σ− δ + δs)
(σ− δ)Γ(σ)

h(s)ds

=
∫ ϑ

0

ϑσ−1(1− s)σ−1(σ− δ + δs)− (σ− δ)(ϑ− s)σ−1

(σ− δ)Γ(σ)
h(s)ds

+
∫ 1

ϑ

ϑσ−1(1− s)σ−1(σ− δ + δs)
(σ− δ)Γ(σ)

h(s)ds

=
∫ 1

0
Hσ(ϑ, s)h(s)ds,
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where Hσ(ϑ, s) is the Green’s function of BVP (7). Similarly we can obtain z(ϑ) =
∫ 1

0 Hæ(ϑ, s)h(s)ds,
where Hæ(ϑ, s) is the Green’s function for the second equation of the system (1) and is given by

Hæ(ϑ, s) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
ϑæ−1(1− s)æ−1(æ− � + �s)− (æ− �)(ϑ− s)æ−1

(æ− �)Γ(æ)
, 0 ≤ s ≤ ϑ ≤ 1,

ϑæ−1(1− s)æ−1(æ− � + �s)
(æ− �)Γ(æ)

, 0 ≤ ϑ ≤ s ≤ 1.
(13)

Lemma 8. Let H(ϑ, s) = (Hσ(ϑ, s), Hæ(ϑ, s)) be the Green’s function of (1) defined in Equations (8) and (13).
This H(ϑ, s) has the given properties

(F1) H(ϑ, s) is continuous function on the unit square ∀ (ϑ, s) ∈ [0, 1]× [0, 1]
(F2) H(ϑ, s) ≥ 0 ∀ ϑ, s ∈ [0, 1] and H(ϑ, s) > 0 ∀ ϑ, s ∈ (0, 1)
(F3) max

0≤ϑ≤1
H(ϑ, s) = H(1, s), ∀s ∈ [0, 1]

(F4) min
ϑ∈[θ,1−θ]

H(ϑ, s) ≥ λ(s)H(1, s) for each θ, s ∈ (0, 1),

where λ = min{λσ = θσ−1, λæ = θæ−1}.

Now according to Lemma 7, we can write system (1) as follows⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
y(ϑ) =

1∫
0

Hσ(ϑ, s)ϕ(s, y(s), z(s))ds,

z(ϑ) =
1∫

0

Hæ(ϑ, s)χ(s, y(s), z(s))ds.

(14)

Let B : E× E → E× E be the operator defined as

B(y, z)(ϑ) =

(
1∫

0
Hσ(ϑ, s)ϕ(s, y(s), z(s))ds,

1∫
0

Hæ(ϑ, s)χ(s, y(s), z(s))ds

)
=

(
B1(y, z)(ϑ), B2(y, z)(ϑ)

)
.

. (15)

Then the fixed point of operator B coincides with the solution of the coupled system (1).

Theorem 1. Consider that u, v : [0, 1]× [0, ∞)× [0, ∞)→ [0, ∞) are continuous. Then B(C) ⊂ C and B :
C → C is completely continuous, where B is defined in (15).

Proof. To prove that B(C) ⊂ C, let (y, z) ∈ C, then by Lemma 8, we have B(y, z) ∈ C and from (F4)

and ∀ ϑ ∈ K, we obtain

B1(y(ϑ), z(ϑ)) =
1∫

0

Hσ(ϑ, s)ϕ(s, y(s), z(s))ds ≥ λσ

1∫
0

Hσ(1, s)ϕ(s, y(s)), z(s)ds. (16)

Also from (F3), we obtain

B1(y(ϑ), z(ϑ)) =
1∫

0

Hσ(ϑ, s)ϕ(s, y(s), z(s))ds ≤
1∫

0

Hσ(1, s)ϕ(s, y(s)), z(s)ds. (17)
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Thus from (16) and (17), we have

B1(y(ϑ), z(ϑ)) ≥ λ‖B1(y, z)‖, for all ϑ ∈ K.

Similarly, one can write that

B2(y(ϑ), z(ϑ)) ≥ λ‖B2(y, z)‖, for all ϑ ∈ K.

Thus
B1(y(ϑ), z(ϑ)) + B2(y(ϑ), z(ϑ)) ≥ λ‖B(y, z)‖, for all ϑ ∈ K,

min
ϑ∈K

[B1(y(ϑ), z(ϑ)) + B2(y(ϑ), z(ϑ))] ≥ λ‖B(y, z)‖.

Hence we have B(y, z) ∈ C ⇒ B(C) ⊂ C. Next, like the proof of Theorem 1 of [35], and applying
the Arzelà-Ascoli’s theorem, it can be easily proven that B : C → C is completely continuous

Theorem 2. Consider that ϕ and χ are continuous on [0, 1] × [0, ∞) × (0, ∞) → [0, ∞), and there exist
fi(ϑ), Hi(ϑ), (i = 1, 2) : (0, 1)→ [0, ∞) that satisfy

(A1) |ϕ(ϑ, y, z)− ϕ(ϑ, ȳ, z̄)| ≤ u1(ϑ)|y− ȳ|+ v1(ϑ)|z− z̄|, for ϑ ∈ (0, 1) and y, z, ȳ, z̄ ≥ 0

(A2) |χ(ϑ, y, z)− χ(ϑ, ȳ, z̄)| ≤ u2(ϑ)|y− ȳ|+ v2(ϑ)|z− z̄|, for ϑ ∈ (0, 1) and y, z, ȳ, z̄ ≥ 0
(A3) æ(B) < 1, where B ∈ {M2,2 ∈ R2×2

+ } is a matrix given by⎡⎢⎢⎣
∫ 1

0
Hσ(1, s)u1(s)ds

∫ 1

0
Hσ(1, s)v1(s)ds∫ 1

0
Hæ(1, s)u2(s)ds

∫ 1

0
Hæ(1, s)v2(s)ds

⎤⎥⎥⎦ .

Then the system (1) has a unique positive solution (y, z) ∈ C.

Proof. Let us define a generalized metric d : E2 × E2 → R2 by

d((y, z), (ȳ, z̄)) =

(
||y− ȳ||
||z− z̄||

)
, for all (y, z), (ȳ, z̄) ∈ E× E.

Obviously (E× E, d) is a generalized complete metric space. Then for any (y, z), (ȳ, z̄) ∈ E× E
and using property (F3) we get

|B1(y, z)(ϑ)− B1(ȳ, z̄)(ϑ)| ≤ max
ϑ∈[0,1]

1∫
0

|Hσ(ϑ, s)|[|ϕ(s, y(s), z(s))− ϕ(s, ȳ(s), z̄(s))|]ds

≤
∫ 1

0
Hσ(1, s)[u1(s)‖y− ȳ‖+ v1(s)‖z− z̄‖]ds

≤
∫ 1

0
u1(s)Hσ(1, s)ds‖y− ȳ‖+

∫ 1

0
v1(s)Hσ(1, s)ds‖z− z̄‖.

Similarly we can show that

|B2(y, z)− B2(ȳ, z̄)| ≤
∫ 1

0
u2(s)Hæ(1, s)ds‖y− ȳ‖+

∫ 1

0
v2(s)Hæ(1, s)ds‖z− z̄‖.

Thus we have

|B(y, z)− B(ȳ, z̄)| ≤ Bd ((y, z), (ȳ, z̄)) , ∀(y, z), (ȳ, z̄) ∈ E× E,
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where

B =

⎡⎢⎢⎣
∫ 1

0
Hσ(1, s)u1(s)ds

∫ 1

0
Hσ(1, s)v1(s)ds∫ 1

0
Hæ(1, s)u2(s)ds

∫ 1

0
Hæ(1, s)v2(s)ds

⎤⎥⎥⎦ .

As æ(B) < 1, in the light of Lemma 4, system (1) has a unique positive solution.

Theorem 3. Consider that ϕ and χ are continuous on [0, 1] × [0, ∞) × (0, ∞) → [0, ∞) and there exist
ai, bi, ci(i = 1, 2) : (0, 1)→ [0, ∞) satisfying:

(A4) ϕ(ϑ, y(ϑ), z(ϑ)) ≤ a1(ϑ) + b1(ϑ)y(ϑ) + c1(ϑ)z(ϑ), ϑ ∈ (0, 1), y, z ≥ 0

(A5) χ(ϑ, y(ϑ), z(ϑ)) ≤ a2(ϑ) + b2(ϑ)y(ϑ) + c2(ϑ)z(ϑ), ϑ ∈ (0, 1), y, z ≥ 0

(A6) Λ1 =
1∫

0
Hσ(1, s)a1(s)ds < ∞, Δ1 =

1∫
0

Hσ(1, s)[b1(s) + c1(s)]ds < 1
2

(A7) Λ2 =
1∫

0
Hæ(1, s)a2(s)ds < ∞, Δ2 =

1∫
0

Hæ(s, s)[b2(s) + c2(s)]ds < 1
2 .

Then the system (1) has at least one positive solution in{
(y, z) ∈ C : ‖(y, z)‖ ≤ r

}
, where max

{
Λ1

1
2 − Δ1

,
Λ2

1
2 − Δ2

}
< r.

Proof. Define Ω =

{
(y, z) ∈ C : ‖(y, z)‖ < r

}
with max

{
Λ1

1
2 − Δ1

,
Λ2

1
2 − Δ2

}
< r.

According to the Theorem 1, the operator B : Ω → C is completely continuous. Let (y, z) ∈ Ω,
such that ‖(y, z)‖ < r. Then, we have

‖B1(y, z)‖ = max
ϑ∈[0,1]

∣∣∣∣ ∫ 1

0
Hσ(ϑ, s)ϕ(s, y(s), z(s))

∣∣∣∣ds

≤
( ∫ 1

0
Hσ(1, s)a1(s)ds +

∫ 1

0
Hσ(1, s)b1(s)|y(s)|ds +

∫ 1

0
Hσ(1, s)c1(s)|z(s)|ds

)
≤
∫ 1

0
Hσ(1, s)a1(s)ds + r

[ ∫ 1

0
Hσ(1, s)[b1(s) + c1(s)]ds

]
≤ Λ1 + rΔ1 <

r
2

,

Similarly, ‖B2(y, z)‖ < r
2 , thus ‖B(y, z)‖ < r. Therefore, thanks to Lemma 5, we have B(y, z) ∈ Ω,

thus B : Ω → Ω. Let there exist ς ∈ (0, 1) and (y, z) ∈ ∂Ω such that (y, z) = ςB(y, z). Then in the light
of assumptions (A4), (A5) and by (F4) of Lemma 8, we get ∀ ϑ ∈ [0, 1]

|z(ϑ)| ≤ ς
∫ 1

0
Hσ(ϑ, s)|ϕ(s, y(s), z(s))|ds

≤ ς

( ∫ 1

0
Hσ(1, s)a1(s)ds +

∫ 1

0
Hσ(1, s)b1(s)y(s)ds +

∫ 1

0
Hσ(1, s)c1(s)z(s)ds

)
≤ ζ

(
Δ1 + rΛ1

)
< ς

r
2
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which implies that ‖y‖ < ς r
2 . Similarly, it can be proved that ‖z‖ < ς r

2 . From which, we have
‖(y, z)‖ < ςr, with ς ∈ (0, 1) which is a contradiction that (y, z) ∈ ∂Ω as r = ‖(y, z)‖. Thus, according
to Lemma 5, B has at least one fixed point (y, z) ∈ Ω.

Next the following assumptions and notations will be used:

(C1) ϕ, χ : [0, 1]× [0, ∞)× [0, ∞) → [0, ∞) are continuous and ϕ(ϑ, 0, 0) = χ(ϑ, 0, 0) = 0 uniformly
with respect to ϑ on [0, 1]

(C2) Hσ(1, s), Hæ(1, s) defined in Lemma 8 satisfy

0 <
1∫

0

Hσ(1, s)ds < ∞, 0 <
1∫

0

Hæ(1, s)ds < ∞

(C3) Let these limits hold

ϕα = lim
(y,z)→(α,α)

sup
ϑ∈[0,1]

ϕ(ϑ, y, z)
y + z

, χα = lim
(y,z)→(α,α)

sup
ϑ∈[0,1]

χ(ϑ, y, z)
y + z

,

ϕα = lim
(y,z)→(α,α)

∈ fϑ∈[0,1]
ϕ(ϑ, y, z)

y + z
, χæ = lim

(y,z)→(α,α)
∈ fϑ∈[0,1]

χ(ϑ, y, z)
y + z

, where α ∈ {0, ∞}.

(18)

ασ = max
ϑ∈[0,1]

1∫
0

Hσ(ϑ, s)ds, αæ = max
ϑ∈[0,1]

1∫
0

Hæ(ϑ, s)ds. (19)

Theorem 4. If the assumptions (C1)− (C2) hold and one of the following conditions is also satisfied:

(D1) ϕ0

(
λ2

1−θ∫
θ

Hσ(1, s)ds

)
> 1, ϕ∞ασ < 1 and χ0

(
λ2

1−θ∫
θ

Hæ(1, s)ds

)
> 1, χ∞αæ < 1.

Moreover, ϕ0 = χ0 = ∞ and ϕ∞ = χ∞ = 0
(D2) There exist two constants η1, η2 with 0 < η1 ≤ η2 such that ϕ(ϑ, ·, ·) and χ(ϑ, ·, ·) are nondecreasing on

[0, η2] ∀ ϑ ∈ [0, 1],

ϕ(ϑ, λση1, λæη1) ≥
η1

2

⎛⎝λσ

1−θ∫
θ

Hσ(1, s)ds

⎞⎠−1

,

χ(ϑ, λση1, λæη1) ≥
η1

2

⎛⎝λæ

1−θ∫
θ

Hæ(1, s)ds

⎞⎠−1

and ϕ(ϑ, η2, η2) ≤
η2

2ασ
, χ(ϑ, η2, η2) ≤

η2

2αæ
, for all ϑ ∈ [0, 1],

where λ, Hσ(1, s), Hæ(1, s) defined in Lemma 8 and ϕ0, χ0, ϕ∞, χ∞, ασ, σα defined in Equations (18) and (19).
Then the coupled system (1) has at least one positive solution.

Proof. B as defined in (15) is completely continuous.

Case I. Let the condition (D1) hold. Taking ϕ0

(
λ2

σ

1−θ∫
θ

Hσ(1, s)ds

)
> 1, then there exists a constant

κ1 > 0 such that

ϕ(ϑ, y, z) ≥ (ϕ0 − r1)(y(ϑ) + z(ϑ)), χ(ϑ, y, z) ≥ (χ0 − r2)(y(ϑ) + z(ϑ)), for all ϑ ∈ [0, 1], y, z ∈ [0, κ1],
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where r1 > 0, and satisfies the conditions

(ϕ0 − r1)
λ2

σ

2

1−θ∫
θ

Hσ(1, s)ds ≥ 1, (χ0 − r1)
λ2

æ
2

1−θ∫
θ

Hæ(1, s)ds ≥ 1.

So for ϑ ∈ [0, 1], (y, z) ∈ ∂Cκ1 , we have

B1(y, z)(ϑ) =
1∫

0

Hσ(ϑ, s)ϕ(s, y(s), z(s))ds ≥ λσ

1∫
0

Hσ(1, s)ϕ(s, y(s), z(s))ds

≥ (ϕ0 − r1)
λ2

σ

2

1∫
0

Hσ(1, s)ds‖(y, z)‖ ≥ ‖(y, z)‖
2

.

Analogously

B2(y, z)(ϑ) =
1∫

0

Hæ(ϑ, s)χ(s, y(s), z(s))ds ≥ λæ

1∫
0

Hæ(1, s)ϕ(s, y(s), z(s))ds

≥ (χ0 − r2)
λ2

æ
2

1∫
0

Hæ(1, s)ds‖(y, z)‖ ≥ ‖(y, z)‖
2

.

Therefore, we have

‖B(y, z)‖ ≥ ‖B1(y, z)‖+ ‖B2(y, z)‖ ≥ ‖(y, z)‖. (20)

Also for ϕ∞ασ < 1 and χ∞αæ < 1, there exists a constant say κ̄2 > 0 such that ϕ(ϑ, y, z) ≤
(ϕ∞ + r2)(y + z), χ(ϑ, y, z) ≤ (χ∞ + r2)(y + z), for ϑ ∈ [0, 1], y, z ∈ (κ̄2, ∞), where r2 > 0 satisfies
the conditions ασ(ϕ∞ + r2) ≤ 1, αæ(χ∞ + r2) ≤ 1. Let J = maxϑ∈[0,1],y,z∈[0,κ̄2]

ϕ(ϑ, y, z), L =

maxϑ∈[0,1],y,z∈[0,κ̄2]
χ(ϑ, y, z), then ϕ(ϑ, y, z) ≤ J + (ϕ∞ + r2)(y, z), χ(ϑ, y, z) ≤ L + (χ∞ + r2)(y, z).

Now setting max{κ1, κ̄2, Jασ(1− ασ(ϕ∞ + r2))
−1} ≤ κ2

2 , max{κ1, κ̄2, Lαæ(1− αæ(χ∞ + r2))
−1} ≤ κ2

2 .
So for any ϑ ∈ [0, 1], (y, z) ∈ ∂Cκ2 , we obtain

B1(y, z)(ϑ) =
1∫

0

Hσ(ϑ, s)ϕ(s, y(s), z(s))ds ≤ λσ

1∫
0

Hσ(1, s)ϕ(s, y(s), z(s))ds

≤
1∫

0

Hσ(1, s)(J + (ϕ∞ + r2)[u(s) + z(s)]ds

≤ J
∫ 1

0
Hσ(1, s)ds + (ϕ∞ + r2)

1∫
0

Hσ(1, s)ds‖(y, z)‖

<
κ2

2
− ασ(ϕ∞ + r2)

κ2

2
+ (ϕ∞ + r2)ασ‖(y, z)‖ < κ2

2
.

Similarly B2(y, z)(ϑ) < κ2
2 , as (y, z) ∈ ∂Cκ2 , thus we have

‖B(y, z)‖ < ‖(y, z)‖. (21)
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Case II. If assumptions in (D2) hold, then in light of the definition of C for (y, z) ∈ ∂Cη1 , we have
‖(y, z)‖ = η1, for ϑ ∈ K. Then from (D2), we have

B1(y, z)(ϑ) =
1∫

0

Hσ(ϑ, s)ϕ(s, y(s), z(s))ds ≥ λσ

1−θ∫
θ

Hσ(1, s)ϕ(s, y(s), z(s))ds

≥

⎛⎝λσ

1−θ∫
θ

Hσ(1, s)ds

⎞⎠ η1

2

⎛⎝λσ

1−θ∫
θ

Hσ(1, s)ds

⎞⎠−1

=
η1

2
.

Similarly it can also be obtained that B2(y, z)(ϑ) ≥ η1
2 , for (y, z) ∈ ∂Cη1 , and we get

‖B(y, z)‖ = ‖B1(y, z)‖+ ‖B2(y, z)‖ ≥ ‖(y, z)‖. (22)

Also for (y, z) ∈ ∂Cη2 , we get that ‖(y, z)‖ = η2 for ϑ ∈ [0, 1]. Then from (D2), one can get

B1(y, z)(ϑ) =
1∫

0

Hσ(ϑ, s)ϕ(s, y(s), z(s))ds ≤
1∫

0

Hσ(1, s)ϕ(s, y(s), z(s))ds

≤ η2

2ασ

1∫
0

Hσ(1, s)ds =
η2

2
.

Similarly, it can also obtained that B2(y, z)(ϑ) ≤ η2
2 , (y, z) ∈ ∂Cη2 . Hence, we have

‖B(y, z)‖ = ‖B1(y, z)‖+ ‖B2(y, z)‖ ≤ ‖(y, z)‖. (23)

Now according to the application of Lemma 6 to (20) and (21) or (22) and (23) implies that B
has a fixed point (y1, z1) ∈ Cκ,η or (y1, z1) ∈ C̄κi ,ηi (i = 1, 2) such that y1(ϑ) ≥ λσ‖y1‖ > 0 and
z1(ϑ) ≥ λæ‖z1‖ > 0, ϑ ∈ [0, 1]. From which it follows that the coupled system (1) has at least one
positive solution.

Theorem 5. Under the conditions (C1)− (C3) and if the following assumptions hold

(D3) If ϕ0ασ < 1; ϕ∞

(
λ2

σ

1−θ∫
θ

Hσ(1, s)ds

)
> 1 and χ0αæ < 1; χ∞

(
λ2

æ

1−θ∫
θ

Hσ(1, s)ds

)
> 1,

then the coupled system (1) has at least one positive solution. Further, if ϕ0 = χ0 = 0 and ϕ∞ = χ∞ = ∞,
where λ, Hσ(1, s), Hæ(1, s) defined in Lemma 8 and ϕ0, χ0, ϕ∞, χ∞, ασ, σα defined in Equations (18) and (19),
then the the considered system (1) has at least one positive solution.

Proof. Proof can be obtained as proof of Theorem 4.

4. Existence of More Than One Solutions

Theorem 6. Consider that (C1)− (C3) hold and the following conditions are satisfied:

(D4) If ϕ0

(
λ2

σ

1−θ∫
θ

Hσ(1, s)ds

)
> 1, ϕ∞

(
λ2

σ

1−θ∫
θ

Hσ(1, s)ds

)
> 1 and

χ0

(
λ2

æ

1−θ∫
θ

Hæ(1, s)ds

)
> 1, χ∞

(
λ2

æ

1−θ∫
θ

Hσ(1, s)ds

)
> 1.

Moreover, ϕ0 = χ0 = ϕ∞ = χ∞ = ∞ also hold:
(D5) there exists a > 0 such that

maxϑ∈[0,1],(y,z)∈∂Ca ϕ(ϑ, y, z) < a
2ασ

and maxϑ∈[0,1],(y,z)∈∂Ca χ(ϑ, y, z) < a
2αæ

.
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Then the coupled system (1) has at least two positive solutions (y, z), (ȳ, z̄) such that

0 < ‖(y, z)‖ < a < ‖(ȳ, z̄)‖. (24)

Where λ, Hσ(1, s), Hæ(1, s) are defined in Lemma 8 and ϕ0, χ0, ϕ∞, χ∞, ασ, σα defined in
Equations (18) and (19)

Proof. Let (D4) hold. Select κ, η such that 0 < κ < μ < η. Now if ϕ0

(
λ2

σ

1−θ∫
θ

Hσ(1, s)ds

)
>

1 and χ0

(
λ2

æ

1−θ∫
θ

Hæ(1, s)ds

)
> 1, then like the proof of Theorem 4, we have

‖B(y, z)‖ ≥ |(y, z)‖, for (y, z) ∈ ∂Cκ . (25)

Now, if ϕ∞

(
λ2

σ

1−θ∫
θ

Hσ(1, s)ds

)
> 1 and χ∞

(
λ2

æ

1−θ∫
θ

Hæ(1, s)ds

)
> 1,

then like the proof of Theorem 4, we have

‖B(y, z)‖ ≥ ‖(y, z)‖, for (y, z) ∈ ∂Cη . (26)

Also from (D5), (y, z) ∈ ∂Cμ, we get

B1(y, z)(ϑ) =
∫ 1

0
Hσ(ϑ, s)ϕ(s, y(s), z(s))ds

≤
∫ 1

0
Hσ(1, s)ϕ(s, y(s), z(s))ds <

μ

2ασ

∫ 1

0
Hσ(1, s)ds =

μ

2
.

Similarly, we have B1(y, z)(ϑ) < μ
2 as (y, z) ∈ ∂Cμ. Hence, we have

‖B(y, z)‖ < |(y, z)‖, for (y, z) ∈ ∂Cμ. (27)

Now according to Lemma 6 for (25) and (27), we have gives that B has a fixed point (y, z) ∈ ∂Cκ,μ

and a fixed point in (ȳ, z̄) ∈ ∂Cμ,η . Therefore system (1) has at least two positive solutions (y, z), (ȳ, z̄)
such that ‖(y, z)‖ �= μ and ‖(ȳ, z̄)‖ �= μ. Thus the relation (24) holds.

Theorem 7. Consider that (C1)− (C3) hold together with the given conditions

(D6) ασ ϕ0 < 1 and ϕ∞ασ < 1; αæχ0 < 1, and χ∞αæ < 1
(D7) there exist μ > 0 such that

max
ϑ∈K,(y,z)∈∂Cμ

ϕ(ϑ, y, z) >
μ

2

⎛⎝λ2
σ

1−θ∫
θ

Hσ(1, s)ds

⎞⎠−1

,

max
ϑ∈K,(y,z)∈∂Cμ

χ(ϑ, y, z) >
μ

2

⎛⎝λ2
æ

1−θ∫
θ

Hæ(1, s)ds

⎞⎠−1

,

such that
0 < ‖(y, z)‖ < μ < ‖(ȳ, z̄)‖,

where λ, Hσ(1, s), Hæ(1, s) defined in Lemma 8 and ϕ0, χ0, ϕ∞, χ∞, ασ, σα defined in Equations (18) and (19).
Thus the system (1) has at least two positive solutions.

Proof. We left the proof out, as it similar to the proof of Theorem 6.
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In same line for multiple solutions we give the following results.

Theorem 8. Let (C1) − (C3) hold. If there exist 2m positive numbers uL, ûL, L = 1, 2 . . . m with u1 <

λσû1 < û1 < u2 < λσû2 < û2 . . . um < λσûm < ûm and u1 < λæû1 < û1 < u2 < λæû2 < û2 . . . um <

λæûm < ûm, such that

(D8) ϕ(ϑ, y(ϑ), z(ϑ)) ≥ uL

(
λσ

1∫
0

Hσ(1, s)ds

)−1

, for (ϑ, y, z) ∈ [0, 1]× [λσuL, uL]× [λæuL, uL], and

ϕ(ϑ, y(ϑ), z(ϑ)) ≤ α−1
σ ûL, for (ϑ, y, z) ∈ [0, 1]× [λσûL, ûL]× [λæuL, uL], L = 1, 2 . . . m,

(D9) χ(ϑ, y(ϑ), z(ϑ)) ≥ uL

(
λæ

1∫
0

Hæ(1, s)ds)

)−1

, for (ϑ, y, z) ∈ [0, 1]× [λæuL, uL]× [λσuL, uL], and

χ(ϑ, y(ϑ), z(ϑ)) ≤ α−1
æ ûL, for (ϑ, y, z) ∈ [0, 1]× [λσuL, uL]× [λæûL, ûL], L = 1, 2 . . . m.

where λ, Hσ(1, s), Hæ(1, s) defined in Lemma 8.
Then the coupled system (1) has at least m-positive solutions (yL, zL), satisfying

uL ≤ ‖(yL, zL)‖ ≤ ûL, L = 1, 2 . . . m.

Theorem 9. Suppose that (C1)− (C3) holds. If there exist 2m positive numbers uL, ûL, L = 1, 2 . . . m, with
u1 < û1 < u2 < û2 . . . < um < ûm such that

(D10) ϕ and χ are non-decreasing on [0, ûm] ∀ ϑ ∈ [0, 1];

(D11) ϕ(ϑ, y(ϑ), z(ϑ)) ≥ uL

(
λσ

1−θ∫
θ

Hσ(1, s)ds)

)−1

, ϕ(ϑ, y(ϑ), z(ϑ)) ≤ ûL
ασ

, L = 1, 2 . . . m,

χ(ϑ, y(ϑ), z(ϑ)) ≥ uL

(
λæ

1−θ∫
θ

Hæ(1, s)ds)

)−1

, χ(ϑ, y(ϑ), z(ϑ)) ≤ ûL
αæ

, L = 1, 2 . . . m.

Hence we conclude that there exist at least m positive solutions (yL, zL), corresponding to coupled
system (1) which satisfy

uL ≤ ‖(yL, zL)‖ ≤ ûL, L = 1, 2 . . . m.

5. Hyers-Ulam Stability

Definition 6. [30] Let B1, B2 : E× E → E× E be the two operators. Then the system of operator equations{
y(ϑ) = B1(y, z)(ϑ)

z(ϑ) = B2(y, z)(ϑ)
(28)

is called the HU stability if we can find Ji(i = 1, 2, 3, 4) > 0, with æi(i = 1, 2) > 0 and for each solution
(y∗, z∗) ∈ E× E of the inequalities given by{

||y∗ − ϕ(y∗, z∗)||E×E ≤ æ1,

||z∗ − χ(y∗, z∗)||E×E ≤ æ2,
(29)

there exists a solution (y, z) ∈ E× E of system (28) such that{
||y∗ − y||E×E ≤ k1æ1 + k2æ2,

||z∗ − z||E×E ≤ k3æ1 + k4æ2,
(30)

31



Mathematics 2019, 7, 223

Theorem 10. [30] Let B1, B2 : E× E → E× E be the two operators such that⎧⎪⎪⎨⎪⎪⎩
||B1(y, z)− B1(y∗, z∗)||E×E ≤ k1||y− y∗||E×Eds + k2||z− z∗||E×Eds,

||B2(y, z)− B2(y∗, z∗)||E×E ≤ k3||y− y∗||E×Eds + k4||z− z∗||E×Eds,

f or all (y, z), (y∗, z∗) ∈ E× E,

(31)

and if the matrix

B =

[
k1 k2

k3 k3

]
converges to zero, then the fixed points corresponding to operator system (28) are HU-stable. Further, the given
condition holds (M11) under the continuity of ϕi, i = 1, 2, there exist fi, Hi ∈ C(0, 1), i = 1, 2 and (y, z), (y, z)
such that

|ϕi(ϑ, y, z)− ϕi(ϑ, y, z)| ≤ fi(ϑ)|y− y|+ Hi(ϑ)|z− z|, i = 1, 2.

In this section, we study HU stability for the solutions of our proposed system.

Theorem 11. Suppose that the assumption (M11) along with condition that matrix

B =

⎡⎢⎢⎣
∫ 1

0
Hσ(1, s)u1(s)ds

∫ 1

0
Hσ(1, s)v1(s)ds∫ 1

0
Hæ(1, s)u2(s)ds

∫ 1

0
Hæ(1, s)v2(s)ds

⎤⎥⎥⎦ .

is converging to zero. Then, the solutions of (1) are HU-stable.

Proof. Thanks to Theorem 2, we have⎧⎪⎪⎨⎪⎪⎩
||B1(y, z)− B1(y∗, z∗)||E×E ≤

∫ 1

0
Hσ(1, s)u1(s)||y− y∗||E×Eds +

∫ 1

0
Hσ(1, s)v1(s)||z− z∗||E×Eds,

||B2(y, z)− B2(y∗, z∗)||E×E ≤
∫ 1

0
Hæ(1, s)u2(s)||y− y∗||E×Eds +

∫ 1

0
Hæ(1, s)v2(s)||z− z∗||E×Eds.

From which we get

⎧⎪⎪⎨⎪⎪⎩
||B1(y, z)− B1(y∗, z∗)||E×E ≤

[∫ 1

0
Hσ(1, s)u1(s)ds

]
||y− y∗||E×E +

[∫ 1

0
Hσ(1, s)v1(s)ds

]
||z− z∗||E×E,

||B2(y, z)− B2(y∗, z∗)||E×E ≤
[∫ 1

0
Hæ(1, s)u2(s)ds

]
||y− y∗||E×E +

[∫ 1

0
Hæ(1, s)v2(s)ds

]
||z− z∗||E×E.

(32)

Analogously one has

||P(y, z)− P(y∗, z∗)||E×E ≤ B||(y, z)− (y∗, z∗)||E×E, (33)

such that

B =

⎡⎢⎢⎣
∫ 1

0
Hσ(1, s)u1(s)ds

∫ 1

0
Hσ(1, s)v1(s)ds∫ 1

0
Hæ(1, s)u2(s)ds

∫ 1

0
Hæ(1, s)v2(s)ds

⎤⎥⎥⎦ .

Hence, we get the required results.

6. Example

To verify the aforesaid established analysis we provide some test problems here in the
given sequel.
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Example 1. Take the system of given BVPs with IBCs as⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

D
7
2
+0y(ϑ) +

ϑ + 1
4

[Γ
(5

2
)
|y(ϑ)|+ cos |z(ϑ)|] = 0, ϑ ∈ [0, 1], y, z ≥ 0

D
7
2
+0z(ϑ) +

ϑ2 + 1
4

[sin |y(ϑ)|+ |z(ϑ)|] = 0, ϑ ∈ [0, 1], y, z ≥ 0

y(0) = y′(0) = y′′(0) = 0 y(1) =
1
2

∫ 1

0
y(s)ds,

z(0) = z′(0) = z′′(0) = 0 z(1) =
1
3

∫ 1

0
z(s)ds.

(34)

Since ϕ(ϑ, y(ϑ), z(ϑ)) =
ϑ + 1

4
[Γ( 5

2 )|y(ϑ)|+ cos |z(ϑ)|], χ(ϑ, y(ϑ), z(ϑ)) =
ϑ2 + 1

4
[sin |y(ϑ)|+

|z(ϑ)|].
Also as m = [3.5] + 1 = 4,δ = 1

2 and � = 1
3 .

Then

|ϕ(ϑ, y2, z2)− ϕ(ϑ, y1, z1)| ≤ Γ(
5
2
)

ϑ + 1
4
|y2 − y1|+

ϑ + 1
4
|z2 − z1|,

|χ(ϑ, y2, z2)− χ(ϑ, y1, z1)| ≤
ϑ2 + 1

4
|y2 − y1|+

ϑ2 + 1
4

|z2 − z1|.

where u1(ϑ) =
ϑ+1

4 Γ( 5
2 ), v1(ϑ) =

ϑ+1
4 , u2(ϑ) = v2(ϑ) =

ϑ2 + 1
4

, so one can get

B =

⎡⎢⎢⎢⎢⎢⎢⎣

1∫
0

Hσ(1, s)u1(s)ds
1∫

0

Hσ(1, s)v1(s)ds

1∫
0

Hæ(1, s)u2(s)ds
1∫

0

Hæ(1, s)v2(s)ds

⎤⎥⎥⎥⎥⎥⎥⎦ =

⎡⎢⎢⎣
8
11

8
165
√

π

496
11583

√
π

496
11583

√
π

⎤⎥⎥⎦ .

det(B− λ̂I) =

⎡⎢⎢⎣
8
11
− λ̂

8
165
√

π

496
11583

√
π

496
11583

√
π
− λ̂

⎤⎥⎥⎦ .

We get λ̂1 = 0.728 and λ̂2 = 0.024 since æ(B) = sup{|λ̂i|, i = 1, 2} = 0.728 < 1. Therefore due to
Theorem 2, BVPs (34) has a unique positive solution given by⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

y(ϑ) =
1∫

0

H 7
2
(ϑ, s)

s + 1
4

[Γ(
5
2
)|y(s)|+ cos |z(s)|]ds,

z(ϑ) =
1∫

0

H 7
2
(ϑ, s)

s2 + 1
4

[sin |y(s)|+ |z(s)|]ds,

(35)

where H 7
2
(ϑ, s) and H 7

2
(ϑ, s) are the Green’s functions given by

H 7
2
(ϑ, s) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ϑ

5
2 (1− s)

5
2 (3 + 1

2 s)− 3(ϑ− s)
5
2

3Γ( 7
2 )

, 0 ≤ s ≤ ϑ ≤ 1,

ϑ
5
2 (1− s)

5
2 (3 + 1

2 s)

3Γ( 7
2 )

, 0 ≤ ϑ ≤ s ≤ 1.
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H 7
2
(ϑ, s) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ϑ

5
2 (1− s)

5
2 ( 19

6 + 1
3 s)− 19

6 (ϑ− s)
5
2

19
6 Γ( 7

2 )
, 0 ≤ s ≤ ϑ ≤ 1,

ϑ
5
2 (1− s)

5
2 ( 19

6 + 1
3 s)

19
6 Γ( 7

2 )
, 0 ≤ ϑ ≤ s ≤ 1.

Further, by the use of Theorem 11, the solution is HU-stable.

Example 2. Taking a system of FODEs with IBCs as⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

D
10
3
+0y(ϑ) + a(ϑ)

√
y(ϑ) + z(ϑ) = 0, D

7
2
+0z(ϑ) + b(ϑ) 3

√
y(ϑ) + z(ϑ) = 0, ϑ ∈ (0, 1),

y(0) = y′(0) = y′′(0) = y′′′(0) = 0 y(1) =
∫ 1

0
y(s)ds,

z(0) = z′(0) = z′′(0) = z′′′(0) = 0 z(1) =
∫ 1

0
z(s)ds.

(36)

From the given system one has

ϕ(ϑ, y, z) = a(ϑ)
√

y(ϑ) + z(ϑ)

and
χ(ϑ, y, z) = b(ϑ) 3

√
y(ϑ) + z(ϑ), m = 4, δ = � = 1.

Also a, b : [0, 1]→ [0, ∞) are continuous. Now ϕ0 = lim
(y,z)→0

ϕ(ϑ, y, z)
y + z

= ∞, similarly χ0 = ∞.

Obviously we compute ϕ∞ = 0 = χ∞. Hence due to Theorem 4, system (36) has at least one
positive solution.

Example 3. Taking another test problem with IBCs as⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

D
9
2
+0y(ϑ) + (1− ϑ2)[y(ϑ) + z(ϑ)]2 = 0, D

14
3
+0z(ϑ) + [y(ϑ) + z(ϑ)]3 = 0, ϑ ∈ (0, 1),

y(0) = y′(0) = y′′(0) = y′′′(0) = y′′′′(0) = 0, y(1) =
3
2

∫ 1

0
y(s)ds,

z(0) = z′(0) = z′′(0) = z′′′(0) = z′′′′(0) = 0, z(1) =
3
2

∫ 1

0
z(s)ds.

(37)

From the considered problem (37), one has δ = � = 3
2 , as m = 5. It is easy to see that ϕ0 = χ0 = 0 and

ϕ∞ = χ∞ = ∞. Therefore thanks to Theorem 5, the given system (37) has a positive solution.

Example 4. Further we take another system of FODEs with IBCs as⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

D
11
2
+0y(ϑ) +

(1 + ϑ2)[u2(ϑ) + z(ϑ)]
(4ϑ2 + 4)ασ

= 0, ϑ ∈ (0, 1),

D
16
3
+0z(ϑ) +

(ϑ3 + 1)[y(ϑ) + v2(ϑ)]

(4ϑ3 + 4)αæ
= 0, ϑ ∈ (0, 1),

y(0) = y′(0) = y′′(0) = y′′′(0) = y′′′′(0) = 0, y(1) =
3
2

∫ 1

0
y(s)ds,

z(0) = z′(0) = z′′(0) = z′′′(0) = z′′′′(0) = 0, z(1) =
3
2

∫ 1

0
z(s)ds.

(38)

where δ = � = 3
2 and m = 6. It is easy to obtain ϕ0 = χ0 = ∞ and ϕ∞ = χ∞ = ∞.
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Further ∀ (ϑ, y, z) ∈ [0, 1]× [0, 1]× [0, 1], we have

ϕ(ϑ, y, z) ≤ (ϑ2 + 1)2
4(ϑ2 + 1)ασ

=
α−1

σ

2
, χ(ϑ, y, z) ≤ (ϑ3 + 1)2

4(ϑ3 + 1)αæ
=

α−1
æ
2

.

Hence all the conditions of Theorem 6 hold. Thanks to Theorem 6, the given system (38) has at least two
positive solutions (y1, z1) and (y2, z2) which satisfy

0 < ‖(y1, z1)‖ < 1 < ‖(y2, z2)‖.

7. Non-Existence of Positive Solution

Here some conditions are developed under which the coupled system (1) with given IBCs has
no solution.

Theorem 12. Consider that (C1) − (C3) hold and ϕ(ϑ, y, z) < ‖(y,z)‖
2ασ

and χ(ϑ, y, z) < ‖(y,z)‖
2αæ

for all
ϑ ∈ [0, 1], y > 0, z > 0, then there is no positive solution for BVPs (1).

Proof. Consider (y, z) to be the positive solution of BVPs (1). Then, (y, z) ∈ C for 0 < ϑ < 1 and

‖(y, z)‖ = ‖y‖+ ‖z‖
= max

ϑ∈[0,1]
|y(ϑ)|+ max

ϑ∈[0,1]
|z(ϑ)|

≤ max
ϑ∈[0,1]

1∫
0

Hσ(ϑ, s)|ϕ(s, y(s), z(s))|ds + max
ϑ∈[0,1]

1∫
0

Hæ(ϑ, s)|χ(s, y(s), z(s)|ds

<

1∫
0

Hσ(1, s)
‖(y, z)‖

2αæ
ds +

1∫
0

Hæ(1, s)
‖(y, z)‖

2αæ
ds

⇒ ‖(y, z)‖ < ‖(y, z)‖,

which is contradiction. Hence the considered system (1) has no solution.

Theorem 13. Let the hypothesis (C1)− (C3) hold along with the conditions

ϕ(ϑ, y(ϑ), z(ϑ)) >
‖(y, z)‖

2

⎛⎝λ2
α

1−θ∫
θ

Hσ(1, s)ds

⎞⎠−1

,

χ(ϑ, y(ϑ), z(ϑ)) >
‖(y, z)‖

2

⎛⎝λ2
β

1−θ∫
θ

Hæ(1, s)ds

⎞⎠−1

, for all ϑ ∈ [0, 1], y > 0and z > 0.

Then there does not exist positive solution to BVPs (1).

To demonstrate the results of Theorems 12 and 13 respectively, we give the following example.
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Example 5. Taking the given system of FODEs with given IBCs as⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

D
5
2
+0y(ϑ) = 5− 4

(
y + z +

π

3

)−5
2

, ϑ ∈ [0, 1],

D
5
2
+0z(ϑ) =

(
30 +

30√
y + z

)−3
2

+
1
50

, ϑ ∈ [0, 1],

y(0) = y′(0) = y′′(0) = 0, y(1) =
1
2

∫ 1

0
y(ϑ)dϑ,

z(0) = z′(0) = z′′(0) = 0, z(1) =
1
2

∫ 1

0
z(ϑ)dϑ.

(39)

Also as (C1)− (C3) hold, where m = [2.5] + 1 = 3 and δ = � = 1
2 . We calculate

ϕ0 = 5−
(

3
π

) 5
2

, χ0 =
1
50

, ϕ∞ = 5, χ∞ = 51,

(
5−

(
3
π

) 5
2
)
‖(y, z)‖ < ϕ(ϑ, y(ϑ), z(ϑ)) < 5‖(y, z)‖,

1
50
‖(y, z)‖ < χ(ϑ, y(ϑ), z(ϑ)) < 51‖(y, z)‖.

Therefore we have

5−
(

3
π

) 5
2

‖(y, z)‖ < ϕ(ϑ, y(ϑ), z(ϑ)) < 5‖(y, z)‖ and χ(ϑ, y(ϑ), z(ϑ)) < 5‖(y, z)‖ < ‖(y, z)‖
ασ

,

where ασ ≈ 0.32239 and αæ ≈ 0.32239.
Case I: Now

ϕ(ϑ, y(ϑ), z(ϑ)) <
‖(y, z)‖

ασ
≈ 1.1413‖(y, z)‖

yields that
ϕ(ϑ, y(ϑ), z(ϑ)) < 5‖(y, z)‖ ≈ 3.1018‖(y, z)‖

and
χ(ϑ, y(ϑ), z(ϑ)) < 51‖(y, z)‖ ≈ 3.1018‖(y, z)‖.

Hence under the condition of Theorem 12, there is no solution corresponding to problem (39).
Case II: Also

ϕ(ϑ, y(ϑ), z(ϑ)) >
(

5−
(

3
π

) 5
2
)
‖(y, z)‖ > ‖(y, z)‖

(
λ2

α

∫ 99
100

1
100

Hα(1, s)ds

)−1

≈ 0.615‖(y, z)‖

and

χ(ϑ, y(ϑ), z(ϑ)) >
1
50
‖(y, z)‖ > ‖(y, z)‖

(
λ2

æ

∫ 99
100

1
100

Hæ(1, s)ds

)−1

≈ 0.615‖(y, z)‖.

Hence under the condition of Theorem 13, there is no solution corresponding to coupled system (39).
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8. Conclusions

In the above research work we have successfully investigated a coupled system of nonlinear
FODEs with IBCs for multiplicity results. Further, the aforesaid investigation has been strengthened by
developing some conditions under which the solutions of the proposed system are HU-stable. Further
some results which demonstrate the conditions of nonexistence of solutions have been established.
The whole results have been verified by considering some examples where needed.
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Abstract: We discuss the existence and uniqueness of solutions for a Caputo-type fractional
order boundary value problem equipped with non-conjugate Riemann-Stieltjes integro-multipoint
boundary conditions on an arbitrary domain. Modern tools of functional analysis are applied to
obtain the main results. Examples are constructed for the illustration of the derived results. We also
investigate different kinds of Ulam stability, such as Ulam-Hyers stability, generalized Ulam-Hyers
stability, and Ulam-Hyers-Rassias stability for the problem at hand.
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1. Introduction

Fractional calculus played a pivotal role in improving the mathematical modeling of many
real-world problems. The extensive application of fractional order (differential and integral) operators
indeed reflects the popularity of this branch of mathematical analysis. In contrast to the integer
order operators, such operators are nonlocal in nature and do have the capacity to trace the history
of the phenomenon under investigation. A detailed account of the use of fractional calculus tools
can be found in several scientific disciplines such as, chaos and fractional dynamics [1], evolution
in honeycomb lattice via fractional Schrödinger equation [2], financial economics [3], ecology [4],
bio-engineering [5], etc. For theoretical development and further application of the topic, see the
texts [6–9].

During the past two decades, the study of fractional order boundary value problems has been
one of the hot topics of scientific research. Several researchers contributed to the development of this
class of problems by producing a huge number of articles, special issues, monographs, etc. Now the
literature on the topic contains a variety of existence and uniqueness results, and analytic and numerical
methods of solutions for these problems. In particular, there has been shown a great interest in the
formulation and investigation of fractional order boundary value problems involving non-classical
(nonlocal and integral) boundary conditions. The nonlocal boundary conditions are found to be of
great utility in modeling the changes happening within the domain of the given scientific phenomena,
while the concept of integral boundary conditions is applied to model the physical problems, such as
blood flow problems on arbitrary structures and ill-posed backward problems. For some recent works

Mathematics 2019, 7, 249; doi:10.3390/math7030249 www.mdpi.com/journal/mathematics39
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on fractional order differential equations involving Riemann-Liouville, Caputo, and Hadamard type
fractional derivatives, equipped with classical, nonlocal, and integral boundary conditions, we refer
the reader to a series of papers [10–28] and the references cited therein.

In this paper, we study the existence of solutions for a nonlinear Liouville-Caputo-type fractional
differential equation on an arbitrary domain:

cDqx(t) = f (t, x(t)), 3 < q ≤ 4, t ∈ [a, b], (1)

supplemented with non-conjugate Riemann-Stieltjes integro-multipoint boundary conditions of
the form:

x(a) =
n−2

∑
i=1

αix(ηi) +
∫ b

a
x(s)dA(s), x′(a) = 0, x(b) = 0, x′(b) = 0, (2)

where cDq denotes the Caputo fractional derivative of order q, a < η1 < η2 < · · · < ηn−2 < b,
f : [a, b] × R −→ R is a given continuous function, A is a function of bounded variation, and
αi ∈ R, i = 1, 2, · · · , n− 2.

The main emphasis in the present work is to introduce non-conjugate Riemann-Stieltjes
integro-multipoint boundary conditions and develop the existence theory for a Caputo-type fractional
order boundary value problem equipped with these conditions on an arbitrary domain. Conjugate
conditions on the body/fluid interface provide continuity of the thermal fields by specifying
the equalities of temperatures and heat fluxes of a body and a flow at the vicinity of interface.
The results obtained in this paper may have potential applications in diffraction-free and self-healing
optoelectronic devices. Moreover, propagation properties for fractional Schrödinger equation similar
to our results are well known theoretically [29].

The rest of the paper is organized as follows. An auxiliary result related to the linear variant of
the problems (1) and (2), which plays a key role in the forthcoming analysis, is presented in Section 2.
Some basic ideas of fractional calculus are also given in this section. In Section 3, we obtain some
existence results for the given problem, while Section 4 contains a uniqueness result for the problem at
hand. Ulam stability of different kinds for the problem (1) and (2) is studied in Section 5.

2. Preliminary Material

We begin this section with some basic definitions of fractional calculus [6]. Later we prove
an auxiliary lemma, which plays a key role in defining a fixed-point problem associated with the
given problem.

Definition 1. Let g be a locally integrable real-valued function on −∞ ≤ a < t < b ≤ +∞.
The Riemann-Liouville fractional integral Ip

a of order p ∈ R (p > 0) for the function g is defined as

Ip
a g (t) =

(
g ∗ Kp

)
(t) =

1
Γ (p)

t∫
a

(t− s)p−1 g (s)ds,

where Kp(t) = tp−1

Γ(p) , Γ denotes the Euler gamma function.

Definition 2. The Caputo derivative of fractional order p for an (m− 1)-times absolutely continuous function
g : [a, ∞) −→ R is defined as

cDpg(t) =
1

Γ(m− p)

∫ t

a
(t− t̄)m−p−1g(m)(t̄)dt̄, m− 1 < p ≤ m, m = [p] + 1,

where [p] denotes the integer part of the real number p.
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Lemma 1. [6] The general solution of the fractional differential equation cDqx(t) = 0, m− 1 < q < m, t ∈
[a, b] is

x(t) = ω0 + ω1(t− a) + ω2(t− a)2 + . . . + ωm−1(t− a)m−1,

where ωi ∈ R, i = 0, 1, . . . , m− 1. Furthermore,

Iq cDqx(t) = x(t) +
m−1

∑
i=0

ωi(t− a)i.

Lemma 2. Let

γ1 =
−A1(b− a)2

3
+

2A3

3(b− a)
− A2 �= 0. (3)

For f̂ ∈ C([a, b],R), the unique solution of the linear equation

cDqx(t) = f̂ (t), 3 < q ≤ 4, t ∈ [a, b], (4)

supplemented with the boundary conditions (2) is given by

x(t) =
∫ t

a

(t− s)q−1

Γ(q)
f̂ (s)ds− g1(t)

∫ b

a

(b− s)q−1

Γ(q)
f̂ (s)ds− g2(t)

∫ b

a

(b− s)q−2

Γ(q− 1)
f̂ (s)ds

+g3(t)
∫ b

a

( ∫ s

a

(s− u)q−1

Γ(q)
f̂ (u)du

)
dA(s), (5)

where

g1(t) = λ1 −
(t− a)2 A1

γ1
+ (t− a)3λ4, g2(t) = λ2 +

(t− a)2γ2

γ1
+ (t− a)3λ5,

g3(t) = λ3 +
(t− a)2

γ1
+ (t− a)3λ6, (6)

γ2 =
A3 + (b− a)3 A1

3(b− a)2 , (7)

λ1 = 1 +
(b− a)2 A1

3γ1
, λ2 =

−(b− a)
3

− (b− a)2γ2

3γ1
, λ3 = − (b− a)2

3γ1
,

λ4 =
2A1

3(b− a)γ1
, λ5 =

γ1 − 2(b− a)γ2

3(b− a)2γ1
, λ6 =

−2
3(b− a)γ1

, (8)

A1 = 1−
n−2

∑
i=1

αi −
∫ b

a
dA(s), A2 =

n−2

∑
i=1

αi(ηi − a)2 +
∫ b

a
(s− a)2dA(s),

A3 =
n−2

∑
i=1

αi(ηi − a)3 +
∫ b

a
(s− a)3dA(s). (9)

Proof. Applying the integral operator Iq to both sides of (4) and using Lemma 1, we get

x(t) =
∫ t

a

(t− s)q−1

Γ(q)
f̂ (s)ds + c0 + c1(t− a) + c2(t− a)2 + c3(t− a)3, (10)

where ci ∈ R, i = 0, 1, 2, 3 are unknown arbitrary constants. Differentiating (10) with respect to t,
we have

x′(t) =
∫ t

a

(t− s)q−2

Γ(q− 1)
f̂ (s)ds + c1 + 2c2(t− a) + 3c3(t− a)2. (11)

Using the boundary conditions (2) in (10) and (11), we obtain c1 = 0 and

c0 + (b− a)2c2 + (b− a)3c3 = I1, (12)

41



Mathematics 2019, 7, 249

2(b− a)c2 + 3(b− a)2c3 = I2, (13)

A1c0 − A2c2 − A3c3 = I3, (14)

where Ai (i = 1, 2, 3) are given by (9) and

I1 = −
∫ b

a

(b− s)q−1

Γ(q)
f̂ (s)ds, I2 = −

∫ b

a

(b− s)q−2

Γ(q− 1)
f̂ (s)ds,

I3 =
∫ b

a

( ∫ s

a

(s− u)q−1

Γ(q)
f̂ (u)du

)
dA(s). (15)

Solving (12) and (13), for c0 and c3 in terms of c2, we get

c0 = I1 −
(b− a)

3
I2 −

(b− a)2

3
c2, (16)

c3 =
1

3(b− a)2 I2 −
2

3(b− a)
c2. (17)

Substituting (16) and (17) in (14) yields

c2 =
γ2

γ1
I2 −

A1

γ1
I1 +

1
γ1

I3, γ1 �= 0, (18)

where γ1 and γ2 are defined by (3) and (7) respectively. Using (18) in (16) and (17), we find that

c0 = λ1 I1 + λ2 I2 + λ3 I3,

c3 = λ4 I1 + λ5 I2 + λ6 I3.

Inserting the values of c0, c1, c2 and c3 in (10) together with notations (6), we obtain the solution (5).
The converse of the lemma can be proved by direct computation.

3. Existence Results

Let E = C([a, b],R) denote the Banach space of all continuous functions from [a, b] −→ R
equipped with the sup-norm ‖x‖ = sup{|x(t)|, t ∈ [a, b]}. For computational convenience,
we introduce

Λ =

{
(b− a)q

Γ(q + 1)
+ ḡ1

(b− a)q

Γ(q + 1)
+ ḡ2

(b− a)q−1

Γ(q)
+ ḡ3

∫ b

a

(s− a)q

Γ(q + 1)
dA(s)

}
, (19)

where ḡ1 = sup
t∈[a,b]

|g1(t)|, ḡ2 = sup
t∈[a,b]

|g2(t)|, ḡ3 = sup
t∈[a,b]

|g3(t)|. By Lemma 2, we transform the problems

(1) and (2) into an equivalent fixed-point problem as

x = J x, (20)

where J : E −→ E is defined by

(J x)(t) =
∫ t

a

(t− s)q−1

Γ(q)
f (s, x(s))ds− g1(t)

∫ b

a

(b− s)q−1

Γ(q)
f (s, x(s))ds

− g2(t)
∫ b

a

(b− s)q−2

Γ(q− 1)
f (s, x(s))ds + g3(t)

∫ b

a

( ∫ s

a

(s− u)q−1

Γ(q)
f (u, x(u))du

)
dA(s), (21)

where g1(t), g2(t) and g3(t) are given by (6).
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Evidently, the existence of fixed points of the operator J will imply the existence of solutions for
the problems (1) and (2).

Now, the platform is set to present our main results. The following known fixed-point theorem [30]
will be used in the proof of our first result.

Theorem 1. Let X be a Banach space. Assume that G : X −→ X is a completely continuous operator and the
set P = {x ∈ X|x = βGx, 0 < β < 1} is bounded. Then G has a fixed point in X.

Theorem 2. Suppose that there exists � ∈ C([a, b],R+) such that | f (t, x(t))| ≤ �(t), ∀t ∈ [a, b], x ∈ E ,
with sup

t∈[a,b]
|�(t)| = ‖�‖. Then the problems (1) and (2) has at least one solution on [a, b].

Proof. Observe that continuity of the operator J follows from that of f . Let Φ ⊂ E be bounded. Then,
∀x ∈ Φ together with the given assumption | f (t, x(t))| ≤ �(t), we get

|(J x)| ≤ sup
t∈[a,b]

{∫ t

a

(t− s)q−1

Γ(q)
| f (s, x(s))|ds + |g1(t)|

∫ b

a

(b− s)q−1

Γ(q)
| f (s, x(s))|ds

+|g2(t)|
∫ b

a

(b− s)q−2

Γ(q− 1)
| f (s, x(s))|ds

+|g3(t)|
∫ b

a

( ∫ s

a

(s− u)q−1

Γ(q)
| f (u, x(u))|du

)
dA(s)

}

≤ ‖�‖
[
(b− a)q

Γ(q + 1)
+ ḡ1

(b− a)q

Γ(q + 1)
+ ḡ2

(b− a)q−1

Γ(q)
+ ḡ3

∫ b

a

(s− a)q

Γ(q + 1)
dA(s)

]
= ‖�‖Λ = M1,

which shows that J is bounded. Next, for a < t1 < t2 < b, we have

|(J x)(t2)− (J x)(t1)|

≤
∫ t1

a

|(t2 − s)q−1 − (t1 − s)q−1|
Γ(q)

| f (s, x(s))|ds

+
∫ t2

t1

|(t2 − s)q−1|
Γ(q)

| f (s, x(s))|ds + |g1(t2)− g1(t1)|
∫ b

a

|(b− s)q−1|
Γ(q)

| f (s, x(s))|ds

+|g2(t2)− g2(t1)|
∫ b

a

|(b− s)q−2|
Γ(q− 1)

| f (s, x(s))|ds

+|g3(t2)− g3(t1)|
∫ b

a

( ∫ s

a

|(s− u)q−1|
Γ(q)

| f (u, x(u))|du
)

dA(s)

≤ ‖�‖
[
|(t2 − a)q − (t1 − a)q|+ 2(t2 − t1)

q

Γ(q + 1)
+
|g1(t2)− g1(t1)| |(b− a)q|

Γ(q + 1)

+
|g2(t2)− g2(t1)| |(b− a)q−1|

Γ(q)
+
|g3(t2)− g3(t1)|

Γ(q + 1)

∫ b

a

( ∫ s

a
(s− a)q)dA(s)

)]
,

which tends to zero as t2 −→ t1 independent of x. Thus, J is equicontinuous on Φ. Hence, by
Arzelá-Ascoli theorem, J is relatively compact on Φ. Therefore, J (Φ) is a relatively compact subset
of E .

Now we consider a set P = {x ∈ E|x = βJ x, 0 < β < 1}, and show that the set P is bounded.
Let x ∈ P , then x = βJ x, 0 < β < 1. For any t ∈ [a, b], we have

|x(t)| = β|(J x)(t)|
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≤ sup
t∈[a,b]

{∫ t

a

(t− s)q−1

Γ(q)
| f (s, x(s))|ds + |g1(t)|

∫ b

a

(b− s)q−1

Γ(q)
| f (s, x(s))|ds

+|g2(t)|
∫ b

a

(b− s)q−2

Γ(q− 1)
| f (s, x(s))|ds

+|g3(t)|
∫ b

a

( ∫ s

a

(s− u)q−1

Γ(q)
| f (u, x(u))|du

)
dA(s)

}

≤ ‖�‖
[
(b− a)q

Γ(q + 1)
+ ḡ1

(b− a)q

Γ(q + 1)
+ ḡ2

(b− a)q−1

Γ(q)
+ ḡ3

∫ b

a

(s− a)q

Γ(q + 1)
dA(s)

]
= ‖�‖Λ,

where Λ given by (19). Thus, ‖x‖ ≤ ‖�‖Λ for any t ∈ [a, b]. Therefore, the set P is bounded.
In consequence, the conclusion of Theorem 1 applies and that the operator J has at least one fixed
point. Thus, there exists at least one solution for the problems (1) and (2) on [a, b].

Example 1. Consider the fractional boundary value problem⎧⎪⎪⎪⎨⎪⎪⎪⎩
cD

11
3 x(t) =

6 e−x2

√
t4 + 24

+
cos t

t2 + 1

( |x|3
1 + |x|3

)
+ t3 + 6, t ∈ [1, 2],

x(1) =
4

∑
i=1

αix(ηi) +
∫ 2

1
x(s)dA(s), x′(1) = 0, x(2) = 0, x′(2) = 0,

(22)

where q = 11/3, a = 1, b = 2, α1 = −1/2, α2 = −1/6, α3 = 1/6, α4 = 2, η1 = 6/5, η2 = 7/5, η3 =

8/5, η4 = 9/5 and f (t, x) =
6 e−x2

√
t4 + 24

+
cos t

t2 + 1

( |x|3
1 + |x|3

)
+ t3 + 6.

Clearly, | f (t, x)| ≤ 6√
t4+24

+ cos t
t2+1 + t3 + 6 = �(t) > 0. Therefore, there exists at least one solution for

the problem (22) on [1, 2] by the conclusion of Theorem 2.

Our next existence result is based on the following fixed-point theorem [30].

Theorem 3. Let Ω be an open bounded subset of a Banach space X with 0 ∈ Ω and the operator F : Ω −→ X
is completely continuous satisfying ‖Fx‖ ≤ ‖x‖, ∀ x ∈ ∂Ω. Then the operator F has a fixed point in Ω.

Theorem 4. Let | f (t, x)| ≤ ξ|x| for 0 < |x| < τ, where τ and ξ are positive constants. Then the problems (1)
and (2) has at least one solution for small values of ξ.

Proof. Let us choose ξ such that
Λξ < 1, (23)

where Λ given by (19). Define Br2 = {x ∈ E ; ‖x‖ ≤ r2} and take x ∈ E such that ‖x‖ = r2, that is,
x ∈ ∂Br2 . As we argued in Theorem 2, it can be shown that J is completely continuous and

|(J x)(t)| ≤ sup
t∈[a,b]

{∫ t

a

(t− s)q−1

Γ(q)
| f (s, x(s))|ds + |g1(t)|

∫ b

a

(b− s)q−1

Γ(q)
| f (s, x(s))|ds

+|g2(t)|
∫ b

a

(b− s)q−2

Γ(q− 1)
| f (s, x(s))|ds

+|g3(t)|
∫ b

a

( ∫ s

a

(s− u)q−1

Γ(q)
| f (u, x(u))|du

)
dA(s)

}
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≤ ξ‖x‖
[
(b− a)q

Γ(q + 1)
+ ḡ1

(b− a)q

Γ(q + 1)
+ ḡ2

(b− a)q−1

Γ(q)
+ ḡ3

∫ b

a

(s− a)q

Γ(q + 1)
dA(s)

]
= ξΛ‖x‖.

Using (23) and the norm ‖x‖ = sup
t∈[a,b]

|x(t)|, we get ‖J x‖ ≤ ‖x‖, x ∈ ∂Br2 . Therefore, conclusion

of Theorem 3 applies and hence the problems (1) and (2) has a solution on [a, b].

Example 2. Consider the fractional boundary value problem.⎧⎪⎪⎪⎨⎪⎪⎪⎩
cD

27
7 x(t) =

2|x|√
100 + t2

(
1 +

|x|
1 + |x|

)
, t ∈ [0, 1],

x(0) =
4

∑
i=1

αix(ηi) +
∫ 1

0
x(s)dA(s), x′(0) = 0, x(1) = 0, x′(1) = 0,

(24)

where q = 27/7, a = 0, b = 1, α1 = −2, α2 = −1/6, α3 = 1/6, α4 = 15/4, η1 = 1/7, η2 = 2/7, η3 =

3/7, η4 = 4/7, and f (t, x(t)) =
2|x|√

100 + t2

(
1 +

|x|
1 + |x|

)
. Let us take A(s) = s2

2 . Using the given data,

we have that A1 ≈ −1.25, A2 ≈ 1.45068, A3 ≈ 0.903110, γ1 ≈ −0.43194, γ2 ≈ −0.115630, λ1 ≈
1.96464, λ2 ≈ −0.422566, λ3 ≈ 0.771712, λ4 ≈ 1.92928, λ5 ≈ 0.154867, λ6 ≈ 1.54342, ḡ1 ≈
1.96464, ḡ2 ≈ 0.422566, ḡ3 ≈ 0.771712, Λ ≈ 0.243646, where Λ is given by (19). Clearly the hypothesis
of Theorem 4 is satisfied with ξ = 2

5 . Also ξΛ ≈ 0.097458 < 1. Therefore, the problem (24) has at least one
solution on [0, 1].

In the next result, we apply a fixed-point theorem due to Krasnoselskii [31] to establish the
existence of solutions for the problems (1) and (2).

Theorem 5. (Krasnoselskii [31]) Let M be a closed, convex, bounded and nonempty subset of a Banach space X
and let F1,F2 be the operators defined from M to X such that: (i) F1x +F2y ∈ M wherever x, y ∈ M; (ii) F1

is compact and continuous; (iii) F2 is a contraction. Then there exists z ∈ M such that z = F1z +F2z.

Theorem 6. Assume that f : [a, b]×R −→ R is a continuous function such that the following conditions hold:

(H1) | f (t, x)− f (t, y)| ≤ L|x− y|, L > 0, ∀ t ∈ [a, b], x, y ∈ R;
(H2) | f (t, x)| ≤ μ(t), ∀ (t, x) ∈ [a, b]×R, μ ∈ C([a, b],R+).

Then the problems (1) and (2) has at least one solution on [a, b] if(
Λ− (b− a)q

Γ(q + 1)

)
L < 1, (25)

where Λ is defined by (19).

Proof. Consider a closed ball Br = {x ∈ E : ‖x‖ ≤ r} with r ≥ Λ‖μ‖, sup
t∈[a,b]

|μ(t)| = ‖μ‖, and Λ is

given by (19). Define operators J1 and J2 on Br as

(J1x)(t) =
∫ t

a

(t− s)q−1

Γ(q)
f (s, x(s))ds,

(J2x)(t) = −g1(t)
∫ b

a

(t− s)q−1

Γ(q)
f (s, x(s))ds− g2(t)

∫ b

a

(t− s)q−2

Γ(q− 1)
f (s, x(s))ds

+g3(t)
∫ b

a

( ∫ s

a

(s− u)q−1

Γ(q)
f (u, x(u))du

)
dA(s).
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Please note that J = J1 + J2. For x, y ∈ Br, we have

‖J1x + J2y‖ ≤ sup
t∈[a,b]

{∫ t

a

(t− s)q−1

Γ(q)
| f (s, x(s))|ds + |g1(t)|

∫ b

a

(t− s)q−1

Γ(q)
| f (s, y(s))|ds

+|(g2(t)|
∫ b

a

(t− s)q−2

Γ(q− 1)
| f (s, y(s))|ds

+|g3(t)|
∫ b

a

( ∫ s

a

(s− u)q−1

Γ(q)
| f (u, y(u)|)du

)
dA(s)

}

≤ ‖μ‖ sup
t∈[a,b]

{∫ t

a

(t− s)q−1

Γ(q)
ds + |g1(t)|

∫ b

a

(t− s)q−1

Γ(q)
ds

+|g2(t)|
∫ b

a

(t− s)q−2

Γ(q− 1)
ds + |g3(t)|

∫ b

a

( ∫ s

a

(s− u)q−1

Γ(q)
du
)

dA(s)

}
≤ ‖μ‖Λ ≤ r,

where we have used (19). Thus, J1x + J2y ∈ Br. Next we show that J2 is a contraction. For x, y ∈ Br,
we have

‖J2x−J2y‖ = sup
t∈[a,b]

∣∣∣(J2x)(t)− (J2y)(t)
∣∣∣

≤ sup
t∈[a,b]

{
|g1(t)|

∫ b

a

(b− s)q−1

Γ(q)
| f (s, x(s))− f (s, y(s))|ds

+|g2(t)|
∫ b

a

(b− s)q−2

Γ(q− 1)
| f (s, x(s))− f (s, y(s))|ds

+|g3(t)|
∫ b

a

( ∫ s

a

(s− u)q−1

Γ(q)
| f (u, x(u))− f (u, y(u))|du

)
dA(s)

}

≤ L‖x− y‖
[

ḡ1
(b− a)q

Γ(q + 1)
+ ḡ2

(b− a)q−1

Γ(q)
+ ḡ3

∫ b

a

(s− a)q

Γ(q + 1)
dA(s)

]

= L

(
Λ− (b− a)q

Γ(q + 1)

)
‖x− y‖,

which shows that J2 is a contraction by the condition (25). Continuity of f implies that the operator
J1 is continuous. Also, J1 is uniformly bounded on Br as

‖J1x‖ ≤ (b− a)q

Γ(q + 1)
‖μ‖.

Next, we establish that the operator J1 is compact. Setting S = [a, b] × Br, we define
sup

(t,x)∈S
| f (t, x)| = Mr. For a < t2 < t1 < b, we get

|(J1x)(t1)− (J1x)(t2)| =
∣∣∣ ∫ t2

a

(t1 − s)q−1 − (t2 − s)q−1

Γ(q)
f (s, x(s))ds

+
∫ t1

t2

(t1 − s)q−1

Γ(q)
f (s, x(s))ds

∣∣∣
≤ Mr

Γ(q + 1)

[
|(t1 − a)q − (t2 − a)q|+ 2(t1 − t2)

q
]

−→ 0 when t1 − t2 −→ 0,
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independent of x. Thus, J1 is equicontinuous on Br. Hence, by Arzelá-Ascoli theorem, J1 is compact
on Br. Therefore, the conclusion of Theorem 5 applies to the problems (1) and (2).

Remark 1. By interchanging the role of the operators J1 and J2 in Theorem 6, the condition (25) becomes:

L(b− a)q

Γ(q + 1)
< 1.

Example 3. Consider the fractional differential equation:

cD
11
3 x(t) =

δ√
t2 + 8

tan−1x + e2t, t ∈ [1, 2]. (26)

subject to the boundary conditions of Example 1.

Let us take A(s) = (s−1)2

2 + 1
2 . Using the given data (from Example 1), it is found that

A1 = −1, A2 ≈ 1.543333, A3 ≈ 1.245333, γ1 ≈ −0.379778, γ2 ≈ 0.081778, λ1 ≈ 1.877706,
λ2 ≈ −0.261556, λ3 ≈ 0.877706, λ4 ≈ 1.755413, λ5 ≈ 0.476887, λ6 ≈ 1.755413, ḡ1 ≈ 1.877706,

ḡ2 ≈ 0.264808, ḡ3 ≈ 0.877706, Λ ≈ 0.272140 (Λ is given by (19) and Λ− (b−a)2

Γ(q+1) ≈ 0.204166.

Clearly the hypotheses of Theorem 6 are satisfied with L = δ/3 and μ(t) = δπ
2
√

t2+8
+ e2t. Also L

(
Λ−

(b−a)2

Γ(q+1)

)
< 1 for δ < 14.693960. Therefore, there exists at least one solution for the problem (26) on [1, 2].

4. Uniqueness of Solution

Here, we prove the uniqueness of solutions for the problems (1) and (2).

Theorem 7. Assume that f : [a, b]×R −→ R is a continuous function satisfying the condition (H1). Then the
problems (1) and (2) has a unique solution on [a, b] if

LΛ < 1, (27)

where Λ is given by (19).

Proof. Setting sup
t∈[a,b]

| f (t, 0)| = N < ∞, and selecting

r1 ≥ NΛ(1− LΛ)−1,

we define Br1 = {x ∈ E : ‖x‖ ≤ r1}, and show that J Br1 ⊂ Br1 , where the operator J is defined
by (21). For x ∈ Br1 ,

| f (t, x(t))| = | f (t, x(t))− f (t, 0) + f (t, 0)| ≤ | f (t, x(t))− f (t, 0)|+ | f (t, 0)|
≤ L|x(t)|+ N ≤ L‖x‖+ N ≤ Lr1 + N.

Then,

‖J x‖ ≤ sup
t∈[a,b]

{∫ t

a

(t− s)q−1

Γ(q)
| f (s, x(s))|ds + |g1(t)|

∫ b

a

(b− s)q−1

Γ(q)
| f (s, x(s))|ds

+|g2(t)|
∫ b

a

(b− s)q−2

Γ(q− 1)
| f (s, x(s))|ds

+|g3(t)|
∫ b

a

( ∫ s

a

(s− u)q−1

Γ(q)
| f (u, x(u))|du

)
dA(s)

}
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≤ (L‖x‖+ N)

[
(b− a)q

Γ(q + 1)
+ ḡ1

(b− a)q

Γ(q + 1)
+ ḡ2

(b− a)q−1

Γ(q)
+ ḡ3

∫ b

a

(s− a)q

Γ(q + 1)
dA(s)

]
≤ (Lr1 + N)Λ ≤ r1.

This shows that J x ∈ Br1 for any x ∈ Br1 . Therefore, J Br1 ⊂ Br1 . Now, we show that J is
a contraction. For x, y ∈ E and t ∈ [a, b], we obtain

‖(J x)− (J y)‖ = sup
t∈[a,b]

∣∣∣(J x)(t)− (J y)(t)
∣∣∣

≤ sup
t∈[a,b]

{∫ t

a

(t− s)q−1

Γ(q)

∣∣∣ f (s, x(s))− f (s, y(s))
∣∣∣ds

+|g1(t)|
∫ b

a

(b− s)q−1

Γ(q)

∣∣∣ f (s, x(s))− f (s, y(s))
∣∣∣ds

+|g2(t)|
∫ b

a

(b− s)q−2

Γ(q− 1)

∣∣∣ f (s, x(s))− f (s, y(s))
∣∣∣ds

+|g3(t)|
∫ b

a

( ∫ s

a

(s− u)q−1

Γ(q)

∣∣∣ f (u, x(u))− f (u, y(u))
∣∣∣du

)
dA(s)

}

≤ L‖x− y‖
[
(b− a)q

Γ(q + 1)
+ ḡ1

(b− a)q

Γ(q + 1)
+ ḡ2

(b− a)q−1

Γ(q)
+ ḡ3

∫ b

a

(s− a)q

Γ(q + 1)
dA(s)

]
= LΛ‖x− y‖.

By the condition (27), we deduce from the above inequality that J is a contraction. Thus, by the
conclusion of Banach fixed-point theorem, the problems (1) and (2) has a unique solution on [a, b].

Example 4. Let us take the problem considered in Example 1, and note that LΛ < 1 for δ < 11.023738. Clearly
the hypothesis of Theorem 7 is satisfied. Hence it follows by the conclusion of Theorem 7 that the problem (22)
has a unique solution on [1, 2].

5. Ulam Stability

In this section, we discuss the Ulam stability for the problems (1) and (2) by means of integral
representation of its solution given by

y(t) =
∫ t

a

(t− s)q−1

Γ(q)
f (s, y(s))ds− g1(t)

∫ b

a

(b− s)q−1

Γ(q)
f (s, y(s))ds

−g2(t)
∫ b

a

(b− s)q−2

Γ(q− 1)
f (s, y(s))ds

+g3(t)
∫ b

a

( ∫ s

a

(s− u)q−1

Γ(q)
f (u, y(u))du

)
dA(s). (28)

Here y ∈ C([a, b],R) possesses a fractional derivative of order 3 < q ≤ 4 and f : [a, b]×R −→ R
is a continuous function. Then the nonlinear operator Q : C([a, b],R) −→ C([a, b],R) defined by

Qy(t) = cDqy(t)− f (t, y(t))

is continuous.

Definition 3. For each ε > 0 and for each solution y of (1) and (2) such that

‖Qy‖ ≤ ε, (29)
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the problems (1) and (2) is said to be Ulam-Hyers stable if we can find a positive real number ν and a solution
x ∈ C([a, b],R) of (1) and (2) satisfying the inequality:

‖x− y‖ ≤ ν ε∗,

where ε∗ is a positive real number depending on ε.

Definition 4. Let there exists κ ∈ C(R+,R+) such that for each solution y of (1) and (2), we can find a
solution x ∈ C([a, b],R) of (1) and (2) such that

|x(t)− y(t)| ≤ κ(ε), t ∈ [a, b].

Then the problems (1) and (2) is said to be generalized Ulam-Hyers stable

Definition 5. For each ε > 0 and for each solution y of (1) and (2), the problems (1) and (2) is called
Ulam-Hyers-Rassias stable with respect to σ ∈ C([a, b],R+) if

|Qy(t)| ≤ εσ(t), t ∈ [a, b], (30)

and there exist a real number ν > 0 and a solution x ∈ C([a, b],R) of (1) and (2) such that

|x(t)− y(t)| ≤ νε∗σ(t), t ∈ [a, b],

where ε∗ is a positive real number depending on ε.

Theorem 8. Let the assumption (H1) hold with LΛ < 1, where Λ is defined by (19). Then the problems (1)
and (2) is both Ulam-Hyers and generalized Ulam-Hyers stable.

Proof. Let x ∈ C([a, b],R) be a solution of (1) and (2) satisfying (21) by Theorem 7. Let y be any
solution satisfying (29). Then by Lemma 2, y satisfies the integral equation (28). Furthermore, the
equivalence in Lemma 2 implies the equivalence between the operators Q and J − I (where I is
identity operator) for every solution y ∈ C([a, b],R) of (1) and (2) satisfying (27). Therefore, we deduce
by the fixed-point property of the operator J (given by (21)) and (29) that

|y(t)− x(t)| = |y(t)−J y(t) + J y(t)−J x(t)|
≤ |J x(t)−J y(t)|+ |J y(t)− y(t)|
≤ LΛ‖x− y‖+ ε,

where ε > 0 and LΛ < 1. In consequence, we get

‖x− y‖ ≤ ε

1− LΛ
.

Fixing ε∗ = ε
1−LΛ and ν = 1, we obtain the Ulam-Hyers stability condition. In addition,

the generalized Ulam-Hyers stability follows by taking κ(ε) = ε
1−LΛ .

Theorem 9. Assume that (H1) holds with L < Λ−1 (where Λ is defined by (19)), and there exists a function
σ ∈ C([a, b],R+) satisfying the condition (30). Then the problems (1) and (2) is Ulam-Hyers-Rassias stable
with respect to σ.

Proof. Following the arguments employed in the proof of Theorem 8, we have

‖x− y‖ ≤ ε∗σ(t),
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where ε∗ = ε
1−LΛ . This completes the proof.

Example 5. Consider the following fractional differential equation

cD
27
7 x(t) =

3
t2 + 16

(
cos x +

x
1 + x

)
, t ∈ [0, 1], (31)

subject to the same data and the boundary conditions given in Example 1 with f (t, x(t)) =
3

t2 + 16

(
cos x +

x
1 + x

)
. Obviously | f (t, x) − f (t, y)| ≤ 3

8‖x − y‖, so, L = 3/8 and LΛ ≈ 0.102053 < 1. Then the

problem (31) is Ulam-Hyers stable, and generalized Ulam-Hyers stable. In addition, if there exists a continuous
and positive function σ = e1+t2

+ 5 satisfying the condition (30), then the problem (31) is Ulam-Hyers-Rassias
stable with the given value of f (t, x).

6. Conclusions

We have obtained several existence results for a new class of Caputo-type fractional differential
equations of order q ∈ (3, 4], supplemented with non-conjugate Riemann-Stieltjes integro-multipoint
boundary conditions on an arbitrary domain by imposing different kinds of conditions on the nonlinear
function involved in the problem. The existence results, relying on different fixed-point theorems, are
presented in Section 3. The uniqueness of solution for the given problem is studied in Section 4 with
the aid of Banach fixed-point theorem. Section 5 is concerned with different kinds of Ulam stability
for the problem at hand. Some new results follow as special cases of the ones presented in this paper.
For example, taking A(s) = s, our results correspond to the ones for non-conjugate integro-multipoint
boundary conditions of the form: x(a) = ∑n−2

i=1 αix(ηi) +
∫ b

a x(s)ds, x′(a) = 0, x(b) = 0, x′(b) = 0
and the value of Λ given by (19) takes the following form in this situation:

Λ =
{ (b− a)q

Γ(q + 1)
+ ḡ1

(b− a)q

Γ(q + 1)
+ ḡ2

(b− a)q−1

Γ(q)
+ ḡ3

(b− a)q+1

Γ(q + 2)

}
.

Letting A(s) = 0 in our results, we get the ones for non-conjugate multipoint boundary conditions
of the form: x(a) = ∑n−2

i=1 αix(ηi), x′(a) = 0, x(b) = 0, x′(b) = 0. In case we take αi = 0 for
all i = 1, . . . , n− 2, our results reduce to the ones with non-conjugate Riemann-Stieltjes boundary
conditions. By fixing A(s) = 0 and αi = 0 for all i = 1, . . . , n− 2, our results correspond to a boundary
value problem of fractional order q ∈ (3, 4] with conjugate boundary conditions.
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1. Introduction

Recently, many mathematicians and researchers have extensively studied fractional difference
calculus since this subject can be used for describing many problems of real-world phenomena such
as mechanical, control systems, flow in porous media, and electrical networks (see [1,2] and the
references therein). The basic definitions and properties of fractional difference calculus are given
in the book [3]. The applications and developments of the theory can be found in [4–47] and the
references cited therein. For example, Ferreira [20] studied the fractional difference equation of order
less than one. Goodrich [22] presented the fractional difference equation of order 1 < α ≤ 2 with a
constant boundary condition. Chen et al. [28] proposed the initial value problem of order less than
one. Chen and Zhou [29] studied the antiperiodic boundary value problem of order 1 < α ≤ 2.
Sitthiwirattham et al. [38] initiated the study of the fractional sum boundary value problem of order
1 < α ≤ 2. Sitthiwirattham [40] proposed the sequential fractional difference equation with the
fractional sum boundary condition. We observe that these research works are fractional problems
containing only one equation.

The study of coupled systems of fractional differential equations is an important topic in this area
(see [48–53] and the references cited therein), and a recent example of the application of systems of
fractional difference equations is [54].

For the boundary value problems for systems of discrete fractional equations, there are some
studies in this area (see [55–60] and the references cited therein).

Pan et al. [55] proposed the system of discrete fractional difference equations as given by:

−Δνy1(t) = f
(
y1(t + ν), y2(t + μ− 1)

)
,

−Δμy2(t) = g
(
y1(t + ν), y2(t + μ− 1)

)
, (1)

Mathematics 2019, 7, 256; doi:10.3390/math7030256 www.mdpi.com/journal/mathematics53
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for t ∈ N0,b+1 := {0, 1, 2, ..., b + 1}, with the difference boundary conditions:

y1(ν− 2) = Δy1(ν + b) = 0,

y2(μ− 2) = Δy2(μ + b) = 0, (2)

where b ∈ N0 := N ∪ {0}; 1 < μ, ν ≤ 2; 0 < β ≤ 1; and f , g : R×R → R are continuous functions.
Δν and Δμ are fractional difference operator of order ν and μ, respectively.

In 2015, Goodrich [58] discussed the coupled system of discrete fractional difference equations:

−Δ−νx(t) = λ1 f
(
t + ν− 1, y(t + μ− 1)

)
, t ∈ N0,b+1,

−Δ−μy(t) = λ2g
(
t + μ− 1, y(t + ν− 1)

)
, (3)

with the nonlinearities satisfying no growth conditions:

x(ν− 2) = H1 (∑n
i=1 aiy(ξi)) , x(ν + b + 1) = 0,

y(μ− 2) = H2

(
∑m

j=1 bjx(ζi)
)

, y(μ + b + 1) = 0, (4)

where 1 < ν ≤ 2; 1 < μ ≤ 2; λ1, λ2 > 0; {ai}n
i=1 ,

{
bj
}m

j=1 ⊆ (0, ∞); and H1, H2 : [0, ∞) → [0, ∞) are
continuous functions.

In this paper, we considered the coupled system of fractional difference equations:{
Δα1 u1(t) = F1

(
t + α1 − 1, t + α2 − 1, Δβ1 u1(t + α1 − β1), u2(t + α2 − 1)

)
,

Δα2 u2(t) = F2
(
t + α1 − 1, t + α2 − 1, Δβ2 u2(t + α2 − β1), u1(t + α1 − 1)

)
,

(5)

for t ∈ N0, subject to the nonlocal fractional sum boundary conditions on the discrete half-line N0:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
u1(α1 − 2) = φ1(u1, u2),

u2(α2 − 2) = φ2(u1, u2),

limt→∞ u1(t + α1 − 2) = λ2Δ−θ2 g2(η2 + θ2)u2(η2 + θ2),

limt→∞ u2(t + α2 − 2) = λ1Δ−θ1 g1(η1 + θ1)u1(η1 + θ1).

(6)

For i = 1, 2, αi ∈ (1, 2]; νi, γi, θi ∈ (0, 1]; βi ∈ (αi − 1, αi); λ1, λ2 > 0, and ηi ∈ Nαi−1,T+αi−1

are given constants; Fi ∈ C
(
Nα1−2 ×Nα2−2 ×R2,R

)
and gi ∈ C

(
Nαi−2,T+αi ,R

+
)

are given functions;
φi(u1, u2) are given functionals; and Δ−θi are fractional sums of order θi.

The goal of this study is to show the existence of solutions of the governing problems (5) and (6).
The paper is structured as follows. Some definitions and basic lemmas are recalled in Section 2.
In Section 3, we prove the existence of solutions of the boundary value problem (5) by employing
Schauder’s fixed point theorem. Finally, we present an example to illustrate our result in the last section.

2. Preliminaries

In what follows, the notation, definitions, and lemmas used in the main results are given.

Definition 1. The generalized falling function is defined by tα :=
Γ(t + 1)

Γ(t + 1− α)
, for any t and α for which the

right-hand side is defined. If t + 1− α is a pole of the Gamma function and t + 1 is not a pole, then tα = 0.

Lemma 1. [4] Assume the falling factorial functions are well defined. If t ≤ r, then tα ≤ rα for any α > 0.
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Definition 2. For α > 0 and f defined on Na, the α-order fractional sum of f is defined by:

Δ−α f (t) :=
1

Γ(α)

t−α

∑
s=a

(t− σ(s))α−1 f (s),

where t ∈ Na+α and σ(s) = s + 1.

Definition 3. For α > 0 and f defined on Na, the α-order Riemann–Liouville fractional difference of f is
defined by:

Δα f (t) := ΔNΔ−(N−α) f (t) =
1

Γ(−α)

t+α

∑
s=a

(t− σ(s))−α−1 f (s),

where t ∈ Na+N−α and N ∈ N are chosen so that 0 ≤ N − 1 < α ≤ N.

Lemma 2. [4] Let 0 ≤ N − 1 < α ≤ N. Then,

Δ−αΔαy(t) = y(t) + C1tα−1 + C2tα−2 + . . . + CNtα−N ,

for some Ci ∈ R, with 1 ≤ i ≤ N.

The following lemma deals with the linear variant of the boundary value problems (5) and (6)
and gives a representation of the solution.

Lemma 3. Let αi ∈ (1, 2], θi ∈ (0, 1], λ1, λ2 > 0 and ηi ∈ Nαi−1,T+αi−1 be given constants,
ki ∈ C

(
Nαi−2,R

)
and gi ∈ C

(
Nαi−2,T+αi ,R

+
)

given functions, and φi(u1, u2) given functionals. For each
i, j ∈ {1, 2} and i �= j, then the problems:

Δαi ui(t) = ki(t + αi − 1), t ∈ N0, (7)

ui(αi − 2) = φi(u1, u2), (8)

lim
t→∞

ui(t + αi) = λjΔ
−θj gj(ηj + θj)uj(ηj + θj). (9)

have the unique solutions:

u1(t1) = t
α1−1
1

{
λ1

ΛΓ(θ1)

η1

∑
s=α1−2

(η1 + θ1 − σ(s))θ1−1 g1(s)sα1−1 P(k1, k2)

− λ2

ΛΓ(θ2)

η2

∑
s=α2−2

(η2 + θ2 − σ(s))θ2−1 g2(s)sα2−1Q(k1, k2)

}
(10)

+
t
α1−2
1 φ1(u1, u2)

Γ(α1)
+

1
Γ(α1)

t1−α1

∑
s=0

(t1 − σ(s))α1−1 k1(s + α1 − 1), t1 ∈ Nα1−2,

u2(t2) = t
α2−1
2

{ lim
t2→∞

t
α2−1
2

Λ
P(k1, k2)−

lim
t1→∞

t
α1−1
1

Λ
Q(k1, k2)

}
(11)

+
t
α2−2
2 φ2(u1, u2)

Γ(α2)
+

1
Γ(α2)

t2−α2

∑
s=0

(t2 − σ(s))α2−1 k2(s + α2 − 1), t2 ∈ Nα2−2,

provided that both u1(t1), u2(t2) are uniformly bounded on Nα1−2 and Nα2−2, respectively, and:

Λ =

λ2 lim
t2→∞

t
α2−1
2

Γ(α2)

η2

∑
s=α2−1

(η2 + θ2 − σ(s))θ2−1 g2(s) sα2−1 (12)
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−
λ1 lim

t1→∞
t
α1−1
1

Γ(α1)

η1

∑
s=α1−1

(η1 + θ1 − σ(s))θ1−1 g1(s) sα1−1, ti ∈ Nαi−2,

P(k1, k2) =

lim
t1→∞

t
α1−2
1 φ1(u1, u2)

Γ(α1)
− λ2φ2(u1, u2)

Γ(α2)Γ(θ2)

η2

∑
s=α2−2

(η2 + θ2 − σ(s))θ2−1 g2(s) sα2−2

+
1

Γ(α1)
lim

t1→∞

t1−α1

∑
s=0

(t1 − σ(s))α1−1 k1(s + α1 − 1)− λ2

Γ(α2)Γ(θ2)
× (13)

η2

∑
ξ=α2

ξ−α2

∑
s=0

(η2 + θ2 − σ(ξ))θ2−1(ξ − σ(s))α2−1 g2(s + α2 − 1)k2(s + α2 − 1),

Q(k1, k2) =

lim
t2→∞

t
α2−2
2 φ2(u1, u2)

Γ(α2)
− λ1φ1(u1, u2)

Γ(α1)Γ(θ1)

η1

∑
s=α1−2

(η1 + θ1 − σ(s))θ1−1 g1(s) sα1−2

+
1

Γ(α2)
lim

t2→∞

t2−α2

∑
s=0

(t2 − σ(s))α2−1 k2(s + α2 − 1)− λ1

Γ(α1)Γ(θ1)
× (14)

η1

∑
ξ=α1

ξ−α1

∑
s=0

(η1 + θ1 − σ(ξ))θ1−1(ξ − σ(s))α1−1 g1(s + α1 − 1)k1(s + α1 − 1).

Proof. For each i, j ∈ {1, 2} and i �= j, using Lemma 2 and the fractional sum of order α ∈ (1, 2] for (7),
we obtain:

ui(ti) = C1it
αi−1
i + C2it

αi−2
i +

1
Γ(αi)

ti−αi

∑
s=0

(ti − σ(s))αi−1 ki(s + αi − 1), (15)

for ti ∈ Nαi−2.
By using the boundary condition (8), we find that:

C2i =
φi(u1, u2)

Γ(αi)
. (16)

Then, for ti ∈ Nαi−2, we have:

ui(ti) = C1it
αi−1
i +

φi(u1, u2)

Γ(αi)
t
αi−2
i

+
1

Γ(αi)

ti−αi

∑
s=0

(ti − σ(s))αi−1 ki(s + αi − 1). (17)

Taking the fractional sum of order 0 < θi ≤ 1 for (17), we obtain:

Δ−θi ui(ti) (18)

=
C1i

Γ(θi)

ti

∑
s=αi−2

(ti + θ − σ(s))θi−1 gi(s) sαi−1 +
φi(u1, u2)

Γ(αi)
×

ti

∑
s=αi−2

(ti + θi − σ(s))θi−1 gi(s) sαi−2 +
1

Γ(θi)Γ(αi)

ti

∑
ξ=αi

ξ−αi

∑
s=0

(ti + θi − σ(ξ))θi−1 ×

(ξ − σ(s))αi−1 gi(s + αi − 1) ki(s + αi − 1),

for ti ∈ Nαi−2.
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Employing the boundary condition (9), this implies that:

C11 lim
t1→∞

t
α1−1
1 +

φ1(u1, u2)

Γ(α1)
lim

t1→∞
t
α1−2
1 +

limt1→∞

Γ(α1)

t1−α1

∑
s=0

(ti − σ(s))α1−1 k1(s + α1 − 1)

=
λ2C12

Γ(θ2)

η2

∑
s=α2−1

(η2 + θ2 − σ(s))θ2−1 g2(s) sα2−1 (19)

+
λ2φ2(u1, u2)

Γ(α2)Γ(θ2)

η2

∑
s=α2−2

(η2 + θ2 − σ(s))θ2−1 g2(s) sα2−2

+
λ2

Γ(α2)Γ(θ2)

η2

∑
ξ=α2

ξ−α2

∑
s=0

(η2 + θ2 − σ(ξ))θ2−1(ξ − σ(s))α2−1 g2(s + α2 − 1) k2(s + α2 − 1),

and:

C12 lim
t2→∞

t
α2−1
2 +

φ2(u1, u2)

Γ(α2)
lim

t2→∞
t
α2−2
2 +

1
Γ(α2)

lim
t2→∞

t2−α2

∑
s=0

(t2 − σ(s))α2−1 k2(s + α2 − 1)

=
λ1C11

Γ(θ1)

η1

∑
s=α1−1

(η1 + θ1 − σ(s))θ1−1 g1(s) sα1−1 (20)

+
λ1φ1(u1, u2)

Γ(α1)Γ(θ1)

η1

∑
s=α1−2

(η1 + θ1 − σ(s))θ1−1 g1(s) sα1−2

+
λ1

Γ(α1)Γ(θ1)

η1

∑
ξ=α1

ξ−α1

∑
s=0

(η1 + θ1 − σ(ξ))θ1−1(ξ − σ(s))α1−1 g1(s + α1 − 1) k1(s + α1 − 1).

After solving the system of Equations (19) and (20), we obtain:

C11 =
λ1

ΛΓ(θ1)

η1

∑
s=α1−2

(η1 + θ1 − σ(s))θ1−1 g1(s)sα1−1 P(k1, k2) (21)

− λ2

ΛΓ(θ2)

η2

∑
s=α2−2

(η2 + θ2 − σ(s))θ2−1 g2(s)sα2−1Q(k1, k2),

and:

C12 =

lim
t2→∞

t
α2−1
2

Λ
P(k1, k2)−

lim
t1→∞

t
α1−1
1

Λ
Q(k1, k2), (22)

where Λ,P(k1, k2) and Q(k1, k2) are defined as (12)–(14), respectively. �

The following lemma deals with the solutions ui(ti), i = 1, 2 of the problems (7)–(9), and
Δβi ui(ti − βi + 1) are uniformly bounded on Nαi−2, βi ∈ (αi − 1, αi).

Lemma 4. For each i, j ∈ {1, 2} and i �= j, let ki ∈ C
(
Nαi−2,R

)
and gi ∈ C

(
Nαi−2,R+

)
be given functions,

φi(u1, u2) be given functionals, ρi > max{βi − αi}, βi ∈ (αi − 1, αi), and 0 < gi ≤ gi(si) ≤ Gi, for each
si ∈ Nαi−2,T+αi .

The solution ui(ti) of the problems (7)–(9) and Δβi ui(ti − βi + 1) are uniformly bounded on Nαi−2, if
and only if ui(ti) and Δβi ui(ti − βi + 1) satisfy the following properties:

(A1) There exist constants M1, N1, m1, n1 > 0 such that, for u1 and Δβ1 u1,

|ki(ti)| ≤ M1 e−m1(2t1+t2),
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|φi(u1, u2)| ≤ N1(t1 + ρ1)
ρ1 e−n1(t1+1).

(A2) There exist constants M2, N2, m2, n2 > 0 such that, for u2 and Δβ2 u2,

|ki(ti)| ≤ M2 (t2 + ρ2)
ρ2 e−m2(t1+2t2),

|φi(u1, u2)| ≤ N2(t1 + ρ1)
ρ1
[
(t2 + ρ2)

ρ2
]2 e−n2(t2+1).

(A3) There exist constants Ωi > 0, i = 1, 2 such that,{
(t1 − α1 + 1)2−α1(t2 − α2 + 1)2−α2

1 + (t1 + ρ1)
ρ1(t2 + ρ2)

ρ2

} ∣∣ui(ti)
∣∣ < Ωi,{

(t1 − α1 + 1)2−α1(t2 − α2 + 1)2−α2

1 + (t1 + ρ1)
ρ1(t2 + ρ2)

ρ2

} ∣∣Δβi ui(ti)
∣∣ < Ωi.

Proof. Firstly, taking the fractional difference of order αi − 1 < βi < αi, i = 1, 2 for (10) and (11),
we obtain:

Δβ1 u1(t1)

=
1

Γ(−β1)

t1+1

∑
s=α1−1

(t1 − β1 + 1− σ(s))−β1−1sα1−1 ×
{

λ1

ΛΓ(θ1)
×

η1

∑
s=α1−2

(η1 + θ1 − σ(s))θ1−1 g1(s)sα1−1 P(k1, k2)−
λ2

ΛΓ(θ2)
×

η2

∑
s=α2−2

(η2 + θ2 − σ(s))θ2−1 g2(s)sα2−1Q(k1, k2)

}
(23)

+
φ1(u1, u2)

Γ(−β1)Γ(α1)

t1+1

∑
s=α1−2

(t1 − β1 + 1− σ(s))−β1−1sα1−2

+
1

Γ(−β1)Γ(α1)

t1+1

∑
ξ=α1

ξ−α1

∑
s=0

(t1 − β1 + 1− σ(s))−β1−1(ξ − σ(s))α1−1k1(s + α1 − 1),

and:

Δβ2 u2(t2)

=
1

Γ(−β2)

t2+1

∑
s=α2−1

(t2 − β2 + 1− σ(s))−β2−1sα2−1 ×
{ lim

t2→∞
t
α2−1
2

Λ
P(k1, k2) (24)

−
lim

t1→∞
t
α1−1
1

Λ
Q(k1, k2)

}
+

φ2(u1, u2)

Γ(−β2)Γ(α2)

t2+1

∑
s=α2−2

(t2 − β1 + 1− σ(s))−β2−1sα2−2

+
1

Γ(−β2)Γ(α2)

t2+1

∑
ξ=α2

ξ−α2

∑
s=0

(t2 − β2 + 1− σ(s))−β2−1(ξ − σ(s))α2−1k2(s + α2 − 1).

If ui(ti) and Δβi ui(ti − βi + 1) are uniformly bounded on Nαi−2, we have:

|Λ| ≤
∣∣∣∣∣
λ2 lim

t2→∞
t
α2−1
2

Γ(α2)

η2

∑
s=α2−1

(η2 + θ2 − σ(s))θ2−1 g2(s) sα2−1
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−
λ1 lim

t1→∞
t
α1−1
1

Γ(α1)

η1

∑
s=α1−1

(η1 + θ1 − σ(s))θ1−1 g1(s) sα1−1

∣∣∣∣∣ (25)

≤ max

{∣∣∣∣ lim
t2→∞

t
α2−1
2 (η2 + θ2 − α2)

θ2−1G2λ2A2

∣∣∣∣,∣∣∣∣ lim
t1→∞

t
α1−1
1 (η1 + θ1 − α1)

θ1−1G1λ1A1

∣∣∣∣
}

.

Furthermore, considering u1(ti) and Δβ1 ui(ti), we obtain:

|ki(ti)| <

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
M1 e1−(t1+t2) , for u1(t1)

M1 e−(2t1+t2) , for Δβ1 u1(t1 − β1 + 1)

M2 (t2 + ρ2)
ρ2 e−(t1+t2) , for u2(t2)

M2 (t2 + ρ2)
ρ2 e−(t1+2t2) , for Δβ2 u2(t2 − β2 + 1)

(26)

and:

|φi(t1, t2)| <

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
N1 (t1 + ρ1 + 1)ρ1 , for u1(t1)

N1 (t1 + ρ1)
ρ1 e−(t1+1) , for Δβ1 u1(t1 − β1 + 1)

N2(t1 + ρ1)
ρ1
[
(t2 + ρ2 + 1)ρ2

]2 , for u2(t2)

N2(t1 + ρ1)
ρ1
[
(t2 + ρ2)

ρ2
]2 e−(t2+1) , for Δβ2 u2(t2 − β2 + 1)

(27)

where:

M1 =min

{
λ1G1(η1 − α1 + θ1)

θ1−1A1

λ2g2Γ(α2)A2
,

G1(η1 − α1 + θ1)
θ1−1

g1
, Γ(α1),

G1(η1 − α1 + θ1)
θ1−1

λ2g1g2Γ(α1)C2
,

G1(η1 − α1 + θ1)
θ1−1A1

λ2g1g2Γ(α2)A2C1

}
, (28)

M2 =min

{
Γ(α2), λ2G2(η2 − α2 + θ2)

θ2−1A2, G1(η1 − α1 + θ1)
θ1−1A1,

G1(η1 − α1 + θ1)
θ1−1A1

g1C1
,

G2(η2 − α2 + θ2)
θ2−1A2

g2C2

}
, (29)

N1 =min

{
Γ(θ1), Γ(θ2), Γ(α1),

Γ(θ1)

λ2g2Γ(α1)B2
,

G1(η1 − α1 + θ1)
θ1−1A1

λ2g1g2Γ(α1 − 1)B1A2

}
, (30)

N2 =min

{
Γ(α2), λ2G2Γ(α1)(η2 − α2 + θ2)

θ2−1A2, λ1G1Γ(α2)(η1 − α1 + θ1)
θ1−1A1,

G2(η2 − α2 + θ2)
θ2−1A2

g2B2
,

G1(η1 − α1 + θ1)
θ1−1A1

g1B1

}
. (31)

Consequently, the conditions (A1) and (A2) hold.
We next show that the condition (A3) holds. By using the conditions (A1) and (A2), we obtain:

∣∣ui(ti)
∣∣ ≤ t

α1
1 t

α2
2 Ωi < t

α1+ρ1−1
1 t

α2+ρ2−1
2 Ωi

<

[
1 + t

ρ1+2
1 t

ρ2+2
2

(t1 − α1 + 1)2−α1(t2 − α2 + 1)2−α2

]
Ωi

and:
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∣∣Δβi ui(ti − βi + 1)
∣∣ ≤ (ti − αi − βi + 1)−βi t

αj

j Ωi < t
αi
i t

αj

j Ωi

<

[
1 + t

ρ1+2
1 t

ρ2+2
2

(t1 − α1 + 1)2−α1(t2 − α2 + 1)2−α2

]
Ωi, i �= j = 1, 2

where:

Ω1 = max

{
N1

Γ(θ1)
+ M1 +

λ2G2Γ(α1)(η2 − α2 + θ2)
θ2−1

Γ(θ2)
×(

N2B2 +
M2C2

λ1G1(η1 − α1 + θ1)
θ1−1A1

)
,

N2

Γ(θ2)
+ M2 +

λ1G1Γ(α2)(η1 − α1 + θ1)
θ1−1

Γ(θ1)
×(

N1B1 +
M1C1

λ2G2(η2 − α2 + θ2)
θ2−1A2

)}

+
1

Γ(α1)
(M1 + N1), (32)

Ω2 = max

{
1

G2(η2 − α2 + θ2)
θ2−1A2

[
M1 + N1

Γ(α1)λ2
+

1
Γ(θ2)A2

(
N2B2 + M2C2

)]
,

1
G1(η1 − α1 + θ1)

θ1−1A1

[
M2 + N2

Γ(α2)λ1
+

1
Γ(θ1)A1

(
N1B1 + M1C1

)]}

+
1

Γ(α2)
(M2 + N2), (33)

with

Ai = 2F1
(
αi, αi − ηi − 1; αi − ηi − θi; 1

)
(34)

Bi = 2F1
(
αi − 1, αi − ηi − 1; αi − ηi − θi − 1; 1

)
(35)

Ci = 2F1
(
αi + 1, αi − ηi; αi − ηi − θi + 1; 1

)
. (36)

Therefore, the condition (A3) holds.
Finally, if the conditions (A1)–(A3) hold, it is clear that ui(ti) and Δβi ui(ti− βi + 1) are uniformly

bounded on Nαi−2. Our proof is complete. �

We next provide the following theorems used for proving the existence result for the problems (5)
and (6).

Theorem 1. (Arzelá–Ascoli theorem [61])
A set of functions in C[a, b] with the sup norm is relatively compact if and only if it is uniformly bounded

and equicontinuous on [a, b].

Theorem 2. [61] If a set is closed and relatively compact, then it is compact.

Theorem 3. (Schauder’s fixed point theorem [61])
If S is a convex compact subset of a normed space, every continuous mapping of S into itself has a fixed point.
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3. Main Result

In this section, we aim to establish the existence result for the problems (5) and (6). To accomplish
this, we let Ci = C(Nαi−2,R) be a Banach space of all functions on Nαi−2, for each i, j ∈ {1, 2} and i �= j.
Obviously, the product spaces:

Ui =
{
(u1, u2) ∈ C1 × C2 : Δβi ui(ti − βi + 1) ∈ Ci and χ|uj(tj)|,

χ|Δβi ui(ti − βi + 1)| are bounded on Nαj−2,Nαi−2, respectively,
}

is also the Banach space endowed with the norm defined by:

‖(u1, u2)‖Ui = ‖Δβi ui‖Ci + ‖uj‖Cj ,

where:

‖Δβi ui‖Ci = max
ti∈Nαi−2

χ
∣∣∣Δβi ui(ti − βi + 1, tj)

∣∣∣ and ‖uj‖Cj = max
tj∈Nαj−2

χ|uj(ti, tj)|,

with for ρi > max{βi − αi} and βi ∈ (αi − 1, αi),

χ =
(t1 − α1 + 1)2−α1(t2 − α2 + 1)2−α2

1 + t
ρ1+2
1 t

ρ2+2
2

. (37)

Let U = U1 ∩ U2; clearly, the space
(
U , ‖(u1, u2)‖U

)
is the Banach space with the norm:

‖(u1, u2)‖U = max
{
‖(u1, u2)‖U1 , ‖(u1, u2)‖U2

}
.

Next, we define the operator F : U → U by:

(
F (u1, u2)

)
(t1, t2) =

((
F1(u1, u2)

)
(t1, t2),

(
F2(u1, u2)

)
(t1, t2)

)
, (38)

and:

(
F1(u1, u2)

)
(t1, t2) =

t
α1−1
1
Λ

{
λ1

Γ(θ1)

η1

∑
s=α1−2

(η1 + θ1 − σ(s))θ1−1 g1(s)sα1−1 P(F1, F2)

− λ2

Γ(θ2)

η2

∑
s=α2−2

(η2 + θ2 − σ(s))θ2−1 g2(s)sα2−1Q(F1, F2)

}

+
t
α1−2
1 φ1(u1, u2)

Γ(α1)
+

1
Γ(α1)

t1−1

∑
s=α1−1

(t1 + α1 − 1− σ(s))α1−1×

F1
(
s, t2, Δβ1 u1(s− β1 + 1), u2(t2)

)
, ti ∈ Nαi−2, (39)

(
F2(u1, u2)

)
(t1, t2) =

t
α2−1
2
Λ

{
lim

t2→∞
t
α2−1
2 P(F1, F2)− lim

t1→∞
t
α1−1
1 Q(F1, F2)

}

+
t
α2−2
2 φ2(u1, u2)

Γ(α2)
+

1
Γ(α2)

t2−1

∑
s=α2−1

(t2 + α2 − 1− σ(s))α2−1×

F2
(
t1, s, u1(t1), Δβ2 u2(s− β2 + 1)

)
, ti ∈ Nαi−2, (40)
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where Λ is defined as (12), and:

P(F1, F2) =

lim
t1→∞

t
α1−2
1 φ1(u1, u2)

Γ(α1)
− λ2φ2(u1, u2)

Γ(α2)Γ(θ2)

η2

∑
s=α2−2

(η2 + θ2 − σ(s))θ2−1 g2(s) sα2−2

+
1

Γ(α1)
lim

t1→∞

t1−1

∑
s=α1−1

(t1 + α1 − 1− σ(s))α1−1F1
(
s, t2, Δβ1 u1(s− β1 + 1), u2(t2)

)
− λ2

Γ(α2)Γ(θ2)

η2

∑
ξ=α2

ξ−1

∑
s=α2−1

(η2 + θ2 − σ(ξ))θ2−1(ξ + α2 − 1− σ(s))α2−1×

g2(s)F2
(
t1, s, u1(t1), Δβ2 u2(s− β2 + 1)

)
, (41)

Q(F1, F2) =

lim
t2→∞

t
α2−2
2 φ2(u1, u2)

Γ(α2)
− λ1φ1(u1, u2)

Γ(α1)Γ(θ1)

η1

∑
s=α1−2

(η1 + θ1 − σ(s))θ1−1 g1(s) sα1−2

+
1

Γ(α2)
lim

t2→∞

t2−1

∑
s=α2−1

(t2 + α2 − 1− σ(s))α2−1F2
(
t1, s, u1(t1), Δβ2 u2(s− β2 + 1)

)
− λ1

Γ(α1)Γ(θ1)

η1

∑
ξ=α1

ξ−1

∑
s=α1−1

(η1 + θ1 − σ(ξ))θ1−1(ξ + α1 − 1− σ(s))α1−1×

g1(s)F1
(
s, t2, Δβ1 u1(s− β1 + 1), u2(t2)

)
. (42)

We next make the following assumptions:

(H1) There exist positive numbers ipρ2 ∈ (−1, ρ2) and Mip, mip > 0 (i = 1, 2 and p = 1, 2, 3) such
that, for each ti ∈ Nαi−2 and vi ∈ R,∣∣∣∣∣Fi

(
t1, t2,

1
χ

v1,
1
χ

v2

)
−Mi1 (t2 + i1ρ2)i1ρ2 e−mi1(t1+t2)

∣∣∣∣∣
≤ Mi2 (t2 + i2ρ2)i2ρ2 e−mi2(t1+t2) |v1|
+Mi3 (t2 + i3ρ2)i3ρ2 e−mi3(t1+t2) |v2|.

(H2) There exist positive numbers ipρ̃i ∈ (−1, ρi) and Nip, nip > 0 (i = 1, 2 and p = 1, 2, 3) such that,
for vi ∈ Ci, ∣∣∣φi

(
1
χ

v1,
1
χ

v2

)
−Ni1 (t1 + i1ρ̃1)i1 ρ̃1

[
(t2 + i1ρ̃2)i1 ρ̃2

]2
e−ni1(t1+t2)

∣∣∣
≤ Ni2 (t1 + i2ρ̃1)i2 ρ̃1

[
(t2 + i2ρ̃2)i2 ρ̃2

]2
e−ni2(t1+t2) ‖v1‖

+Ni3 (t1 + i3ρ̃1)i3 ρ̃1
[
(t2 + i3ρ̃2)i3 ρ̃2

]2
e−ni3(t1+t2) ‖v2‖.

(H3) gi ≤ gi(ηi) for all ηi ∈ Nαi−1,T+αi−1.

Lemma 5. Suppose that (H1)–(H3) hold. Then, the fixed point of F coincides with the solution of the
problems (5) and (6), and F : U → U is completely continuous.

Proof. Let (u1, u2) ∈ U , for each i, j ∈ {1, 2} and i �= j. By the above assumptions (H1) and (H2),
it follows that: ∣∣∣Fi

(
t1, t2, Δβi ui(ti − βi + 1), uj(tj)

) ∣∣∣
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=

∣∣∣∣Fi

(
t1, t2,

1
χ

[
χΔβi ui(ti − βi + 1)

]
,

1
χ

[
χuj(tj)

]) ∣∣∣∣
≤ Mi1 (t2 + i1ρ2)i1ρ2 e−mi1(t1+t2) + Mi2 (t2 + i2ρ2)i2ρ2 e−mi2(t1+t2) ‖Δβi ui‖Ci

+ Mi3 (t2 + i3ρ2)i3ρ2 e−mi3(t1+t2) ‖uj‖Cj , (43)

and
∣∣φi (u1, u2)

∣∣ = ∣∣∣∣φi

(
1
χ
[χu1] ,

1
χ
[χu2]

) ∣∣∣∣
≤ Ni1 (t1 + i1ρ̃1)i1 ρ̃1

[
(t2 + i1ρ̃2)i1 ρ̃2

]2
e−ni1(t1+t2)

+ Ni2 (t1 + i2ρ̃1)i2 ρ̃1
[
(t2 + i2ρ̃2)i2 ρ̃2

]2
e−ni2(t1+t2) ‖u1‖C1

+ Ni3 (t1 + i3ρ̃1)i3 ρ̃1
[
(t2 + i3ρ̃2)i3 ρ̃2

]2
e−ni3(t1+t2) ‖u2‖C2 . (44)

The rest of the proof follows from Lemmas 3 and 4. This implies that the fixed point of F coincides
with the solution of the problems (5) and (6).

To show that F is completely continuous, we organize the proof as the following four steps.

Step I. F is well defined and maps bounded sets into bounded sets.

Let BR =
{
(u1, u2) ∈ U : ‖(u1, u2)‖U ≤ R

}
, then for (u1, u2) ∈ U :

R ≥ max
{
‖(u1, u2)‖U1 , ‖(u1, u2)‖U2

}
= max

{
χ
[∣∣Δβ1 u1(t1 − β1 + 1)

∣∣+ |u2(t2)|
]
,

χ
[
|u1(t1)|+

∣∣Δβ2 u2(t2 − β2 + 1)
∣∣]}. (45)

By the definition of F , we get Fi(u1, u2), ΔβiFi(u1, u2) ∈ U . Therefore, (43) and (44) imply that:∣∣∣Fi
(
t1, t2, Δβi ui(ti − βi + 1), uj(tj)

)∣∣∣
=

∣∣∣∣Fi

(
t1, t2,

1
χ

[
χΔβi ui(ti − βi + 1)

]
,

1
χ

[
χuj(tj)

]) ∣∣∣∣ (46)

≤ Mi1 (t2 + i1ρ2)i1ρ2 e−mi1(t1+t2) + RMi2 (t2 + i2ρ2)i2ρ2 ×
e−mi2(t1+t2) + RMi3 (t2 + i3ρ2)i3ρ2 e−mi3(t1+t2),

and
∣∣φi (u1, u2)

∣∣ = ∣∣∣∣φi

(
1
χ
[χu1] ,

1
χ
[χu2]

) ∣∣∣∣ (47)

≤ Ni1 (t1 + i1ρ̃1)i1 ρ̃1
[
(t2 + i1ρ̃2)i1 ρ̃2

]2
e−ni1(t1+t2)

+ RNi2 (t1 + i2ρ̃1)i2 ρ̃1
[
(t2 + i2ρ̃2)i2 ρ̃2

]2
e−ni2(t1+t2)

+ RNi3 (t1 + i3ρ̃1)i3 ρ̃1
[
(t2 + i3ρ̃2)i3 ρ̃2

]2
e−ni3(t1+t2).

Let

Ω̃1 =:
(

N11 + N12R + N13R
)
Ω̃11 +

(
N21 + N22R + N23R

)
Ω̃12

+
(

M11 + M12R + M13R
)
Ω̃13 +

(
M21 + M22R + M23R

)
Ω̃14

Ω̃2 =:
(

N11 + N12R + N13R
)
Ω̃21 +

(
N21 + N22R + N23R

)
Ω̃22

+
(

M11 + M12R + M13R
)
Ω̃23 +

(
M21 + M22R + M23R

)
Ω̃24
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where:

Ω̃11 =

[
max

{
1

Γ(θ1)
,

λ1G1Γ(α2)

Γ(θ1)
(η1 − α1 + θ1)

θ1−1B1

}
+

1
Γ(α1)

]
,

Ω̃12 = max
{

1
Γ(θ2)

,
λ2G2Γ(α1)

Γ(θ2)
(η2 − α2 + θ2)

θ2−1B2

}
,

Ω̃13 =

[
max

{
1,

λ1G1Γ(α2)

Γ(θ1)
(η1 − α1 + θ1 − 1)θ1−1C1

}
+

1
Γ(α1)

]
,

Ω̃14 = max
{

1,
λ2G2Γ(α1)

Γ(θ2)
(η2 − α2 + θ2 − 1)θ2−1C2

}
,

Ω̃21 = max
{

1
G2λ2Γ(α1)(η2 − α2 + θ2)

θ2−1A2
,

B1

Γ(θ1)A1

}
,

Ω̃22 =

[
max

{
1

G1λ1Γ(α2)(η1 − α1 + θ1)
θ1−1A1

,
B2

Γ(θ2)A2

}
+

1
Γ(α2)

]
,

Ω̃23 = max
{

1
G2λ2Γ(α1)(η2 − α2 + θ2)

θ2−1A2
,

C1

Γ(θ1)A1

}
,

Ω̃24 =

[
max

{
1

G1λ1Γ(α2)(η1 − α1 + θ1)
θ1−1A1

,
C2

Γ(θ2)A2

}
+

1
Γ(α2)

]
.

Hence, we obtain:

χ
∣∣ (F1(u1, u2)) (t1, t2)

∣∣
≤

(
N11 + N12R + N13R

)[
max

{
1

Γ(θ1)
,

λ1G1Γ(α2)

Γ(θ1)
(η1 − α1 + θ1)

θ1−1B1

}
+

1
Γ(α1)

]

+
(

N21 + N22R + N23R
)

max
{

1
Γ(θ2)

,
λ2G2Γ(α1)

Γ(θ2)
(η2 − α2 + θ2)

θ2−1B2

}
+
(

M11 + M12R + M13R
)[

max
{

1,
λ1G1Γ(α2)

Γ(θ1)
(η1 − α1 + θ1 − 1)θ1−1C1

}
+

1
Γ(α1)

]

+
(

M21 + M22R + M23R
)

max
{

1,
λ2G2Γ(α1)

Γ(θ2)
(η2 − α2 + θ2 − 1)θ2−1C2

}
= Ω̃1, (48)

and:

χ
∣∣ (F2(u1, u2)) (t1, t2)

∣∣
≤

(
N11 + N12R + N13R

)
max

{
1

G2λ2Γ(α1)(η2 − α2 + θ2)
θ2−1A2

,
B1

Γ(θ1)A1

}
+
(

N21 + N22R + N23R
)
×[

max
{

1
G1λ1Γ(α2)(η1 − α1 + θ1)

θ1−1A1
,

B2

Γ(θ2)A2

}
+

1
Γ(α2)

]

+
(

M11 + M12R + M13R
)

max
{

1
G2λ2Γ(α1)(η2 − α2 + θ2)

θ2−1A2
,

C1

Γ(θ1)A1

}
+
(

M21 + M22R + M23R
)
×[

max
{

1
G1λ1Γ(α2)(η1 − α1 + θ1)

θ1−1A1
,

C2

Γ(θ2)A2

}
+

1
Γ(α2)

]
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= Ω̃2. (49)

Similarly, we have:

χ
∣∣Δβ1 (F1(u1, u2)) (t1 − β1 + 1, t2)

∣∣ < Ω̃1, (50)

χ
∣∣Δβ2 (F2(u1, u2)) (t1, t2 − β2 + 1)

∣∣ < Ω̃2. (51)

Therefore, Fi(u1, u2) ∈ U . This implies that F : U −→ U is well defined.

Furthermore, we obtain:

‖F (u1, u2)‖Ui = max
{

χ
∣∣Δβi

(
Fi(u1, u2)

)
(ti − βi + 1, tj)

∣∣
+ χ

∣∣(Fj(u1, u2)
)
(ti, tj)

∣∣ for i, j ∈ {1, 2}, i �= j
}

. (52)

Hence,

‖F (u1, u2)‖U = max
{
‖F (u1, u2)‖U1 , ‖F (u1, u2)‖U2

}
< Ω̃1 + Ω̃2. (53)

Thus, F maps bounded sets into bounded sets.

Step II. F is continuous.

Let ε > 0 be given. Since Fi and φi are continuous, then Fi and φi are uniformly continuous.
Therefore, there exists δ = min

{
δi, δ̂i

}
> 0 such that, for each ti ∈ Nαi−2, ui, vi ∈ Ci with

max
{

χ
∣∣Δβi ui(ti − βi + 1) −Δβi vi(ti)

∣∣+ χ|uj(ti)− vj(tj)|
}
< δi,∣∣∣Fi

(
t1, t2, Δβi ui(ti − βi + 1), uj(tj)

)
− Fi

(
t1, t2, Δβi vi(ti − βi + 1), vj(tj)

) ∣∣∣
=

∣∣∣∣Fi

(
t1, t2,

1
χ

[
χΔβi ui(ti − βi + 1)

]
,

1
χ

[
χuj(tj)

])
− Fi

(
t1, t2,

1
χ

[
χΔβi vi(ti − βi + 1)

]
,

1
χ

[
χvj(tj)

]) ∣∣∣∣
< 2Mi1 + 2Mi2R + 2Mi3R <

ε

4Ωi
. (54)

For each ui, vi ∈ Ci with
∣∣ui − vi

∣∣ < δ̂i,

∣∣φi (u1, u2)− φi (v1, v2)
∣∣ = ∣∣∣∣φi

(
1
χ
[χu1] ,

1
χ
[χu2]

)
− φi

(
1
χ
[χv1] ,

1
χ
[χv2]

) ∣∣∣∣
< 2Ni1 + 2Ni2R + 2Ni3R <

ε

4Ωi
. (55)

Similar to Step I, we obtain:

χ
∣∣ (Fi(u1, u2))− (Fi(v1, v2))

∣∣ < 2Ω̃i <
ε
2

and χ
∣∣Δβi (Fi(u1, u2))− Δβi (Fi(v1, v2))

∣∣ < 2Ω̃i <
ε
2 .

Thus, we have:

‖Fi(u1, u2)−Fi(v1, v2)‖Ui

= ‖ΔβiFi(u1, u2)− ΔβiFi(v1, v2)‖Ci + ‖Fj(u1, u2)−Fj(v1, v2)‖Cj

< 2(Ω̃1 + Ω̃2) < ε. (56)
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This means that each Fi, i = 1, 2 is continuous. This shows F is continuous.
In order to prove that F maps bounded sets of U ⊂ C1 × C2 to relatively compact sets of

U ⊂ C1 × C2, it suffices to show that both F1 and F2 map bounded sets to relatively compact sets.
Let Θi ⊂ Ci, i = 1, 2 be bounded sets and Θ1 ×Θ2 ⊂ U . Recall that Θi are relatively compact if:

• both Θi are bounded,
• both χΘi are equicontinuous on any closed subintervals of Nαi−2,
• both χΘi are equiconvergent as ti → ∞.

It has been shown from in Step I that both Fi are uniformly bounded. Now, we show that Fi
maps bounded sets into equicontinuous sets of U .

Step III. Both Fi : Θ1 ×Θ2 → U are equicontinuous on
(
[a1, b1] ∩Nα1−2

)
× ([a2, b2] ∩Nα2−2) := D.

For any ε > 0, there exists δ > 0 such that, for each ti1, ti2 ∈ Nαi−2 ∩ [ai, bi],∣∣(t11 + ρ1)
ρ

1(t21 + ρ2)
ρ

2 − (t12 + ρ1)
ρ

1(t22 + ρ2)
ρ

2
∣∣ ≤ ε

2 max{Ω̃∗1 + Ω̃∗2}
= δ, (57)

where:

Ω̃∗1 =

(
[N11 + N12R + N13R] + [M11 + M12R + M13R]

) [
1

Γ(θ1)
+

1
Γ(α1)

]
+

(
[N11 + N12R + N13R]B1 + [M11 + M12R + M13R]C1

)
×

λ1G1Γ(α2)(η1 − α1 + θ1)
θ1−1

Γ(θ1)Γ(θ2)
(58)

+

(
[N21 + N22R + N23R] + [M21 + M22R + M23R]

)
1

Γ(θ2)

+

(
[N21 + N22R + N23R]B2 + [M21 + M22R + M23R]C2

)
×

λ2G2Γ(α1)(η2 − α2 + θ2)
θ2−1

Γ(θ1)Γ(θ2)
,

Ω̃∗2 = [N11 + N12R + N13R]

[
1

λ2G2(η2 − α2 + θ2)
θ2−1A2

+
1

Γ(α2)

]
(59)

+[N21 + N22R + N23R]
1

λ1G1(η1 − α1 + θ1)
θ1−1A1

+[M11 + M12R + M13R]
B1

Γ(θ1)A1
+ [M21 + M22R + M23R]

B2

Γ(θ2)A2
.

Hence, for each ti1, ti2 ∈ Nαi−2 ∩ [ai, bi], and ui ∈ Θi, we have:∣∣χ (F1u1) (t11, t21)− χ (F1u1) (t12, t22)
∣∣

≤ χ

∣∣∣∣∣ t
α1
11

{[ |φ1(u1, u2)|
Γ(θ1)

− |φ2(u1, u2)|
Γ(θ2)

+
|φ1(u1, u2)|

Γ(α1)

]
+

1
Γ(θ1)Γ(θ2)

×[
λ1Γ(α2)B1|φ1(u1, u2)|

t
α2−1
21 Γ(α1)

+
λ2Γ(α1)B2|φ2(u1, u2)|

t
α1−1
11 Γ(α2)

]
+

1
Γ(θ1)Γ(θ2)

×

+

[
λ1Γ(α2)B1|F1(t1, t2, Δβ1 u1, u2)|

t
α2−1
22 Γ(α1)

+
λ2Γ(α1)B2|F2(t1, t2, u1, Δβ2 u2)|

t
α1−1
12 Γ(α2)

]
[ |F1(t1, t2, Δβ1 u1, u2)|

Γ(θ1)
− |F2(t1, t2, u1, Δβ2 u2)|

Γ(θ2)
+
|F1(t1, t2, Δβ1 u1, u2)|

Γ(α1)

]}
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−t
α1
12

{[ |φ1(u1, u2)|
Γ(θ1)

− |φ2(u1, u2)|
Γ(θ2)

+
|φ1(u1, u2)|

Γ(α1)

]
+

1
Γ(θ1)Γ(θ2)

×[
λ1Γ(α2)B1|φ1(u1, u2)|

t
α2−1
21 Γ(α1)

+
λ2Γ(α1)B2|φ2(u1, u2)|

t
α1−1
11 Γ(α2)

]
+

1
Γ(θ1)Γ(θ2)

×

+

[
λ1Γ(α2)B1|F1(t1, t2, Δβ1 u1, u2)|

t
α2−1
22 Γ(α1)

+
λ2Γ(α1)B2|F2(t1, t2, u1, Δβ2 u2)|

t
α1−1
12 Γ(α2)

]
[ |F1(t1, t2, Δβ1 u1, u2)|

Γ(θ1)
− |F2(t1, t2, u1, Δβ2 u2)|

Γ(θ2)
+
|F1(t1, t2, Δβ1 u1, u2)|

Γ(α1)

]} ∣∣∣∣∣
<

∣∣∣ (t11 + ρ1)
ρ1(t21 + ρ2)

ρ2 − (t12 + ρ1)
ρ1(t22 + ρ2)

ρ2
∣∣∣ Ω̃∗1

<
ε

2
, (60)

and: ∣∣χ (F2u2) (t11, t21)− χ (F2u2) (t12, t22)
∣∣

≤ χ

∣∣∣∣∣ t
α2
21

{[
t
α1−1
11 |φ1(u1, u2)|

λ2G2(η2 − α2 + θ2)
θ2−1A2

− t
α2−1
21 |φ2(u1, u2)|

λ1G1(η1 − α1 + θ1)
θ1−1A1

+
|φ2(u1, u2)|

Γ(α2)

]

+ t
α2−1
21

[B1|φ1(u1, u2)|
Γ(θ1)A1

− B2|φ2(u1, u2)|
Γ(θ2)A2

]
+

[
t
α1−1
11 |F1(t1, t2, Δβ1 u1, u2)|

λ2G2(η2 − α2 + θ2)
θ2−1A2

− t
α2−1
21 |F2(t1, t2, u1, Δβ2 u2)|

λ1G1(η1 − α1 + θ1)
θ1−1A1

+
|F2(t1, t2, u1, Δβ2 u2)|

Γ(α2)

]

+ t
α2−1
21

[
t
α1
11C1|F1(t1, t2, Δβ1 u1, u2)|

Γ(θ1)A1
− t

α2
21C2|F2(t1, t2, u1, Δβ2 u2)|

Γ(θ2)A2

]}

− t
α2
22

{[
t
α1−1
11 |φ1(u1, u2)|

λ2G2(η2 − α2 + θ2)
θ2−1A2

− t
α2−1
21 |φ2(u1, u2)|

λ1G1(η1 − α1 + θ1)
θ1−1A1

+
|φ2(u1, u2)|

Γ(α2)

]

+ t
α2−1
21

[B1|φ1(u1, u2)|
Γ(θ1)A1

− B2|φ2(u1, u2)|
Γ(θ2)A2

]
+

[
t
α1−1
11 |F1(t1, t2, Δβ1 u1, u2)|

λ2G2(η2 − α2 + θ2)
θ2−1A2

− t
α2−1
21 |F2(t1, t2, u1, Δβ2 u2)|

λ1G1(η1 − α1 + θ1)
θ1−1A1

+
|F2(t1, t2, u1, Δβ2 u2)|

Γ(α2)

]

+ t
α2−1
21

[
t
α1
11C1|F1(t1, t2, Δβ1 u1, u2)|

Γ(θ1)A1
− t

α2
21C2|F2(t1, t2, u1, Δβ2 u2)|

Γ(θ2)A2

]}
<

∣∣∣ (t11 + ρ1)
ρ1(t21 + ρ2)

ρ2 − (t12 + ρ1)
ρ1(t22 + ρ2)

ρ2
∣∣∣ Ω̃∗2

<
ε

2
. (61)

Similarly, for each i, j ∈ {1, 2} and j �= i, we obtain:∣∣Δβi (Fi(u1, u2)) (ti1 − βi + 1, tj1)− Δβi (Fi(u1, u2)) (ti2 − βi + 1, tj2)
∣∣ < ε

2
. (62)

Hence:

‖Fi(u1, u2)(t11, t21)−Fi(u1, u2)(t12, t22)‖Ui

= ‖ΔβiFi(u1, u2)(ti1 − βi + 1, tj1)− ΔβiFi(u1, u2)(ti2 − βi + 1, tj2)‖Ci

67



Mathematics 2019, 7, 256

+ ‖Fj(u1, u2)(t11, t21)−Fj(u1, u2)(t12, t22)‖Cj

<
ε

2
+

ε

2
= ε. (63)

This implies that both F1 and F2 are equicontinuous on D, which shows that F is equicontinuous
on D. Therefore, by the Arzelá–Ascoli theorem and Theorem 2, we can conclude that F is completely
continuous.

Step IV. Both Fi : Θ1 ×Θ2 → U are equiconvergent as t1, t2 → ∞.

By the assumption (H1)− (H2), we obtain:

χ
∣∣ (F1(u1, u2)) (t1, t2)

∣∣ < Ω̃∗1
t
α1
1 t

α2
2

→ 0 uniformly in Θ1 ×Θ2 as t1, t2 → ∞,

χ
∣∣ (F2(u1, u2)) (t1, t2)

∣∣ < Ω̃∗2
t
α1
1 t

α2
2

→ 0 uniformly in Θ1 ×Θ2 as t1, t2 → ∞,

where Ω̃∗1, Ω̃∗2 are defined as (58) and (59).
Furthermore, we have:

χ
∣∣Δβ1 (F1(u1, u2)) (t1 − β1 + 1, t2)

∣∣ <
Ω̃∗1

t
α1
1 t

α2
2

→ 0

uniformly in Θ1 ×Θ2 as t1, t2 → ∞,

χ
∣∣Δβ2 (F2(u1, u2)) (t1, t2 − β2 + 1)

∣∣ <
Ω̃∗2

t
α1
1 t

α2
2

→ 0

uniformly in Θ1 ×Θ2 as t1, t2 → ∞.

Hence, both Fi are equiconvergent as t1, t2 → ∞.
Consequently, from Step I–Step IV, we conclude that F is completely continuous.

This complete the proof. �

Finally, we present the main result of the article. For the sake of convenience, we set:

Ψ1 =
(

N12 + N13
)
Ω̃11 +

(
N22 + N23

)
Ω̃12 +

(
M12 + M13

)
Ω̃13

+
(

M22 + M23
)
Ω̃14, (64)

and (65)

Ψ2 =
(

N12 + N13
)
Ω̃21 +

(
N22 + N23

)
Ω̃22 +

(
M12 + M13

)
Ω̃23

+
(

M22 + M23
)
Ω̃24, (66)

where Ω̃1p, Ω̃2p, p = 1, 2, 3, 4 are defined as (48) and (49).

Theorem 4. Suppose that (H1)–(H2) hold. Then, the problems (5) and (6) has at least one solution if:

Ψ1 + Ψ2 < 1. (67)

Proof. Under the Banach space U equipped with the norm ‖ · ‖U , we let:

ω1(t1, t2)

=
t
α1−1
1
Λ

{
λ1G1Γ(α1)(η1 − α1 + θ1)

θ1−1A1

Γ(θ1)

[
(t1 + ρ1)

ρ1 e−n1(t1+1)×
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⎛⎝N11t
α1−2
1

Γ(α1)
− N21λ2G2(η2 − α2 + θ2)

θ2−1B2

Γ(θ2)

⎞⎠+
M11e−m1t2

Γ(α1)
×

t1−α1

∑
s=0

(t1 − σ(s))α1−1e−2m1s − M21G2(η2 − α2 + θ2 − 1)θ2−1e−m1(2t1+t2)

Γ(θ2)

]
+

λ2G2Γ(α2)(η2 − α2 + θ2)
θ2−1A2

Γ(θ2)

[
(t1 + ρ1)

ρ1 e−n1(t1+1)×(
N21t

α2−2
2

Γ(α2)
− N11λ1G1(η1 − α1 + θ1)

θ1−1B1

Γ(θ1)

)
+

M21e−2m1t1

Γ(α2)
×

t2−α2

∑
s=0

(t2 − σ(s))α2−1e−m1s − M11G1(η1 − α1 + θ1 − 1)θ1−1e−m1(2t1+t2)

Γ(θ1)

]}

+
N11

Γ(α1)
(t1 + ρ1)

ρ1 e−n1(t1+1) +
M11e−m1t2

Γ(α1)

t1−α1

∑
s=0

(t1 − σ(s))α1−1e−2m1s, (68)

and

ω2(t1, t2)

=
t
α2−1
2
Λ

{
t
α2−1
2

[
(t1 + ρ1)

ρ1
[
(t2 + ρ2)

ρ2
]2 e−n2(t2+1)

(
N12t

α1−2
1

Γ(α1)

− N22λ2G2(η2 − α2 + θ2)
θ2−1B2

Γ(θ2)

)
+

M12e−m2t2

Γ(α1)
(t2 + ρ2)

ρ2
t1−α1

∑
s=0

(t1 − σ(s))α1−1×

e−2m2s − M22G2(η2 − α2 + θ2 − 1)θ2−1e−m2(t1+2t2)(t2 + ρ2)
ρ2

Γ(θ2)

]
+ t

α1−1
1 ×

[
(t1 + ρ1)

ρ1
[
(t2 + ρ2)

ρ2
]2 e−n2(t2+1)

(
N22t

α2−2
2

Γ(α2)
− N12λ1G1(η1 − α1 + θ1)

θ1−1B1

Γ(θ1)

)

+
M22e−m2t1

Γ(α2)

t2−α2

∑
s=0

(t2 − σ(s))α2−1e−2m2s(t2 + ρ2)
ρ2

− M22G1(η1 − α1 + θ1 − 1)θ1−1e−m2(t2+2t2)

Γ(θ1)

]
+

N22

Γ(α2)

[
(t2 + ρ2)

ρ2
]2 e−n2(t2+1)t

α2−2
2

}

+
M22e−m2t1

Γ(α2)

t2−α2

∑
s=0

(t2 − σ(s))α2−1e−2m2s(t2 + ρ2)
ρ2 . (69)

It is clear that (ω1, ω2) ∈ U . For � > 0, we define:

Ξ� =
{
(u1, u2) ∈ U : ‖(u1, u2)− (ω1, ω2)‖U ≤ �

}
. (70)

For (u1, u2) ∈ Ξ�, we have:

‖(u1, u2)‖U ≤ ‖(u1, u2)− (ω1, ω2)‖U + ‖(ω1, ω2)‖U ≤ �+ ‖(ω1, ω2)‖U , (71)

‖(u1, u2)‖U = max
{
‖(u1, u2)‖U1 , ‖(u1, u2)‖U2

}
≤ �+ ‖(ω1, ω2)‖U . (72)

Using the conditions (H1)–(H2), together with the procedure employed in Lemma 5, we have:∣∣∣Fi

(
t1, t2, Δβi ui, uj

)
−Mi1 (t2 + i1ρ2)i1ρ2 e−mi1(t1+t2)

∣∣∣
≤
{

Mi2 (t2 + i2ρ2)i2ρ2 e−mi2(t1+t2)
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+ Mi3 (t2 + i3ρ2)i3ρ2 e−mi3(t1+t2)

}
‖(u1, u2)‖U , (73)

and: ∣∣∣φi (u1, u2)− Ni1 (t1 + i1ρ̃1)i1 ρ̃1
[
(t2 + i1ρ̃2)i1 ρ̃2

]2
e−ni1(t1+t2)

∣∣∣
=

{
Ni2 (t1 + i2ρ̃1)i2 ρ̃1

[
(t2 + i2ρ̃2)i2 ρ̃2

]2
e−ni2(t1+t2)

+ Ni3 (t1 + i3ρ̃1)i3 ρ̃1
[
(t2 + i3ρ̃2)i3 ρ̃2

]2
e−ni3(t1+t2)

}
‖(u1, u2)‖U . (74)

Therefore, we obtain:

χ
∣∣ (Fi(ui, uj)

)
(t1, t2)−ωi(t1, t2)

∣∣ ≤ (
�+ ‖(ω1, ω2)‖U

)
Ψi. (75)

Furthermore, we have:

χ
∣∣Δβi

(
Fi(ui, uj)

)
(ti − βi + 1, tj)− Δβi ωi(ti − βi + 1, tj)

∣∣
≤
(
�+ ‖(ω1, ω2)‖U

)
Ψi. (76)

Hence, it follows that:∥∥ (Fi(u1, u2))−ωi
∥∥
Ui
≤
(
�+ ‖(ω1, ω2)‖U

)
2Ψi. (77)

Therefore, ∥∥ (F (u1, u2))− (ω1, ω2)
∥∥
U ≤

(
�+ ‖(ω1, ω2)‖U

)
2 max {Ψ1, Ψ2} . (78)

Choosing:

� ≥
∥∥(ω1, ω2)

∥∥
U 2 max {Ψ1, Ψ2}

1− 2 max {Ψ1, Ψ2}
, (79)

and for (u1, u2) ∈ Ξ�, we consequently obtain:∥∥ (F (u1, u2))− (ω1, ω2)
∥∥
U ≤ �. (80)

From the Schauder fixed point theorem, this implies that F has a fixed point (u1, u2) ∈ Ξ�,
which is a bounded solution of the problems (5) and (6). The proof is complete. �

4. Example

In order to illustrate our result, we consider the following fractional sum boundary value problem:

Δ
3
2 u1(t) =

2
3

(
t +

4
3

)
e−(12t+5) +

(
t + 5

3
) 4

3 e−(25t+ 31
3 )u2

(
t + 1

3

)
4000

(
t + 301

3

)2
(1 + cos2 u2π)

+

(
t + 11

6

) 3
2 e−[(12t+5)+(t+ 1

2 )π]Δ
1
3 u1

(
t + 4

3

)
5000e + 10 cos2

(
t + 1

2

)
π

, t ∈ N0
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Δ
4
3 u2(t) =

1
2

(
t +

4
3

)
e−(12t+5) +

(
t + 5

3
) 4

3 e−(25t+ 21
3 )u1

(
t + 1

2

)
1000

(
e(t+ 1

2 ) + 10
)2

+

(
t + 11

6

) 3
2 e−(12t+5) arctan

(
cos2

(
t + 1

3

)
π
)

Δ
3
4 u2

(
t2 +

7
12
)

1000π
(

t + 10
3

)2 , t ∈ N0

u1

(
− 1

2

)
= φ1(u1, u2) =

|u1|
2000e3 cos2 |πu1|+

|u2||u2
2 + 2|1−|u

2
2+2|

4000π2(u2
2 + e)

,

u2

(
− 2

3

)
= φ2(u1, u2) =

|u2|
5000e2 sin2 |πu2|+

|u1||u2
1 + 3|1−|u

2
1+3|

2000π(u2
1 + π)

,

lim
t−→∞

u1

(
t− 1

2

)
=

1
2

Δ−
1
4

(
12e + cos(4)

)2
u2(4)

lim
t−→∞

u2

(
t− 2

3

)
=

3
4

Δ−
2
3

(
10e− sin

(15
4

))3
u1

(15
4

)
. (81)

Here, α1 = 3
2 , α2 = 4

3 , β1 = 1
3 , β2 = 3

4 , γ1 = 3
4 , γ2 = 5

6 , θ1 = 1
4 , θ2 = 2

3 , η1 = 7
2 , η2 = 10

3 , λ1 =
1
2 , λ2 = 3

4 , T = 4, g1(t1) = (10e− sin t1)
3, g2(t2) = (12e + cos t2)

2, and:

F1

(
t1, t2, Δ

1
3 u1

(
t1 +

2
3
)

, u2(t2)
)
= 2

3 (t2 + 1) e−6(t1+t2) +
(t2+

4
3 )

4
3 e−[12(t1+t2)+t2]u2(t2)

4000(t2+10)2(1+cos2 u2π)

+
(t2+

3
2 )

3
2 e−[6(t1+t2)+t1π]Δ

1
3 u1(t1+

2
3 )

5000e+10 cos2 t1π

F2

(
t1, t2, Δ

3
4 u2

(
t2 +

1
4

)
, u1(t1)

)
= 1

2 (t2 + 1) e−6(t1+t2) +
(t2+

4
3 )

4
3 e−[12(t1+t2)+t1]u1(t1)

1000(et1+10)2

+
(t2+

3
2 )

3
2 e−6(t1+t2) arctan(cos2 t2π)Δ

3
4 u2(t2+

1
4 )

1000π(t2+3)2 .

Choose ρ1 = 1, ρ2 = 2, i1ρ1 = i1ρ̃1 = 1
2 , i2ρ1 = i2ρ̃1 = 2

3 , i3ρ1 = i3ρ̃1 = 3
4

i1ρ2 = 1, i2ρ2 = 3
2 , i3ρ2 = 4

3 , mi1 = ni1 = 6, mi2 = ni2 = 6, mi3 = ni3 = 12, where
ρi > max{β1 − α1, β2 − α2}, ipρ1 ∈ (−1, 1), ipρ2 ∈ (−1, 2) for i = 1, 2 and p = 1, 2, 3.

Let t1 ∈ N− 1
2 , 11

2
, t2 ∈ N− 2

3 , 16
3

and χ =
(t1− 1

2 )
1/2
(t2− 1

3 )
2/3

1+t3
1t4

2
. Since:

∣∣∣F1

(
t1, t2,

1
χ

Δ
1
3 u1,

1
χ

u2

)
− 2

3
(t2 + 1) e−6(t1+t2)

∣∣∣
≤ 1

361000

(
t2 +

4
3

) 4
3

e−12(t1+t2)|u2|+
1

5000e10 + 10

(
t2 +

3
2

) 3
2

e−6(t1+t2)
∣∣∣Δ 1

3 u1

∣∣∣ ,∣∣∣∣∣F2

(
t1, t2,

1
χ

Δ
3
4 u2,

1
χ

u1

)
− 1

2
(t2 + 1) e−6(t1+t2)

∣∣∣∣∣
≤ 1

121000

(
t2 +

4
3

) 4
3

e−12(t1+t2)|u2|+
9

196000

(
t2 +

3
2

) 3
2

e−6(t1+t2)
∣∣∣Δ 3

4 u2

∣∣∣ ,

we find that (H1) holds with M11 = 0.666, M12 = 9.080, M13 = 2.770 and M21 = 0.500, M22 =

0.000046, M23 = 0.0000083.
Furthermore, we obtain:

∣∣∣φ1

(
1
χ

u1,
1
χ

u2

)
− 2

5

(
t1 +

1
2

) 1
2
(

t2 +
1
2

)
e−6(t1+t2)

∣∣∣
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≤ 1
2000e3

(
t1 +

2
3

) 2
3
(

t2 +
2
3

) 4
3

e−6(t1+t2)‖u1‖+
1

4000π2

(
t1 +

3
4

) 3
4
(

t2 +
3
4

) 3
2
×

e−3(t1+t2)‖u2‖,∣∣∣φ2

(
1
χ

u1,
1
χ

u2

)
− 5

6

(
t1 +

1
2

) 1
2
(

t2 +
1
2

)
e−6(t1+t2)

∣∣∣
≤ 1

2000π

(
t1 +

2
3

) 2
3
(

t2 +
2
3

) 4
3

e−6(t1+t2)‖u1‖+
1

500e2

(
t1 +

3
4

) 3
4
(

t2 +
3
4

) 3
2
×

e−3(t1+t2)‖u2‖,

and (10e− 1)3 < g1(t1) < (10e + 1)3 and (12e− 1)2 < g2(t2) < (12e + 1)2.
Thus, (H2), (H3) hold with N11 = 0.4, N12 = 0.0000249, N13 = 0.0000253, N21 = 0.833,

N22 = 0.000159, N23 = 0.000271, g1 = 17949.37, g2 = 999.79, G1 = 22384.80 , and G2 = 1130.26.
Finally, we find that:

Ω̃11 = 2313.238, Ω̃12 = 319.647, Ω̃13 = 27053.522, Ω̃14 = 2597.063,

Ω̃21 = 0.0212, Ω̃22 = 1.1403, Ω̃23 = 0.0198, Ω̃24 = 1.5093.

Therefore, we have:

Ψ1 + Ψ2 = 0.00057 + 0.4692 = 0.4698 < 1.

Hence, by Theorem 4, this boundary value problem has at least one solution. �
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Abstract: This paper gives continuous dependence results for solutions of integer and fractional
order, non-instantaneous impulsive differential equations with random impulse and junction points.
The notion of the continuous dependence of solutions of these equations on the initial point is
introduced. We prove some sufficient conditions that ensure the solutions to perturbed problems
have a continuous dependence. Finally, we use numerical examples to demonstrate the obtained
theoretical results.
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1. Introduction

Impulsive differential equations (IDEs) are applied in many fields, such as mechanical engineering,
biology, and medical science. Generally speaking, there are two classes of impulsive equations. One
is composed of instantaneous IDEs, for which the duration of the impulsive perturbation is very
short compared to the entire evolution process, see for example, References [1,2]. The other class
is composed of non-instantaneous IDEs, for which the impulsive action starts at a fixed point, and
remains active over a period of time that may be related to the previous state.

Non-instantaneous IDEs were introduced in Reference [3] and address the shortcomings
of instantaneous IDEs, which do not seem to describe some of the dynamics of evolution in
pharmacotherapy. Wang and Fečkan [4] corrected non-instantaneous impulsive equations in
Reference [3] and proposed new and generalized non-instantaneous IDEs by considering the impact
from the previous system state. Wang [5] used the notion of a non-instantaneous impulsive operator
to represent the solutions of linear problems, which are simplified from the model in Reference [4].
The existence and stability of solutions and control problems for these non-instantaneous IDEs, as
well as inclusions have been studied in References [6–25]. Meanwhile, fractional differential equations
provide an alternative model and are gaining much importance and attention. The qualitative theory
of fractional differential equations was studied extensively in the literature; see References [26–33] and
the references therein.

Recently, Dishlieva [34] studied a class of instantaneous IDEs with random impulsive effects and
established sufficient conditions to ensure continuous dependence of the solutions. Motivated by
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Reference [34], we investigate the continuous dependence of the solutions of the following first-order
nonlinear differential equations with random non-instantaneous impulsive effects:⎧⎪⎪⎪⎨⎪⎪⎪⎩

x′(t) = f(t, x(t)), t ∈ (si, ti+1], i ∈ N := {0, 1, 2, · · · },
x(t+i ) = hi(ti, x(t−i )), i ∈ N+ := {1, 2, · · · },
x(t) = hi(t, x(t−i )), t ∈ (ti, si], i ∈ N+,
x(0) = x0,

(1)

and also of the fractional-order random non-instantaneous IDEs:⎧⎪⎪⎪⎨⎪⎪⎪⎩
CDα

si ,tx(t) = f(t, x(t)), t ∈ (si, ti+1], i ∈ N, α ∈ (0, 1),
x(t+i ) = hi(ti, x(t−i )), i ∈ N+,
x(t) = hi(t, x(t−i )), t ∈ (ti, si], i ∈ N+,
x(0) = x0,

(2)

where CDα
si ,t denotes the classical Caputo fractional derivative of order α, by changing the lower

limit si, as in Reference [35]. The random impulse and junction points, ti and si, respectively, satisfy
t0 = s0 = 0 < t1 < s1 < t2 < · · · < si < ti+1 < · · · , ti → ∞. The symbol x(t+i ) and x(t−i )
represent the right and left limits of x(t) at t = ti, respectively. In addition, we set x(t−i ) = x(ti). The
function f : [0, ∞)× R → R is continuous, and the function hi : [ti, si]× R → R is continuous for
all i ∈ N+. The piecewise continuous solutions of Equations (1) and (2) have been represented in
Reference [14] [Equations (5) and (7), therein].

We also introduce the following related original and perturbed equations without impulses:{
X′(t) = f(t, X(t)), t ∈ [si, ti+1], i ∈ N,
X(si) = xsi ,

(3)

{
X′(t) = f(t, X(t)), t ∈ [si, ti+1], i ∈ N,
X(si) = x̃si ,

(4)

{
CDα

si ,tX(t) = f(t, X(t)), t ∈ [si, ti+1], i ∈ N, α ∈ (0, 1),
X(si) = xsi ,

(5)

and: {
CDα

si ,tX(t) = f(t, X(t)), t ∈ [si, ti+1], i ∈ N, α ∈ (0, 1),
X(si) = x̃si .

(6)

Denote any solution of Equations (1) or (2) by x(·; 0, x0) ∈ PC(J, R) := {x : J → R : x ∈
C((tk, tk+1], R), k = 0, 1, · · · and there exists x(t+k ) and x(t−k ), k = 1, 2, · · · with x(t−k ) = x(tk)} , where
J = [0, ∞) and C((tk, tk+1], R) denotes the space of all continuous functions from (tk, tk+1] into R.
Additionally, denote any solution of Equations (3) or (5) by X(·; si, xsi ) ∈ C([si, ti+1], R) . For the
interval (ti, si], we denote its solutions by X(·; ti, x(t+i )). Then, the following relationship is valid:

x(t; 0, x0) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
X(t; 0, x0), t ∈ [0, t1];
X(t; t1, x(t+1 )), t ∈ (t1, s1];
X(t; s1, xs1), t ∈ (s1, t2];
· · · · · ·

(7)

The main objective of this article is to present the continuous dependence of solutions with respect
to the initial condition when random impulse and junction points are incorporated in Equations (1)
and (2). We will take notice of the fact that the location and the number of the impulse points and
junction points are not determined in a finite time interval, and so, we can assume that the impulse
and junction points are random.
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The main contributions of this paper are two folds. We extend the concept and results in
Reference [34] to random non-instantaneous impulsive cases by imposing different conditions
on the nonlinear term. We also extend the continuous dependence of solutions of first-order
non-instantaneous impulsive equations to fractional-order non-instantaneous impulsive equations.

The rest of this paper is organized as follows. Section 2 gives the relevant definitions and notions
for the continuous dependence of solutions and contains the main results. Section 3 gives two examples
to demonstrate the application of our results. In Section 4, conclusions are drawn.

2. Main Results

Based on Reference [12] (Definition 2.1, therein) and Reference [34] (Definition 2, therein), we give
the following definitions for the continuous dependence of solutions.

Definition 1. The solution x(·; 0, x0) ∈ PC(J, R) of Equations (1) or (2) depends continuously on the initial
point (0, x0), if for any ε > 0, T > 0, there exists a δ = δ(ε, T) > 0, such that for any (0, x̃0) ∈ [0, T]× R,
and |x̃0 − x0| < δ, then:

|x(t; 0, x̃0)− x(t; 0, x0)| < ε, t ∈ [0, t1]
⋃
(ti, si]

⋃
(si, ti+1], i ∈ N+.

Definition 2. The solution X(·; si, xsi ) ∈ C([si, ti+1], R) of Equations (3) and (5) depends uniformly and
continuously on the initial point (si, xsi ), if for any ε > 0, T > 0, there exists a δ = δ(ε, T) > 0, such that for
any (si, x̃si ) ∈ [0, T]× R, and |x̃si − xsi | < δ, then:

|X(t; si, x̃si )− X(t; si, xsi )| < ε, t ∈ [si, ti+1], i ∈ N+.

We introduce the following assumptions for further discussion:
[H1] The function f : J× R → R is continuous and hi ∈ C([ti, si]× R, R), i ∈ N+.
[H2] There exists an Lf > 0, such that |f(t, x) − f(t, y)| ≤ Lf|x − y|, for each t ∈ [si, ti+1], i ∈

N, and for all x, y ∈ R.
[H3] There exists a positive constant Lhi

, i ∈ N+, such that |hi(t, x) − hi(t, y)| ≤ Lhi
|x −

y|, for each t ∈ [ti, si], i ∈ N+, and for all x, y ∈ R.
[H4] The solutions of Equations (3) or (5) depend uniformly and continuously on the initial point.
[H5] The functions hi(t, x), i ∈ N+, are uniformly bounded, i.e., for any i ∈ N+, there exists an

M > 0, for any x ∈ R, t ∈ J, such that |hi(t, x)| ≤ M.

Theorem 1. Assume that [H1]− [H3] are satisfied. Then the solution of Equation (1) depends continuously on
the initial point (0, x0) at the random impulse and junction points.

Proof. Let ε and T be two arbitrary positive constants and Ω = {t1, s1, t2, s2, · · ·} be an arbitrary set
of impulse and junction points. Note that if ti → ∞ as i → ∞, then for any selection of the set of
impulse points and junction points, there exists k ∈ N such that sk < T ≤ tk+1, i.e., there exists at
most k impulse points and at most k junction points belonging to the interval [0, T]. Without loss of
generality, we assume that T = tk+1.

We divide the proof into several cases.
Case 1. For the interval (sk, tk+1], the solutions of Equations (3) and (4) are given in Reference [14]:

X(t; sk, xsk ) = xsk +
∫ t

sk

f(s, X(s; sk, xsk ))ds, (8)

and:

X(t; sk, x̃sk ) = x̃sk +
∫ t

sk

f(s, X̃(s; sk, xsk ))ds. (9)
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Assume that there exists a δk,k+1 = δk,k+1(ε, T), where 0 < δk,k+1 < ε and |x̃sk − xsk | < δk,k+1,
linking Equations (8) and (9), we get:

|X(t; sk, x̃sk )− X(t; sk, xsk )|

≤ |x̃sk − xsk |+ Lf

∫ t

sk

|X(s; sk, x̃sk )− X(s; sk, xsk )|ds

≤ δk,k+1 + Lf

∫ t

sk

|X(s; sk, x̃sk )− X(s; sk, xsk )|ds. (10)

From Reference [36] (Theorem 1.1, therein), we get:

|X(t; sk, x̃sk )− X(t; sk, xsk )| ≤ δk,k+1eLf(tk+1−sk).

Since 0 < δk,k+1 < ε, we have:

|X(t; sk, x̃sk )− X(t; sk, xsk )| < ε, t ∈ (sk, tk+1].

Case 2. For the interval (tk, sk], we have the following expression of the solutions, respectively:

X(t; tk, x(t+k )) = hk(t, x(t−k )) and X(t; tk, x̃(tk)) = hk(t, x̃(t−k )).

Assume there exists δk,k < δk,k+1, where |x̃(t+k )− x(t+k )| < δkk, then we have:

|X(t; tk, x̃(t+k ))− X(t; tk, x(t+k ))| ≤ Lhk
|x̃(t−k )− x(t−k )|. (11)

For (sk−1, tk], similar to Equation (10), we assume there exists a δk−1,k <
δk,k

Lhk
eLf(tk−sk−1)

. Then we obtain:

|X(t; sk−1, x̃sk−1)− X(t; sk−1, xsk−1)| ≤ δk−1,k−1eLf(tk−sk−1) <
δk,k

Lhk

< ε, t ∈ (sk−1, tk]. (12)

For t = tk, we get:

|X(tk; sk−1, x̃sk−2)− X(tk; sk−1, xsk−1)| <
δk,k

Lhk

,

and:
|hk(tk, x̃(t−k ))− hk(tk, x(t−k ))| < Lhk

δk,k

Lhk

< δk,k.

Therefore, Equation (11) becomes:

|X(t; tk, x̃(t+k ))− X(t; tk, x(t+k ))| < δk,k < δk,k+1 < ε, t ∈ (tk, sk]. (13)

From the procedure of Equations (12) and (13), we finally establish the following facts:
For the interval (t1, s1], if there is a δ11 < δ12, where |x̃(t+1 )− x(t+1 )| < δ11, then:

|X(t; t1, x̃(t+1 ))− X(t; t1, x(t+1 ))| ≤ Lh1
|x̃(t−1 )− x(t−1 )|. (14)

For the interval [0, t1], we assume there is a δ01 <
δ11

Lh1
eLf t1

, where |x̃0 − x0| < δ01. Thus, we obtain:

|X(t; 0, x̃0)− X(t; 0, x0)| ≤ δ01eLft1 <
δ11

Lh1

< ε, t ∈ [0, t1]. (15)

For t = t1, we get:

|X(t1; 0, x̃0)− X(t1; 0, x0)| <
δ11

Lh1

,
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and hence, we have:

|h1(t1, x(t−1 ))− h1(t1, x(t−1 ))| < Lh1

δ11

Lh1

< δ11. (16)

Thus, Equation (14) becomes:

|X(t; t1, x̃(t+1 ))− X(t; t1, x(t+1 ))| < δ11 < δ12 < ε, t ∈ (t1, s1]. (17)

Next, we notice that:

δ01 = δ01(ε, T, δ11),
...

δk−1,k = δk−1,k(ε, T, δkk),

δkk = δkk(ε, T, δk,k+1),

δk,k+1 = δk,k+1(ε, T).

Therefore, we have δ01 = δ01(ε, T). Considering Equations (7) and (15), we obtain, for any ε > 0, there
exists a δ01 > 0, where |x̃0 − x0| < δ01, thus:

|x(t; 0, x̃0)− x(t; 0, x0)| < ε, t ∈ [0, t1], (18)

and from Equation (16) we get:

|h1(t1, x̃(t−1 ))− h1(t1, x(t−1 ))| = |x̃(t+1 )− x(t+1 )| < δ11.

Taking into account Equations (17) and (7), we find that:

|x(t; 0, x̃0)− x(t; 0, x0)| < ε, t ∈ (t1, s1], (19)

and:
|h1(s1, x̃(t−1 ))− h1(s1, x(t−1 ))| = |x̃s1 − xs1 | < δ12.

According to Equation (7) again, we obtain:

|x(t; 0, x̃0)− x(t; 0, x0)| < ε, t ∈ (s1, t2].

Similarly, we achieve the following conclusion:

|x(t; 0, x̃0)− x(t; 0, x0)| < ε, t ∈ (tk, sk], (20)

and:
|hk(sk, x̃(t−k ))− hk(sk, x(t−k ))| = |x̃sk − xsk | < δk,k+1.

Then, it is further determined:

|x(t; 0, x̃0)− x(t; 0, x0)| < ε, t ∈ (sk, tk+1]. (21)

By Equations (18)–(21), we get that for any ε > 0 and x̃0, x0 ∈ R, there exists a δ > 0, where |x̃0−
x0| < δ, such that |x(t; 0, x̃0)− x(t; 0, x0)| < ε for t ∈ [0, t1]

⋃
(ti, si]

⋃
(si, ti+1], i = 1, 2, · · · , k, where δ =

δ01(ε, T). By Definition 1, the proof is completed.
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Theorem 2. Suppose that [H1]− [H3] are satisfied. Then the solution of Equation (2) depends continuously on
the initial point (0, x0) for random impulse and junction points.

Proof. Let ε and T be two arbitrary positive constants like in Theorem 1. We divide the proof into
two cases.

Case 1. For the interval (sk, tk+1], the representation of the solutions of Equations (5) and (6) are
given by [14]:

X(t; sk, xsk ) = xsk +
1

Γ(α)

∫ t

sk

(t− s)α−1f(s, X(s; sk, xsk ))ds, (22)

and:

X(t; sk, x̃sk ) = x̃sk +
1

Γ(α)

∫ t

sk

(t− s)α−1f(s, X(s; sk, x̃sk ))ds. (23)

Assume that there exists a δk,k+1 = δk,k+1(ε, T), 0 < δk,k+1 < ε, where |x̃sk − xsk | < δk,k+1, then
from Equations (22) and (23), we have:

|X(t; sk, x̃sk )− X(t; sk, xsk )|

≤ |x̃sk − xsk |+
Lf

Γ(α)

∫ t

sk

(t− s)α−1|X(s; sk, x̃sk )− X(s; sk, xsk )|ds

≤ δk,k+1 +
Lf

Γ(α)

∫ t

sk

(t− s)α−1|X(s; sk, x̃sk )− X(s; sk, xsk )|ds.

Using Reference [37] (Corollary 2, therein), we get:

|X(t; sk, x̃sk )− X(t; sk, xsk )| ≤ δk,k+1Eα(Lf(tk+1 − sk)
α),

where Eα is the standard Mittag–Leffler function [35] defined as:

Eα(z) =
∞

∑
k=0

zk

Γ(kα + 1)
, z ∈ C.

Owing to 0 < δk,k+1 < ε, one can get:

|X(t; sk, x̃sk )− X(t; sk, xsk )| < ε, t ∈ (sk, tk+1].

Case 2. From the interval (tk, sk], the expression of the solutions are given by:

X(t; tk, x(t+k )) = hk(t, x(t−k )) and X(t; tk, x̃(tk)) = hk(t, x̃(t−k )).

Assume that there exists a δkk < δk,k+1, where |x̃(t+k )− x(t+k )| < δkk, then we have:

|X(t; tk, x̃(t+k ))− X(t; tk, x(t+k ))| ≤ Lhk
|x̃(t−k )− x(t−k )|. (24)

Similar to the above procedure, for the interval (sk−1, tk], one has:

|X(t; sk−1, x̃sk−1)− X(t; sk−1, xsk−1)| ≤ δk−1,kEα(L f (tk − sk−1)
α).

Since δk−1,k <
δkk

Lhk
Eα(Lf(tk−sk−1)α)

, one can obtain:

|X(t; sk−1, x̃sk−1)− X(t; sk−1, xsk−1)| <
δkk
Lhk

< ε, t ∈ (sk−1, tk].
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For t = tk, we get:

|X(tk; sk−1, x̃sk−1)− X(tk; sk−1, xsk−1)| <
δkk
Lhk

,

and then:
|gk(tk, x(t−k ))− gk(tk, x(t−k ))| < Lhk

δkk
Lhk

< δkk.

Therefore, (24) becomes:
|X(t; tk, x̃(t+k ))− X(t; tk, x(t+k ))| < δkk < ε.

From the above, one can deduce that for the interval (t1, s1], there exists a δ11 < δ12, and if
|x̃(t−1 )− x(t−1 )| < δ11, then:

|X(t; t1, x(t+1 ))− X(t; t1, x(t+1 ))| ≤ Lh1
|x̃(t−1 )− x(t−1 )|.

For [0, t1], there is δ01 <
δ11

Lh1
Eα(Lftα

1)
, if |x̃0 − x0| < δ01, then:

|X(t; 0, x̃0)− X(t; 0, x0)| ≤ δ01Eα(Lftα
1) <

δ11

Lh1

< ε, t ∈ [0, t1].

Thus, for t = t1, we have:

|X(t1; 0, x̃0)− X(t1; 0, x0)| <
δ11

Lh1

,

and then:
|h1(t1, x̃(t1))− h1(t1, x(t1))| < δ11.

and:
|X(t; t1, x(t+1 ))− X(t; t1, x(t+1 ))| < δ11 < δ12 < ε, t ∈ (t1, s1].

Similar to Theorem 1, we reach the conclusion.

Theorem 3. Assume that [H1], [H4], and [H5] are satisfied. The solution of Equation (1) depends continuously
on the initial point (0, x0) at the random impulse and junction points provided that 2M ≤ |x̃si − xsi |.

Proof. We divide proof into several steps.
Step 1. According to [H4], assume there is a δk,k+1 = δk,k+1(ε, T), where 0 < δk,k+1 < ε, if

|x̃sk − xsk | < δk,k+1, then:

|X(t; sk, x̃sk )− X(t; sk, xsk )| < ε, t ∈ (sk, tk+1].

Step 2. For the interval (tk, sk], according to [H5], we obtain:

|X(t; tk, x̃(t+k ))− X(t; tk, x(t+k ))| = |hk(t, x̃(t−k ))− hk(t, x(t−k ))|
≤ 2M ≤ |x̃sk − xsk | < δk,k+1 < ε, t ∈ (tk, sk].

For t = sk, we get:

|hk(sk, x̃(t−k ))− hk(sk, x(t−k ))| < δk,k+1. (25)

Step 3. In this step, we check the continuity of the solutions in the interval (sk−1, tk]. From
Equation (25), we assume there exists a δk−1,k depending on ε, T, δk,k+1. For brevity, we denote

81



Mathematics 2019, 7, 331

δk−1,k = δk−1,k(ε, T, δk,k+1), where 0 < δk−1,k < ε. If |x̃sk−1 − xsk−1 | < δk−1,k, then by [H4] we deduce
that:

|X(t; sk−1, x̃sk−1)− X(t; sk−1, xsk−1)| < ε, t ∈ (sk−1, tk].

Step 4. For (tk−1, sk−1], we get:

|X(t; tk−1, x̃(t+k−1))− X(t; tk−1, x(t+k−1))| = |hk−1(t, x̃(t−k−1))− hk−1(t, x(t−k−1))|
≤ 2M ≤ |x̃sk−1 − xsk−1 | < δk−1,k < ε, t ∈ (tk−1, sk−1].

For t = sk−1, we have:

|hk−1(sk−1, x̃(t−k−1))− hk−1(sk−1, x(t−k−1))| < δk−1,k.

Similar to the above steps, we have the following general results.
Step 2k. For the interval (t1, s1], it follows that:

|X(t; t1, x̃(t+1 ))− X(t; t1, x(t+1 ))| = |h1(t, x̃(t−1 ))− h1(t, x(t−1 ))| < δ12 < ε, t ∈ (t1, s1].

For t = s1, we have:

|h1(s1, x̃(t−1 ))− h1(s1, x(t−1 ))| < δ12. (26)

Step 2k + 1. For [0, t1], assume there exists a δ01 = δ01(ε, T, δ12), where 0 < δ01 < ε, if |x̃0− x0| < ε,
then:

|X(t; 0, x̃0)− X(t; 0, x0)| < ε, t ∈ [0, t1].

Finally, we notice that:

δ01 = δ01(ε, T, δ12),
...

δk−1,k = δk−1,k(ε, T, δk,k+1),

δk,k+1 = δk,k+1(ε, T).

Therefore, we have δ01 = δ01(ε, T).
Now we apply the above results to the impulse case.
Step 1′. Based on Equation (7) and Step 2k + 1, we obtain for any ε > 0, there exists a δ01 >

0, such that if |x̃0 − x0| < δ01, then:

|x(t; 0, x̃0)− x(t; 0, x0)| < ε, t ∈ [0, t1].

Step 2′. Using Equation (7) and taking Step 2k into account, we find that:

|x(t; 0, x̃0)− x(t; 0, x0)| < ε, t ∈ (t1, s1].

From Equation (26), we have:

|h1(s1, x̃(t−1 ))− h1(s1, x(t−1 ))| = |x̃s1 − xs1 | < δ12.

Step 3′. According to Equation (7) and Step 2k − 1, it follows that:

|x(t; 0, x̃0)− x(t; 0, x0)| < ε, t ∈ (s1, t2].
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Step 4′. Again by Equation (7) and considering Step 2k − 2, we have:

|x(t; 0, x̃0)− x(t; 0, x0)| < ε, t ∈ (t2, s2],

and:
|h2(s2, x̃(t−2 ))− h2(s2, x(t−2 ))| = |x̃s2 − xs2 | < δ23.

Similarly, we arrive at:
Step (2k)′. |x(t; 0, x̃0)− x(t; 0, x0)| < ε, t ∈ (tk, sk].
Thus, from Equation (25), we get:

|hk(sk, x̃(t−k ))− hk(sk, x(t−k ))| = |x̃sk − xsk | < δk,k+1.

Step (2k + 1)′. |x(t; 0, x̃0)− x(t; 0, x0)| < ε, t ∈ (sk, tk+1].
From Step 1′ to Step (2k + 1)′, we get that for any ε > 0, x̃0, x0 ∈ R, there exists a δ >

0, such that if |x̃0 − x0| < δ, then |x(t; 0, x̃0) − x(t; 0, x0)| < ε, for t ∈ [0, t1]
⋃
(ti, si]

⋃
(si, ti+1], i =

1, 2, · · · , k, and δ = δ01(ε, T).

By repeating the same proof procedure in Theorem 3, we have the result:

Remark 1. Assume that [H1], [H4], and [H5] are satisfied. Then the solution of Equation (2) depends
continuously on the initial point (0, x0) at the random impulse and junction points, provided that 2M ≤
|x̃si − xsi |.

3. Numerical Examples

Let ε and T be two arbitrary positive constants.

Example 1. Consider: ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
x′(t) = ax(t), t ∈ (si, ti+1], i ∈ N, a > 0,

x(t+i ) =
ε

2eat cos
√

ti|x(t−i )|, i ∈ N+,

x(t) = ε
2eat cos

√
t|x(t−i )|, t ∈ (ti, si], i ∈ N+,

x(0) = x0.

(27)

Then the solution of Equation (27) can be analytically determined, namely:

x(t) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

eatx0, for t ∈ (s0, t1],
ε

2eat cos
√

t|x(t−1 )|, for t ∈ (t1, s1],
ε

2eas1 cos
√

s1|x(t−1 )|ea(t−s1), for t ∈ (s1, t2],
...

ε
2eat cos

√
t|x(t−m−1)|, for t ∈ (tm−1, sm],

ε
2easm (cos

√
sm|x(t−m−1)|ea(t−sm), for t ∈ (sm, tm+1],

...

(28)

Let f(t, x) = ax and hi(t, x) = cos
√

t|x|. Note that hi ∈ C([ti, si]× R, R), i ∈ N+. For any x, y ∈ R,
|f(t, x)− f(t, y)| ≤ a|x− y| and |hi(t, x)− hi(t, y)| ≤ ε

2ea |x− y|. Set Lf = a and Lhi
= ε

2ea . So, [H1]–[H3]

all hold. Therefore, all the assumptions in Theorem 1 are satisfied.
From Definition 2, choosing δ = ε

eaT , we find that the solution of Equation (27) without impulses satisfies
uniform and continuous dependence on the initial point. Choosing 2M ≤ ε

eaT , then hi(t, x) are uniformly
bounded. Thus, the conditions [H1], [H4], and [H5] hold, and all the assumptions of Theorem 3 are satisfied.
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The solutions of Equation (27) and the corresponding perturbation problem (with x0 = 1, x̃0 = 1.3, T =

1, a = 1
2 , ε = 1

2 ) are shown in Figure 1.

Figure 1. The blue line denotes the solution of Equation (27) and the red line denotes the corresponding
perturbation problem.

Example 2. Consider: ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

CD
1
2
si ,tx(t) = ax(t), t ∈ (si, ti+1], i ∈ N, a > 0,

x(t+i ) =
ε

2E 1
2
(at

1
2 )
(cos

√
ti|x(t−i )|), i ∈ N+,

x(t) = ε

2E 1
2
(at

1
2 )
(cos

√
t|x(ti)−|), t ∈ (ti, si], i ∈ N+,

x(0) = x0.

(29)

Like Equation (27), let f(t, x) = ax, and hi(t, x) = ε

2E 1
2
(at

1
2 )
(cos

√
t|x|). Choosing Lf = a, Lhi

= ε
2a2 ,

therefore, [H1]− [H3] hold. Then, one can obtain the solution of Equation (29), namely:

x(t) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

x0E 1
2
(at

1
2 ), for t ∈ (s0, t1],

ε

2E 1
2
(at

1
2 )

cos
√

t|x(t−1 )|, for t ∈ (t1, s1],

ε

2E 1
2
(as

1
2
1 )

cos
√

s1|x(t−1 )|E 1
2
(a(t− s1)

1
2 ), for t ∈ (s1, t2],

...
ε

2E 1
2
(at

1
2 )

cos
√

t|x(t−m−1)|, for t ∈ (tm−1, sm],

ε

2E 1
2
(as

1
2
m )

cos
√

sm|x(t−m−1)|E 1
2
(a(t− sm)

1
2 ), for t ∈ (sm, tm+1],

...

(30)
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From Definition 2, choosing δ = ε

E 1
2
(aT

1
2 )

, we get that the solution of Equation (29) without impulses

satisfies uniform and continuous dependence on the initial point. Choosing 2M ≤ ε

E 1
2
(aT

1
2 )

, then the hi(t, x)

are uniformly bounded. Thus, the conditions [H1], [H4], and [H5] hold, and all the assumptions in Remark 1
are satisfied.

The solutions of Equation (29) and the corresponding perturbation problem (with x0 = 1, x̃0 = 1.3, T =
3
2 , a = 1

5 , ε = 1
2 ) are shown in Figure 2.

Figure 2. The blue line denotes the solution of Equation (29) and the red line denotes the corresponding
perturbation problem.

Remark 2. Equations (27) and (29) are called non-instantaneous impulsive logistic models, which are
motivated from the instantaneous impulsive logistic equations. For more details of the models, one can refer
to Reference [12] (Section 4, therein).

4. Conclusions

In this paper, we presented the continuous dependence of the solutions to first order
non-instantaneous IDEs with random impulse and junction points. Then, we extended the results to
study the same problem for fractional order cases. The backward checking approach [34] (from the last
subinterval to the first subinterval) is extended to differential and algebra equations and is used to
prove the main results. The approach is different from Reference [13].
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Abstract: In this paper, the Hyers–Ulam stability of linear Caputo–Fabrizio fractional differential
equation is established using the Laplace transform method. We also derive a generalized
Hyers–Ulam stability result via the Gronwall inequality. In addition, we establish existence and
uniqueness of solutions for nonlinear Caputo–Fabrizio fractional differential equations using the
generalized Banach fixed point theorem and Schaefer’s fixed point theorem. Finally, two examples
are given to illustrate our main results.
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1. Introduction

Fractional differential operators describe mechanical and physical processes with historical
memory and spatial global correlation and for the basic theory—see [1–3]. Results on existence, stability
and controllability for differential equations with Caputo, Riemann–Liouville and Hilfer type fractional
derivatives can be found, for example, in [4–19]. Caputo and Fabrizio [20] introduced a new nonlocal
derivative without a singular kernel and Atangana and Nieto [21] studied the numerical approximation
of this new fractional derivative and established a modified resistance loop capacitance (RLC) circuit
model. Losada and Nieto [22] presented a fractional integral corresponding to the Caputo–Fabrizio
fractional derivative and introduced Caputo–Fabrizio fractional differential equations and established
existence and uniqueness results. Baleanu et al. [23] extended the study to Caputo–Fabrizio fractional
integro-differential equations and obtained the approximate solution. Franc and Goufo [24] established
a new Korteweg–de Vries–Burgers equation involving the Caputo–Fabrizio fractional derivative
with no singular kernel and presented existence and uniqueness results and also gave numerical
approximations.

Hyers–Ulam stability is a concept that provides an approximate solution for the exact solution
in a simple form for differential equations. A Laplace transform method is applied to show the
Hyers–Ulam stability for integer order differential equations in [25,26] and Wang and Li [27] adopted
the idea and applied a Laplace transform method to show the Hyers–Ulam stability for fractional
order differential equations involving Caputo derivatives. There are many papers on differential
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equations involving fractional derivatives–see, for example, [28–36]. However, there are only a few
papers on the Hyers–Ulam stability for differential equations with the Caputo–Fabrizio fractional
derivative. In [37], Wang et al. offered the Ulam stability for the fractional differential equations with
the Caputo derivative.

First, we recall the well-known Caputo fractional derivative [2] of order β, given by

(Dβy)(x) =
1

Γ(1− β)

∫ x

a

ḟ (s)
(x− s)β

ds, 0 < β < 1,

where f ∈ C1(a, b), b > a. By changing the kernel (x− s)−β with the function exp(− β
1−β (x− s)) and

1
Γ(1−β)

by 1√
2π(1−α2)

, we obtain the new definition of fractional derivative without a singular kernel

(CFDαy)(x)—see Definition 1 for details.
In this paper, we study Hyers–Ulam stability and existence and uniqueness of solutions for the

following Caputo–Fabrizio fractional derivative equations:

(CFDαy)(x)− λ(CFDβy)(x) = u(x), x ∈ [0, T], 0 < α, β < 1, (1)

and

(CFDαy)(x) = f (x, y(x)), x ∈ [0, T], 0 < α < 1, (2)

where (CFDγy)(·) denotes the Caputo–Fabrizio derivative for y with the order 0 < γ < 1 (see
Definition 1), λ ∈ R, u : [0, T]→ R and f : [0, T]×R→ R will be specified later.

The main contributions are as follows: we obtain a simple result to check whether the approximate
solution is near the exact solution for linear Equation (1), which implies Hyers–Ulam stability and
generalized Hyers–Ulam stability on the finite time interval. In addition, we present a condition to
derive existence and uniqueness of solutions for nonlinear Equation (2) using the generalized Banach
fixed point theorem (this improves the result in (Theorem 1, [22])). In addition, we establish sufficient
conditions to guarantee the existence of solutions for nonlinear Equation (2) using Schaefer’s fixed
point theorem. Based on the existence and uniqueness result, we prove the Hyers–Ulam stability of (2)
via the Gronwall inequality.

2. Preliminaries

Let C(I,R) be the Banach space of all continuous functions from I into R with the norm ‖y‖C :=
sup{|y(x)| : x ∈ I}.

Definition 1 (see [22]). Let 0 < α < 1, h ∈ C1[0, b) and b > 0. The Caputo–Fabrizio fractional derivative
for a function h of order α is defined by

CFDαh(τ) =
(2− α)M(α)

2(1− α)

∫ τ

0
exp(− α

1− α
(τ − x))h′(x)dx, τ≥0,

where M(α) is a normalization constant depending on α. Note that (CFDα)(h) = 0 if and only if h is a
constant function.

Definition 2 (see Definition 1, [22]). Let 0 < α < 1. The Caputo–Fabrizio fractional integral for a function h
of order α is defined by

CF Iαh(τ) =
2(1− α)

(2− α)M(α)
h(τ) +

2α

(2− α)M(α)

∫ τ

0
h(x)dx, τ ≥ 0.
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Theorem 1 (see [20,22]). Let α ∈ (0, 1). Then,

L[CFDαh(τ)](s) =
(2− α)M(α)

2(s + α(1− s)
(sL[h(τ)](s)− h(0)), s > 0.

Motivated by (Definition 2.3, [37]), we introduce the following definition.

Definition 3. Let 0 < α, β < 1 and u : [0, T]→ R be a continuous function. Then, (1) is Hyers–Ulam stable
if there exists K > 0 and ε > 0 such that, for each solution y ∈ C([0, T],R) of (1),

|CFDαy(x)− λCFDβy(x)− u(x)| ≤ ε, ∀x ∈ [0, T], (3)

and there exists a solution z ∈ C([0, T),R) of (2) with

|y(x)− z(x)| ≤ Kε, ∀x ∈ [0, T].

Definition 4. Let 0 < α, β < 1 , u : [0, T]→ R be a continuous function and G : [0, T]→ R+ be continuous
functions. Then, (1) is generalized Hyers–Ulam–Rassias stable with respect to G if there exists a constant
c f ,G > 0 such that for each solution y ∈ C([0, T],R) of (1),

|CFDαy(x)− λCFDβy(x)− u(x))| ≤ G(x), ∀x ∈ [0, T], (4)

and there exists a solution z ∈ C([0, T],R) of (2) with

|y(x)− z(x)| ≤ c f ,GG(x), ∀x ∈ [0, T].

Definition 5. Let f : [0, T]×R→ R be a continuous function. Then, (2) is Hyers–Ulam stable if there exists
K > 0 and ε > 0 such that for each solution y ∈ C([0, T],R) of (2),

|CFDαy(x)− f (x, y(x))| ≤ ε, ∀x ∈ [0, T], (5)

and there exists a solution z ∈ C([0, T),R) of (2) with

|y(x)− z(x)| ≤ Kε, ∀x ∈ [0, T].

Definition 6. Let f : [0, T]×R→ R and G : [0, T]→ R+ be continuous functions. Then, (2) is generalized
Hyers–Ulam–Rassias stable with respect to G if there exists a constant c f ,G > 0 such that, for each solution
y ∈ C([0, T],R) of (2),

|CFDαy(x)− f (x, y(x))| ≤ G(x), ∀x ∈ [0, T], (6)

and there exists a solution z ∈ C([0, T],R) of (2) with

|y(x)− z(x)| ≤ c f ,GG(x), ∀x ∈ [0, T].

3. Stability Results for the Linear Equation

In this section, we study Hyers–Ulam and generalized Hyers–Ulam-Rassias stability of (1).

Theorem 2. Let 0 < β, α < 1, λ ∈ R, and u(x) be a given real function on [0, T]. If a function y : [0, T]→ R
satisfies the inequality

|(CFDαy)(x)− λ(CFDβy)(x)− u(x)| ≤ ε (7)
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for each x ∈ [0, T] and ε > 0, then there exists a solution ya : [0, T]→ R of (1) such that

|y(x)− ya(x)| ≤ 2|C
A
|ε + 2

∣∣∣∣AD− BC
A2 − αβ

B

∣∣∣∣max{1, exp(− B
A

T)}xε + 2|αβ

B
|xε, (8)

where ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
A = (1− β)(2− α)M(α)− λ(2− β)M(β)(1− α),

B = (2− α)M(α)β− λ(2− β)M(β)α,

C = (1− β)(1− α),

D = α + β− 2αβ.

(9)

Proof. Let
F(x) = (CFDαy)(x)− λ(CFDβy)(x)− u(x), x ∈ [0, T]. (10)

Taking the Laplace transform of (10) via Theorem 1, and we have

L{F(x)}(s) = L{(CFDαy)(x)− λ(CFDβy)(x)− u(x)}(s)
= L{(CFDαy)(x)}(s)− λL{(CFDβy)(x)}(s)−L{u(x)}(s)

= [
(2− α)M(α)

2(s + α(1− s))
− λ

(2− β)M(β)

2(s + β(1− s))
]sL{y(x)}(s)

+[− (2− α)M(α)

2(s + α(1− s))
+ λ

(2− β)M(β)

2(s + β(1− s))
]y(0)−L{u(x)}(s), (11)

where L{F} denotes the Laplace transform of the function F. From (11), one has

L{y(x)}(s)

=
1
s

y(0) +
1
s

2(s + α(1− s))(s + β(1− s))
(2− α)M(α)(s + β(1− s))− λ(2− β)M(β)(s + α(1− s))

×
(
L{u(x)}(s) + L{F(x)}(s)

)
=

1
s

y(0) + 2
(

C
A

+
AD− BC

A2
1

s + B
A
+

αβ

B
1
s
− αβ

B
1

s + B
A

)
(L{u(x)}(s) + L{F(x)}(s)), (12)

where A, B, C, D are defined as in (9). Set

ya(x) = y(0) + 2
C
A

u(x) + 2
(

AD− BC
A2 − αβ

B

) ∫ x

0
exp(− B

A
t)u(x− t)dt + 2

αβ

B

∫ x

0
u(x− t)dt. (13)

Taking the Laplace transform of (13), one has

L{ya(x)}(s)

=
1
s

y(0) + 2
C
A
L{u(x)}(s) + 2

(
AD− BC

A2 − αβ

B

)
1

s + B
A
L{u(x)}(s) + 2

αβ

B
1
s
L{u(x)}(s)

=
1
s

y(0) + 2
(

C
A

+
AD− BC

A2
1

s + B
A
+

αβ

B
1
s
− αβ

B
1

s + B
A

)
L{u(x)}(s). (14)

Note that

L{(CFDαya)(x)− λ(CFDβya)(x)}(s)

=
(2− α)M(α)(s + β(1− s))− λ(2− β)M(β)(s + α(1− s))

2(s + α(1− s))(s + β(1− s))
(sL{ya(x)}(s)− y(0)). (15)
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Substituting (14) into (15), we obtain

L{(CFDαya)(x)− λ(CFDβya)(x)}(s) = L{u(x)},

which yields that ya(x) is a solution of Equation (1) since L is one-to-one. From (12) and (14), we have

L{y(x)− ya(x)}(s) = 2
(

C
A

+
AD− BC

A2
1

s + B
A
+

αβ

B
1
s
− αβ

B
1

s + B
A

)
L{F(x)}.

This implies that

y(x)− ya(x) = 2
C
A

F(x) + 2(
AD− BC

A2 − αβ

B
)(exp(− B

A
x) ∗ F(x) + 2

αβ

B
(1 ∗ F(x)),

so

|y(x)− ya(x)|

=

∣∣∣∣2 C
A

F(x) + 2(
AD− BC

A2 − αβ

B
)(exp(− B

A
x) ∗ F(x) + 2

αβ

B
(1 ∗ F(x))

∣∣∣∣
≤ 2|C

A
F(x)|+ 2

∣∣∣∣AD− BC
A2 − αβ

B

∣∣∣∣| exp(− B
A

x) ∗ F(x)|+ 2|αβ

B
||1 ∗ F(x)|

≤ 2|C
A
||F(x)|+ 2

∣∣∣∣AD− BC
A2 − αβ

B

∣∣∣∣ ∫ x

0
| exp(− B

A
t)||F(x− t)|dt + 2|αβ

B
|
∫ x

0
|F(x− t)|dt)

≤ 2|C
A
||F(x)|+ 2

∣∣∣∣AD− BC
A2 − αβ

B

∣∣∣∣ε ∫ x

0
max{1, exp(− B

A
(T))}dt + 2|αβ

B
|ε
∫ x

0
1dt)

≤ 2|C
A
|ε + 2

∣∣∣∣AD− BC
A2 − αβ

B

∣∣∣∣x max{1, exp(− B
A

T)}ε + 2|αβ

B
|xε.

The proof is complete.

Remark 1. If T < ∞, then (1) is Hyers–Ulam stable with the constant

K = 2|C
A
|+ 2|AD− BC

A2 − αβ

B
|max{1, exp(− B

A
T)}T + 2|αβ

B
|T.

Remark 2. Let 0 < β, α < 1, λ ∈ R, and u(x) be a given real function on [0, T]. If a function y : [0, T]→ R
satisfies the inequality

|(CFDαy)(x)− λ(CFDβy)(x)− u(x)| ≤ G(x), (16)

this implies that

|F(x)| ≤ G(x)

for each x ∈ [0, T] and some function G(x) > 0, where F is defined in (10).
From Theorem 2, then there exists a solution ya : [0, T]→ R of (1) such that

y(x)− ya(x) = 2
C
A

F(x) + 2(
AD− BC

A2 − αβ

B
)(exp(− B

A
x) ∗ F(x) + 2

αβ

B
(1 ∗ F(x)),

93



Mathematics 2019, 7, 333

and

|y(x)− ya(x)|

≤ 2|C
A

F(x)|+ 2
∣∣∣∣AD− BC

A2 − αβ

B

∣∣∣∣| exp(− B
A

x) ∗ F(x)|+ 2|αβ

B
||1 ∗ F(x)|

≤ 2|C
A
||F(x)|+ 2

∣∣∣∣AD− BC
A2 − αβ

B

∣∣∣∣max{1, exp(− B
A

T)}|
∫ x

0
F(x− t)dt|+ 2|αβ

B
||
∫ x

0
F(x− t)dt|

≤ 2|C
A
||F(x)|+ 2

∣∣∣∣AD− BC
A2 − αβ

B

∣∣∣∣max{1, exp(− B
A

T)}|F(x)|+ 2|αβ

B
||F(x)|

≤ 2
[
|C
A
|+

∣∣∣∣AD− BC
A2 − αβ

B

∣∣∣∣max{1, exp(− B
A
(T))}+ |αβ

B
|
]

G(x)

provided that ∫ x

0
F(t)dt ≤ F(x)

for any x ∈ [0, T], where F is defined in (10) and A, B, C, D are defined as in (9). Thus, (2) is generalized
Hyers–Ulam stable with respect to G on [0, T].

4. Existence and Stability Results for the Nonlinear Equation

We introduce the following conditions:

[A1] : f : [0, T]×R→ R is continuous.

[A2] : There exists a k f > 0 such that

| f (x, y)− f (x, g)| ≤ k f |y− g|, ∀y, g ∈ R, x ∈ [0, T].

[A3] : There exists a constant L > 0 such that

| f (x, y)| ≤ L(1 + |y|)

for each x ∈ [0, T] and all y ∈ R.
Let aα = 2(1−α)

2−α M(α), bα = 2α
2−α M(α), y(0) = y0 and C0 = −aα f (0, y0) + y0.

Theorem 3. Let 0 < α < 1. Assume that [A1] and [A2] hold. If aαk f < 1, then (2) with y(0) = y0 has a
unique solution.

Proof. Consider P : C([0, T],R)→ C([0, T],R) as follows:

(Py)(x) = C0 + aα f (x, y(x)) + bα

∫ x

0
f (s, y(s))ds. (17)

Note P is well defined because of [A1]. For all y1, y2 ∈ C([0, T],R) and all x ∈ [0, T], using [A2],
we have

|(Py1)(x)− (Py2)(x)|

≤ aα| f (x, y1(x))− f (x, y2(x))|+ bα

∫ x

0
| f (s, y1(s))− f (x, y2(x))|ds

≤ aαk f |y1(x)− y2(x)|+ bα

∫ x

0
k f |y1(s)− y2(s)|ds

= aαk f ‖y1 − y2‖C + bαk f x‖y1 − y2‖C.
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Denote Ci
n = n!

(n−i)!i! . Next,

|(P2y1)(x)− (P2y2)(x)|

≤ aα| f (x, (Py1)(x))− f (x, (Py2)(x))|+ bα

∫ x

0
| f (s, (Py1)(s))− f (x, (Py2)(x))|ds

≤ aαk f |Py1(x)− Py2(x)|+ bα

∫ x

0
k f |Py1(s)− Py2(s)|ds

≤ aαk f (aαk f ‖y1 − y2‖C + bαk f x‖y1 − y2‖C)

+bαk f

∫ x

0
(aαk f ‖y1 − y2‖C + bαk f x‖y1 − y2‖C)ds

≤
(
(k f aα)

2 + 2k f aα(k f bαx) +
(k f bαx)2

2!

)
‖y1 − y2‖C

=
2

∑
i=0

Ci
2(k f aα)2−i(k f bαx)i

i!
‖y1 − y2‖C.

For any m ∈ N+, suppose the following inequality hold

|(Pmy1)(x)− (Pmy2)(x)| ≤
m

∑
i=0

Ci
m(k f aα)m−i(k f bαx)i

i!
‖y1 − y2‖C.

Then,

|(Pm+1y1)(x)− (Pm+1y2)(x)|

≤ aα| f (x, (Pmy1)(x))− f (x, (Pmy2)(x))|+ bα

∫ x

0
| f (x, (Pmy1)(s))− f (x, (Pmy2)(s))|ds

≤
(

k f aα

m

∑
i=0

Ci
m(k f aα)m−i(k f bαx)i

i!
+ k f bα

∫ x

0

m

∑
i=0

Ci
m(k f aα)m−i(k f bαs)i

i!
ds

)
‖y1 − y2‖C

=
m+1

∑
i=0

Ci
m+1(k f aα)m+1−i(k f bαx)i

i!
‖y1 − y2‖C

≤ S(m)‖y1 − y2‖C,

where S(m) :=
m+1
∑

i=0

Ci
m+1(k f aα)m+1−i(k f bαT)i

i! . Thus, for any m ∈ N+,

‖Pm+1y1 − Pm+1y2‖C ≤ S(m)‖y1 − y2‖C.

From the condition k f aα < 1 via (Theorem 2.9, [38]), one has S(m)→ 0 as m → ∞. This implies
that for any large enough m ∈ N+, S(m) < 1. Thus, Pm is a contraction mapping. As a result, P has a
fixed point. Thus, (2) with y(0) = y0 has a unique solution. This proof is complete.

Remark 3. In (Theorem 1, [22]), an existence and uniqueness result for (2) with y(0) = y0 is established
by imposing a uniformly Lipschitz condition and applying Banach’s fixed point theorem with the condition
aαk f + bαTk f < 1, where k f denotes the Lipschitz constant. Here, we use the generalized Banach fixed point
theorem and we weaken the condition aαk f + bαTk f < 1 in (Theorem 1, [22]) to aαk f < 1.

Next, we show that the existence of solutions for (2) via Schaefer’s fixed point theorem.

Theorem 4. Assume that [A1] and [A3] hold. If aαL < 1, then (2) with y(0) = y0 has at least one solution.

Proof. Consider P as in (17). We divide our proof into several steps.
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Step 1. P is continuous.
Let yn be a sequence such that yn → y in C([0, T],R). For all x ∈ [0, T], we get

|Pyn(x)− Py(x)| = |aα f (x, yn(x)) + bα

∫ x

0
f (s, yn(s))ds− aα f (x, y(x))− bα

∫ x

0
f (s, y(s))ds|

≤ aα| f (x, yn(x))− f (x, y(x))|+ bα|
∫ x

0
f (s, yn(s))ds−

∫ x

0
f (s, y(s))ds|

≤ aα| f (x, yn(x))− f (x, y(x))|+ bα

∫ x

0
| f (s, yn(s))− f (s, y(s))|ds.

≤ (aα + bαT)‖ f (·, yn)− f (·, y)‖C.

This shows that P is continuous since ‖ f yn − f y‖C → 0 when n → ∞.
Step 2. P maps bounded sets into bounded sets of C([0, T],R).
Indeed, we prove that for all r > 0, there exists a k > 0 such that for every y ∈ Br = {y ∈

C([0, T],R) : ‖y‖C ≤ r}, we have ‖Py‖C ≤ k. In fact, for any x ∈ [0, T], from [A3], we have

|Py(x)| ≤ |C0|+ aα| f (x, y(x))|+ bα

∫ x

0
| f (s, y(s))|ds

≤ |C0|+ aαL(1 + |y|) + bαL
∫ x

0
(1 + |y(s)|)ds

≤ |C0|+ aαL(1 + ‖y‖C) + bαTL|(1 + ‖y‖C)

≤ |C0|+ aαL(1 + r) + bαTL(1 + r)

= |C0|+ (aα + bαT)L(1 + r),

which implies that
‖Py‖ ≤ |C0|+ (aα + bαT)L(1 + r) := k.

Step 3. P maps bounded sets into equicontinuous sets in C([0, T],R).
Let x1, x2 ∈ [0, T], with 0 ≤ x1 < x2 ≤ T, y ∈ Br. From [A3], we have

|Py(x1)− Py(x2)|

= |aα f (x1, y(x1)) + bα

∫ x1

0
f (s, y(s))ds− aα f (x2, y(x2))− bα

∫ x2

0
f (s, y(s))ds|

≤ aα| f (x1, y(x1))− f (x2, y(x2))|+ bα|
∫ x1

0
f (s, y(s))ds−

∫ x2

0
f (s, y(s))ds|

≤ aα| f (x1, y(x1))− f (x1, y(x2))|+ aα| f (x1, y(x2))− f (x2, y(x2))|+ bα|
∫ x2

x1

f (s, y(s))ds|

≤ aα| f (x1, y(x1))− f (x1, y(x2))|+ aα| f (x1, y(x2))− f (x2, y(x2))|+ bαL(1 + r)(x2 − x1).

Then, as x1 approaches x2, the right-hand side of the above inequality tends to zero (because of [A1])
as x1 → x2. Thus, P is equicontinuous.

We can conclude that P is completely continuous from Step 1–Step 3 with the
Arzela–Ascoli theorem.

Step 4. A priori bounds.
Now, we show that the set E(P) = {y ∈ C([0, T],R) : y = λPy for some λ ∈ (0, 1)} is bounded.
Let y ∈ E(P). Then, y = λPy for some λ ∈ (0, 1). For each x ∈ [0, T], we have
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|y(x)| ≤ |C0|+ aα| f (x, y(x))|+ bα

∫ x

0
| f (s, y(s))|ds

≤ |C0|+ aαL(1 + |y(x)|) + bαL
∫ x

0
(1 + |y(s)|)ds

≤ K + aαL|y(x)|+ bαL
∫ x

0
|y(s)|ds (K = |C0|+ aαL + bαLT).

Using the condition 1− aαL > 0, one has

|y(x)| ≤ K
1− aαL

+
bαL

1− aαL

∫ x

0
|y(s)|ds,

and Gronwall’s inequality yields

|y(x)| ≤ K
1− aαL

exp
(

bαLT
1− aαL

)
< ∞.

Then, the set E(P) is bounded.
Schaefer’s fixed point theorem guarantees that P has a fixed point, which is a solution of (2).

The proof is finished.

In the following, we consider (2) and (6) to discuss the generalized Ulam–Hyers–Rassias stability.
We need the following condition.

[A4] : Let G ∈ C([0, T],R+) be an increasing function and there exists λG > 0 such that∫ x

0
G(s)ds ≤ λGG(x), ∀x ∈ [0, T].

Theorem 5. Assumptions [A1], [A2] and [A4] hold. If aαk f < 1, then (2) is generalized Ulam–Hyers–Rassias
stable with respect to G on [0, T](T < ∞).

Proof. Let g ∈ C([0, T],R) be a solution of (6). From Theorem 3,{
CFDαy(x) = f (x, y(x)), 0 < α < 1, t ∈ [0, T),
y(0) = C0,

(18)

has the unique solution

y(x) = C0 + aα f (x, y(x)) + bα

∫ x

0
f (s, y(s))ds, x ∈ [0, T].

From (6), we have

∣∣g(x)− C0 − aα f (x, g(x))− bα

∫ x

0
f (s, g(s))ds

∣∣ ≤ aαG(x) + bα

∫ x

0
G(s)ds

≤ (aα + bαλG)G(x), x ∈ [0, T].
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Thus,

|g(x)− y(x)|

≤
∣∣∣∣g(x)− C0 − aα f (x, y(x))− bα

∫ x

0
f (s, y(s))ds

∣∣∣∣
≤

∣∣∣∣g(x)− C0 − aα f (x, g(x))− bα

∫ x

0
f (s, g(s))ds

+aα f (x, y(x)) + bα

∫ x

a
f (s, y(s))ds− aα f (x, y(x))− bα

∫ x

0
f (s, y(s))ds

∣∣∣∣
≤

∣∣∣∣g(x)− C0 − aα f (x, g(x))− bα

∫ x

0
f (s, g(s))ds

∣∣∣∣
+aα| f (x, y(x))− f (x, g(x))|+ bα

∫ x

0
| f (s, y(s))− f (s, g(s))|ds

≤ (aα + bαλG)G(x) + aαk f |y(x)− g(x)|+ bαk f

∫ x

0
|y(s)− g(s)|ds.

Note that aαk f < 1, and so,

|y(x)− g(x)| ≤ (aα + bαλG)G(x)
1− aαk f

+
bαk f

1− aαk f

∫ x

0
|y(s)− g(s)|ds.

From Gronwall’s inequality, we have

|y(x)− g(x)| ≤
[
(aα + bαλG)

1− aαk f
exp(x)

]
G(x), x ∈ [0, T]. (19)

Set K∗ = aα+bαλG
1−aαk f

exp(T). Note that one has

|y(x)− g(x)| ≤ K∗G(x), x ∈ [0, T].

From Definition 6, (2) is generalized Ulam–Hyers–Rassias stable with respect to G on [0, T]. The proof
is complete.

5. Examples

In this section, two examples are given to illustrate our main results.
For convenience in calculating, we suppose that M(·) in Definition 2 is the roots of the

following equation:
2(1− ·)

(2− ·)M(·) +
2·

(2− ·)M(·) = 1.

Then, one can derive an explicit formula M(α) = 2
2−α and M(β) = 2

2−β (see (p. 89, [22])).

Example 1. Consider

(CFD
1
2 y)(x)− 1

3
(CFD

2
3 y)(x) =

2
3

ex +
1
3

e−2x − 2
3

, x ∈ [0, T]. (20)

Set α = 1
2 , β = 2

3 , u(x) = 2
3 ex + 1

3 e−2x − 2
3 and λ = 1

3 . From (Definition 1, [22]), M( 1
2 ) =

4
3 and M( 2

3 ) =
3
2 .
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Let y1(x) = ex, and we have

(CFD
1
2 y1)(x) = 2

∫ x

0
et−xetdt = ex − e−x,

(CFD
2
3 y1)(x) = 3

∫ x

0
e−2(x−t)etdt = ex − e−2x.

Choose ε = 2
3 . Note y1(x) = ex satisfies∣∣∣∣(CFD

1
2 y1)(x)− 1

3
(CFD

2
3 y1)(x)− 2

3
ex − 1

3
e−2x +

2
3

∣∣∣∣
=

∣∣∣∣ex − e−x − 1
3

ex +
1
3

e−2x − 2
3

ex − 1
3

e−2x +
2
3

∣∣∣∣
= |2

3
− e−x| ≤ 2

3
.

Note y1(0) = 1 and with the formulas of A, B, C, D in (9) and (13), we obtain an exact solution of
Equation (1) as

ya(x) = y(0) + 2
C
A

u(x) + 2
(

AD− BC
A2 − αβ

B

) ∫ x

0
exp(− B

A
t)u(x− t)dt

+2
αβ

B

∫ x

0
u(x− t)dt

= 1 +
2
3

ex − 1
3

e−2x − 2
3
− 4

9

∫ x

0
e−3t(ex−t +

e−2(x−t)

2
− 1)dt

+
4
9

∫ x

0
(ex−t +

e−2(x−t)

2
− 1)dt

= ex +
4
27

+
5

27
e−3x − 2

3
e−2x − 4

9
x.

Clearly,

∣∣y1(x)− ya(x)
∣∣ =

∣∣ex +
4

27
+

5
27

e−3x − 2
3

e−2x − 4
9

x− ex∣∣
=

∣∣ 4
27

+
5
27

e−3x − 2
3

e−2x − 4
9

x
∣∣

≤ | 4
27
− 4

9
x|

≤ 2
3
+

8
9

x = (1 +
4
3

x)
2
3

.

Note in Theorem 2 (see Remark 1) that we have K = 2| C
A | + 2| AD−BC

A2 − αβ
B |max{1, exp(− B

A T)}T +

2| αβ
B |T = 1 + 4

3 T and ε = 2
3 . Thus, Equation (20) is Hyers–Ulam stable when T < ∞.

Example 2. We consider the following fractional problem:

(CFD
1
3 y)(x) =

e−2x

1 + ex
|y|

1 + |y| , x ∈ [0, 2], (21)

and the inequality ∣∣∣∣(CFD
1
3 y)(x)− e−2x

1 + ex
|y|

1 + |y|

∣∣∣∣ ≤ G(x), x ∈ [0, 2]. (22)
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Set α = 1
3 , T = 2 and f (x, y) = e−2x

1+ex
|y|

1+|y| , (x, y) ∈ [0, 2]×R. Clearly, [A1] holds. Then, M( 1
3 ) =

6
5 ,

a 1
3
= 24

25 , b 1
3
= 12

25 . Let G(x) = ex ∈ C([0, 2],R) and
∫ x

0 G(s)ds =
∫ x

0 esds = ex − 1 ≤ ex. Here,
λG = 1 > 0.

For any x ∈ [0, 2] and y1, y2 ∈ R,

| f (x, y1)− f (x, y2)| =
e−2x

1 + ex

∣∣∣∣ |y1|
1 + |y1|

− |y2|
1 + |y2|

∣∣∣∣ ≤ e−2x|y1 − y2|
(1 + ex)(1 + |y1|)(1 + |y2|)

≤ e−2x

(1 + ex)
|y1 − y2| ≤

e−2x

2
|y1 − y2| ≤

1
2
|y1 − y2|.

For all x ∈ [0, 2] and y ∈ R,

| f (x, y)| = e−2x

1 + ex
|y|

1 + |y| ≤
e−2x

1 + ex |y| ≤
e−2x

2
|y| ≤ 1

2
|y| ≤ 1

2
(1 + |y|).

Thus, [A2] and [A3] hold.
Set L = 1

2 = k f . Then aαk f =
24
25 × 1

2 = 12
25 < 1. From Theorem 3, (21) has an unique solution.

Thus, all the assumptions in Theorem 4 are satisfied, so our results can be applied to (21).
Let g ∈ C([0, 2],R) be a solution of (22). We have∣∣∣∣(CFD

1
3 g)(x)− f (x, g(x))

∣∣∣∣ = ∣∣∣∣(CFD
1
3 g)(x)− e−2x

1 + ex
|g|

1 + |g|

∣∣∣∣ ≤ G(x), x ∈ [0, 2]. (23)

From Theorem 3, we see (21) with y(0) = C0 has the unique solution

y(x) = C0 + a 1
3

f (x, y(x)) + b 1
3

∫ x

0
f (s, y(s))ds

= C0 +
24
25

e−2x

1 + ex
|y|

1 + |y| +
12
25

∫ x

0

e−2s

1 + es
|y|

1 + |y|ds.

Applying the fractional integrating operator CF Iα(·) on both sides of (23), we have∣∣∣∣g(x)− C0 − a 1
3

f (x, g(x))− b 1
3

∫ x

0
f (s, g(s))ds

∣∣∣∣
≤ a 1

3
G(x) + b 1

3

∫ x

0
G(s)ds

≤ (a 1
3
+ b 1

3
λG)G(x), x ∈ [0, 2].

In addition,

|y(x)− g(x)| ≤
[ (a 1

3
+ b 1

3
λG)

1− a 1
3
k f

exp(x)
]

G(x), x ∈ [0, 2].

Set K∗ =
a 1

3
+b 1

3
λG

1−a 1
3

k f
exp(2) =

24
25+

12
25×1

1− 24
25× 1

2
e2 = 36e2

13 . Note that one has

|y(x)− g(x)| ≤ K∗G(x), x ∈ [0, 2].

6. Conclusions

By applying the well-known Gronwall inequality and fixed point theorems, we obtain the
Hyers–Ulam stability of linear and semilinear Caputo–Fabrizio fractional differential equations.
Existence and uniqueness theorems of solution are established. In a forthcoming work, we shall
consider the impulsive Cauchy problem with Caputo–Fabrizio fractional derivative.
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Abstract: The current article studies a coupled system of fractional differential equations
with boundary conditions and proves the existence and uniqueness of solutions by applying
Leray-Schauder’s alternative and contraction mapping principle. Furthermore, the Hyers-Ulam
stability of solutions is discussed and sufficient conditions for the stability are developed. Obtained
results are supported by examples and illustrated in the last section.
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1. Introduction

Fractional calculus is undoubtedly one of the very fast-growing fields of modern mathematics,
due to its broad range of applications in various fields of science and its unique efficiency in modeling
complex phenomena [1,2]. In particular, fractional differential equations with boundary conditions
are widely employed to build complex mathematical models for numerous real-life problems such
as blood flow problem, underground water flow, population dynamics, and bioengineering. As an
example, consider the following equation that describes a thermostat model

− x′′ = g(t) f (t, x), x(0) = 0, βx′(1) = x(η),

where t ∈ (0, 1), η ∈ (0, 1] and β is a positive constant. Note that solutions of the above equation with
the specified integral boundary conditions are in fact solutions of the one-dimensional heat equation
describing a heated bar with a controller at point 1, which increases or reduces heat based on the
temperature picked by a sensor at η. A few of the relevant studies on coupled systems of fractional
differential equations with integral boundary conditions are briefly reviewed below and for further
information on this topic, refer to References [3,4].

In Reference [5], Ntouyas and Obaid used Leray-Schauder’s alternative and Banach’s fixed-point
theorem to prove the existence and uniqueness of solutions for the following coupled fractional
differential equations with Riemann-Liouville integral boundary conditions:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

cDα0+u(t) = g(t, u(t), v(t)), t ∈ [0, 1],
cDβ0+v(t) = g(t, u(t), v(t)), t ∈ [0, 1],

u(0) = γIpu(η) = γ
∫ η

0
(η−s)p−1

Γ(p) u(s)ds, 0 < η < 1,

v(0) = δIqv(ζ) = δ
∫ ζ

0
(ζ−s)q−1

Γ(q) v(s)ds, 0 < ζ < 1.

Here, cDα0+ and cDβ0+ are Caputo fractional derivatives, 0 < α, β ≤ 1, f , g ∈ C
(
[0, 1] ×R2,R

)
and

p, q,γ, δ ∈ R.
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Similarly, Ahmed and Ntouyas [6] employed Banach fixed-point theorem and Leray-Schauder’s
alternative to prove the existence and uniqueness of solutions for the following coupled fractional
differential system: { cDqx(t) = f (t, x(t), y(t)), t ∈ [0, 1], 1 < q ≤ 2,

cDpy(t) = g(t, x(t), y(t)), t ∈ [0, 1], 1 < q ≤ 2,

supplemented with coupled and uncoupled slit-strips-type integral boundary conditions, respectively,
given by ⎧⎪⎪⎨⎪⎪⎩

x(0) = 0, x(ζ) = a
∫ η

0 y(s)ds + b
∫ 1
ξ

y(s)ds, 0 < η < ζ < ξ < 1,

y(0) = 0, y(ζ) = a
∫ η

0 x(s)ds + b
∫ 1
ξ

x(s)ds, 0 < η < ζ < ξ < 1,

and ⎧⎪⎪⎨⎪⎪⎩
x(0) = 0, x(ζ) = a

∫ η
0 x(s)ds + b

∫ 1
ξ

x(s)ds, 0 < η < ζ < ξ < 1,

y(0) = 0, y(ζ) = a
∫ η

0 y(s)ds + b
∫ 1
ξ

y(s)ds, 0 < η < ζ < ξ < 1.

Furthermore, Alsulami et al. [7] investigated the following coupled system of fractional differential
equations: { cDαx(t) = f (t, x(t), y(t)), t ∈ [0, T], 1 < α ≤ 2,

cDβy(t) = g(t, x(t), y(t)), t ∈ [0, T], 1 < β ≤ 2,

subject to the following non-separated coupled boundary conditions:

{
x(0) = λ1y(T), x′(0) = λ2y′(T),
y(0) = μ1x(T), y′(0) = μ2x′(T).

Note that cDα and cDβ denote Caputo fractional derivatives of order α and β. Moreover, λi,
μi, i = 1, 2, are real constants with λiμi � 1 and f , g : [0, T] ×R×R→ R are appropriately chosen
functions. For further details on this topic, refer to References [8–21].

The current paper studies the following coupled system of nonlinear fractional differential
equations: ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

cDαx(t) = f (t, x(t), y(t)), t ∈ [0, T], 1 < α ≤ 2,

cDβy(t) = g(t, x(t), y(t)), t ∈ [0, T], 1 < β ≤ 2,
(1)

supplemented with boundary conditions of the form:

x(T) = ηy′(ρ), y(T) = ζx′(μ), x(0) = 0, y(0) = 0,ρ,μ ∈ [0, T] (2)

Here, cDk denotes Caputo fractional derivative of order k (k = α, β); and f , g ∈ C
(
[0, T] ×R2,R

)
are given continuous functions. Note that η, ζ are real constants such that T2 − ηζ � 0.

The rest of this paper is organized in the following manner: In Section 2, we briefly review some
of the relevant definitions from fractional calculus and prove an auxiliary lemma that will be used later.
Section 3 deals with proving the existence and uniqueness of solutions for the given problem, and
Section 4 discusses the Hyers-Ulam stability of solutions and presents sufficient conditions for the
stability. The paper concludes with supporting examples and obtained results.

2. Preliminaries

We begin this section by reviewing the definitions of fractional derivative and integral [1,2].

Definition 1. The Riemann-Liouville fractional integral of order τ for a continuous function h is given by

Iτh(s) =
1

Γ(τ)

∫ s

0

h(t)

(s− t)1−τ dt, τ > 0,
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provided that the right-hand side is point-wise defined on [0, ∞).

Definition 2. The Caputo fractional derivatives of order τ for (h− 1)—times absolutely continuous function
g : [0, ∞)→ R is defined as

cDτg(s) =
1

Γ(h− τ)
∫ s

0
(s− t)h−τ−1g(h)(t)dt, h− 1 < τ < h, h = [τ] + 1,

where [τ] is the integer part of real number τ.

Here we prove the following auxiliary lemma that will be used in the next section.

Lemma 1. Let u, v ∈ C([0, T],R) then the unique solution for the problem

⎧⎪⎪⎪⎨⎪⎪⎪⎩
cDαx(t) = u(t), t ∈ [0, T], 1 < α ≤ 2,
cDβy(t) = v(t), t ∈ [0, T], 1 < β ≤ 2,
x(T) = ηy′(ρ), y(T) = ζx′(μ), x(0) = 0, y(0) = 0,ρ,μ ∈ [0, T]

(3)

is

x(t) = t
Δ

(
ηT
∫ ρ

0
(ρ−s)β−2

Γ(β−1) v(s)ds− T
∫ T

0
(T−s)α−1

Γ(α) u(s)ds + ηζ
∫ μ

0
(μ−s)α−2

Γ(α−1) u(s)ds− η ∫ T
0

(T−s)β−1

Γ(β) v(s)ds
)

+
∫ t

0
(t−s)α−1

Γ(α) u(s)ds,
(4)

and

y(t) = t
Δ

(
ηζ
∫ ρ

0
(ρ−s)β−2

Γ(β−1) v(s)ds− ζ ∫ T
0

(T−s)α−1

Γ(α) u(s)ds + Tζ
∫ μ

0
(μ−s)α−2

Γ(α−1) u(s) − T
∫ T

0
(T−s)β−1

Γ(β) v(s)ds
)

+
∫ t

0
(t−s)β−1

Γ(β) v(s)ds
(5)

where Δ = T2 − ηζ � 0.

Proof. General solutions of the fractional differential equations in (3) are known [6] as

x(t) = at + b + 1
Γ(α)

∫ t
0 (t− s)α−1u(s)ds,

y(t) = ct + d + 1
Γ(β)

∫ t
0 (t− s)β−1v(s)ds,

(6)

where a, b, c, and d are arbitrary constants.
Apply conditions x(0) = 0 and y(0) = 0, and we obtain b = d = 0.
Here

x′(t) = a +
1

Γ(α− 1)

∫ t

0
(t− s)α−2u(s)ds,

y′(t) = c +
1

Γ(β− 1)

∫ t

0
(t− s)β−2v(s)ds.

Considering boundary conditions

x(T) = ηy′(ρ), y(T) = ζx′(μ)

we get

aT +

∫ T

0

(T − s)α−1

Γ(α)
u(s)ds = ηc + η

∫ ρ
0

(ρ− s)β−2

Γ(β− 1)
v(s)ds,
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and

cT +

∫ T

0

(T − s)β−1

Γ(β)
v(s)ds = aζ+ ζ

∫ μ
0

(μ− s)α−2

Γ(α− 1)
u(s)ds,

so

a =
1
T

⎛⎜⎜⎜⎜⎝ηc + η
∫ ρ

0

(ρ− s)β−2

Γ(β− 1)
v(s)ds−

∫ T

0

(T − s)α−1

Γ(α)
u(s)ds

⎞⎟⎟⎟⎟⎠,

c =
1
T

⎛⎜⎜⎜⎜⎝aζ+ ζ
∫ μ

0

(μ− s)α−2

Γ(α− 1)
u(s)ds−

∫ T

0

(T − s)β−1

Γ(β)
v(s)ds

⎞⎟⎟⎟⎟⎠.
Hence, by substituting the value of a into c, we obtain the final result for these constants as

c = 1
T

(
ζ
T

[
ηc + η

∫ ρ
0

(ρ−s)β−2

Γ(β−1) v(s)ds− ∫ T
0

(T−s)α−1

Γ(α) u(s)ds
]
+ ζ
∫ μ

0
(μ−s)α−2

Γ(α−1) u(s)ds− ∫ T
0

(T−s)β−1

Γ(β) v(s)ds
)
,

c− ζηcT2 = 1
T

(
ζ
T

[
η
∫ ρ

0
(ρ−s)β−2

Γ(β−1) v(s)ds− ∫ T
0

(T−s)α−1

Γ(α) u(s)ds
]
+ ζ
∫ μ

0
(μ−s)α−2

Γ(α−1) u(s)ds− ∫ T
0

(T−s)β−1

Γ(β) v(s)ds
)
,

c
(

T2−ζη
T2

)
= 1

T

(
ζ
T

[
η
∫ ρ

0
(ρ−s)β−2

Γ(β−1) v(s)ds− ∫ T
0

(T−s)α−1

Γ(α) u(s)ds
]
+ ζ
∫ μ

0
(μ−s)α−2

Γ(α−1) u(s)ds− ∫ T
0

(T−s)β−1

Γ(β) v(s)ds
)
,

c = T
T2−ζη

(
ζ
T

[
η
∫ ρ

0
(ρ−s)β−2

Γ(β−1) v(s)ds− ∫ T
0

(T−s)α−1

Γ(α) u(s)ds
]
+ ζ
∫ μ

0
(μ−s)α−2

Γ(α−1) u(s)ds− ∫ T
0

(T−s)β−1

Γ(β) v(s)ds
)
,

c = 1
T2−ζη

(
ηζ
∫ ρ

0
(ρ−s)β−2

Γ(β−1) v(s)ds− ζ ∫ T
0

(T−s)α−1

Γ(α) u(s)ds + Tζ
∫ μ

0
(μ−s)α−2

Γ(α−1) u(s)ds− T
∫ T

0
(T−s)β−1

Γ(β) v(s)ds
)

c = 1
Δ

(
ηζ
∫ ρ

0
(ρ−s)β−2

Γ(β−1) v(s)ds− ζ ∫ T
0

(T−s)α−1

Γ(α) u(s)ds + Tζ
∫ μ

0
(μ−s)α−2

Γ(α−1) u(s)ds− T
∫ T

0
(T−s)β−1

Γ(β) v(s)ds
)
,

and

a = 1
Δ

(
ηT
∫ ρ

0
(ρ−s)β−2

Γ(β−1) v(s)ds− T
∫ T

0
(T−s)α−1

Γ(α) u(s)ds + ηζ
∫ μ

0
(μ−s)α−2

Γ(α−1) u(s)ds− η ∫ T
0

(T−s)β−1

Γ(β) v(s)ds
)
,

Substituting the values of a, b, c, and d in (6) and (7) we get (4) and (5). The converse follows by
direct computation. This completes the proof. �

3. Existence and Uniqueness of Solutions

Consider the space C([0, T],R) endowed with norm ‖x‖ = sup
0 ≤ t ≤ T

∣∣∣x(t)∣∣∣. Consequently, the

product space C([0, T],R) × C([0, T],R) is a Banach Space (endowed with ‖(x, y)‖ = ‖x‖+ ‖y‖).
In view of Lemma 1, we define the operator G : C([0, T],R) × C([0, T],R)→ C([0, T],R) × C([0, T],R)

as:
G(x, y)(t) = (G1(x, y)(t), G2(x, y)(t)),

where

G1(x, y)(t) = t
Δ

(
ηT
∫ ρ

0
(ρ−s)β−2

Γ(β−1) g(s, x(s), y(s))ds− T
∫ T

0
(T−s)α−1

Γ(α) f (s, x(s), y(s))ds

+ηζ
∫ μ

0
(μ−s)α−2

Γ(α−1) f (s, x(s), y(s))ds− η ∫ T
0

(T−s)β−1

Γ(β) g(s, x(s), y(s))ds
)

+
∫ t

0
(t−s)α−1

Γ(α) f (s, x(s), y(s))ds,

(7)
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and
G2(x, y)(t) = t

Δ

(
ηζ
∫ ρ

0
(ρ−s)β−2

Γ(β−1) g(s, x(s), y(s))ds− ζ ∫ T
0

(T−s)α−1

Γ(α) f (s, x(s), y(s))ds

+Tζ
∫ μ

0
(μ−s)α−2

Γ(α−1) f (s, x(s), y(s))ds− T
∫ T

0
(T−s)β−1

Γ(β) g(s, x(s), y(s))ds
)

+
∫ t

0
(t−s)β−1

Γ(β) f (s, x(s), y(s))ds,

(8)

Here we establish the existence of the solutions for the boundary value problem (1) and (2) by
using Banach’s contraction mapping principle.

Theorem 1. Assume f , g : C([0, T] ×R2 → R are jointly continuous functions and there exist constants
φ,ψ ∈ R, such that ∀ x1, x2, y1, y2 ∈ R,∀t ∈ [0, T], we have

∣∣∣ f (t, x1, x2) − f (t, y1, y2)
∣∣∣ ≤ φ(|x2 − x1|+

∣∣∣y2 − y1
∣∣∣),

∣∣∣g(t, x1, x2) − f (t, y1, y2)
∣∣∣ ≤ ψ(|x2 − x1|+

∣∣∣y2 − y1
∣∣∣),

where
φ(Q1 + Q3) +ψ(Q2 + Q4) < 1,

then the BVP (1) and (2) has a unique solution on [0, T]. Here

Q1 = T
|Δ|
(

Tα+1

Γ(α+1) +
|ηζ|μα−1

Γ(α)

)
+ Tα

Γ(α+1) ,

Q2 = T
|Δ|
( |η|Tρβ−1

Γ(β) +
|η|Tβ

Γ(β+1)

)
,

Q3 = T
|Δ|
(
|ζ|Tα

Γ(α+1) +
T|ζ|μα−1

Γ(α)

)
,

Q4 = T
|Δ|
( |ηζ|ρβ−1

Γ(β) + Tβ+1

Γ(β+1)

)
+ Tβ

Γ(β+1) .

(9)

Proof. Define
sup

0 ≤ t ≤ T

∣∣∣ f (t, 0, 0)
∣∣∣ = f0 < ∞,

sup
0 ≤ t ≤ T

∣∣∣g(t, 0, 0)
∣∣∣ = g0 < ∞ and Ωε ={

(x, y) ∈ C([0, T],R) × C([0, T],R) : ‖(x, y)‖ ≤ ε}, and ε > 0, such that

ε ≥ (Q1 + Q3) f0 + (Q2 + Q4)g0

1− [φ(Q1 + Q3) +ψ(Q2 + Q4)]
.

Firstly, we show that GΩε ⊆ Ωε.
By our assumption, for (x, y) ∈ Ωε, t ∈ [0, T], we have

∣∣∣ f (t, x(t), y(t))
∣∣∣ ≤∣∣∣ f (t, x(t), y(t)) − f (t, 0, 0)

∣∣∣+∣∣∣ f (t, 0, 0)
∣∣∣,

≤ φ
(∣∣∣x(t)∣∣∣+ ∣∣∣y(t)∣∣∣)+ f0 ≤ φ(‖x‖+ ‖y‖) + f0,

≤ φε+ f0,

and ∣∣∣g(t, x(t), y(t))
∣∣∣ ≤ ψ(∣∣∣x(t)∣∣∣+ ∣∣∣y(t)∣∣∣)+ g0 ≤ ψ(‖x‖+ ‖y‖) + g0,
≤ ψε+ g0,
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which lead to

∣∣∣G1(x, y)(t)
∣∣∣≤ T

|Δ|
(∣∣∣η∣∣∣T ∫ ρ0 (ρ−s)β−2

Γ(β−1) ds(ψ(‖x‖+ ‖y‖) + g0)

+T
∫ T

0
(T−s)α−1

Γ(α) ds(φ(‖x‖+ ‖y‖) + f0)

+
∣∣∣ηζ∣∣∣ ∫ μ0 (μ−s)α−2

Γ(α−1) ds(φ(‖x‖+ ‖y‖) + f0)

+
∣∣∣η∣∣∣ ∫ T

0
(T−s)β−1

Γ(β) ds(ψ(‖x‖+ ‖y‖) + g0)
)

+
sup

0 ≤ t ≤ T

∫ t
0

(t−s)α−1

Γ(α) ds(φ(‖x‖+ ‖y‖) + f0)

≤ (φ(‖x‖+ ‖y‖) + f0)
[

T
|Δ|
(

Tα+1

Γ(α+1) +
|ηζ|μα−1

Γ(α)

)
+ Tα

Γ(α+1)

]

+(ψ(‖x‖+ ‖y‖) + g0)
[

T
|Δ|
( |η|Tρβ−1

Γ(β) +
|η|Tβ

Γ(β+1)

)]
≤ (φ(‖x‖+ ‖y‖) + f0)Q1 + (ψ(‖x‖+ ‖y‖) + g0)Q2

≤ (φε+ f0)Q1 + (ψε+ g0)Q2.

In a similar manner:
∣∣∣G2(x, y)(t)

∣∣∣ ≤ (φ(‖x‖+ ‖y‖) + f0)Q3 + (ψ(‖x‖+ ‖y‖) + g0)Q4 ≤ (φε+ f0)Q3 + (ψε+ g0)Q4.

Hence,
‖G1(x, y)‖ ≤ (φε+ f0)Q1 + (ψε+ g0)Q2,

and
‖G2(x, y)‖ ≤ (φε+ f0)Q3 + (ψε+ g0)Q4.

Consequently,

‖G(x, y)‖ ≤ (φε+ f0)(Q1 + Q3) + (ψε+ g0)(Q2 + Q4) ≤ ε .

and we get ‖G(x, y)‖ ≤ ε that is GΩε ⊆ Ωε.
Now let (x1, y1), (x2, y2) ∈ C([0, T],R) × C([0, T],R),∀t ∈ [0, T].
Then we have∣∣∣G1(x1, y1)(t)− G1(x2, y2)(t)

∣∣∣
≤ T
|Δ|
(∣∣∣η∣∣∣T ∫ ρ0 (ρ−s)β−2

Γ(β−1) dsψ(‖x2 − x1‖+ ‖y2 − y1‖)
+T
∫ T

0
(T−s)α−1

Γ(α) dsφ(‖x2 − x1‖+ ‖y2 − y1‖)
+
∣∣∣ηζ∣∣∣ ∫ μ0 (μ−s)α−2

Γ(α−1) dsφ(‖x2 − x1‖+ ‖y2 − y1‖)
+
∣∣∣η∣∣∣ ∫ T

0
(T−s)β−1

Γ(β) dsψ(‖x2 − x1‖+ ‖y2 − y1‖)
)

+
sup

0 ≤ t ≤ T

∫ t
0

(t−s)α−1

Γ(α) dsφ(‖x2 − x1‖+ ‖y2 − y1‖),

‖G1(x1, y1) −G1(x2, y2)‖ ≤ Q1φ(‖x2 − x1‖+ ‖y2 − y1‖) + Q2ψ(‖x2 − x1‖+ ‖y2 − y1‖). (10)

and likewise

‖G2(x1, y1) −G2(x2, y2)‖ ≤ Q3φ(‖x2 − x1‖+ ‖y2 − y1‖) + Q4ψ(‖x2 − x1‖+ ‖y2 − y1‖). (11)

From (11) and (12) we have

‖G(x1, y1) −G(x2, y2)‖ ≤ (φ(Q1 + Q3) +ψ(Q2 + Q4))(‖x2 − x1‖+ ‖y2 − y1‖).
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Since φ(Q1 + Q3) +ψ(Q2 + Q4) < 1, therefore, the operator G is a contraction operator. Hence,
by Banach’s fixed-point theorem, the operator G has a unique fixed point, which is the unique solution
of the BVP (1) and (2). This completes the proof. �

Next we will prove the existence of solutions by applying the Leray-Schauder alternative.

Lemma 2. “(Leray-Schauder alternative [7], p. 4) Let F : E→ E be a completely continuous operator (i.e., a
map restricted to any bounded set in E is compact). Let E(F) =

{
x ∈ E : x = λF(x) f or some 0 < λ < 1

}
. Then

either the set E(F) is unbounded or F has at least one fixed point)”.

Theorem 2. Assume f , g : C([0, T] ×R2 → R are continuous functions and there exist θ1,θ2,λ1,λ2 ≥ 0
where θ1,θ2,λ1,λ2 are real constants and θ0,λ0 > 0 such that ∀xi, yi ∈ R, (i = 1, 2), we have

∣∣∣ f (t, x1, x2)
∣∣∣ ≤ θ0 + θ1|x1|+ θ2|x2|,

∣∣∣g(t, x1, x2)
∣∣∣ ≤ λ0 + λ1|x1|+ λ2|x2|,

If
(Q1 + Q3)θ1 + (Q2 + Q4)λ1 < 1,

and
(Q1 + Q3)θ2 + (Q2 + Q4)λ2 < 1,

where Qi, i = 1, 2, 3, 4 are defined in (10), then the problem (1) and (2) has at least one solution.

Proof. This proof will be presented in two steps.
Step 1: We will show that G : C([0, T],R) × C([0, T],R)→ C([0, T],R) × C([0, T],R) is completely

continuous. The continuity of the operator G holds by the continuity of the functions f , g.
Let B ⊆ C([0, T],R)× C([0, T],R) be bounded. Then there exists positive constants k1, k2 such that

∣∣∣ f (t, x(t), y(t))
∣∣∣ ≤ k1,

∣∣∣g(t, x(t), y(t))
∣∣∣ ≤ k2, ∀t ∈ [0, T].

Then ∀(x, y) ∈ B, and we have
∣∣∣G1(x, y)(t)

∣∣∣ ≤ Q1k1 + Q2k2,

which implies
‖G1(x, y)‖ ≤ Q1k1 + Q2k2,

and similarly
‖G2(x, y)‖ ≤ Q3k1 + Q4k2.

Thus, from the above inequalities, it follows that the operator G is uniformly bounded, since

‖G(x, y)‖ ≤ (Q1 + Q3)k1 + (Q2 + Q4)k2.
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Next, we will show that operator G is equicontinuous. Let ω1,ω2 ∈ [0, T] with ω1 < ω2. This yields
∣∣∣G1(x, y)(ω2)− G1(x, y)(ω1)

∣∣∣
≤ ω2−ω1

|Δ|
(∣∣∣η∣∣∣T ∫ ρ0 (ρ−s)β−2

Γ(β−1)

∣∣∣g(s, x(s), y(s))
∣∣∣ds

+T
∫ T

0
(T−s)α−1

Γ(α)

∣∣∣ f (s, x(s), y(s))
∣∣∣ds +

∣∣∣ηζ∣∣∣ ∫ μ0 (μ−s)α−2

Γ(α−1)

∣∣∣ f (s, x(s), y(s))
∣∣∣ds

+
∣∣∣η∣∣∣ ∫ T

0
(T−s)β−1

Γ(β)

∣∣∣g(s, x(s), y(s))
∣∣∣ds
)

+

∣∣∣∣∣
∫ ω2

0
(ω2−s)α−1

Γ(α) f (s, x(s), y(s))ds

− ∫ ω1
0

(ω1−s)α−1

Γ(α) f (s, x(s), y(s))ds
∣∣∣∣∣

≤ ω2−ω1
|Δ|
(∣∣∣η∣∣∣Tk2

∫ ρ
0

(ρ−s)β−2

Γ(β−1) ds + Tk1
∫ T

0
(T−s)α−1

Γ(α) ds +
∣∣∣ηζ∣∣∣k1

∫ μ
0

(μ−s)α−2

Γ(α−1) ds

+
∣∣∣η∣∣∣k2

∫ T
0

(T−s)β−1

Γ(β) ds
)
+

∣∣∣∣∣
∫ ω1

0

(
(ω2−s)α−1

Γ(α) − (ω1−s)α−1

Γ(α)

)
f (s, x(s), y(s))ds

∣∣∣∣∣
+

∣∣∣∣∣
∫ ω2

ω1

(ω2−s)α−1

Γ(α) f (s, x(s), y(s))ds
∣∣∣∣∣,

≤ ω2−ω1
|Δ|
(

k2|η|Tρβ−1

Γ(β) + k1Tα+1

Γ(α+1) +
k1|ηζ|μα−1

Γ(α) +
k2|η|Tβ
Γ(β+1)

)

+ k1
Γ(α)

(∫ ω1
0

(
(ω2 − s)α−1 − (ω1 − s)α−1

)
ds +

∫ ω2

ω1
(ω2 − s)α−1ds

)
.

And we obtain

∣∣∣G1(x, y)(ω2) −G1(x, y)(ω1)
∣∣∣ ≤ ω2−ω1

|Δ|
(

k2|η|Tρβ−1

Γ(β) + k1Tα+1

Γ(α+1) +
k1|ηζ|μα−1

Γ(α) +
k2|η|Tβ
Γ(β+1)

)
+ k1

Γ(α+1) [ω2
α −ω1

α].

Hence, we have ‖G1(x, y)(ω2) −G1(x, y)(ω1)‖ → 0 independent of x and y as ω2 → ω1.
Furthermore, we obtain

∣∣∣G2(x, y)(ω2) −G2(x, y)(ω1)
∣∣∣ ≤ ω2−ω1

|Δ|
(

k2|ηζ|ρβ−1

Γ(β) + k1 |ζ|Tα
Γ(α+1) +

k1T|ζ|μα−1

Γ(α) + k2Tβ+1

Γ(β+1)

)
+ k2

Γ(β+1)

[
ω2
β −ω1

β
]
,

which implies that ‖G2(x, y)(ω2) −G2(x, y)(ω1)‖ → 0 independent of x and y as ω2 → ω1.
Therefore, operator G(x, y) is equicontinuous, and thus G(x, y) is completely continuous.
Step 2: (Boundedness of operator)

Finally, we will show that Z =
{
(x, y) ∈ C([0, T],R) × C([0, T],R) : (x, y) = hG(x, y), h ∈ [0, 1]

}
is

bounded. Let (x, y) ∈ R, with (x, y) = hG(x, y) for any t ∈ [0, T], we have

x(t) = hG1(x, y)(t), y(t) = hG2(x, y)(t).

Then ∣∣∣x(t)∣∣∣ ≤ Q1
(
θ0 + θ1

∣∣∣x(t)∣∣∣+ θ2
∣∣∣y(t)∣∣∣)+ Q2

(
λ0 + λ1

∣∣∣x(t)∣∣∣+ λ2
∣∣∣y(t)∣∣∣),

and ∣∣∣y(t)∣∣∣ ≤ Q3
(
θ0 + θ1

∣∣∣x(t)∣∣∣+ θ2
∣∣∣y(t)∣∣∣)+ Q4

(
λ0 + λ1

∣∣∣x(t)∣∣∣+ λ2
∣∣∣y(t)∣∣∣).

Hence,
‖x‖ ≤ Q1(θ0 + θ1‖x‖+ θ2‖y‖) + Q2(λ0 + λ1‖x‖+ λ2‖y‖),

and
‖y‖ ≤ Q3(θ0 + θ1‖x‖+ θ2‖y‖) + Q4(λ0 + λ1‖x‖+ λ2‖y‖),
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which implies

‖x‖+ ‖y‖ ≤ (Q1 + Q3)θ0 + (Q2 + Q4)λ0 + ((Q1 + Q3)θ1 + (Q2 + Q4)λ1)‖x‖
+((Q1 + Q3)θ2 + (Q2 + Q4)λ2)‖y‖.

Therefore,

‖(x, y)‖ ≤ (Q1 + Q3)θ0 + (Q2 + Q4)λ0

Q0
,

where Q0 = min
{
1− (Q1 + Q3)θ1 − (Q2 + Q4)λ1, 1− (Q1 + Q3)θ2 − (Q2 + Q4)λ2

}
. This proves that

Z is bounded and hence by Leray-Schauder alternative theorem, operator G has at least one fixed point.
Therefore, the BVP (1) and (2) has at least one solution on [0, T]. This completes the proof. �

4. Hyers-Ulam Stability

In this section, we will discuss the Hyers-Ulam stability of the solutions for the BVP (1) and (2) by
means of integral representation of its solution given by

x(t) = G1(x, y)(t), y(t) = G2(x, y)(t),

where G1 and G2 are defined by (8) and (9).
Define the following nonlinear operators N1, N2 ∈ C([0, T],R) ×C([0, T],R)→ C([0, T],R);

cDαx(t) − f (t, x(t), y(t)) = N1(x, y)(t), t ∈ [0, T],
cDβy(t) − g(t, x(t), y(t)) = N2(x, y)(t), t ∈ [0, T].

For some ε1, ε2 > 0, we consider the following inequality:

N1(x, y) ≤ ε1, N2(x, y) ≤ ε2. (12)

Definition 3. ([8,9]). The coupled system (1) and (2) is said to be Hyers-Ulam stable, if there exist M1, M2 > 0,
such that for every solution (x∗, y∗) ∈ C([0, T],R) ×C([0, T],R) of the inequality (13), there exists a unique
solution (x, y) ∈ C([0, T],R) ×C([0, T],R) of problems (1) and (2) with

‖(x, y) − (x∗, y∗)‖ ≤M1ε1 + M2ε2.

Theorem 3. Let the assumptions of Theorem 1 hold. Then the BVP (1) and (2) is Hyers-Ulam-stable.

Proof. Let (x, y) ∈ C([0, T],R) ×C([0, T],R) be the solution of the problems (1) and (2) satisfying (8)
and (9). Let (x∗, y∗) be any solution satisfying (13):

cDαx∗(t) = f (t, x∗(t), y∗(t)) + N1(x∗, y∗)(t), t ∈ [0, T],
cDβy∗(t) = g(t, x∗(t), y∗(t)) + N2(x∗, y∗)(t), t ∈ [0, T].

So
x∗(t) = G1(x∗, y∗)(t)

+ t
Δ

(
ηT
∫ ρ

0
(ρ−s)β−2

Γ(β−1) N2(x∗, y∗)(s)ds− T
∫ T

0
(T−s)α−1

Γ(α) N1(x∗, y∗)(s)ds

+ηζ
∫ μ

0
(μ−s)α−2

Γ(α−1) N1(x∗, y∗)(s)ds− η ∫ T
0

(T−s)β−1

Γ(β) N2(x∗, y∗)(s)ds
)

+
∫ t

0
(t−s)α−1

Γ(α) N1(x∗, y∗)(s)ds,
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It follows that∣∣∣G1(x∗, y∗)(t)− x∗(t)
∣∣∣

≤ T
|Δ|
(∣∣∣η∣∣∣T ∫ ρ0 (ρ−s)β−2

Γ(β−1) dsε2 + T
∫ T

0
(T−s)α−1

Γ(α) dsε1 +
∣∣∣ηζ∣∣∣ ∫ μ0 (μ−s)α−2

Γ(α−1) dsε1

+
∣∣∣η∣∣∣ ∫ T

0
(T−s)β−1

Γ(β) dsε2

)
+
∫ T

0
(T−s)α−1

Γ(α) dsε1,

≤
[

T
|Δ|
(

Tα+1

Γ(α+1) +
|ηζ|μα−1

Γ(α)

)
+ Tα

Γ(α+1)

]
ε1 +

T
|Δ|
( |η|Tρβ−1

Γ(β) +
|η|Tβ

Γ(β+1)

)
ε2 ,

≤ Q1ε1 + Q2ε2.

Similarly,

∣∣∣G1(x∗, y∗)(t) − x∗(t)
∣∣∣ ≤ T

|Δ|
(
|ζ|Tα

Γ(α+1) +
T|ζ|μα−1

Γ(α)

)
ε1 +

[
T
|Δ|
( |ηζ|ρβ−1

Γ(β) + Tβ+1

Γ(β+1)

)
+ Tβ

Γ(β+1)

]
,

≤ Q3ε1 + Q4ε2,

where Qi, i = 1, 2, 3, 4 are defined in (10).
Therefore, we deduce by the fixed-point property of operator G, that is given by (8) and (9), which

∣∣∣x(t) − x∗(t)
∣∣∣ =

∣∣∣x(t) −G1(x∗, y∗)(t) + G1(x∗, y∗)(t) − x∗(t)
∣∣∣

≤
∣∣∣G1(x, y)(t) −G1(x∗, y∗)(t)

∣∣∣+ ∣∣∣G1(x∗, y∗)(t) − x∗(t)
∣∣∣

≤ (Q1φ+ Q2ψ)(x, y) − (x∗, y∗) + Q1ε1 + Q2ε2,

(13)

and similarly
∣∣∣y(t) − y∗(t)

∣∣∣ =
∣∣∣y(t) −G2(x∗, y∗)(t) + G2(x∗, y∗)(t) − y∗(t)

∣∣∣
≤
∣∣∣G2(x, y)(t) −G2(x∗, y∗)(t)

∣∣∣+ ∣∣∣G2(x∗, y∗)(t) − y∗(t)
∣∣∣

≤ (Q3φ+ Q4ψ)(x, y) − (x∗, y∗) + Q3ε1 + Q4ε2,

(14)

From (14) and (15) it follows that

‖(x, y) − (x∗, y∗)‖ ≤ (Q1φ+ Q2ψ+ Q3φ+ Q4ψ)‖(x, y) − (x∗, y∗)‖+ (Q1 + Q3)ε1 + (Q2 + Q4)ε2,

‖(x, y) − (x∗, y∗)‖ ≤ (Q1+Q3)ε1+(Q2+Q4)ε2
1−((Q1+Q3)φ+(Q2+Q4)ψ)

,

≤M1ε1 + M2ε2.

with

M1 =
(Q1 + Q3)

1− ((Q1 + Q3)φ+ (Q2 + Q4)ψ)
,

M2 =
(Q2 + Q4)

1− ((Q1 + Q3)φ+ (Q2 + Q4)ψ)
.

Thus, sufficient conditions for the Hyers-Ulam stability of the solutions are obtained. �

5. Examples

Example 1. Consider the following coupled system of fractional differential equations

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

cD
3
2 x(t) = 1

6π
√

81+t2

( |x(t)|
3+|x(t)| +

|y(t)|
5+|x(t)|

)
,

cD
7
4 y(t) = 1

12π
√

64+t2
(sin(x(t)) + sin(y(t))),

x(1) = 2y′(1), y(1) = −x′(1/2), x(0) = 0, y(0) = 0,

(15)
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α =
3
2

, β =
7
4

, T = 1, η = 2, ζ = −1,μ =
1
2

,ρ = 1.

Using the given data, we find that Δ = 3, Q1 = 1.269, Q2 = 1.1398, Q3 = 0.5167, Q4 = 1.554,φ =
1

54π ,ψ = 1
48π .

It is clear that

f (t, x(t), y(t)) =
1

6π
√

81 + t2

⎛⎜⎜⎜⎜⎝
∣∣∣x(t)∣∣∣

3 +
∣∣∣x(t)∣∣∣ +

∣∣∣y(t)∣∣∣
5 +
∣∣∣x(t)∣∣∣

⎞⎟⎟⎟⎟⎠,
and

g(t, x(t), y(t)) =
1

12π
√

64 + t2
(sin(x(t)) + sin(y(t))),

are jointly continuous functions and Lipschitz function with φ = 1
54π ,ψ = 1

48π . Moreover,

1
54π

(1.269 + 0.5167) +
1

48π
(1.1398 + 1.554) = 0.0283 < 1.

Thus, all the conditions of Theorem 1 are satisfied, then problem (16) has a unique solution on [0, 1], which
is Hyers-Ulam-stable.

Example 2. Consider the following system of fractional differential equation

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

cD5/3x(t) = 1
80+t4 +

|x(t)|
120(1+y2(t)) +

1
4
√

2500+t2
e−3t cos(y(t)), t ∈ [0, 1]

cD6/5y(t) = 1√
16+t2

cos t + 1
150 e−3tsin(y(t)) + 1

180 x(t), t ∈ [0, 1]

x(1) = −3y′(1/3), y(1) = x′(1), x(0) = 0, y(0) = 0,

(16)

α =
5
3

, β =
6
5

, T = 1, η = −3, ζ = 1,μ = 1,ρ = 1/3.

Using the given data, we find that Δ = 3, Q1 = 1.269, Q2 = 1.1398, Q3 = 0.5167, Q4 = 1.554,φ =
1

54π ,ψ = 1
48π .

It is clear that ∣∣∣ f (t, x, y)
∣∣∣ ≤ 1

80
+

1
120
|x|+ 1

200

∣∣∣y∣∣∣,
∣∣∣g(t, x, y)

∣∣∣ ≤ 1
4
+

1
180
|x|+ 1

150

∣∣∣y∣∣∣.
Thus, θ0 = 1

80 ,θ1 = 1
120 ,θ2 = 1

200 ,λ0 = 1
4 ,λ1 = 1

180 ,λ2 = 1
150 .

Note that (Q1 + Q3)θ1 + (Q2 + Q4)λ1 = 0.0298 < 1 and (Q1 + Q3)θ2 + (Q2 + Q4)λ2 = 0.0269 < 1,
and hence by Theorem 2, problem (17) has at least one solution on [0, 1].

6. Conclusions

In this paper, the existence, uniqueness and the Hyers-Ulam stability of solutions for a coupled
system of nonlinear fractional differential equations with boundary conditions were established
and discussed.

Future studies may focus on different concepts of stability and existence results to a neutral
time-delay system/inclusion, time-delay system/inclusion with finite delay.
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Abstract: In this article, we study the existence and uniqueness results for a separate nonlinear
Caputo fractional sum-difference equation with fractional difference boundary conditions by using
the Banach contraction principle and the Schauder’s fixed point theorem. Our problem contains
two nonlinear functions involving fractional difference and fractional sum. Moreover, our problem
contains different orders in n + 1 fractional differences and m + 1 fractional sums. Finally, we present
an illustrative example.

Keywords: fractional sum-difference equations; boundary value problem; existence; uniqueness

JEL Classification: 39A05; 39A12

1. Introduction

Fractional calculus has recently been an attractive field to researchers because it is a powerful tool
for explaining many engineering and scientific disciplines as the mathematical modeling of systems
and processes which appear in nature, for example, ecology, biology, chemistry, physics, mechanics,
networks, flow in porous media, electrical, control systems, viscoelasticity, mathematical biology,
fitting of experimental data, and so forth. For example, Zhang et al. [1] proposed both analytical
and numerical results from studying the propagation of optical beams in the fractional Schrödinger
equation with a harmonic potential. In 2015, Zingales and Failla [2] solved the fractional-order heat
conduction equation by using a pertinent finite element method. For Lazopoulos’s [3] work, they
defined the fractional curvature of plane curves, the fractional beam small deflection, the fractional
curvature is approximate. In 2017, Sumelka and Voyiadjis [4] proposed a concept of short memory
connected with the definition of damage parameter evolution in terms of fractional calculus for
hyperelastic materials.

Basic definitions and properties of fractional difference calculus, appear in the book [5].
In particular, fractional calculus is a powerful tool for the processes which appear in nature, e.g., ecology,
biology and other areas, one may see the papers [6–8] and the references therein. The interesting papers
related to discrete fractional boundary value problems can be found in [9–29] and references cited
therein. For previous works, Goodrich [10] considered the discrete fractional boundary value problem{

−Δμ1 Δμ2 Δμ3 y(t) = f (t + μ1 + μ2 + μ3 − 1, y(t + μ1 + μ2 + μ3 − 1)),

y(0) = 0 = y(b + 2),
(1)

Mathematics 2019, 7, 471; doi:10.3390/math7050471 www.mdpi.com/journal/mathematics115
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where t ∈ N2−μ1−μ2−μ3,b+2−μ1−μ2−μ3 , 0 < μ1, μ2, μ3 < 1, 1 < μ2 + μ3 < 2, 1 < μ1 + μ2 + μ3 < 2,
f : N0 ×R→ [0,+∞) is a continuous function, and Δμ is the Riemann-Liouville fractional difference
operator of order μ. Existence of positive solutions are obtained by the use of the Krasnosel’skii fixed
point theorem.

Weidong [12] examined the sequential fractional boundary value problem with a p-Laplacian⎧⎪⎪⎨⎪⎪⎩
Δβ

C[φp(Δα
Cx)](t) = f (t + α + β− 1, x(t + α + β− 1)), t ∈ N0,b,

Δβ
Cx(β− 1) + Δβ

Cx(β + b) = 0,

x(α + β− 2) + x(α + β + b) = 0,

(2)

where 0 < α, β ≤ 1, 1 < α + β ≤ 2, f : Nα+β−1,α+β+T−1 ×R → R is a continuous function, φp is the

p-Laplacian operator, and Δβ
C is the Caputo fractional difference operator of order β. Existence and

uniqueness of solutions are obtained by using the Schaefer’s fixed point theorem.
Recently, Sitthiwirattham [19,20] investigated three-point fractional sum boundary value problems

for sequential fractional difference equations of the forms{
Δα

C[φp(Δ
β
Cx)](t) = f (t + α + β− 1, x(t + α + β− 1)),

Δβ
Cx(α− 1) = 0, x(α + β + T) = ρΔ−γx(η + γ),

(3)

and ⎧⎨⎩Δα
α(Δ

β
α+β−1 + λEβ)x(t) = f (t + α + β− 1, x(t + α + β− 1)),

x(α + β− 2) = 0, x(α + β + T) = ρΔ−γ
α+β−1x(η + γ),

(4)

where t ∈ N0,T , 0 < α, β ≤ 1, 1 < α + β ≤ 2, 0 < γ ≤ 1, η ∈ Nα+β−1,α+β+T−1, ρ is a constant,
f : Nα+β−2,α+β+T ×R→ R is a continuous function, Eβx(t) = x(t + β− 1) and φp is the p-Laplacian
operator. Existence and uniqueness of solutions are obtained by using the Banach fixed point theorem
and the Schaefer’s fixed point theorem.

The results mentioned above are the motivation for this research. In this paper, we consider a
separate nonlinear Caputo fractional sum-difference equation of the form[

Δα
C + (e + 1)Δα−1

C

]
u(t) = λF

(
t + α− 1, u(t + α− 1), (Υϑu)(t + α− ϑ)

)
+μH

(
t + α− 1, u(t + α− 1), (Ψγu)(t + α + γ− 1)

)
, (5)

with the fractional sum-difference boundary value conditions

u(α− n) = Δβ1
C u (α− n− β1 + 2) = Δβ1+β2

C u (α− n− β1 − β2 + 4) = ...

= Δ∑n−2
i=1 βi

C u

(
α + n− 4−

n−2

∑
i=1

βi

)
= 0, (6)

u(T + α) = τ Δ−∑m
i=1 θi g

(
η +

m

∑
i=1

θi

)
u

(
η +

m

∑
i=1

θi

)
,

where t ∈ N0,T := {0, 1, . . . , T}, τ <
Γ(∑m

i=1 θi)∑T+α−n+1
s=α−n e−s

∑
η
r=α−n ∑r−n+1

s=α−n(η+∑m
i=1 θi−σ(r))

∑m
i=1 θi−1

e−sg(η+∑m
i=1 θi)

, α ∈ (n− 1, n],

βi, θi, γ ∈ (0, 1], m, n ∈ N4, m < n, T > n − 3, ∑n−2
i=1 βi ∈ (n − 3, n − 2], ∑m

i=1 θi ∈ (m − 1, m]

and λ, μ ∈ R are given constants; F ∈ C
(
Nα−n,T+α × R × R,R

)
, H ∈ C

(
Nα−n,T+α × R × R,R

)
,

g ∈ C
(
Nα−n,T+α,R+

)
, and for ϕ, φ ∈ C

(
Nα−n,T+α ×Nα−n,T+α, [0, ∞)

)
, we defined the operators
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(Υϑu)(t− ϑ + 1) := [Δϑ
Cφ u](t− ϑ + 1)

=
1

Γ(1− ϑ)

t+ϑ−1

∑
s=α−n+ϑ−1

(t− σ(s))−ϑ φ
(
t, s− ϑ + 1

)
Δu(s− ϑ + 1),

and (Ψγu)(t + γ) := [Δ−γ ϕ u](t + γ) =
1

Γ(γ)

t−γ

∑
s=α−n−γ

(t− σ(s))γ−1 ϕ
(
t, s + γ

)
u(s + γ).

The plan of this paper is as follows. In Section 2 we recall some definitions and basic lemmas.
We derive a representation for the solution of (5) by converting the problem to an equivalent summation
equation. In Section 3, we prove existence results of the problem (5) by using the Banach contraction
principle and the Schauder’s theorem. Finally, an illustrative example is presented in Section 4.

2. Preliminaries

The notations, definitions, and lemmas which are used in the main results are as follows.

Definition 1. We define the generalized falling function by tα :=
Γ(t + 1)

Γ(t + 1− α)
, for any t and α for which the

right-hand side is defined. If t + 1− α is a pole of the Gamma function and t + 1 is not a pole, then tα = 0.

Lemma 1 ([16]). Assume the factorial functions are well defined. If t ≤ r, then tα ≤ rα for any α > 0.

Definition 2. For α > 0 and f defined on Na := {a, a + 1, . . .}, the α-order fractional sum of f is defined by

Δ−α f (t) :=
1

Γ(α)

t−α

∑
s=a

(t− σ(s))α−1 f (s),

where t ∈ Na+α and σ(s) = s + 1.

Definition 3. For α > 0 and f defined on Na, the α-order Caputo fractional difference of f is defined by

Δα
C f (t) := Δ−(N−α)ΔN f (t) =

1
Γ(N − α)

t−(N−α)

∑
s=a

(t− σ(s))N−α−1ΔN f (s),

where t ∈ Na+N−α and N ∈ N is chosen so that 0 ≤ N − 1 < α < N.

Lemma 2 ([14]). Assume that α > 0 and 0 ≤ N − 1 < α ≤ N. Then

Δ−αΔα
Cy(t) = y(t) + C0 + C1t1 + C2t2 + ... + CN−1tN−1,

for some Ci ∈ R, 0 ≤ i ≤ N − 1.

To investigate the solution of the boundary value problem (5) we need the following lemma
involving a linear variant of the boundary value problem (5).

Lemma 3. Let τ <
Γ(∑m

i=1 θi)∑T+α−n+1
s=α−n e−s

∑
η
r=α−n ∑r−n+1

s=α−n(η+∑m
i=1 θi−σ(r))

∑m
i=1 θi−1

e−sg(η+∑m
i=1 θi)

, α ∈ (n − 1, n], βi, θi, γ ∈ (0, 1],

m, n ∈ N4, m < n, T > n− 3, ∑n−2
i=1 βi ∈ (n− 3, n− 2], ∑m

i=1 θi ∈ (m− 1, m] and h ∈ C
(
Nα−n,T+α ×

R,R
)
, g ∈ C

(
Nα−n,T+α,R+

)
be given. Then the problem
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[
Δα

C + (e− 1)Δα−1
C

]
u(t) = h(t + α− 1), t ∈ N0,T (7)

u(α− n) = Δβ1
C u (α− n− β1 + 2) = Δβ1+β2

C u (α− n− β1 − β2 + 4)

= ... = Δ∑n−2
i=1 βi

C u

(
α + n− 4−

n−2

∑
i=1

βi

)
= 0, (8)

u(T + α) = τ Δ−∑m
i=1 θi g

(
η +

m

∑
i=1

θi

)
u

(
η +

m

∑
i=1

θi

)
, (9)

has the unique solution

u(t) =
O[h]

Λ

t−n+1

∑
s=α−n

e−s

+
1

Γ(α− n)

t−n+1

∑
s=α−n

s−1

∑
v=α−n

v−α+n

∑
ξ=0

ev−s(v− σ(ξ))α−n−1 h(ξ + α− 1), (10)

where the functional O[h] and the constant Λ are defined by

O[h] =
η

∑
r=α−n

r−n+1

∑
s=α−n

s−1

∑
v=α−n

v−α+n

∑
ξ=0

τ (η + ∑m
i=1 θi − σ(r))∑m

i=1 θi−1

Γ (∑m
i=1 θi) Γ(α− n)

×

ev−s(v− σ(ξ))α−n−1g

(
η +

m

∑
i=1

θi

)
h(ξ + α− 1) (11)

− 1
Γ(α− n)

T+α−n+1

∑
s=α−n

s−1

∑
v=α−n

v−α+n

∑
ξ=0

ev−s(v− σ(x))α−n−1 h(x + α− 1),

Λ =
T+α−n+1

∑
s=α−n

e−s −
η

∑
r=α−n

r−n+1

∑
s=α−n

τ (η + ∑m
i=1 θi − σ(r))∑m

i=1 θi−1

Γ (∑m
i=1 θi)

×

e−sg

(
η +

m

∑
i=1

θi

)
, respectively. (12)

Proof. Using the fractional sum of order α : Δ−α for (7), we obtain

u(t) + (e− 1)Δ−1u(t) = C1 + C2t1 + C3t2 + ... + Cntn−1 (13)

+
1

Γ(α)

t−α

∑
s=0

(t− σ(s))α−1h(s + α− 1), t ∈ Nα−n,T+α.

For the forward difference of order n : Δn for (13), we have

Δnu(t) + (e− 1)Δn−1u(t) =
1

Γ(α− n)

t−α+n

∑
s=0

(t− σ(s))α−n−1h(s + α− 1).

Therefore,

Δ
[
et Δn−1u(t)

]
=

et

Γ(α− n)

t−α+n

∑
s=0

(t− σ(s))α−n−1h(s + α− 1). (14)
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Taking the sum: Δ−1 to (14), we get

et Δn−1u(t) = Cn +
1

Γ(α− n)

t−1

∑
s=α−n

s−α+n

∑
v=0

es(s− σ(v))α−n−1h(v + α− 1). (15)

Next, taking the sum of order n− 1 : Δ−(n−1) to (15), we obtain

u(t) = C1 + C2t1 + C3t2 + ... + Cn−1tn−2 + Cn

t−n+1

∑
s=α−n

e−s (16)

+
1

Γ(α− n)

t−n+1

∑
s=α−n

s−1

∑
v=α−n

v−α+n

∑
x=0

ev−s(v− σ(x))α−n−1h(x + α− 1), t ∈ Nα−n,T+α.

Using the Caputo fractional differences of order βi for (16) where i = 1 to i = n− 2, we obtain

Δβ1
C u(t) (17)

= C2Δβ1
C t1 + C3Δβ1

C t2 + ... + Cn−1Δβ1
C tn−2

+Cn

t+β1−1

∑
r=α−n

(t− σ(r))−β1

Γ(1− β1)
Δr

{
r−n+1

∑
s=α−n

e−s

}

+
t+β1−1

∑
r=α−n

(t− σ(r))−β1

Γ(1− β1)
Δr

{
r−n+1

∑
s=α−n

s−1

∑
v=α−n

v−α+n

∑
x=0

ev−s (v− σ(x))α−n−1

Γ(α− n)
h(x + α− 1)

}
,

for t ∈ Nα−n+1−β1,T+α+1−β1 .

Δβ1+β2
C u(t) (18)

= C3Δβ1+β2
C t2 + ... + Cn−1Δβ1+β2

C tn−2

+Cn

t+β1+β2−2

∑
r=α−n

(t− σ(r))1−β1−β2

Γ(2− β1 − β2)
Δ2

r

{
r−n+1

∑
s=α−n

e−s

}

+
t+β1+β2−2

∑
r=α−n

(t− σ(r))1−β1−β2

Γ(2− β1 − β2)
Δ2

r

{
r−n+1

∑
s=α−n

s−1

∑
v=α−n

v−α+n

∑
x=0

ev−s (v− σ(x))α−n−1

Γ(α− n)
h(x + α− 1)

}
,

for t ∈ Nα−n+2−β1−β2,T+α+2−β1−β2 .

•
•
•

Δ∑n−2
i=1 βi

C u(t)

= Cn−1Δ∑n−2
i=1 βi

C tn−2 + Cn

t−n+2+∑n−2
i=1 βi

∑
r=α−n

(t− σ(r))n−3−∑n−2
i=1 βi

Γ
(

n− 2−∑n−2
i=1 βi

) Δn−2
r

{
r−n+1

∑
s=α−n

e−s

}

+
t−n+2+∑n−2

i=1 βi

∑
r=α−n

(t− σ(r))n−3−∑n−2
i=1 βi

Γ
(

n− 2−∑n−2
i=1 βi

)×
Δn−2

r

{
r−n+1

∑
s=α−n

s−1

∑
v=α−n

v−α+n

∑
x=0

ev−s (v− σ(x))α−n−1

Γ(α− n)
h(x + α− 1)

}
, (19)
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for t ∈ Nα−2−∑n−2
i=1 βi ,T+α+n−2−∑n−2

i=1 βi
.

Employing the conditions of (8), we have the system of n− 1 equations

(E1) C1 + C2(α− n) + C3(α− n)2 + ... + Cn−1(α− n)n−2 = 0,

(E2) C2Δβ1
C (α− n + 2− β1) + ... + Cn−1Δβ1

C (α− n + 2− β1)
n−2 = 0,

(E3) C3Δβ1+β2
C (α− n + 4− β1 − β2)

2 + ... + Cn−1Δβ1+β2
C (α− n + 4− β1 − β2)

n−2 = 0,

· · ·

(En−1) Cn−1Δ∑n−2
i=1 βi

C

(
α + n− 4−

n−2

∑
i=1

βi

)n−2

= 0. (20)

Using the fractional sum of order ∑m
i=1 θi for (16), we have

Δ−∑m
i=1 θi

C u(t) (21)

=
t−∑m

i=1 θi

∑
r=α−n

(t− σ(r))∑m
i=1 θi−1

Γ(∑m
i=1 θi)

[
C1 + C2Δβ1

C s1 + C3Δβ1
C s2 + ... + Cn−1Δβ1

C sn−2

]

+Cn

t−∑m
i=1 θi

∑
r=α−n

r−n+1

∑
s=α−n

(t− σ(r))∑m
i=1 θi−1

Γ(∑m
i=1 θi)

e−s

+
t−∑m

i=1 θi

∑
r=α−n

r−n+1

∑
s=α−n

s−1

∑
v=α−n

v−α+n

∑
x=0

(t− σ(r))∑m
i=1 θi−1

Γ(∑m
i=1 θi)

(v− σ(x))α−n−1

Γ(α− n)
ev−sh(x + α− 1),

for t ∈ Nα−n+∑m
i=1 θi ,T+α+∑m

i=1 θi
.

By substituting t = η + ∑m
i=1 θi into (21) and using the second condition of (9), we finally get

(En) C1

{
1−

η

∑
r=α−n

τ (η + ∑m
i=1 θi − σ(r))∑m

i=1 θi−1

Γ(∑m
i=1 θi)

g

(
η +

m

∑
i=1

θi

)}

+C2

{
(T + α)1 −

η

∑
r=α−n

τ (η + ∑m
i=1 θi − σ(r))∑m

i=1 θi−1 s
Γ(∑m

i=1 θi)
g

(
η +

m

∑
i=1

θi

)}

+C3

{
(T + α)2 −

η

∑
r=α−n

τ (η + ∑m
i=1 θi − σ(r))∑m

i=1 θi−1 s2

Γ(∑m
i=1 θi)

g

(
η +

m

∑
i=1

θi

)}
+ · · ·

+Cn−1

{
(T + α)n−2 −

η

∑
r=α−n

τ (η + ∑m
i=1 θi − σ(r))∑m

i=1 θi−1 sn−2

Γ(∑m
i=1 θi)

g

(
η +

m

∑
i=1

θi

)}

+Cn

{
T+α−n+1

∑
s=α−n

e−s −
η

∑
r=α−n

r−n+1

∑
s=α−n

τ (η + ∑m
i=1 θi − σ(r))∑m

i=1 θi−1

Γ(∑m
i=1 θi)

e−sg

(
η +

m

∑
i=1

θi

)}

=
η

∑
r=α−n

r−n+1

∑
s=α−n

s−1

∑
v=α−n

v−α+n

∑
x=0

τ(η + ∑m
i=1 θi − σ(r))∑m

i=1 θi−1

Γ(∑m
i=1 θi)

ev−s×

(v− σ(x))α−n−1

Γ(α− n)
g

(
η +

m

∑
i=1

θi

)
h(x + α− 1)

−
T+α−n+1

∑
s=α−n

s−1

∑
v=α−n

v−α+n

∑
x=0

ev−s (v− σ(x))α−n−1

Γ(α− n)
h(x + α− 1). (22)
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Solving the system of Equations (E1)− (En), we obtain

C1 = C2 = ... = Cn−1 = 0 and Cn =
O[h]

Λ
,

where O[h], Λ are defined by (11), (12), respectively. Substituting the constants C1 − Cn into (17),
we obtain (10). This completes the proof. �

3. Main Results

The goal of this section is to show the existence results for the problem (5). To accomplish this,
we denote C = C(Nα−n,T+α,R), the Banach space of all functions u with the norm is defined by

‖u‖C = ‖u‖+ ‖Δϑ
Cu‖+ ‖Δ−γu‖,

where ‖u‖ = max
t∈Nα−n,T+α

|u(t)|, ‖Δϑ
Cu‖ = max

t∈Nt∈Nα−n,T+α

|Δϑ
Cx(t − ϑ + 1)| and ‖Δ−γu‖ =

max
t∈Nt∈Nα−n,T+α

|Δ−γx(t + γ)|. In addition, we define the operator F : C → C by

(Fu)(t) =
O[F(u) + H(u)]

Λ

t−n+1

∑
s=α−n

e−s +
1

Γ(α− n)

t−n+1

∑
s=α−n

s−1

∑
v=α−n

v−α+n

∑
ξ=0

ev−s×

(v− σ(ξ))α−n−1

[
λF
(

ξ + α− 1, u(ξ + α− 1), (Υϑu)(ξ + α− ϑ)
)

+ μH
(

ξ + α− 1, u(ξ + α− 1), (Ψγu)(ξ + α + γ− 1)
)]

, (23)

where Λ is defined by (12) and the functional O[F(u) + H(u)] is defined by

O[F(u) + H(u)]

=
η

∑
r=α−n

r−n+1

∑
s=α−n

s−1

∑
v=α−n

v−α+n

∑
ξ=0

τ (η + ∑m
i=1 θi − σ(r))∑m

i=1 θi−1

Γ (∑m
i=1 θi) Γ(α− n)

ev−sg

(
η +

m

∑
i=1

θi

)
×

(v− σ(ξ))α−n−1

[
λF
(

ξ + α− 1, u(ξ + α− 1), (Υϑu)(ξ + α− ϑ)
)

+ μH
(

ξ + α− 1, u(ξ + α− 1), (Ψγu)(ξ + α + γ− 1)
)]

− 1
Γ(α− n)

T+α−n+1

∑
s=α−n

s−1

∑
v=α−n

v−α+n

∑
ξ=0

ev−s(v− σ(x))α−n−1×[
λF
(

ξ + α− 1, u(ξ + α− 1), (Υϑu)(ξ + α− ϑ)
)

+ μH
(

ξ + α− 1, u(ξ + α− 1), (Ψγu)(ξ + α + γ− 1)
)]

. (24)

Clearly, the problem (5) has solutions if and only if the operator F has fixed points. The first show
the existence and uniqueness of a solution to the problem (5) by using the Banach contraction principle.

Theorem 1. Assume that F, H : Nα−n,T+α ×R×R→ R are continuous, ϕ, φ : Nα−n,T+α ×Nα−n,T+α →
[0, ∞) are continuous with ϕ0 = max{ϕ(t− 1, s) : (t, s) ∈ Nα−2,T+α ×Nα−2,T+α} and φ0 = max{φ(t−
1, s) : (t, s) ∈ Nα−2,T+α ×Nα−2,T+α}. In addition, suppose that:
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(H1) there exist constants L1, L2 > 0 such that for each t ∈ Nα−n,T+α and u, v ∈ C

|F(t, u(t), (Υϑu)(t− ϑ + 1))− F(t, v(t), (Υϑv)(t− ϑ + 1))| ≤ L1|u− v|+ L2|(Υϑu)− (Υϑv)|,

(H2) there exist constants �1, �2 > 0 such that for each t ∈ Nα−n,T+α and u, v ∈ C

|H(t, u(t), (Ψγu)(t + γ))− f (t, v(t), (Ψγv)(t + γ))| ≤ �1|u− v|+ �2|(Ψγu)− (Ψγv)|,

(H3) 0 < g(t) < K �= (eT−n+3−1)eη−2n+2Γ(m+1)
(η−α+n+m)mτ eT+α−2n+2(η−α+n+m)m for each t ∈ Nα−n,T+α.

If χ :=
[
λ
(

L1 + L2
φ0(T + n− ϑ + 1)1−ϑ

Γ(2− ϑ)

)
+ μ

(
�1 + �2

ϕ0(T + n + γ)γ

Γ(γ + 1)

)]
×(

Ω1 + Ω2 + Ω3
)
< 1, (25)

then the problem (5) has a unique solution on Nα−n,T+α, where

Ω1 =
Θen−α(T + 2)

|Λ| +
eT−1(T + α− n + 2)α−n+2

Γ(α− n + 3)
, (26)

Ω2 =

[
Θe2n−α−2

|Λ| +
eT−1(T + α− n + 3)α−n+2

Γ(α− n + 3)

]
(T + n− ϑ + 1)1−ϑ

Γ(2− ϑ)
, (27)

Ω3 =

[
Θen−α(T + 2)

|Λ| +
eT−1(T + α− n + 2)α−n+2

Γ(α− n + 3)

]
(T + n + γ)γ

Γ(γ + 1)
, (28)

Θ =
τKeη−α−1(η − α + 2)α−n+2(η − α + n + m)m

Γ(m + 1)Γ(α− n + 3)
− eT−1(T + α− n + 2)α−n+2

Γ(α− n + 3)
. (29)

Proof. We shall show that F is a contraction. For any u, v ∈ C and for each t ∈ Nα−n,T+α, we have∣∣∣O[F(u) + H(u)]−O[F(v) + H(v)]
∣∣∣

≤
η

∑
r=α−n

r−n+1

∑
s=α−n

s−1

∑
v=α−n

v−α+n

∑
ξ=0

τ (η + ∑m
i=1 θi − σ(r))∑m

i=1 θi−1

Γ (∑m
i=1 θi) Γ(α− n)

ev−s(v− σ(ξ))α−n−1×[
λ
(

L1|u− v|+ L2|(Υϑu)− (Υϑv)|
)
+ μ

(
�1|u− v|+ �2|(Ψγu)− (Ψγv)|

)]
×

g

(
η +

m

∑
i=1

θi

)
− 1

Γ(α− n)

T+α−n+1

∑
s=α−n

s−1

∑
v=α−n

v−α+n

∑
ξ=0

ev−s(v− σ(x))α−n−1× (30)[
λ
(

L1|u− v|+ L2|(Υϑu)− (Υϑv)|
)
+ μ

(
�1|u− v|+ �2|(Ψγu)− (Ψγv)|

)]
≤

[
λ
(

L1 + L2
φ0(T + n− ϑ + 1)1−ϑ

Γ(2− ϑ)

)
+ μ

(
�1 + �2

ϕ0(T + n + γ)γ

Γ(γ + 1)

)]∣∣∣∣∣‖u− v‖C×∣∣∣∣∣τKeη−α−1(η − α + 2)α−n+2(η − α + n + m)m

Γ(m + 1)Γ(α− n + 3)
− eT−1(T + α− n + 2)α−n+2

Γ(α− n + 3)

=
[
λ
(

L1 + L2
φ0(T + n− ϑ + 1)1−ϑ

Γ(2− ϑ)

)
+ μ

(
�1 + �2

ϕ0(T + n + γ)γ

Γ(γ + 1)

)]
‖u− v‖CΘ,
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and ∣∣(Fu)(t)− (Fv)(t)
∣∣

≤ 1
Λ

∣∣∣O[F(u) + H(u)]−O[F(v) + H(v)]
∣∣∣ t−n+1

∑
s=α−n

e−s

+
1

Γ(α− n)

t−n+1

∑
s=α−n

s−1

∑
v=α−n

v−α+n

∑
ξ=0

ev−s(v− σ(ξ))α−n−1×[
λ
(

L1|u− v|+ L2|(Υϑu)− (Υϑv)|
)
+ μ

(
�1|u− v|+ �2|(Ψγu)− (Ψγv)|

)]
≤

[
λ
(

L1 + L2
φ0(T + n− ϑ + 1)1−ϑ

Γ(2− ϑ)

)
+ μ

(
�1 + �2

ϕ0(T + n + γ)γ

Γ(γ + 1)

)]
‖u− v‖C×{

Θ
Λ

t−n+1

∑
s=α−n

e−s +
1

Γ(α− n)

t−n+1

∑
s=α−n

s−1

∑
v=α−n

v−α+n

∑
ξ=0

ev−s(v− σ(ξ))α−n−1

}

≤
[
λ
(

L1 + L2
φ0(T + n− ϑ + 1)1−ϑ

Γ(2− ϑ)

)
+ μ

(
�1 + �2

ϕ0(T + n + γ)γ

Γ(γ + 1)

)]
‖u− v‖C×(

Θen−α(T + 2)
|Λ| +

eT−1(T + α− n + 2)α−n+2

Γ(α− n + 3)

)
(31)

≤
[
λ
(

L1 + L2
φ0(T + n− ϑ + 1)1−ϑ

Γ(2− ϑ)

)
+ μ

(
�1 + �2

ϕ0(T + n + γ)γ

Γ(γ + 1)

)]
‖u− v‖CΩ1.

Next, we consider the following (Δϑ
CFu) and (ΔγFu) as

(Δϑ
CFu)(t−ϑ + 1)

=
O[F(u) + H(u)]

ΛΓ(1− ϑ)

t

∑
s=α−n

(t− ϑ + 1− σ(s))−ϑΔs

s−n+1

∑
v=α−n

e−v

+
1

Γ(α− n)Γ(1− ϑ)

t

∑
r=α−n

(t− ϑ + 1− σ(r))−ϑΔr

{
r−n+1

∑
s=α−n

s−1

∑
v=α−n

v−α+n

∑
ξ=0

ev−s×

(v− σ(ξ))α−n−1

[
λF
(

ξ + α− 1, u(ξ + α− 1), (Υϑu)(ξ + α− ϑ)
)

+ μH
(

ξ + α− 1, u(ξ + α− 1), (Ψγu)(ξ + α + γ− 1)
)]}

=
O[F(u) + H(u)]

ΛΓ(1− ϑ)

t

∑
s=α−n

(t− ϑ + 1− σ(s))−ϑen−s−2

+
1

Γ(α− n)Γ(1− ϑ)

t

∑
r=α−n

r−n+1

∑
s=α−n

s−1

∑
v=α−n

v−α+n

∑
ξ=0

(t− ϑ + 1− σ(r))−ϑev−s×

(v− σ(ξ))α−n−1

[
λF
(

ξ + α− 1, u(ξ + α− 1), (Υϑu)(ξ + α− ϑ)
)

+ μH
(

ξ + α− 1, u(ξ + α− 1), (Ψγu)(ξ + α + γ− 1)
)]

, (32)
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(Δ−γFu)(t + γ) =
O[F(u) + H(u)]

ΛΓ(γ)

t

∑
s=α−n

s−n+1

∑
v=α−n

(t + γ− σ(s))γ−1e−v

+
1

Γ(α− n)Γ(γ)

t

∑
r=α−n

r−n+1

∑
s=α−n

s−1

∑
v=α−n

v−α+n

∑
ξ=0

(t + γ− σ(r))γ−1ev−s×

(v− σ(ξ))α−n−1

[
λF
(

ξ + α− 1, u(ξ + α− 1), (Υϑu)(ξ + α− ϑ)
)

+ μH
(

ξ + α− 1, u(ξ + α− 1), (Ψγu)(ξ + α + γ− 1)
)]

. (33)

Similarly, we have∣∣(ΔC
ϑFu)(t− ϑ + 1)− (Δϑ

CFv)(t− ϑ + 1)
∣∣

≤
[
λ
(

L1 + L2
φ0(T + n− ϑ + 1)1−ϑ

Γ(2− ϑ)

)
+ μ

(
�1 + �2

ϕ0(T + n + γ)γ

Γ(γ + 1)

)]
‖u− v‖C×[

Θe2n−α−2

|Λ| +
eT−1(T + α− n + 3)α−n+2

Γ(α− n + 3)

]
(T + n− ϑ + 1)1−ϑ

Γ(2− ϑ)
(34)

≤
[
λ
(

L1 + L2
φ0(T + n− ϑ + 1)1−ϑ

Γ(2− ϑ)

)
+ μ

(
�1 + �2

ϕ0(T + n + γ)γ

Γ(γ + 1)

)]
‖u− v‖CΩ2,

and ∣∣(Δ−γFu)(t + γ)− (Δ−γFv)(t + γ)
∣∣

≤
[
λ
(

L1 + L2
φ0(T + n− ϑ + 1)1−ϑ

Γ(2− ϑ)

)
+ μ

(
�1 + �2

ϕ0(T + n + γ)γ

Γ(γ + 1)

)]
‖u− v‖C×[

Θen−α(T + 2)
|Λ| +

eT−1(T + α− n + 2)α−n+2

Γ(α− n + 3)

]
(T + n + γ)γ

Γ(γ + 1)
(35)

≤
[
λ
(

L1 + L2
φ0(T + n− ϑ + 1)1−ϑ

Γ(2− ϑ)

)
+ μ

(
�1 + �2

ϕ0(T + n + γ)γ

Γ(γ + 1)

)]
‖u− v‖CΩ3.

Hence (31), (34) and (35) imply that

∥∥(Fu)(t)− (Fv)(t)
∥∥
C ≤

[
λ
(

L1 + L2
φ0(T + n− ϑ + 1)1−ϑ

Γ(2− ϑ)

)
+ μ

(
�1 + �2

ϕ0(T + n + γ)γ

Γ(γ + 1)

)](
Ω1 + Ω2 + Ω3

)
‖u− v‖C

= χ‖u− v‖C . (36)

By (H4), we have
∥∥(Fu)(t)− (Fv)(t)

∥∥
C < ‖u− v‖C .

Consequently, F is a contraction. Therefore, by the Banach fixed point theorem, we get that F
has a fixed point which is a unique solution of the problem (5) on t ∈ Nα−n,T+α. �

In the second result, we deduce the existence of at least one solution of (5) by the following,
the Schauder’s fixed point theorem.

Lemma 4 ([30]). (Arzelá-Ascoli theorem) A set of function in C[a, b] with the sup norm is relatively compact if
and only it is uniformly bounded and equicontinuous on [a, b].

Lemma 5 ([30]). If a set is closed and relatively compact then it is compact.
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Lemma 6 ([31]). (Schauder fixed point theorem) Let (D, d) be a complete metric space, U be a closed convex
subset of D, and T : D → D be the map such that the set Tu : u ∈ U is relatively compact in D. Then the
operator T has at least one fixed point u∗ ∈ U: Tu∗ = u∗.

Theorem 2. Assuming that (H1)− (H3) hold, problem (5) has at least one solution on Nα−n,T+α.

Proof. We divide the proof into three steps as follows.
Step I. Verify F map bounded sets into bounded sets in BR = {u ∈ C : ‖u‖C ≤ R}. We consider
BR = {u ∈ C(Nα−n,T+α) : ‖u‖C ≤ R}.

Let max
t∈Nα−n,T+α

|F(t, 0, 0)| = M, max
t∈Nα−n,T+α

|H(t, 0, 0)| = N and choose a constant

R ≥ (M + N)
(
Ω1 + Ω2 + Ω3

)
1−

(
Ω1 + Ω2 + Ω3

){
λ
(

L1 + L2
φ0(T+n−ϑ+1)1−ϑ

Γ(2−ϑ)

)
+ μ

(
�1 + �2

ϕ0(T+n+γ)γ

Γ(γ+1)

)} . (37)

Noting that

∣∣S(t, u, 0)
∣∣ = ∣∣∣∣F(t + α− 1, u(t + α− 1), Δϑ

Cu(t + α− ϑ)
)
− F

(
t + α− 1, 0, 0

)∣∣
+
∣∣F(t + α− 1, 0, 0

)∣∣∣∣,∣∣T (t, u, 0)
∣∣ = ∣∣∣∣H(t + α− 1, u(t + α− 1), Δ−γu(t + α + γ− 1)

)
− H

(
t + α− 1, 0, 0

)∣∣
+
∣∣H(t + α− 1, 0, 0

)∣∣∣∣,
for each u ∈ BR, we obtain∣∣∣O[F(u) + H(u)]

∣∣∣
≤

η

∑
r=α−n

r−n+1

∑
s=α−n

s−1

∑
v=α−n

v−α+n

∑
ξ=0

τ (η + ∑m
i=1 θi − σ(r))∑m

i=1 θi−1

Γ (∑m
i=1 θi) Γ(α− n)

ev−s(v− σ(ξ))α−n−1×
[∣∣S(ξ, u, 0)

∣∣+ μ
∣∣T (ξ, u, 0)

∣∣]
≤

η

∑
r=α−n

r−n+1

∑
s=α−n

s−1

∑
v=α−n

v−α+n

∑
ξ=0

τ (η + ∑m
i=1 θi − σ(r))∑m

i=1 θi−1

Γ (∑m
i=1 θi) Γ(α− n)

ev−s(v− σ(ξ))α−n−1×
[
λ
(

L1‖u‖+ L2‖Υϑu‖+ M
)
+ μ

(
�1‖u‖+ �2‖Ψγu‖+ N

)]
− 1

Γ(α− n)

T+α−n+1

∑
s=α−n

s−1

∑
v=α−n

v−α+n

∑
ξ=0

ev−s(v− σ(x))α−n−1×
[
λ
(

L1|u− v|+ L2|(Υϑu)− (Υϑv)|+ M
)
+ μ

(
�1|u− v|+ �2|(Ψγu)− (Ψγv)|+ N

)]
≤

{
λ
[(

L1 + L2
φ0(T + n− ϑ + 1)1−ϑ

Γ(2− ϑ)

)
‖u‖C + M

]
+ μ

[(
�1 + �2

ϕ0(T + n + γ)γ

Γ(γ + 1)

)
‖u‖C + N

]}
×∣∣∣∣∣ τKeη−α−1(η − α + 2)α−n+2(η − α + n + m)m

Γ(m + 1)Γ(α− n + 3)
− eT−1(T + α− n + 2)α−n+2

Γ(α− n + 3)

∣∣∣∣∣
≤

{
λ
[(

L1 + L2
φ0(T + n− ϑ + 1)1−ϑ

Γ(2− ϑ)

)
‖u‖C + M

]

+ μ
[(
�1 + �2

ϕ0(T + n + γ)γ

Γ(γ + 1)

)
‖u‖C + N

]}
Θ, (38)
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and∣∣(Fu)(t)
∣∣

≤ 1
Λ

∣∣∣O[F(u) + H(u)]
∣∣∣ t−n+1

∑
s=α−n

e−s

+
1

Γ(α− n)

t−n+1

∑
s=α−n

s−1

∑
v=α−n

v−α+n

∑
ξ=0

ev−s(v− σ(ξ))α−n−1
[
λ
∣∣S(ξ, u, 0)

∣∣+ μ
∣∣T (ξ, u, 0)

∣∣]
≤

[
λ
(

L1‖u‖+ L2‖Υϑu‖+ M
)
+ μ

(
�1‖u‖+ �2‖Ψγu‖+ N

)]
×{

Θ
|Λ|

t−n+1

∑
s=α−n

e−s +
1

Γ(α− n)

t−n+1

∑
s=α−n

s−1

∑
v=α−n

v−α+n

∑
ξ=0

ev−s(v− σ(ξ))α−n−1

}

≤
{

λ
[(

L1 + L2
φ0(T + n− ϑ + 1)1−ϑ

Γ(2− ϑ)

)
‖u‖C + M

]
+ μ

[(
�1 + �2

ϕ0(T + n + γ)γ

Γ(γ + 1)

)
‖u‖C + N

]}(Θen−α(T + 2)
|Λ| +

eT−1(T + α− n + 2)α−n+2

Γ(α− n + 3)

)

≤
{

λ
[(

L1 + L2
φ0(T + n− ϑ + 1)1−ϑ

Γ(2− ϑ)

)
‖u‖C + M

]
+ μ

[(
�1 + �2

ϕ0(T + n + γ)γ

Γ(γ + 1)

)
‖u‖C + N

]}
Ω1. (39)

Furthermore, we have

∣∣(Δϑ
CFu)(t− ϑ + 1)

∣∣ ≤ {
λ
[(

L1 + L2
φ0(T + n− ϑ + 1)1−ϑ

Γ(2− ϑ)

)
‖u‖C + M

]
+ μ

[(
�1 + �2

ϕ0(T + n + γ)γ

Γ(γ + 1)

)
‖u‖C + N

]}
Ω2, (40)

and

∣∣(Δ−γFu)(t + γ)
∣∣ ≤ {

λ
[(

L1 + L2
φ0(T + n− ϑ + 1)1−ϑ

Γ(2− ϑ)

)
‖u‖C + M

]
+ μ

[(
�1 + �2

ϕ0(T + n + γ)γ

Γ(γ + 1)

)
‖u‖C + N

]}
Ω3. (41)

Hence (39)–(41) imply that

∥∥(Fu)(t)
∥∥
C ≤

{
λ
[(

L1 + L2
φ0(T + n− ϑ + 1)1−ϑ

Γ(2− ϑ)

)
‖u‖C + M

]
+ μ

[(
�1 + �2

ϕ0(T + n + γ)γ

Γ(γ + 1)

)
‖u‖C + N

]}(
Ω1 + Ω2 + Ω3

)
≤ R. (42)

So, ‖Fu‖C ≤ R. This implies that F is uniformly bounded.

Step II. Since F and H are continuous, the operator F is continuous on BR.
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Step III. Examine F is equicontinuous on BR. For any ε > 0, there exists a positive constant
ρ∗ = max{δ1, δ2, δ3, δ4} such that for t1, t2 ∈ Nα−n,T+α∣∣∣t2 − t1

∣∣∣ < εΛ
6eT−1Θ

[
λ‖F‖+μ‖H‖

] , whenever |t2 − t1| < δ1,∣∣∣(t2 − n + 1)α−n+2 − (t1 − n + 1)α−n+2
∣∣∣ < εΓ(α−n+3)

6en−αΘ
[

λ‖F‖+μ‖H‖
] , whenever |t2 − t1| < δ2,∣∣∣(t2 − α + n− ϑ + 1)1−ϑ − (t1 − α + n− ϑ + 1)1−ϑ

∣∣∣
<

ε

3
[
λ‖F‖+ μ‖H‖

](Θe2n−α−2

ΛΓ(2−ϑ)
+ eT−1(T+α−n+3)α−n+2

Γ(α−n+3)Γ(2−ϑ)

)
<

ε Γ(1− ν)Γ(β)Γ(α)
4Θ̃R

, whenever |t2 − t1| < δ3,∣∣∣(t2 − α + n + γ)γ − (t1 − α + n + γ)γ
∣∣∣ < ε

3
[
λ‖F‖+ μ‖H‖

](Θen−α(T+2)
ΛΓ(γ+1) + eT−1(T+α−n+2)α−n+2

Γ(α−n+3)Γ(γ+1)

) ,

whenever |t2 − t1| < δ4.
Then we have∣∣(Fx)(t2)− (Fx)(t1)

∣∣
≤ 1
|Λ|O[F(u) + H(u)]

∣∣∣∣∣ t2−n+1

∑
s=α−n

e−s −
t1−n+1

∑
s=α−n

e−s

∣∣∣∣∣+ 1
Γ(α− n)

∣∣∣∣∣ t2−n+1

∑
s=α−n

s−1

∑
v=α−n

v−α+n

∑
ξ=0

ev−s×

(v− σ(ξ))α−n−1

[
λF
(

ξ + α− 1, u(ξ + α− 1), (Υϑu)(ξ + α− ϑ)
)

+ μH
(

ξ + α− 1, u(ξ + α− 1), (Ψγu)(ξ + α + γ− 1)
)]
−

t1−n+1

∑
s=α−n

s−1

∑
v=α−n

v−α+n

∑
ξ=0

ev−s×

(v− σ(ξ))α−n−1

[
λF
(

ξ + α− 1, u(ξ + α− 1), (Υϑu)(ξ + α− ϑ)
)

+ μH
(

ξ + α− 1, u(ξ + α− 1), (Ψγu)(ξ + α + γ− 1)
)]∣∣∣∣∣

≤
[
λ‖F‖+ μ‖H‖

]{Θen−α

|Λ|
∣∣∣t2 − t1

∣∣∣+ eT−1

Γ(α− n + 3)

∣∣∣(t2 − n + 1)α−n+2 − (t1 − n + 1)α−n+2
∣∣∣}

<
ε

6
+

ε

6
=

ε

3
. (43)

Furthermore, we have∣∣(Δϑ
CFu)(t2 − ϑ + 1)− (Δϑ

CFu)(t1 − ϑ + 1)
∣∣

≤
[
λ‖F‖+ μ‖H‖

]{[ Θe2n−α−2

|Λ|Γ(2− ϑ)
+

eT−1(T + α− n + 3)α−n+2

Γ(α− n + 3)Γ(2− ϑ)

]
×

∣∣∣(t2 − α + n− ϑ + 1)1−ϑ − (t1 − α + n− ϑ + 1)1−ϑ
∣∣∣} ≤ ε

3
, (44)
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and ∣∣(Δ−γFu)(t2 + γ)− (Δ−γFu)(t1 + γ)
∣∣

≤
[
λ‖F‖+ μ‖H‖

]{[Θen−α(T + 2)
|Λ|Γ(γ + 1)

+
eT−1(T + α− n + 2)α−n+2

Γ(α− n + 3)Γ(γ + 1)

]
×

∣∣∣(t2 − α + n + γ)γ − (t1 − α + n + γ)γ
∣∣∣} ≤ ε

3
. (45)

Hence ∥∥∥(Fx)(t2)− (Fx)(t1)
∥∥∥
C
<

ε

3
+

ε

3
+

ε

3
= ε. (46)

This implies that the setF (BR) is an equicontinuous set. As a consequence of Steps I to III together
with the Arzelá-Ascoli theorem, we find that F : C → C is completely continuous. By Schauder fixed
point theorem, we can conclude that problem (5) has at least one solution. The proof is completed. �

4. An Example

In order to study the existence of a solution to our problem, we obtain the conditions provided in
Section 3. Since our designated problem is a theoretical problem, it is rare to find the application related
to our results. However, for thorough explanation, we provide the following example to illustrate
our results. Consider the following fractional difference boundary value problem

[
Δ

9
2
C + (e + 1)Δ

7
2
C

]
u(t) =

e− cos2(2π(t+ 7
2 )+10)

100 + esin2(2π(t+ 7
2 ))
·
|u
(
t + 7

2
)
|+

∣∣∣Υ 1
3 u
(
t + 26

6
) ∣∣∣[

1 + |u
(
t + 7

2
)
|
]

+

(
t + 227

2
)−2 |u

(
t + 7

2
)
|+

∣∣∣Ψ 4
5 u
(

t +
(

t + 43
10

)) ∣∣∣(
t + 27

2
)3 [

1 + |u
(
t + 7

2
)
|
] ,

u
(
−1

2

)
=D

1
4
C u

(
5
4

)
= D

1
2
C u

(
11
4

)
= D

3
4
C u (4) = 0

u(
27
2
) =

1
e5 Δ−

77
60 e−sin( 587π

60 )u
(

587
60

)
, (47)

where (Ψ
1
3 u)

(
t +

26
6

)
=

t− 2
3

∑
s=− 7

6

(t− σ(s))−
1
3

Γ
( 2

3
) e−(s+

2
3 )

(t + 50)3 Δu
(

s +
2
3

)
,

(Ψ
4
5 u)

(
t +

4
5

)
=

t− 4
5

∑
s=− 13

10

(t− σ(s))−
1
5

Γ
(

4
5

) e−(s+
4
5 )

(t + 100)2 u
(

s +
4
5

)
.

Set α =
9
2

, n = 5, ϑ =
1
3

, γ =
4
5

, β1 =
1
4

, β2 =
1
2

, β3 =
3
4

, λ = e−10, μ = 1, T = 6, η = 17
2 ,

T = 6, τ = e−5, m = 4, θ1 = 1
2 , θ2 = 1

3 , θ3 = 1
4 , θ4 = 1

5 , g(t) = esin(πt), φ(t, s− ϑ + 1) = e−(s+
2
3 )

(t+50)3 and

ϕ(t, s + γ) = e−s+ 4
5

(t+100)2 .

We can show that

Θ = 545.5721, |Λ| = 202.553, Ω1 = 2189.264, Ω2 = 15715.32
Ω3 = 17049.09 and φ0 =

( 2
99
)3 e−

1
6 , ϕ0 ≤

( 2
199
)2 e−

3
10 .

Nothing that (H1)− (H3) hold, for each t ∈ 1
2N− 1

2 , 27
2

, we obtain∣∣∣F[t, u, Υ
1
3 u]− F[t, v, Υ

1
3 v]
∣∣∣ ≤ 1

101 |u− v|+ 1
101 |Υ

1
3 u− Υ

1
3 v|,
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∣∣∣F[t, u, Ψ
4
5 u]− F[t, v, Ψ

4
5 v]
∣∣∣ ≤ ( 2

199
)2 ( 2

19
)3 |u− v|+

( 2
19
)3 |Ψ 4

5 u−Ψ
4
5 v|,

and 1
e < g(t) < e,

so, L1 = L2 = 0.0099, �1 = 1.178× 10−7, �2 = 0.0012, K = e.

Finally, we find that
χ = 0.0443 < 1.

Hence, by Theorem 1, the problem (47) has a unique solution on 1
2N− 1

2 , 27
2

.

5. Conclusions

We study the existence and unique results of the solution for a separate nonlinear Caputo fractional
sum-difference equation with fractional sum-difference boundary conditions. Some conditions are
obtained when Banach contraction principle is used as a tool. In addition, the conditions for the case
of at least one solution are obtained by using the Schauder fixed point theorem.
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Abstract: In this article, by the use of the lower and upper solutions method, we prove the existence
of a positive solution for a Riemann–Liouville fractional boundary value problem. Furthermore, the
uniqueness of the positive solution is given. To demonstrate the serviceability of the main results,
some examples are presented.
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1. Introduction

The aim of this work is to study the existence and uniqueness of the positive solution for the
following problem: {

Dα
0+k(t) = j(t, k(t)), 1 < α ≤ 2, 0 < t < 1 ,

k(0) = 0, βk(1)− γk(η) = 0, η ∈ [0, 1] ,
(1)

where β, γ, and η are positive real numbers such that β− 2γηα−1 > 0, j is a nonnegative continuous
function on [0, 1] × [0, ∞), and Dα

0+ is the fractional derivative in the sense of Riemann–Liouville.
This type of equation is important in many disciplines such as chemistry, aerodynamics, polymer
rheology, etc.

Different techniques are used in such problems to obtain the existence of solutions, for example
the variational method, the Adomian decomposition method, etc.; we refer the reader to [1–8] and
references therein.

Existence results of nonlinear fractional problems are given by the use of fixed point theorems;
see [9–15]. More precisely, the authors in [12] gave the existence of positive solutions for the following
equation:

Dα
0+k(t) + j(t, k(t)) = 0, 1 < α ≤ 2, 0 < t < 1,

according to some boundary conditions.

Mathematics 2019, 7, 516; doi:10.3390/math7060516 www.mdpi.com/journal/mathematics131
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Using the theory of the fixed point index, the author in [11], presented the existence of the positive
solution for the following system:{

Dα
0+k(t) + j(t, k(t)) = 0, 0 < t < 1, 1 < α ≤ 2,

k(0) = 0, βk(η) = k(1).

Recently, the upper solution method and lower solution method have been the aim of many papers;
see for example the book [16] and the recent papers [17–30]. The main idea of this method is to study
some modified problem and, then, give the existence results for the principal problem.

Motivated by the above works, in this article, we will present a new method to study the given
problem, that is we combine the lower and upper solution method with the fixed point theorem
method in order to prove the existence and uniqueness of the positive solution. Let us assume the
following:

Hypothesis (H1). The function j is nonnegative and continuous on [0, 1]× [0,+∞).

Hypothesis (H2). For each t ∈ [0, 1], the function j(t, .) is bounded and increasing on [0,+∞).

Hypothesis (H3). There exists a function a : [0, 1]→ [0, ∞) such that the function j satisfies:

|j(s, x)− j(s, y)| ≤ a(s)|x− y|, ∀ s ∈ [0, 1], ∀ x, y ≥ 0. (2)

The main theorems of this paper are summarized as follows.

Theorem 1. Under Hypotheses (H1)–(H2). If β− 2γηα−1 > 0, then Equation (1) admits a positive solution.

Theorem 2. Under hypothesis (H3), if β− 2γηα−1 > 0 and if:

∫ 1

0
[1 +

β

(β− γηα−1)
(1− δ)α−1]δα−1a(δ)dδ < Γ(α), (3)

then Equation (1) admits a unique positive solution.

2. Preliminaries

In this section, we collect some basic results and notations that will be used in the
forthcoming sections.

We denote by L(0, 1) the set of all integrable functions on (0, 1) and by C(0, 1) the set of functions
that are continuous on (0, 1).

Lemma 1 ([31]). Let α > 0, N = [α] + 1. Assume that the function k is in C(0, 1) ∩ L(0, 1). Then,
the following equation:

Dα
0+k(t) = 0,

admits a unique solution. Moreover, this solution is given by:

k(t) = C1tα−1 + C2tα−2 + . . . + CNtα−N ,

for some Ci ∈ R, where i = 1, 2, ..., N.

Lemma 2 ([31]). Let α > 0 and N = [α] + 1. Assume that either k and Dα
0+k are in C(0, 1) ∩ L(0, 1). Then,

there exists Ci ∈ R, for i = 1, 2, ..., N, such that:

Iα
0+Dα

0+k(t) = k(t)− C1tα−1 − C2tα−2 − . . .− CNtα−N .
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Now, we give the Green function associated with the problem (1).

Theorem 3. If 1 < α < 2 and h is continuous in [0, 1], then equation:

Dα
0+k(t) + h(t) = 0, 0 < t < 1, (4)

with the following conditions:

k(0) = 0, βk(1)− γk(η) = 0, η ∈ [0, 1], (5)

admits a unique solution, which is given by:

k(t) =
∫ 1

0
G(t, δ)h(δ)dδ,

with G(t, δ) being the Green function defined by:

Γ(α)G(t, δ)

= (t− δ)α−1χ[0,t](δ) +
tα−1

β− γηα−1

[
β(1− δ)α−1 − γ(η − δ)α−1χ[0,η](δ)

]
, (6)

where χA is the function defined by:

χA(x) =

{
1 if x ∈ A,
0 if x �∈ A.

Proof. From Equation (4) and using Lemma 2, there exist two real numbers C1 and C2 such that:

k(t) = −Iα
0+h(t) + C1tα−1 + C2tα−2.

It follows that:

k(t) =
∫ t

0

(t− δ)α−1

Γ(α)
h(δ)dδ + C1tα−1 + C2tα−2. (7)

Since k(0) = 0, then C2 = 0.
On the other hand: ⎧⎨⎩ k(1) =

∫ 1
0

(1−δ)α−1

Γ(α) h(δ)dδ + C1,

k(η) =
∫ η

0
(η−δ)α−1

Γ(α) h(δ)dδ + C1ηα−1.

As βk(1)− γk(η) = 0, then we have:

C1 =
β
∫ 1

0
(1−δ)α−1

Γ(α) h(δ)− γ
∫ η

0
(η−δ)α−1

Γ(α) h(δ)dδ

β− γηα−1 . (8)

By substituting the values of C1 and C2 into Equation (7), we get:

k(t)

=
∫ t

0

(t− δ)α−1

Γ(α)
h(δ)dδ +

1
β− γηα−1

[
β
∫ 1

0

(1− δ)α−1

Γ(α)
h(δ)dδ− γ

∫ η

0

(η − δ)α−1

Γ(α)
h(δ)dδ

]
tα−1

=
1

Γ(α)

∫ 1

0

[
(t− δ)α−1χ[0,t](δ) +

1
β− γηα−1

{
β(1− δ)α−1 − γ(η − δ)α−1χ[0,η](δ)

}
tα−1

]
h(δ)dδ.
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That is:

k(t) =
∫ t

0
G(t, δ)h(δ)dδ.

It follows that for all real numbers t, δ ∈ [0, 1], we have:

G(t, δ) =
(t− δ)α−1

Γ(α)
χ[0,t](δ) +

1
Γ(α)(β− γηα−1)

[
β(1− δ)α−1 − γ(η − δ)α−1χ[0,η](δ)

]
tα−1.

Proposition 1. Let G be the function given by Equation (6), then we have the following properties:

(i) Put q(δ) = 2β−γηα−1

Γ(α)(β−γηα−1)
(1− δ)α−1, then we have:

G(t, δ) ≤ q(δ), ∀ t, δ ∈ [0, 1].

(ii) Put p(t) = β

β−γηα−1 tα−1, then we obtain:

G(t, δ) ≥ q(δ)p(t), ∀ t, δ ∈ [0, 1].

Proof. (i) Firstly, we remark that G(1, δ) is given by:

G(1, δ) =
1

Γ(α)

⎧⎨⎩ (1− δ)α−1 + 1
β−γηα−1

{
β(1− δ)α−1 − γ(η − δ)α−1

}
, if 0 ≤ δ ≤ η

(1− δ)α−1 + 1
β−γηα−1 β(1− δ)α−1 , if η ≤ δ ≤ 1.

On the other hand, for all δ ∈ [0, 1], the function t �−→ G(t, δ) is increasing, so, for any t, δ ∈ [0, 1],
we have:

G(t, δ) ≤ G(1, δ).

As γ > 0, it is easy to see that:

Γ(α)G(t, δ) ≤ (1− δ)α−1 +
1

β− γηα−1 β(1− δ)α−1

=
2β− γηα−1

β− γηα−1 (1− δ)α−1, ∀t, δ ∈ [0, 1].

That is, if t, δ ∈ [0, 1], then we have:
G(t, δ) ≤ q(δ).
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(ii) If 0 ≤ η ≤ t < 1, then using (6) and the fact that β− 2γηα−1 > 0, we obtain:

G(t, δ)

= q(δ)

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
β−γηα−1

2β−γηα−1

(
t−δ
1−δ

)α−1
+ 1

2β−γηα−1

{
β− γ( η−δ

1−δ )
α−1

}
tα−1, if 0 ≤ δ ≤ η

β−γηα−1

2β−γηα−1

(
t−δ
1−δ

)α−1
+ β

2β−γηα−1 tα−1, if η ≤ δ ≤ t
β

2β−γηα−1 tα−1, if t ≤ δ < 1

≥ q(δ)

⎧⎪⎪⎪⎨⎪⎪⎪⎩
p(t) + β−γηα−1

2β−γηα−1

(
t−δ
1−δ

)α−1
− γ

2β−γηα−1 (
η−δ
1−δ )

α−1tα−1, if 0 ≤ δ ≤ η

p(t) + β−γηα−1

2β−γηα−1

(
t−δ
1−δ

)α−1
, if η ≤ δ ≤ t

p(t), if t ≤ δ < 1,

≥ q(δ)

⎧⎨⎩ p(t) +
(β− γηα−1)(t− δ)α−1 − γ(η − δ)α−1tα−1

2β− γηα−1 , if 0 ≤ δ ≤ η

p(t), if η ≤ δ < 1,

≥ q(δ)

⎧⎪⎨⎪⎩ p(t) + 1
2β−γηα−1

[
(β− γηα−1)tα−1 − γηα−1tα−1

]
, if 0 ≤ δ ≤ η

p(t), if η ≤ δ < 1,

≥ q(δ)

{
p(t) + 1

2β−γηα−1 (β− 2γηα−1)tα−1, if 0 ≤ δ ≤ η

p(t), if η ≤ δ < 1,

≥ p(t)q(δ),

where p(t) = β

2β−γηα−1 tα−1. The proof of Proposition 1 is now completed.

3. Proof of the Main Results

This section is devoted to proving our main results. To this aim, we will apply the following
lemma.

Lemma 3 (See [32]). Let E be a semi-order Banach space and P be a cone in E. Let D ⊂ P and a nondecreasing
operator T : D → E. Assume that the equation x − T(x) = 0 admits a lower solution x0 ∈ D and an
upper solution y0 ∈ D, with x0 ≤ y0. Assume that if x0 ≤ x ≤ y0, then x ∈ D. If one of the following
statements holds:

(i) P is normal, and T is compact continuous.
(ii) P is regular, and T is continuous.
(ii) E is reflexive, P normal, and T continuous or weak continuous.

Then, the equation
T(x) = x,

admits a maximum solution x∗ and admits a minimum solution y∗ such that x0 ≤ x∗ ≤ y∗ ≤ y0.

Note that a function v (resp. A function w) is called the lower solution (resp. upper solution) of
operator T if:

v(t) ≤ Tv(t), ( resp. w(t) ≥ Tw(t)).

Let E = C[0, 1], equipped with the supremum norm. Put P = {k ∈ E k(t) ≥ 0; 0 ≤ t ≤ 1}, which
is a cone in E. Define T on P by:

T(k)(t) =
∫ 1

0
G(t, δ)j(δ, k(δ))dδ,
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so it is not difficult to see that k is a solution for Equation (1) if and only if T(k) = k.

Proof of Theorem 1. We divide the proof into four steps.

Step 1: We will prove that T maps P into itself and that it is completely continuous.

First, since G and j are nonnegative and continuous, it is easy to see that T maps P into itself and
that it is continuous. Let Ω be a bounded subset of P, which is to say the existence of M > 0 with:

‖k‖ ≤ M, ∀ k ∈ Ω.

Put:
L = max

0≤t≤1,k∈Ω
|h(t, k)|.

Then, for all k in Ω, we get:

|Tk(t)| ≤
∫ 1

0
G(t, δ)|h(δ, k(δ))|dδ ≤ L

∫ 1

0
G(t, δ)dδ.

That is, T(Ω) is a bounded subset of P.
Now, for any k ∈ Ω and 0 ≤ t1 < t2 ≤ 1, we have:

|Tk(t2)− Tk(t1)| = |
∫ 1

0
G(t2, δ)h(δ, k(δ))dδ−

∫ 1

0
G(t1, δ)h(δ, k(δ))dδ|

= |
∫ 1

0
(G(t2, δ)− G(t1, δ))h(δ, k(δ))dδ|

≤
∫ 1

0
|G(t2, δ)− G(t1, δ)||h(δ, k(δ))|dδ

≤ L
∫ 1

0
|G(t2, δ)− G(t1, δ)|dδ

≤ L

(∫ t1

0
|G(t2, δ)− G(t1, δ)|dδ +

∫ t2

t1

|G(t2, δ)− G(t1, δ)|dδ +
∫ 1

t2

|G(t2, δ)− G(t1, δ)|dδ

)

≤ L

(
I1 + I2 + I3

)

where:

I1 =
∫ t1

0
|G(t2, δ)− G(t1, δ)|dδ

≤
∫ t1

0
|(t2 − δ)α−1χ[0,t2]

(δ)− (t1 − δ)α−1χ[0,t1]
(δ)|dδ

+
(tα−1

2 − tα−1
1 )

β− γηα−1

∫ t1

0
|β(1− δ)α−1 − γ(η − δ)α−1χ[0,η](δ)|dδ

=

⎧⎨⎩
1
α

(
tα
2 − (t2 − t1)

α − tα
1

)
+

(tα−1
2 −tα−1

1 )

β−γηα−1

( β
α (1− (1− t1)

α) + γηα

α

)
, if η < t1

tα
2−tα

1
α +

(tα−1
2 −tα−1

1 )

β−γηα−1

( β
α (1− (1− t1)

α) + γ
ηα−(η−t1)

α

α

)
, if η > t1
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I2 =
∫ t2

t1

|G(t2, δ)− G(t1, δ)|dδ

≤
∫ t2

t1

|(t2 − δ)α−1χ[0,t2]
(δ)− (t1 − δ)α−1χ[0,t1]

(δ)|dδ

+
(tα

2 − (t2 − t1)
α)

β− γηα−1

∫ t2

t1

|β(1− δ)α−1 − γ(η − δ)α−1χ[0,η](δ)|dδ

=

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

1
α (t2 − t1)

α +
(tα−1

2 −tα−1
1 )

β−γηα−1
β
α

(
(1− t1)

α − (1− t2)
α
)
, if 0 ≤ η < t1

tα
2−tα

1
α ++

(tα−1
2 −tα−1

1 )

β−γηα−1

{
β
α

(
(1− t1)

α − (1− t2)
α
)
− γ

α (t1 − η)α

}
, if t1 ≤ η ≤ t2

tα
2−tα

1
α ++

(tα−1
2 −tα−1

1 )

β−γηα−1

{
β
α

(
(1− t1)

α − (1− t2)
α
)
+ γ

α [(t2 − η)α − (t1 − η)α]

}
, if t2 ≤ η ≤ 1

,

I3 =
∫ 1

t2

|G(t2, δ)− G(t1, δ)|dδ

≤
∫ t2

t1

|(t2 − δ)α−1χ[0,t2]
(δ)− (t1 − δ)α−1χ[0,t1]

(δ)|dδ

≤
∫ t2

t1

|(t2 − δ)α−1χ[0,t2]
(δ)− (t1 − δ)α−1χ[0,t1]

(δ)|dδ

+
(tα

2 − (t2 − t1)
α)

β− γηα−1

∫ t2

t1

|β(1− δ)α−1 − γ(η − δ)α−1χ[0,η](δ)|dδ

=

⎧⎪⎨⎪⎩
tα−1
2 −tα−1

1
β−γηα−1

β
α (1− t2)

α, if η < t2

tα−1
2 −tα−1

1
β−γηα−1

{
β
α (1− t2)

α − γ
α (η − t2)

α

}
, if t2 < 1.

Then, we obtain that:

|Tk(t2)− Tk(t1)| ≤ L(I1 + I2 + I3)

≤ L
(

tα
2 − tα

1
α

+
tα−1
2 − tα−1

1
β− γηα−1 (

β− γηα

α
)

)
.

Since tα and tα−1 are uniformly continuous when t ∈ [0, 1] and 1 < α < 2, it is easy to prove that
T(Ω) is equicontinuous. From the Arzela–Ascoli theorem (see [33], we deduce that T(Ω) is a compact
subset. That is, T : P → P is a completely continuous operator.

Step 2: T is an increasing operator.

Let 0 ≤ t ≤ 1. Since the function δ �−→ j(t, δ) is nondecreasing, then there exists a > 0, such that
the function [0, a] � δ �−→ j(t, δ) is strictly increasing. It follows that for k1 ≤ k2, we have:

Tk1(t) =
∫ 1

0
G(t, δ)h(δ, k1(δ))dδ ≤

∫ 1

0
G(t, δ)h(δ, k2(δ))dδ = Tk2(t).

Step 3: For each t ∈ [0, 1] and from (H2), there exists M > 0 with 0 < j(t, k(t)) < M. It follows by
applying Theorem 3 that equation:{

Dα
0+w(t) + M = 0, 0 < t < 1, 1 < α ≤ 2,

w(0) = 0, βw(1)− γw(η) = 0 , η ∈ [0, 1].
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has a solution w. Moreover, this solution satisfies:

w(t) =
∫ 1

0
G(t, δ)Mdδ ≥

∫ 1

0
G(t, δ)j(t, w(δ))dδ = Tw(t).

That is, the operator T admits w as an upper solution.
On the other hand, the operator T admits the zero function as a lower solution; moreover:

0 ≤ w(t) ∀ 0 ≤ t ≤ 1.

Step 4: Since P is a normal cone, Lemma 3 implies that T admits a fixed point k ∈ 〈0, w(t)〉. Therefore,
Equation (1) admits a positive solution.

Proof of Theorem 2. To prove Theorem 2, we begin to prove that T has a fixed point. We remark that
if for n large enough, Tn is a contraction operator, then T has a unique fixed point. Indeed, assume
that for n large enough, Tn is a contraction operator, and fix x ∈ E. Since T is an increasing operator,
which is uniformly bounded, then the sequence {Tmx}m∈N is convergent, that is there is p ∈ E such
that lim

m→∞
Tmx = p. Since T is continuous, we get:

Tp = T lim
m→∞

Tm p = lim
m→∞

Tm+1 = p,

On the other hand, if p is a fixed point for the operator T, then it is also a fixed point for the
operator Tn, so we obtain the uniqueness of p.

Now, let us prove that for n large enough, the operator Tn is a contraction. Let k, v ∈ P,
then we have:

|Tk(t)− Tv(t)| =
∫ 1

0
G(t, δ)|j(δ, k(δ))− j(δ, v(δ))|dδ

≤
∫ 1

0
G(t, δ)a(δ)|k(δ)− v(δ)|dδ

≤ ‖k− v‖
Γ(α)

∫ 1

0
[(t− δ)α−1 +

tα−1β

(β− γηα−1)
(1− δ)α−1]a(δ)dδ

≤ ‖k− v‖tα−1

Γ(α)

∫ 1

0
[1 +

β

(β− γηα−1)
(1− δ)α−1]a(δ)dδ

≤ ‖k− v‖tα−1

Γ(α)
K,

where K =
∫ 1

0 [1 +
β

(β−γηα−1)
(1− δ)α−1]a(δ)dδ.

Similarly, we have:

|T2k(t)− T2v(t)| =
∫ 1

0
G(t, δ)|j(δ, Tk(δ))− j(δ, Tv(δ))|dδ

≤
∫ 1

0
G(t, δ)a(δ)|Tk(δ)− Tv(δ)|dδ

≤
∫ 1

0
G(t, δ)a(δ)

‖k− v‖δα−1

Γ(α)
Kdδ

≤ ‖k− v‖tα−1

Γ(α)2

∫ 1

0
[1 +

β

(β− γηα−1)
(1− δ)α−1]δα−1a(δ)dδ

≤ ‖k− v‖tα−1

Γ(α)2 KH,
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where H =
∫ 1

0 [1 +
β

(β−γηα−1)
(1− δ)α−1]δα−1a(δ)dδ.

By mathematical induction, it follows that:

|Tnk(t)− Tnv(t)| ≤ ‖k− v‖tα−1

Γ(α)n KHn−1.

By using (3), we get:
H

Γ(α)
< 1.

Then, for n large enough, it follows that:

KHn−1

Γ(α)n =
K

Γ(α)

(
H

Γ(α)

)n−1

< 1.

Hence, it holds that:

|Tnk(t)− Tnv(t)| < ‖k− v‖tα−1 ≤ ‖k− v‖,

and this completes the proof.

4. Examples

In this section, some examples are presented in order to illustrate the usefulness of our
main results.

Example 1. Consider the system:{
Dα

0+k(t) =
√

te−k(t), 0 < t < 1, 1 < α ≤ 2,
k(0) = 0, βk(1)− γk(η) = 0, η ∈ [0, 1] ,

(9)

where β, γ > 0, β− 2γηα−1 > 0.
Note that since for any t ∈ [0, 1], we have 0 <

√
te−k(t) <

√
t, which implies that Conditions (H1) and

(H2) hold. On the other hand, there is an equivalence between the solution of Problem (9) and the fixed point of
the operator T given by:

Tk(t) =
∫ 1

0
G(t, δ)

√
δe−k(δ)dδ.

Take w(t) =
∫ 1

0 G(t, δ)
√

δdδ and v(t) ≡ 0, then:

w(t) ≥
∫ 1

0
G(t, δ)

√
δe−w(δ)dδ = Tw(t),

which implies that the operator T admits the function w as an upper solution. Moreover, it is obvious that
the zero function is a lower solution for T. Hence, from Theorem 1, we conclude that Problem (9) admits a
positive solution.

Example 2. In the second example, we study the following problem:{
D3/2

0+ k(t) = sin t
(1+t2)

arctan(1 + k(t)), 0 < t < 1,

k(0) = 0, βk(1)− γk(η) = 0, η ∈ [0, 1] ,
(10)

where β, γ > 0, β− 2γ
√

η > 0.
Note that arctan(1 + k(t)) < π

2 for each t ∈ [0, 1], then j(t, k(t)) = sin t
(1+t2)

arctan(1 + k(t)) is an
increasing and bounded function on k. Therefore, we can easily prove that Conditions (H1) and (H2) are
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satisfied.
Take w(t) =

∫ 1
0 G(t, δ) sin δ

(1+δ2)
dδ and v(t) ≡ 0, then:

w(t) ≥
∫ 1

0
G(t, δ)

√
δ

sin δ

(1 + δ2)
arctan(1 + k(δ))dδ = Tw(t),

which implies that T admits the function w as an upper solution and the zero function as a lower solution. Thus,
from Theorem 1, we obtain a positive solution to Problem (9).

Example 3. In this example, we take β = 1, γ = 0, and η ∈ [0, 1], and we consider the following problem:{
D

3
2 y(t) = λy(t) + f (t),

y(0) = 0, y(1) = 0,
(11)

where f is a nonnegative function. It is clear that we have:

j(t, x) = λx + f (t),

and α = 3
2 . Moreover, for all t ∈ [0, 1], one has:

|j(t, x1)− j(t, x2)| ≤ λ|x1 − x2|, that is a(t) = λ,

and: ∫ 1

0
[1 +

β

(β− γηα−1)
(1− δ)α−1]δα−1a(δ)dδ = λ

∫ 1

0

(
1 + (1− δ)α−1

)
δα−1dδ

= λ(B(1, α) + B(α, α))

= λΓ(α)
(

1
Γ(α + 1)

+
Γ(α)
Γ(2α)

)
= λΓ(

3
2
)

(
1

Γ( 5
2 )

+
Γ( 3

2 )

Γ(3)

)
< Γ(

3
2
),

for all 0 < λ < 12
√

π
16+3π , where B(., .) is the beta function.

Finally, all conditions of Theorem 2 are satisfied. Therefore, for 0 < λ < 12
√

π
16+3π , Problem (11) admits a

unique solution.
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Abstract: Throughout this paper, via the Schauder fixed-point theorem, a generalization of
Krasnoselskii’s fixed-point theorem in a cone, as well as some inequalities relevant to Green’s function,
we study the existence of positive solutions of a nonlinear, fractional three-point boundary-value
problem with a term of the first order derivative

(C
a Dαx)(t) = f (t, x(t), x′(t)), a < t < b, 1 < α < 2,

x(a) = 0, x(b) = μx(η), a < η < b, μ > λ,

where λ =
b− a
η − a

and C
a Dα denotes the Caputo’s fractional derivative, and f : [a, b]×R×R→ R is a

continuous function satisfying the certain conditions.

Keywords: three-point boundary-value problem; Caputo’s fractional derivative; Riemann-Liouville
fractional integral; fixed-point theorems

1. Introduction

In the last decade, questions on positive solutions to two-point, three-point, and multi-point
boundary value problems (BVPs) and integral boundary-value problems for nonlinear ordinary and
fractional differential equations have attracted much interest. The investigation of three-point BVPs for
nonlinear integer-order ordinary differential equations was initially begun by Gupta [1]. Since then,
several authors have put their focus on the existence and multiplicity of solutions (or positive solutions)
of three-point BVPs for nonlinear integer-order ordinary differential equations. Several papers are
available in regard to the setting of integer orders of differential equations in the literature. In 2000,
applying the fixed-point index theorems, the Leray-Schauder degree, and upper and lower solutions,
Ma [2] studied a class of second-order three-point boundary value problems with a nonlinear term f (x).
In 2002, He and Ge [3], with the help of the Leggett-Williams fixed-point theorem [4], investigated
the multiplicity of positive solutions of a problem with the nonlinear term f (t, x) (see [5–15] and the
references therein).

In recent years, multi-point boundary value problems have also been considered for
fractional-order differential equations. For instance, employing the superlinearity and sublinearity,
together with the well-known Guo-Lakshmikantham fixed-point theorem in cones, Ntouyas and
Pourhadi [16] studied the existence of positive solutions to the boundary-value problem with a

Mathematics 2019, 7, 526; doi:10.3390/math7060526 www.mdpi.com/journal/mathematics143
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fractional order, 1 < α < 2. Furthermore, they investigated the convexity and concavity of the
solutions with respect to the behavior of a given function as a coefficient of the subjected problem (see
also [17–21]).

There were only a few papers available which focused on the existence of solutions for nonlinear
fractional differential equations associated with three-point boundary conditions, which served as
motivation for this work. The key idea of the current paper is that a term of the first-order derivative
is involved in the subjected nonlinear problem, while most works (either fractional or ordinary
differential equations) are done under the assumption that the first-order derivative is not involved
explicitly in the nonlinear term.

In this paper, an analogy with a boundary-value problem for differential equations of integer
orders via the Schauder fixed-point theorem, a generalized version of Krasnoselskii’s fixed-point
theorem in a cone [22], and also using the associated Green’s function for the relevant problem, the
existence of positive solutions for a fractional three-point boundary-value problem is investigated.⎧⎨⎩ (C

a Dαx)(t) = f (t, x(t), x′(t)), a < t < b, 1 < α < 2,

x(a) = 0, x(b) = μx(η), a < η < b, μ > λ,
(1)

where λ =
b− a
η − a

and C
a Dα stands for the Caputo’s fractional derivative, and f : [a, b]×R×R→ R is

a continuous function which will be specified later on.
The organization of this paper is as follows. In Section 2, we recall some auxiliary facts and

preliminaries. In Section 3, we first find the Green’s function associated with (1), and then, using the
inequalities related with this function and two well-known fixed-point theorems, we present our main
results. An illustrative example is also given.

2. Preliminaries

This section is devoted to recall and gathering of some essential definitions and auxiliary facts in
fractional calculus, as well as the results needed further on, which can be found in [23–25].

Definition 1. Let α ≥ 0 and f be a real function defined in [a, b]. The Riemann-Liouville fractional integral of
order α for a continuous function f : (a, ∞)→ R is defined by (a I0 f )(t) = f (t) and

(a Iα f )(t) =
1

Γ(α)

∫ t

a
(t− s)α−1 f (s)ds, α > 0, t ∈ [a, b],

where Γ(·) is the Gamma function.

Definition 2. For a continuous function f : (a, ∞) → R, the Riemann-Liouville fractional derivative of
fractional order α > 0 is defined by

RLDα
a+ f (t) =

1
Γ(n− α)

( d
dt

)n ∫ t

a
(t− s)n−α−1 f (s)ds, n = [α] + 1,

where [α] denotes the integer part of the real number α.

For α < 0 and the convenience of the reader, we use the denotation Dαy = I−αy. Moreover, for
β ∈ [0, α), it is valid that Dβ Iαy = Iα−βy.
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Definition 3. Caputo’s fractional derivative of order α ≥ 0 is given by (C
a D0 f )(t) = f (t), and (C

a Dα f )(t) =
(a Im−αDm f )(t) for α > 0, where m is the smallest integer greater or equal to α. Besides, it can be formulated by

CDα
a+ f (t) =

1
Γ(n− α)

∫ t

a
(t− s)n−α−1 f (n)(s)ds, n = [α] + 1, for f ∈ ACn([a, b]),

where α /∈ N0 and ACn([a, b]) represents the space of all absolutely continuous functions having an absolutely
continuous derivative up to (n− 1) (see also [23]).

In the sequel, the associated Green’s function for the three-point BVP (1) is formulated by utilizing
a crucial lemma derived by Zhang [26] as follows:

Lemma 1. Let α > 0; then, in C(0, T) ∩ L(0, T), the differential equation

CDα
0+u(t) = 0

has solutions u(t) = c0 + c1t + c2t2 + · · ·+ cntn−1, ci ∈ R, i = 0, 1, · · · , n, n = [α] + 1.

Furthermore, it has been proved that Iα
0+Dα

0+u(t) = u(t) + c0 + c1t + c2t2 + · · ·+ cntn−1 for some
ci ∈ R, i = 0, 1, · · · , n, n = [α] + 1 (see Lemma 2.3 in [26]).

3. Main Results

In the following, we present a pivotal lemma which will play a crucial role in our next analysis
and direct our attention to a variant of Problem (1).

Lemma 2. Let Δ := μ(η − a)− (b− a) > 0. Then, x ∈ C1(I,R) is the solution of fractional three-point
BVP (1) if, and only if x satisfies the integral equation

x(t) =
∫ b

a
G(t, s) f (s, x(s), x′(s))ds, t ∈ I := [a, b] (2)

where the Green’s function G(t, s) := G1(t, s) + G2(t, s) is given by

G1(t, s) =

⎧⎨⎩
(t− s)α−1

Γ(α)
, a ≤ s ≤ t ≤ b

0, a ≤ t ≤ s ≤ b
(3)

G2(t, s) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
t− a

ΔΓ(α)

(
(b− s)α−1 − μ(η − s)α−1

)
, a ≤ s ≤ η, t ∈ I,

(b− s)α−1(t− a)
ΔΓ(α)

, η ≤ s ≤ b, t ∈ I.

(4)

Moreover,

max
t,s∈I

G(t, s) ≤ μ(b− a)α

λΔΓ(α)
. (5)

Proof. By employing the Riemann-Liouville fractional integral a Iα for Equation (1), the imposed
boundary conditions, and the knowledge received from the fractional calculus theory, we observe that
x ∈ C1[a, b] is a solution of (1) if, and only if

x(t) = c0 + c1(t− a) +
1

Γ(α)

∫ t

a
(t− s)α−1 f (s, x(s), x′(s))ds (6)
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for some real constants c0 and c1 (see Lemma 1). Since x(a) = 0, we immediately derive c0 = 0. Now,

x(b) = μx(η) ⇔ c1(b− a) +
1

Γ(α)

∫ b

a
(b− s)α−1 f (s, x(s), x′(s))ds

= c1μ(η − a) +
μ

Γ(α)

∫ η

a
(η − s)α−1 f (s, x(s), x′(s))ds

⇔ c1 =
1

ΔΓ(α)

( ∫ b

a
(b− s)α−1 f (s, x(s), x′(s))ds

− μ
∫ η

a
(η − s)α−1 f (s, x(s), x′(s))ds

)
which, together with (6), implies that

x(t) =
1

Γ(α)

∫ t

a
(t− s)α−1 f (s, x(s), x′(s))ds

+
t− a

ΔΓ(α)

( ∫ b

a
(b− s)α−1 f (s, x(s), x′(s))ds− μ

∫ η

a
(η − s)α−1 f (s, x(s), x′(s))ds

)
.

(7)

This is also equivalent to

x(t) =
1

Γ(α)

∫ t

a
(t− s)α−1 f (s, x(s), x′(s))ds

+
t− a

ΔΓ(α)

( ∫ η

a

(
(b− s)α−1 − μ(η − s)α−1

)
f (s, x(s), x′(s))ds

+
∫ b

η
(b− s)α−1 f (s, x(s), x′(s))ds

)
.

(8)

Now, (8) can be rewritten as follows:

x(t) =
∫ b

a
G(t, s) f (s, x(s), x′(s))ds, t ∈ I = [a, b],

where the associated Green’s function G(t, s) = G1(t, s) + G2(t, s) is defined by (3) and (4).
Furthermore, for any s ∈ I,

max
t∈I

G(t, s) =
(b− s)α−1

Γ(α)
+ max

t∈I

(
(b− s)α−1(t− a)

Δ · Γ(α)

)
=

(b− s)α−1

Γ(α)

(
1 +

b− a
Δ

)
=

(b− s)α−1

ΔΓ(α)

(
μ(η − a)

)
≤ μ(b− a)α

λΔΓ(α)
.

(9)

Therefore, the inequality (5) is proved.

Throughout the remainder of this paper, we employ two well-known fixed-point results to study
Equation (1).

3.1. Existence of Positive Solution with the Schauder Fixed-Point Principle

In the following, we investigate Equation (1) via the Schauder fixed-point theorem.
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Theorem 1 (Schauder fixed-point Theorem, [27]). Let U be a nonempty and convex subset of a normed
space X. Let T be a continuous mapping of U into a compact set K ⊂ U. Then, T has a fixed point.

In the sequel, we suppose the following condition:

(C0) f satisfies Carathéodory-type conditions. That is, f (·, u, v) is measurable for the fixed u, v, and
f (t, ·, ·) is continuous for a.e. t ∈ I. Moreover, if u ≥ 0, then f (t, u, v) ≥ 0.

Under this condition, the equivalent representation for Equation (2) is given by

x(t) = [Fx](t), t ∈ I = [a, b],

where F is an operator defined by

[Fx](t) =
∫ b

a
G(t, s) f (s, x(s), x′(s))ds, t ∈ I.

It is obvious to see that x(t) is a solution to the problem (1) if it is a fixed point of the operator F .

Theorem 2. Suppose that f satisfies the condition (C0) and the followings:

(C1) There exists an L1-function ϕ : I → R+, such that

| f (t, x(t), x′(t))| ≤ ϕ(t)Ω(‖x‖), x ∈ C1(I,R), t ∈ I,

where Ω : I → [0, ∞) is a non-decreasing continuous function and ‖ · ‖ denotes the supremum norm
on I.

(C2) The point η ∈ (a, b) is taken sufficiently close to a, such that

μ
∫ η

a
(η − s)α−1 f (s, x(s), x′(s))ds ≤

∫ b

a
(b− s)α−1 f (s, x(s), x′(s))ds, for all x ∈ C1(I,R).

Moreover, suppose that there exists a continuous function p defined on I satisfying the following inequality:

μ(b− a)α

λΔΓ(α)
‖ϕ‖1Ω(‖p‖) ≤ ‖p‖. (10)

Then, Equation (1) has at least one positive solution in C1(I,R), bounded above by ‖p‖.

Proof. Let us define

S =

{
x ∈ C1(I,R)

∣∣∣∣ 0 ≤ x(t) ≤ ‖p‖ for t ∈ I
}

,

where ‖ · ‖1 denotes the L1-norm on I, and p is a function satisfying the condition (C2). Clearly, the set
S is a non-empty, closed, bounded, and convex subset of C1(I,R). To establish that Equation (1) has a
positive solution, it only suffices to show that the operator F has a fixed point in S. We first show that
S is F -invariant. Let x(t) be a non-negative function; then, following condition (C0), one finds that
f (t, x(t), x′(t)) is non-negative too, and the right-hand side of (7), together with conditions (C0), (C2)
and the fact that Δ > 0 imply that [Fx](t) ≥ 0.

On the other hand, using (2), (9), (10) and condition (C1), one can see that

|[Fx](t)| ≤ ‖p‖, for t ∈ I.

147



Mathematics 2019, 7, 526

Hence, FS ⊂ S. Furthermore, to show the continuity of the operator F : S → S, we have

|[Fxn](t)− [Fx](t)| → 0 ⇐⇒
∫ b

a
|G(t, s)| · | f (s, x(s), x′(s))− f (s, xn(s), x′n(s))|ds → 0

for x, xn ∈ S ⊂ C1(I,R).
Next, we show that FS is equicontinuous. Assume that a ≤ t1 < t2 ≤ b. Following the definition

of F and the condition (C1), we have

|[Fx](t2)− [Fx](t1)| ≤ ‖ϕ‖1Ω(‖x‖) ·max
s∈I
|G(t2, s)− G(t1, s)|,

which tends to zero, as t1 → t2. Consequently, we conclude that FS is equicontinuous. Furthermore,
the equicontinuity of the set of functions [FS]′ = {y′ : y = Fx, x ∈ S} can also be shown. Indeed,
suppose that a ≤ t1 < t2 ≤ b; then,

|[Fx]′(t2)− [Fx]′(t1)| ≤ ‖ϕ‖1Ω(‖x‖) ·max
s∈I
| ∂

∂t
G(t2, s)− ∂

∂t
G(t1, s)| → 0

whenever t1 → t2. Therefore, we conclude that [FS]′ is equicontinuous.

Besides, S is totally bounded (since every sequence in S has a Cauchy subsequence), so S is
compact and FS is compact. Now, all the conditions of the Schauder fixed point are fulfilled; thus, the
operator F as a self-map on S possesses a fixed point in this set, which yields that Equation (1) has a
positive solution bounded above by ‖p‖.

3.2. Existence of Positive Solution via the Krasnoselskii Type Fixed-Point Theorem

In what follows, we recall a generalization of Krasnoselskii’s fixed-point theorem of cone
expansion and compression of a norm type. To do this, let us suppose (X, ‖ · ‖) is a Banach space, and
P is the cone in X. Assume that α, β : X → R+ are two continuous non-negative functionals that satisfy

α(rx) ≤ |r|α(x), β(rx) ≤ |r|β(x), for x ∈ X, r ∈ [0, 1], (11)

and

M1 max{α(x), β(x)} ≤ ‖x‖ ≤ M2 max{α(x), β(x)}, for x ∈ X, (12)

where M1, M2 are two positive constants.

The following lemma is understood as a special case of a result derived by Bai and Ge (see [22]
Theorem 2.1).

Lemma 3. Let r2 > r1 > 0, L2 > L1 > 0 be constants and

Ωi = {x ∈ X | α(x) < ri, β(x) < Li}, i = 1, 2

be two open subsets in X, such that θ ∈ Ω1 ⊂ Ω1 ⊂ Ω2. In addition, let

Ci = {x ∈ X | α(x) = ri, β(x) ≤ Li}, i = 1, 2;

Di = {x ∈ X | α(x) ≤ ri, β(x) = Li}, i = 1, 2.

Assume T : P → P is a completely continuous operator satisfying

(S1) α(Tx) ≤ r1, x ∈ C1 ∩ P; β(Tx) ≤ L1, x ∈ D1 ∩ P;
α(Tx) ≥ r2, x ∈ C2 ∩ P; β(Tx) ≥ L2, x ∈ D2 ∩ P;
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or

(S2) α(Tx) ≥ r1, x ∈ C1 ∩ P; β(Tx) ≥ L1, x ∈ D1 ∩ P;
α(Tx) ≤ r2, x ∈ C2 ∩ P; β(Tx) ≤ L2, x ∈ D2 ∩ P;

then, T has at least one fixed point in (Ω2 \Ω1) ∩ P.

To apply the recent fixed-point theorem, let us consider the following settings.

Let X be a Banach space in C1(I,R), with

‖x‖ = max{max
t∈I
|x(t)|, max

t∈I
|x′(t)|}, x ∈ X.

Define a cone P by

P =

{
x ∈ X

∣∣∣∣ x(t) ≥ 0, for all t ∈ I
}

,

and functionals

α(x) = max
t∈I
|x(t)|, β(x) = max

t∈I
|x′(t)|, ∀x ∈ X.

With the help of (11) and (12), α and β are two continuous non-negative functionals, such that
‖x‖ = max{α(x), β(x)}. Let us consider the following notations:

L := max
t∈I

∣∣∣∣ ∫ b

a
G(t, s)ds

∣∣∣∣,
N :=

(
(b− a)α−1

Γ(α)
+

1
ΔΓ(α + 1)

[
2(b− ξ)α − 2μ(η − ξ)α + μ(η − a)α − (b− a)α

])
,

where ξ = η − b− η

μ
1

α−1 − 1
∈ [a, η].

Accounting on condition (C2), we get that the operator F (as defined before) transforms P into
itself; moreover, a standard argument shows that it is completely continuous. In fact, F is continuous
and maps any bounded subset of P into a relatively compact subset of P.

In the following result, we suppose that η is sufficiently close to a such that the Green function G
is non-negative. For the possibility, we refer to Example (1).

Theorem 3. Suppose there are four constants, k2 > k1 > 0, l2 > l1 > 0, such that max
{ k1

L
,

l1
M

}
≤

min
{ k2

L
,

l2
N

}
, and the following assumptions hold:

(C3) There is an L1-function ψ : I → R+ which satisfies the following condition:

∫ b

a
(b− s)α−1 f (s, x(s), x′(s))ds− μ

∫ η

a
(η − s)α−1 f (s, x(s), x′(s))ds ≥

∫ b

a
ψ(s) f (s, x(s), x′(s))ds,

for all x ∈ C1(I,R+).

(C4) f (t, u, v) ≥ max
{ k1

L
,

l1
M

}
, for (t, u, v) ∈ I × [0, k1]× [−l1, l1];

(C5) f (t, u, v) ≤ min
{ k2

L
,

l2
N

}
, for (t, u, v) ∈ I × [0, k2]× [−l2, l2],
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where M =
‖ψ‖1

ΔΓ(α)
. Then, problem (1) has at least one positive solution x(t), such that

k1 ≤ max
t∈I

x(t) ≤ k2 or l1 ≤ max
t∈I
|x′(t)| ≤ l2.

Proof. Let us take the following subsets of X = C1(I,R)

Ωi = {x ∈ X | α(x) < ki, β(x) < li}, i = 1, 2;

Pi = {x ∈ X | α(x) = ki, β(x) ≤ li}, i = 1, 2;

Qi = {x ∈ X | α(x) ≤ ki, β(x) = li}, i = 1, 2.

For x ∈ P1 ∩ P, by (C4), there exists

α(Fx) = max
t∈I

∣∣∣∣ ∫ b

a
G(t, s) f (s, x(s), x′(s))ds

∣∣∣∣ ≥ k1

L
max
t∈I

∣∣∣∣ ∫ b

a
G(t, s)ds

∣∣∣∣ = k1. (13)

Since η is taken sufficiently close to a such that the Green function G is non-negative, the inequality
(13) holds. Moreover, taking into account the continuity and properties of F , we derive

(Fx)′(t) =
α− 1
Γ(α)

∫ t

a
(t− s)α−2 f (s, x(s), x′(s))ds

+
1

ΔΓ(α)

( ∫ b

a
(b− s)α−1 f (s, x(s), x′(s))ds− μ

∫ η

a
(η − s)α−1 f (s, x(s), x′(s))ds

)
,

(Fx)′′(t) = − (α− 1)(2− α)

Γ(α)

∫ t

a
(t− s)α−3 f (s, x(s), x′(s))ds ≤ 0, t ∈ I.

Therefore, (Fx)(t) is concave on I, and so the absolute value of (Fx)′ takes its maximum only at the
endpoints of I. That is,

max
t∈I
|(Fx)′(t)| = max

t∈I
{|(Fx)′(a)|, |(Fx)′(b)|} = |(Fx)′(b)|.

Therefore, for x ∈ Q1 ∩ P, followed by (C3) and (C4), one can see that

β(Fx) = max
t∈I
{|(Fx)′(a)|, |(Fx)′(b)|}

≥ |(Fx)′(a)|

=
1

ΔΓ(α)

( ∫ b

a
(b− s)α−1 f (s, x(s), x′(s))ds− μ

∫ η

a
(η − s)α−1 f (s, x(s), x′(s))ds

)
≥ 1

ΔΓ(α)

∫ b

a
ψ(s) f (s, x(s), x′(s))ds

≥ l1
MΔΓ(α)

‖ψ‖1 = l1.

Now, assuming x ∈ P2 ∩ P, by (C5), there is

α(Fx) = max
t∈I

∣∣∣∣ ∫ b

a
G(t, s) f (s, x(s), x′(s))ds

∣∣∣∣
≤ k2

L
max
t∈I

∣∣∣∣ ∫ b

a
G(t, s)ds

∣∣∣∣ = k2.
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Finally, for x ∈ Q2 ∩ P, by (C5), one can find

β(Fx) = max
t∈I
{|(Fx)′(a)|, |(Fx)′(b)|}

= |(Fx)′(b)|

=
α− 1
Γ(α)

∫ b

a
(b− s)α−2 f (s, x(s), x′(s))ds

+
1

ΔΓ(α)

( ∫ η

a

(
(b− s)α−1 − μ(η − s)α−1

)
f (s, x(s), x′(s))ds

+
∫ b

η
(b− s)α−1 f (s, x(s), x′(s))ds

)
≤ l2

N

(
(b− a)α−1

Γ(α)
+

1
ΔΓ(α)

∫ η

a

∣∣∣∣(b− s)α−1 − μ(η − s)α−1
∣∣∣∣ds +

(b− η)α

ΔΓ(α + 1)

)
=

l2
N

(
(b− a)α−1

Γ(α)
+

1
ΔΓ(α)

( ∫ ξ

a

[
μ(η − s)α−1 − (b− s)α−1

]
ds

+
∫ η

ξ

[
(b− s)α−1 − μ(η − s)α−1

]
ds
)
+

(b− η)α

ΔΓ(α + 1)

)
=

l2
N

(
(b− a)α−1

Γ(α)
+

1
ΔΓ(α + 1)

[
2(b− ξ)α − 2μ(η − ξ)α + μ(η − a)α − (b− a)α

])
= l2.

Now, all conditions of Lemma 3 are satisfied, and it implies that there exists x ∈ (Ω2 \Ω1) ∩ P, such
that x = Fx. That is, the problem (1) has at least one positive solution x(t), such that

k1 ≤ α(x) ≤ k2 or l1 ≤ β(x) ≤ l2.

In other words,
k1 ≤ max

t∈I
x(t) ≤ k2 or l1 ≤ max

t∈I
|x′(t)| ≤ l2,

which completes the proof.

In the following, we illustrate the said result with an example.

Example 1. Consider the boundary value problem:⎧⎪⎨⎪⎩
(C

a D
3
2 x)(t) = f (t, x(t), x′(t)), 0 < t < 1,

x(0) = 0, x(1) = μx(η), 0 < η < 1, μη > 1,
(14)

where μ = aη−r for some a > 1, 0 < r < 1.5, and f : [0, 1]×R×R→ R is given by

f (t, u, v) = λ1 sin2 u + λ2 cos2 v + λ3t + λ4, t ∈ I = [0, 1], u, v ∈ R

such that λi ≥ 0, λ4 > 0, i = 1, 2, 3, are constant. Since f takes both supremum and infimum over domain D,
let us set

inf
D

f (t, u, v) = M1, sup
D

f (t, u, v) = M2.

A direct computation shows that

L =
4μλ

3(μλ− 1)
√

π
.
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On the other hand, by considering η as being sufficiently close to 0 and ψ(t) <
2M1

3M2
, we see that

∫ 1

0

√
1− s f (s, x(s), x′(s))ds >

∫ 1

0
ψ(s) f (s, x(s), x′(s))ds.

Thus, condition (C3) is satisfied. To give more detail, if η → 0, then using the fact that μ = aη−r, together with
Leibniz’s rule, we see that

lim
η→0

∣∣∣∣μ ∫ η

0

√
η − s f (s, x(s), x′(s))ds

∣∣∣∣ = a
2r

lim
η→0

∣∣∣∣ ∫ η

0

1√
η − s

f (s, x(s), x′(s))ds
∣∣∣∣

ηr−1

≤ a|M2|
2r

lim
η→0

∫ η

0

1√
η − s

ds

ηr−1

=
a|M2|

r
lim
η→0

η1.5−r = 0,

which shows that the second integral term in the left-hand side of the inequality in condition (C3) vanishes for η

sufficiently close to 0.

Furthermore, M =
2‖ψ‖1

(μη − 1)
√

π
< L and

N =
2√
π

+
L

μη

(
2(1− ξ)1.5 − 2μ(η − ξ)1.5 + μη1.5 − 1

)
> L,

where ξ =
ημ2 − 1
μ2 − 1

∈ (0, 1). Next, to check the conditions (C4) and (C5), choose k2 > l2 > l1 > k1 > 0, such

that l1 = M ·M1 and l2 = N ·M2. Then, one can derive the followings:

f (t, u, v) ≥ max
{

k1

L
,

l1
M

}
=

l1
M

, for (t, u, v) ∈ I × [0, k1]× [−l1, l1];

f (t, u, v) ≤ min
{

k2

L
,

l2
N

}
=

l2
N

, for (t, u, v) ∈ I × [0, k2]× [−l2, l2].

That is to say, all the assumptions of Theorem 3 are fulfilled, then problem (14) has at least one positive solution
x, such that

k1 ≤ max
t∈I

x(t) ≤ k2 or M ·M1 ≤ max
t∈I
|x′(t)| ≤ N ·M2.
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Abstract: In this paper, we establish sufficient conditions for the existence of solutions for a nonlinear
Langevin equation based on Liouville-Caputo-type generalized fractional differential operators
of different orders, supplemented with nonlocal boundary conditions involving a generalized
integral operator. The modern techniques of functional analysis are employed to obtain the desired
results. The paper concludes with illustrative examples.

Keywords: Langevin equation; generalized fractional integral; generalized Liouville–Caputo
derivative; nonlocal boundary conditions; existence; fixed point

1. Introduction

The topic of fractional calculus has emerged as an interesting area of investigation in view of its
widespread applications in social sciences, engineering and technical sciences. Mathematical models
based on fractional order differential and integral operators are considered to be more realistic and
practical than their integer-order counterparts as such models can reveal the history of the ongoing
phenomena in systems and processes. This branch of mathematical analysis is now very developed
and covers a wide range of interesting results, for instance [1–7].

The Langevin equation is an effective tool of mathematical physics, which can describe processes
like anomalous diffusion in a descent manner. Examples of such processes include price index
fluctuations [8], harmonic oscillators [9], etc. A generic Langevin equation for noise sources with
correlations also plays a central role in the theory of critical dynamics [10]. The nature of the quantum
noise can be understood better by means of a generalized Langevin equation [11]. The role of the
Langevin equation in fractional systems, such as fractional reaction-diffusion systems [12,13], is very
rich and beautiful. The fractional analogue (also known as the stochastic differential equation) of the
usual Langevin equation is suggested for systems in which the separation between microscopic and
macroscopic time scales is not observed; for example, see [8]. In [14], the author investigated moments,
variances, position and velocity correlation for a Riemann-Liouville-type fractional Langevin equation
in time and compared the results obtained with the ones derived for the same generalized Langevin

Mathematics 2019, 7, 533; doi:10.3390/math7060533 www.mdpi.com/journal/mathematics155
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equation involving the Liouville-Caputo fractional derivative. Some recent results on the Langevin
equation with different boundary conditions can be found in the papers [15–20] and the references
cited therein.

Motivated by the aforementioned work on the Langevin equation and its variants, in this paper,
we introduce and study a new form of Langevin equation involving generalized Liouville-Caputo
derivatives of different orders and solve it with nonlocal generalized fractional integral boundary
conditions. In precise terms, we investigate the problem:⎧⎨⎩

ρ
c Dα

a+(
ρ
c Dβ

a+ + λ)x(t) = f (t, x(t)), t ∈ J := [a, T], λ ∈ R,

x(a) = 0, x(η) = 0, x(T) = μ ρ Iγ
a+x(ξ), a < η < ξ < T,

(1)

where ρ
c Dα

a+, ρ
c Dβ

a+ denote the Liouville–Caputo-type generalized fractional differential operators of
order 1 < α ≤ 2, 0 < β < 1, ρ > 0, respectively, ρ Iγ

a+ is the generalized fractional integral operator of
order γ > 0 and ρ > 0, and f : [a, T]×R→ R is a given continuous function.

Here, we emphasize that the present work may have useful applications in fractional quantum
mechanics and fractional statistical mechanics, in relation to further generalization of the Feynman
and Weiner path integrals [21].

We compose the rest of the article as follows. Section 2 contains the basic concepts of generalized
fractional calculus and an auxiliary lemma dealing with the linear variant of the given problem.
In Section 3, we present the main results and illustrative examples.

2. Preliminaries

Definition 1 ([22]). The generalized left-sided fractional integral of order β > 0 and ρ > 0 of g ∈ Xp
c (a, b) for

−∞ < a < t < b < ∞, is defined by:

(ρ Iβ
a+g)(t) =

ρ1−β

Γ(β)

∫ t

a

sρ−1

(tρ − sρ)1−β
g(s)ds, (2)

where Xp
c (a, b) denotes the space of all complex-valued Lebesgue measurable functions φ on (a, b) equipped with

the norm:

‖φ‖Xp
c
=
( ∫ b

a
|xcφ(x)|p dx

x

)1/p
< ∞, c ∈ R, 1 ≤ p ≤ ∞.

Similarly, the right-sided fractional integral ρ Iβ
b−g is defined by:

(ρ Iβ
b−g)(t) =

ρ1−α

Γ(β)

∫ b

t

sρ−1

(sρ − tρ)1−β
g(s)ds. (3)

Definition 2 ([23]). For β > 0, n = [β] + 1, ρ > 0 and 0 ≤ a < x < b < ∞, we define the generalized
fractional derivatives in terms of the generalized fractional integrals (2) and (3) as:

(ρDβ
a+g)(t) =

(
t1−ρ d

dt

)n
(ρ In−β

a+ g)(t)

=
ρβ−n+1

Γ(n− β)

(
t1−ρ d

dt

)n ∫ t

a

sρ−1

(tρ − sρ)β−n+1 g(s)ds, (4)

and:

(ρDβ
b−g)(t) =

(
− t1−ρ d

dt

)n
(ρ In−β

b− g)(t)

=
ρβ−n+1

Γ(n− β)

(
− t1−ρ d

dt

)n ∫ b

t

sρ−1

(sρ − tρ)β−n+1 g(s)ds, (5)
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if the integrals in the above expressions exist.

Definition 3 ([24]). For β > 0, n = [β] + 1 and g ∈ ACn
δ [a, b], the Liouville–Caputo-type generalized

fractional derivatives ρ
c Dβ

a+g and ρ
c Dβ

b−g are respectively defined via (4) and (5) as follows:

ρ
c Dβ

a+g(x) = ρDβ
a+

[
g(t)−

n−1

∑
k=0

δkg(a)
k!

( tρ − aρ

ρ

)k]
(x), δ = x1−ρ d

dx
, (6)

ρ
c Dβ

b−g(x) = ρDβ
b−
[

g(t)−
n−1

∑
k=0

(−1)kδkg(b)
k!

( bρ − tρ

ρ

)k]
(x), δ = x1−ρ d

dx
, (7)

where ACn
δ [a, b] denotes the class of all absolutely-continuous functions g possessing δn−1-derivative (δn−1g ∈

AC([a, b],R)), equipped with the norm ‖g‖ACn
δ
= ∑n−1

k=0 ‖δkg‖C.

Remark 1 ([24]). For α ≥ 0 and g ∈ ACn
δ [a, b], the left and right generalized Liouville–Caputo derivatives of

g are respectively defined by the expressions:

ρ
c Dβ

a+g(t) =
1

Γ(n− β)

∫ t

a

( tρ − sρ

ρ

)n−β−1 (δng)(s)ds
s1−ρ

, (8)

ρ
c Dβ

b−g(t) =
1

Γ(n− β)

∫ b

t

( sρ − tρ

ρ

)n−α−1 (−1)n(δng)(s)ds
s1−ρ

. (9)

Lemma 1 ([24]). Let g ∈ ACn
δ [a, b] or Cn

δ [a, b] and β ∈ R. Then:

ρ Iβ
a+

ρ
c Dβ

a+g(x) = g(x)−
n−1

∑
k=0

(δkg)(a)
k!

( xρ − aρ

ρ

)k
,

ρ Iβ
b−

ρ
c Dβ

b−g(x) = g(x)−
n−1

∑
k=0

(−1)k(δkg)(a)
k!

( bρ − xρ

ρ

)k
.

In particular, for 0 < β ≤ 1, we have:

ρ Iβ
a+

ρ
c Dβ

a+g(x) = g(x)− g(a), ρ Iβ
b−

ρ
c Dβ

b−g(x) = g(x)− g(b).

Definition 4. A function x ∈ C([a, T],R) is called a solution of (1) if x satisfies the equation ρ
c Dα

a+(
ρ
c Dβ

a+ +

λ)x(t) = f (t, x(t)) on [a, T], and the conditions x(a) = 0, x(η) = 0, x(T) = μρ Iγ
a+x(ξ).

In the next lemma, we solve the linear variant of Problem (1).

Lemma 2. Let h ∈ C([a, T],R), x ∈ AC3
δ(J) and:

Ω =
[ (Tρ − aρ)β(Tρ − ηρ)

ρβ+1Γ(β + 2)
− μ(ξρ − aρ)β+γ[(β + 1)(ξρ − ηρ)− γ(ηρ − aρ)]

ρβ+γ+1Γ(β + γ + 2)(β + 1)

]
�= 0. (10)

Then, the unique solution of linear problem:⎧⎨⎩
ρ
c Dα

a+(
ρ
c Dβ

a+ + λ)x(t) = h(t), t ∈ J := [a, T],

x(a) = 0, x(η) = 0, x(T) = μρ Iγ
a+x(ξ), a < η < ξ < T,

(11)
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is given by:

x(t) = ρ Iα+β
a+ h(t)− λρ Iβ

a+x(t) +
(tρ − aρ)β(ηρ − tρ)

ρβ+1Γ(β + 2)Ω

{
ρ Iα+β

a+ h(T)− λρ Iβ
a+x(T)

−μρ Iα+β+γ
a+ h(ξ) + μλρ Iβ+γ

a+ x(ξ)
}
− (tρ − aρ)β

Ω(ηρ − aρ)β

( (Tρ − aρ)β(Tρ − tρ)

ρβ+1Γ(β + 2)

−μ(ξρ − aρ)β+γ[(β + 1)(ξρ − tρ)− γ(tρ − aρ)]

ρβ+γ+1Γ(β + γ + 2)(β + 1)

){
ρ Iα+β

a+ h(η)− λρ Iβ
a+x(η)

}
. (12)

Proof. Applying ρ Iα
a+ on the fractional differential equation in (11) and using Lemma 1 yield:

(
ρ
c Dβ

a+ + λ)x(t) = ρ Iα
a+h(t) + c1 + c2

(tρ − aρ)

ρ
, (13)

for some c1, c2 ∈ R.
Applying ρ Iβ

a+ to both sides of Equation (13), the general solution of the Langevin equation in (11)
is found to be:

x(t) = ρ Iα+β
a+ h(t)− λρ Iβ

a+x(t) + c1
(tρ − aρ)β

ρβΓ(β + 1)
+ c2

(tρ − aρ)β+1

ρβ+1Γ(β + 2)
+ c3, (14)

where c3 ∈ R.
Using the condition x(a) = 0 in (14), we find that c3 = 0. Inserting the value of c3 in (14) and then

applying the operator ρ Iγ
a+ on the resulting equation, we get:

ρ Iγ
a x(t) = ρ Iα+β+γ

a+ h(t)− λρ Iβ+γ
a+ x(t) + c1

(tρ − aρ)β+γ

ρβ+γΓ(β + γ + 1)
+ c2

(tρ − aρ)β+γ+1

ρβ+γ+1Γ(β + γ + 2)
. (15)

Using the boundary conditions x(η) = 0 and x(T) = μρ Iγ
a+x(ξ) together with (14) and (15) leads

to a system of algebraic equations in c1 and c2, which, upon solving, yields:

c1 =
ρβΓ(β + 1)

Ω(ηρ − aρ)β

{ (ηρ − aρ)β+1

ρβ+1Γ(β + 2)

(
ρ Iα+β

a+ h(T)− λρ Iβ
a+x(T)− μρ Iα+β+γh(ξ) + μλρ Iβ+γx(ξ)

)
−
( (Tρ − aρ)β+1

ρβ+1Γ(β + 2)
− μ(ξρ − aρ)β+γ+1

ρβ+γ+1Γ(β + γ + 2)

)(
ρ Iα+β

a+ h(η)− λρ Iβ
a+x(η)

)}
,

c2 = − ρβΓ(β + 1)
Ω(ηρ − aρ)β

{ (ηρ − aρ)β

ρβΓ(β + 1)

(
ρ Iα+β

a+ h(T)− λρ Iβ
a+x(T)− μρ Iα+β+γh(ξ) + μλρ Iβ+γx(ξ)

)
−
( (Tρ − aρ)β

ρβΓ(β + 1)
− μ(ξρ − aρ)β+γ

ρβ+γΓ(β + γ + 1)

)(
ρ Iα+β

a+ h(η)− λρ Iβ
a+x(η)

)}
.

Inserting the values of c1, c2 and c3 in (13) yields the solution (12). The converse of the Lemma 2,
can be obtained by direct computation. This finishes the proof.

3. Existence and Uniqueness Results

In view of Lemma 2, we introduce an operator F : C → C by:

F (x)(t) = ρ Iα+β
a+ f (t, x(t))− λρ Iβ

a+x(t) +
(tρ − aρ)β(ηρ − tρ)

ρβ+1Γ(β + 2)Ω

{
ρ Iα+β

a+ f (T, x(T))− λρ Iβ
a+x(T)

− μρ Iα+β+γ
a+ f (ξ, x(ξ)) + μλρ Iβ+γ

a+ x(ξ)
}
− (tρ − aρ)β

Ω(ηρ − aρ)β

[ (Tρ − aρ)β(Tρ − tρ)

ρβ+1Γ(β + 2)

− μ(ξρ − aρ)β+γ[(β + 1)(ξρ − tρ)− γ(tρ − aρ)]

ρβ+γ+1Γ(β + γ + 2)(β + 1)

]{
ρ Iα+β

a+ f (η, x(η))− λρ Iβ
a+x(η)

}
. (16)

158



Mathematics 2019, 7, 533

Here, C denotes the Banach space of all continuous functions from [a, T] to R equipped with the
norm ‖x‖ = supt∈[a,T] |x(t)|.

For the sake of computational convenience, we set:

Λ1 =
(Tρ − aρ)α+β

ρα+βΓ(α + β + 1)

[
1 +

ζ1

ρβ+1Γ(β + 2)|Ω|
]
+

|μ|(ξρ − aρ)α+β+γζ1

ρα+2β+γ+1Γ(α + β + γ + 1)Γ(β + 2)|Ω|

+
(ηρ − aρ)αζ2

ρα+βΓ(α + β + 1)|Ω| , (17)

Λ2 =
|λ|(Tρ − aρ)β

ρβΓ(β + 1)

[
1 +

ζ1

ρβ+1Γ(β + 2)|Ω|
]
+

|μ||λ|(ξρ − aρ)β+γζ1

ρ2β+γ+1Γ(β + γ + 1)Γ(β + 2)|Ω|

+
|λ|ζ2

ρβΓ(β + 1)|Ω| , (18)

where:
ζ1 := max

t∈[a,T]

∣∣∣(tρ − aρ)β(ηρ − tρ)
∣∣∣, (19)

ζ2 := max
t∈[a,T]

∣∣∣(tρ − aρ)β
[ (Tρ − aρ)β(Tρ − tρ)

ρβ+1Γ(β + 2)
− μ(ξρ − aρ)β+γ[(β + 1)(ξρ − tρ)− γ(tρ − aρ)]

ρβ+γ+1Γ(β + γ + 2)(β + 1)

]∣∣∣. (20)

Now, we are in a position to present our main results. Our first existence result for the problem (1)
is based on Krasnoselskii’s fixed point theorem [25], which is stated below.

Lemma 3. (Krasnoselskii’s fixed point theorem) Let S be a closed convex and non-empty subset of a Banach
space E. Let G1,G2 be the operators from S to E such that (a) G1x + G2y ∈ S whenever u, v ∈ S ; (b) G1 is
compact and continuous; and (c) G2 is a contraction mapping. Then, there exists a fixed point ω ∈ S such that
ω = G1ω + G2ω.

Theorem 1. Let f : J ×R→ R be a continuous function such that the following condition holds:

(A1) There exists a continuous function φ ∈ C([a, T],R+) such that:

| f (t, u)| ≤ φ(t), ∀(t, u) ∈ J ×R.

Then, the problem (1) has at least one solution on J, provided that:

Λ2 < 1. (21)

Proof. Introduce a closed ball Br = {x ∈ C : ‖x‖ ≤ r}, with r > ‖φ‖Λ1
1−Λ2

, ‖φ‖ = supt∈[a,T] |φ(t)|, where
Λ2 is given by (18). Then, we define operators F1 and F2 from Br to C by:

F1(x)(t) = ρ Iα+β
a+ f (t, x(t)) +

(tρ − aρ)β(ηρ − tρ)

ρβ+1Γ(β + 2)Ω

{
ρ Iα+β

a+ f (T, x(T))− μρ Iα+β+γ
a+ f (ξ, x(ξ))

}
− (tρ − aρ)β

Ω(ηρ − aρ)β

[ (Tρ − aρ)β(Tρ − tρ)

ρβ+1Γ(β + 2)
− μ(ξρ − aρ)β+γ[(β + 1)(ξρ − tρ)− γ(tρ − aρ)]

ρβ+γ+1Γ(β + γ + 2)(β + 1)

]
×ρ Iα+β

a+ f (η, x(η)),

F2(x)(t) = −λρ Iβ
a+x(t)− (tρ − aρ)β(ηρ − tρ)

ρβ+1Γ(β + 2)Ω

{
λρ Iβ

a+x(T)− μλρ Iβ+γ
a+ x(ξ)

}
+

λ(tρ − aρ)β

Ω(ηρ − aρ)β
×

×
[ (Tρ − aρ)β(Tρ − tρ)

ρβ+1Γ(β + 2)
− μ(ξρ − aρ)β+γ[(β + 1)(ξρ − tρ)− γ(tρ − aρ)]

ρβ+γ+1Γ(β + γ + 2)(β + 1)

]
ρ Iβ

a+x(η).
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Note that F = F1 +F2 on Br. For x, y ∈ Br, we find that:

‖F1x +F2y‖
≤ sup

t∈J

{
ρ Iα+β

a+ | f (t, x(t))|+ |λ|ρ Iβ
a+|y(t)|

+
(tρ − aρ)β|(ηρ − tρ)|

ρβ+1Γ(β + 2)|Ω|
{

ρ Iα+β
a+ | f (T, x(T))|+ |λ|ρ Iβ

a+|y(T)|

+|μ|ρ Iα+β+γ
a+ | f (ξ, x(ξ))|+ |μ||λ|ρ Iβ+γ

a+ |x(ξ)|
}
+

(tρ − aρ)β

|Ω|(ηρ − aρ)β

∣∣∣ (Tρ − aρ)β(Tρ − tρ)

ρβ+1Γ(β + 2)

−μ(ξρ − aρ)β+γ[(β + 1)(ξρ − tρ)− γ(tρ − aρ)]

ρβ+γ+1Γ(β + γ + 2)(β + 1)

∣∣∣{ρ Iα+β
a+ | f (η, x(η))|+ |λ|ρ Iβ

a+|y(η)|
}

≤ ‖φ‖
{

(Tρ − aρ)α+β

ρα+βΓ(α + β + 1)

[
1 +

ζ1

ρβ+1Γ(β + 2)|Ω|
]
+

|μ|(ξρ − aρ)α+β+γζ1

ρα+2β+γ+1Γ(α + β + γ + 1)Γ(β + 2)|Ω|

+
(ηρ − aρ)αζ2

ρα+βΓ(α + β + 1)|Ω|

}
+ ‖x‖

{ |λ|(Tρ − aρ)β

ρβΓ(β + 1)

[
1 +

ζ1

ρβ+1Γ(β + 2)|Ω|
]

+
|μ||λ|(ξρ − aρ)β+γζ1

ρ2β+γ+1Γ(β + γ + 1)Γ(β + 2)|Ω| +
|λ|ζ2

ρβΓ(β + 1)|Ω|

}
≤ ‖φ‖Λ1 + rΛ2 < r.

Thus, F1x +F2y ∈ Br.
Next, it will be shown that F2 is a contraction. For that, let x, y ∈ C. Then:

‖F2x−F2y‖

≤ sup
t∈J

{
|λ|ρ Iβ

a+|x(t)− y(t)|+ |(t
ρ − aρ)β(ηρ − tρ)|

ρβ+1Γ(β + 2)|Ω| ×

×
{
|λ|ρ Iβ

a+|x(T)− y(T)|+ |μ||λ|ρ Iβ+γ
a+ |x(ξ)− y(ξ)|

}
+
|λ||(tρ − aρ)β|
|Ω|(ηρ − aρ)β

∣∣∣ (Tρ − aρ)β(Tρ − tρ)

ρβ+1Γ(β + 2)
− μ(ξρ − aρ)β+γ[(β + 1)(ξρ − tρ)− γ(tρ − aρ)]

ρβ+γ+1Γ(β + γ + 2)(β + 1)

∣∣∣×
×ρ Iβ

a+|x(η)− y(η)|
}

≤
{ |λ|(Tρ − aρ)β

ρβΓ(β + 1)

[
1 +

ζ1

ρβ+1Γ(β + 2)|Ω|
]
+

|μ||λ|(ξρ − aρ)β+γζ1

ρ2β+γ+1Γ(β + γ + 1)Γ(β + 2)|Ω|

+
|λ|ζ2

ρβΓ(β + 1)|Ω|
}
‖x− y‖

= Λ2‖x− y‖,

which, by the condition (21), implies that F2 is a contraction. The continuity of the operator F1 follows
from that of f . Furthermore, F1 is uniformly bounded on Br as:

‖F1x‖ ≤ ‖φ‖Λ1.

Finally, we establish the compactness of the operator F1. Let us set sup(t,x)∈J×Br
| f (t, x)| = f̄ < ∞.

Then, for t1, t2 ∈ J, t1 < t2, we have:

|(F1x)(t2)− (F1x)(t1)|
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=
∣∣∣ ρ1−(α+β)

Γ(α + β)

[ ∫ t1

0
sρ−1[(tρ

2 − sρ)α+β−1 − (tρ
1 − sρ)α+β−1] f (s, x(s))ds

+
∫ t2

t1

sρ−1(tρ
2 − sρ)α+β−1 f (s, x(s))ds

]
+
[ (tρ

2 − aρ)β(ηρ − tρ
2)

ρβ+1Γ(β + 2)Ω
− (tρ

1 − aρ)β(ηρ − tρ
1)

ρβ+1Γ(β + 2)Ω

]{
ρ Iα+β

a+ f (T, x(T))− μρ Iα+β+γ
a+ f (ξ, x(ξ))

}
−
[ (tρ

2 − aρ)β

Ω(ηρ − aρ)β

[ (Tρ − aρ)β(Tρ − tρ
2)

ρβ+1Γ(β + 2)
− μ(ξρ − aρ)β+γ[(β + 1)(ξρ − tρ

2)− γ(tρ − aρ)]

ρβ+γ+1Γ(β + γ + 2)(β + 1)

]
− (tρ

1 − aρ)β

Ω(ηρ − aρ)β

[ (Tρ − aρ)β(Tρ − tρ
1)

ρβ+1Γ(β + 2)
− μ(ξρ − aρ)β+γ[(β + 1)(ξρ − tρ

1)− γ(tρ
1 − aρ)]

ρβ+γ+1Γ(β + γ + 2)(β + 1)

]]
×

×ρ Iα+β
a+ f (η, x(η))

∣∣∣
≤ f̄

ρα+βΓ(α + β + 1)

{
|tρ(α+β)

2 − tρ(α+β)
1 |+ 2(tρ

2 − tρ
1)

α+β
}

+
∣∣∣ (tρ

2 − aρ)β(ηρ − tρ
2)

ρβ+1Γ(β + 2)Ω
− (tρ

1 − aρ)β(ηρ − tρ
1)

ρβ+1Γ(β + 2)Ω

∣∣∣{ρ Iα+β
a+ | f (T, x(T))|+ μρ Iα+β+γ

a+ | f (ξ, x(ξ))|
}

+
∣∣∣ (tρ

2 − aρ)β

Ω(ηρ − aρ)β

[ (Tρ − aρ)β(Tρ − tρ
2)

ρβ+1Γ(β + 2)
− μ(ξρ − aρ)β+γ[(β + 1)(ξρ − tρ

2)− γ(tρ
2 − aρ)]

ρβ+γ+1Γ(β + γ + 2)(β + 1)

]
− (tρ

1 − aρ)β

Ω(ηρ − aρ)β

[ (Tρ − aρ)β(Tρ − tρ
1)

ρβ+1Γ(β + 2)
− μ(ξρ − aρ)β+γ[(β + 1)(ξρ − tρ

1)− γ(tρ
1 − aρ)]

ρβ+γ+1Γ(β + γ + 2)(β + 1)

]∣∣∣×
×ρ Iα+β

a+ | f (η, x(η))|,

which tends to zero as t2 → t1, independently of x ∈ Br. Thus, F1 is equicontinuous. Therefore, F1 is
relatively compact on Br. As a consequence, we deduce by the the Arzelá–Ascoli theorem that F1 is
compact on Br. Thus, the hypothesis of Lemma 3 is satisfied. Therefore, the conclusion of Lemma 3
applies, and hence, there exists at least one solution for the problem (1) on J.

In the next result, the uniqueness of solutions for the problem (1) is shown by means of the Banach
contraction mapping principle.

Theorem 2. Let f : J ×R→ R be a continuous function satisfying the Lipschitz condition:

(A2)

| f (t, u)− f (t, v)| ≤ L|u− v|, L > 0, /, for t ∈ J and every u, v ∈ R.

Then, there exists a unique solution for the problem (1) on [a, T], provided that:

LΛ1 + Λ2 < 1, (22)

where Λ1 and Λ2 are respectively given by (17) and (18).

Proof. In the first step, we show that FBr̄ ⊂ Br̄, where Br̄ = {x ∈ C([a, T],R) : ‖x‖ ≤ r̄}, M =

supt∈[a,T] | f (t, 0)|, r̄ ≥ Λ1 M
1−LΛ1−Λ2

, and the operator F : C → C is given by (16). For x ∈ Br̄, using (A2),
we get:

|F (x)(t)|
≤ ρ Iα+β

a+ [| f (t, x(t))− f (t, 0)|+ | f (t, 0)|] + |λ|ρ Iβ
a+|x(t)|

+
(tρ − aρ)β|(ηρ − tρ)|

ρβ+1Γ(β + 2)|Ω|
{

ρ Iα+β
a+ [| f (T, x(T))− f (T, 0)|+ | f (T, 0)|] + |λ|ρ Iβ

a+|x(T)|

+|μ|ρ Iα+β+γ
a+ [| f (ξ, x(ξ))− f (ξ, 0)|+ | f (ξ, 0)|] + |μ||λ|ρ Iβ+γ

a+ |x(ξ)|
}
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+
(tρ − aρ)β

|Ω|(ηρ − aρ)β

∣∣∣ (Tρ − aρ)β(Tρ − tρ)

ρβ+1Γ(β + 2)
− μ(ξρ − aρ)β+γ[(β + 1)(ξρ − tρ)− γ(tρ − aρ)]

ρβ+γ+1Γ(β + γ + 2)(β + 1)

∣∣∣
×
{

ρ Iα+β
a+ [| f (η, x(η))− f (η, 0)|+ | f (η, 0)|] + |λ|ρ Iβ

a+|x(η)|
}

≤ (Lr̄ + M)
( (Tρ − aρ)α+β

ρα+βΓ(α + β + 1)

[
1 +

ζ1

ρβ+1Γ(β + 2)|Ω|
]
+

|μ|(ξρ − aρ)α+β+γζ1

ρα+2β+γ+1Γ(α + β + γ + 1)Γ(β + 2)|Ω|

+
(ηρ − aρ)αζ2

ρα+βΓ(α + β + 1)|Ω|
)

+r̄
( |λ|(Tρ − aρ)β

ρβΓ(β + 1)

[
1 +

ζ1

ρβ+1Γ(β + 2)|Ω|
]
+

|μ||λ|(ξρ − aρ)β+γζ1

ρ2β+γ+1Γ(β + γ + 1)Γ(β + 2)|Ω| +
|λ|ζ2

ρβΓ(β + 1)|Ω|
)

= (Lr̄ + M)Λ1 + Λ2r̄ ≤ r̄,

which, on taking the norm for t ∈ [a, T], implies that ‖F (x)‖ ≤ r̄. Thus, the operator F maps Br̄

into itself. Now, we proceed to prove that the operator F is a contraction. For x, y ∈ C([a, T],R) and
t ∈ [a, T], we have:

|F (x)(t)−F (y)(t)|
≤ ρ Iα+β

a+ | f (t, x(t))− f (t, y(t))|+ |λ|ρ Iβ
a+|x(t)− y(t)|

+
(tρ − aρ)β|(ηρ − tρ)|

ρβ+1Γ(β + 2)|Ω|
{

ρ Iα+β
a+ | f (T, x(T))− f (T, y(T))|+ |λ|ρ Iβ

a+|x(T)− y(T)|

+|μ|ρ Iα+β+γ
a+ | f (ξ, x(ξ))− f (ξ, y(ξ))|+ |μ||λ|ρ Iβ+γ

a+ |x(ξ)− y(ξ)|
}

+
(tρ − aρ)β

|Ω|(ηρ − aρ)β

∣∣∣ (Tρ − aρ)β(Tρ − tρ)

ρβ+1Γ(β + 2)
− μ(ξρ − aρ)β+γ[(β + 1)(ξρ − tρ)− γ(tρ − aρ)]

ρβ+γ+1Γ(β + γ + 2)(β + 1)

∣∣∣×
×
{

ρ Iα+β
a+ | f (η, x(η))− f (η, y(η))|+ |λ|ρ Iβ

a+|x(η)− y(η)|
}

≤ L‖x− y‖
( (Tρ − aρ)α+β

ρα+βΓ(α + β + 1)

[
1 +

ζ1

ρβ+1Γ(β + 2)|Ω|
]

+
|μ|(ξρ − aρ)α+β+γζ1

ρα+2β+γ+1Γ(α + β + γ + 1)Γ(β + 2)|Ω|

+
(ηρ − aρ)αζ2

ρα+βΓ(α + β + 1)|Ω|
)
+ ‖x− y‖

( |λ|(Tρ − aρ)β

ρβΓ(β + 1)

[
1 +

ζ1

ρβ+1Γ(β + 2)|Ω|
]

+
|μ||λ|(ξρ − aρ)β+γζ1

ρ2β+γ+1Γ(β + γ + 1)Γ(β + 2)|Ω| +
|λ|ζ2

ρβΓ(β + 1)|Ω|
)

= (LΛ1 + Λ2)‖x− y‖.

Taking the norm of the above inequality for t ∈ [a, T], we get:

‖F (x)−F (y)‖ ≤ (LΛ1 + Λ2)‖x− y‖,

which implies that the operator F is a contraction on account of the condition (22). Thus, we deduce
by the Banach contraction mapping principle that the operator F has a unique fixed point. Hence,
there exists a unique solution for the problem (1). The proof is complete.

Example 1. Let us consider the following boundary value problem:⎧⎪⎨⎪⎩
1/3

c D5/4
(

1/3
c D1/4 + 1/5

)
x(t) =

1√
400 + t

( |x(t)|+ 2
|x(t)|+ 1

+ e−t
)

, t ∈ J := [1, 2],

x(1) = 0, x(3/2) = 0, x(2) = 2/7 1/3 I3/4x(7/4).
(23)
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Here, ρ = 1/3, α = 5/4, β = 1/4, γ = 3/4, λ = 1/5, μ = 2/7, a = 1, η = 3/2, ξ = 7/4, T = 2

and f (t, x) = 1√
400+t

(
|x|+2
|x|+1 + e−t

)
. Using the given data, we find that |Ω| ≈ 0.293634, Λ1 ≈

1.336009, Λ2 ≈ 0.673563, ζ1 ≈ 0.082260, ζ2 ≈ 0.232036, where Ω, Λ1, Λ2, ζ1, and ζ2 are given by (10),
(17), (18), (19) and (20) respectively.

For illustrating Theorem 1, we show that all the conditions of Theorem 1 are satisfied. Clearly,
f (t, x) is continuous and satisfies the condition (A1) with φ(t) = 2+e−t√

400+t
. Furthermore, Λ2 ≈

0.673563 < 1. Thus, all the conditions of Theorem 1 are satisfied, and consequently, the problem (23)
has at least one solution on [1, 2].

Furthermore, Theorem 2 is applicable to the problem (23) with L = 1/20 as LΛ1 + Λ2 ≈
0.740363 < 1. Thus, all the assumptions of Theorem 2 are satisfied. Therefore, the conclusion of
Theorem 2 applies to the problem (23) on [1, 2].

4. Conclusions

We have introduced a new type of nonlinear Langevin equation in terms of Liouville-Caputo-type
generalized fractional differential operators of different orders and solved it with nonlocal generalized
integral boundary conditions. The existence result was obtained by applying the Krasnoselskii fixed
point theorem without requiring the nonlinear function to be of the Lipschitz type, while the uniqueness
of solutions for the given problem was based on a celebrated fixed point theorem due to Banach. Here,
we remark that many known existence results, obtained by means of the Krasnoselskii fixed point
theorem, demand the associated nonlinear function to satisfy the Lipschitz condition. Moreover, by
fixing the parameters involved in the given problem, we can obtain some new results as special cases
of the ones presented in this paper. For example, letting ρ = 1, μ = 0, a = 0 and T = 1 in the results of
Section 3, we get the ones derived in [15].
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Abstract: In this paper, we investigate the existence of solutions for a class of anti-periodic fractional
differential inclusions with ψ-Riesz-Caputo fractional derivative. A new definition of ψ-Riesz-Caputo
fractional derivative of order α is proposed. By means of Contractive map theorem and nonlinear
alternative for Kakutani maps, sufficient conditions for the existence of solutions to the fractional
differential inclusions are given. We present two examples to illustrate our main results.
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fixed point theorem; anti-periodic boundary value problems

1. Introduction

Fractional order models, providing excellent description of memory and hereditary processes,
are more adequate than integer order ones. Some recent contributions to fractional differential
equations and inclusions have been carried out, see the monographs [1–8], and the references
cited therein. The study of fractional differential equations or inclusions with anti-periodic
boundary problems, which are applied in different fields, such as physics, chemical engineering,
economics, populations dynamics and so on, have recently received considerable attention, see the
references ([9,10]) and papers cited therein.There are several definitions of fractional differential
derivatives and integrals, such like Caputo type, Rimann-Liouville type, Hadamard type and
Erdelyi-Kober type and so on. In order to develop the fractional calculus, some different and special
form of differential operators are chosen, for example, see [11–15] and the references therein. The α

order ψ-Caputo fractional derivative was first introduced by Almeida in [3]. Some properties, like
semigroup law, Taylor’s Theorem, Fermat’s Thorem, etc., were presented. This newly defined fractional
derivative could model more accurately the process using differential kernels for the fractional
operator. In 2018, Samet and Aydi in [16] considered the following fractional differential equation with
anti-periodic boundary conditions:⎧⎨⎩

cDα,ψu(x) + f (x, u(x)) = 0, a < x < b,

u(a) + u(b) = 0, u′(a) + u′(b) = 0
(1)

where (a, b) ∈ R2, a < b, 1 < α < 2, ψ ∈ C2([a, b]), ψ′(x) > 0, x ∈ [a, b] cDα,ψ is the ψ-Caputo fractional
derivative of order α, and f : [a, b] × R → R is a given function. A Lyapunov-type inequality is
established for problem (1). The authors also give some examples to illustrate the applications of their
main results.

Very recently, Chen et al. in [10] studied the following anti-periodic boundary problem involving
the Riesz-Caputo derivative

Mathematics 2019, 7, 630; doi:10.3390/math7070630 www.mdpi.com/journal/mathematics165
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⎧⎨⎩
RC
0 Dγ

Ty(τ) = g(τ, y(τ)), τ ∈ [0, T], 1 < γ ≤ 2,

y(0) = −y(T), y′(0) = −y′(T),
(2)

where RC
0 Dγ

T is a Riesz-Caputo derivative, which can reflect both the past and the future nonlocal
memory effects and g : [0, T]× R → R is a continuous function with respect to τ and y. Some existence
results of solutions are given based on the Lipschitz condition, the growth condition and the
comparison condition. Most of the present work are concerned with fractional differential equations
or inclusions involving Riemann-Liouville or Caputo fractional derivative, merely reflecting the past
or future memory effect. Riesz derivative is a two-sided fractional operator, whose advantage is that
it could reflect both the past and the future memory effects. We take anomalous diffusion problem
for example. The fractional differential equation with the Riesz derivative is adopted to describe
the anomalous diffusion problem, in which the Riesz derivative stands for the nonlocality and the
dependence on path of the diffusion concentration. Some applications of Riesz derivative about
anomalous diffusion, we refer the reader to [17,18]. Another typical example is stocks. According to
the price trend of the past and future time, investors would buy or sell a stock at an agreed-on price
within a period of time. This process depends on both past state and its development in the future,
which is the characteristic of Riesz derivative. There are some other applications of this derivative, and
we refer the reader to [10,19,20]. In 2009, Ahamad and Otero-Espinar [1] investigated the following
fractional inclusions with anti-periodic boundary conditions⎧⎨⎩

cDqx(t) ∈ F(t, x(t)), t ∈ [0, T], 1 < q ≤ 2,

x(0) = −x(T), x′(0) = −x′(T),
(3)

where cDqx(t) is the standard Caputo derivative of order q, F : [0, T]× R → P(R) is a multivalued
map, P(R) is the family of all subsets of R. Some sufficient conditions for the existence of solutions are
given by means of Bohnenblust-Karlin fixed point theorem.

Inspired by the above-mentioned works, in this paper, we are concerned with the following
anti-periodic fractional inclusions with ψ-Riesz-Caputo derivative:⎧⎨⎩

RC
a Dα,ψ

b u(x) ∈ F(x, u(x)), a < x < b,

u(a) + u(b) = 0, u′(a) + u′(b) = 0,
(4)

where (a, b) ∈ R2, a < b, 1 < α < 2, ψ ∈ C2([a, b]), ψ′(x) > 0, x ∈ [a, b]. RC
a Dα,ψ

b is the ψ-Riesz-Caputo
fractional derivative of order α, and F : [a, b]× R → P(R) is a multivalued map. Sufficient conditions
for the existence of solutions are given in view of the fixed point theorems for multi-valued mapping.
The aim of this paper is to develop the calculus of fractional derivatives. We shall combine the two
definitions of Riesz-Caputo derivative and ψ-Caputo fractional derivative. Then we investigate the
existence of solutions of anti-periodic inclusions (4). The rest of this paper is organized as follows.
We first present some basic definitions of fractional calculus, ψ-Caputo derivative, Riesz-Caputo
derivative and multi-valued maps, and then a new definition of ψ-Riesz-Caputo fractional derivative
of order α is given. In Section 3, the main results on the existence of solutions for anti-periodic
boundary value problem (4) are provided. We present two examples in order to illustrate our main
results in last section. Our results generalize some published known results. There is no literature to
research the fractional differential inclusions with ψ-Riesz-Caputo fractional derivative. If we take
F(x, u) = { f (x, u)}, where f : [a, b]× R → R is a given continuous function, then the problem (4)
corresponds to the single-valued problem (1). If we take a = 0, b = T, ψ(x) = x, F(x, u) = {g(x, u)},
where g : [0, T] × R → R is a given continuous function, then the problem (4) corresponds to the
single-valued problem (2).
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2. Preliminaries

In this section, we recall some notation, definitions and preliminaries about fractional
calculus [6,7,21], ψ-Caputo fractional calculus [3–5,22,23], and Riesz or Riesz-Caputo fractional
derivative [17–19].

Definition 1 ([6]). The left Caputo fractional derivative order α (1 < α ≤ 2) of a function f ∈ C2([a, b]) is
given by

C
a Dα

x f (x) = (a I2−α
x f ′′)(x), a < x < b,

that is,
C
a Dα

x f (x) =
1

Γ(2− α)

∫ x

a
(x− t)1−α f ′′(t)dt, a < x < b.

Similarly, the right Caputo fractional integral order α (1 < α ≤ 2) of a function f ∈ C2([a, b]) is given by

C
x Dα

b f (x) =
1

Γ(2− α)

∫ b

x
(t− x)1−α f ′′(t)dt, a < x < b.

Definition 2 ([6]). The fractional left, right and Riemann-Liouville integrals of order β > 0 are defined as

a Iβ
τ g(τ) =

1
Γ(β)

∫ τ

a
(τ − s)β−1g(s)ds,

τ Iβ
b g(τ) =

1
Γ(β)

∫ b

τ
(s− τ)β−1g(s)ds,

a Iβ
b g(τ) =

1
Γ(β)

∫ b

a
|s− τ|β−1g(s)ds.

Let ψ ∈ C2([a, b]) be a given function such that

ψ′(x) > 0, a ≤ x ≤ b.

Definition 3 ([3]). The fractional left, right integral of order α > 0 of a function f ∈ C([a, b]) with respect to
ψ are defined by

(a Iα,ψ
x ) f (x) =

1
Γ(α)

∫ x

a
ψ′(t)(ψ(x)− ψ(t))α−1 f (t)dt, a ≤ x ≤ b, (5)

(x Iα,ψ
b ) f (x) =

1
Γ(α)

∫ b

x
ψ′(t)(ψ(t)− ψ(x))α−1 f (t)dt, a ≤ x ≤ b. (6)

Definition 4 ([3]). The left, right ψ-Caputo fractional derivative of order α (1 < α ≤ 2) of a function
f ∈ C2([a, b]) are defined as

C
a Dα,ψ

x f (x) =
1

Γ(2− α)

∫ x

a
ψ′(t)(ψ(x)− ψ(t))1−α(

1
ψ′(t)

d
dt
)2 f (t)dt, a < x < b, (7)

C
x Dα,ψ

b f (x) =
1

Γ(2− α)

∫ b

x
ψ′(t)(ψ(t)− ψ(x))1−α(

1
ψ′(t)

d
dt
)2 f (t)dt, a < x < b. (8)

Remark 1. Consider ψ(x) = x, ψ(x) = ln x, the Riemann-Liouville and Hadamard fractional operators
are obtained.

Inspired by the above definitions, we shall present a new definition of ψ-Riesz-Caputo fractional
derivative of order α, which is a combination of ψ-Caputo fractional derivative and Riesz-Caputo
fractional derivative.
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Definition 5. Let f ∈ C2([a, b]). For x ∈ [a, b], the ψ-Riesz-Caputo fractional derivative RC
a Dα,ψ

b f (x) of
order α (1 < α ≤ 2) could be defined by

RC
a Dα,ψ

b f (x) =
1
2

(
C
a Dα,ψ

x + C
x Dα,ψ

b

)
f (x). (9)

If we take ψ(x) = x, it follows from (7)–(9) that the classic Riesz-Caputo derivative fractional order α (1 < α ≤
2) of a function f ∈ C2([a, b]) is given by

RC
a Dα

b f (x) =
1
2

(
C
a Dα

x +
C
x Dα

b

)
f (x), (10)

which is defined as in [19]. For convenience, denote

Pcl(X) = {Y ∈ P(X) : Y is closed},

Pb(X) = {Y ∈ P(X) : Y is bounded},

Pcp(X) = {Y ∈ P(X) : Y is compact},

Pcp,c(X) = {Y ∈ P(X) : Y is convex and compact}.

The following are definitions and properties concerning multi-valued maps [24–28] which will be
used in the remainder of this paper.

Definition 6 ([28]). A multivalued map G : X → P(X):

(a) denote the set Gr(G) = {(x, y) ∈ X×Y, y ∈ G(x)} as the graph of G,

t �→ d(y, G(t)) = inf{|y− z| : z ∈ G(t)}

is measurable.
(b) if G : X → Pcl(X) is called γ−Lipschitz if and only if there exists γ > 0 such that

Hd(N(x), N(y)) ≤ γd(x, y), for each x, y ∈ X.

(c) if G : X → Pcl(X) is called contraction if and only if it is γ−Lipschitz with γ < 1.
(d) G is said to be measurable if for every y ∈ R, the function

Definition 7 ([26]). Assume that F : J × R → P(R) is a multivalued map with nonempty compact values.
Denote a multivalued operator F : C(J × R)→ P(L1(J, R) associated with F as

F (x) = {w ∈ L1(J, R) : w(t) ∈ F(t, x(t))}

for a.e. t ∈ J := [a, b] is a closed interval from a to b.

Definition 8 ([26]). Assume that Y is a separable metric space and N : Y → P(L1(J, R)) is a multivalued
operator. If N is lower semi-continuous(l.s.c.) and has nonempty closed and decomposable values, we say N has a
property (BC) .

Definition 9 ([28]). For each u ∈ C(J, R), t ∈ J = [a, b], denote the selection set of F as

SF,y := { f ∈ L1(J, R) : f (t) ∈ F(t, u(t)) a.e. t ∈ J}.

Definition 10 ([28]). Let A, B ∈ Pcl(X.) The Pompeiu-Hausdorff distance of A, B is defined by

Hd(A, B) = max{supa∈A d(a, B), supb∈B d(A, b)},
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where d(A, b) = infa∈A d(a, b), d(a, B) = infb∈B d(a, b).

Property 1 ([24]). Let G be a completely continuous multi-valued map with nonempty compact values, then T
is u.s.c. ⇐⇒ G has a closed graph.

The following lemmas play important roles in the proof of our main results.

Lemma 1 ([28]). (Nonlinear alternative for Kakutani maps ). Assume that E is a Banach space, C is a closed
convex subset of E, and U is an open subset of C with 0 ∈ U. Let F : Ū → Pc,cv(C) be a upper semicontinuous
compact map. Then either

(i) F has a fixed point in Ū, or

(ii) there exist a u ∈ ∂U and λ ∈ (0, 1) satisfying u ∈ λF(u).

Lemma 2 ([29]). Let (X, d) be a complete metric space. If N : X → Pcl(X) is a contraction, then FixN �= ∅.

Lemma 3 ([30]). Let X be a Banach space, and F : J × X → (P)(X) be a L1−Carathédory set-valued map
with SF �= ∅ and let Θ : L1(J, X) → C(J, X) be a linear continuous mapping. Then the set-valued map
Γ ◦ SF : C(J, X)→ P(C(J, X)) defined by

(Θ ◦ SF)(u) : C(J × X)→ Pcp,c(C(J, X)), x �→ (Θ ◦ SF)(u) = Θ(SF,u)

is a closed graph operator in C(J, X)× C(J, X).

Lemma 4 ([20]). Assume that Y is a separable metric space and N : Y → P(L1(J, R)) is a multivalued
operator with the property (BC). Then there exists a continuous single-valued function g : Y → L1(J, R)
satisfying g(x) ∈ N(x) for every x ∈ Y, i.e., N has a continuous selection.

From [6], we have

Lemma 5. If 1 < β ≤ 2 and g ∈ C2[a, b], then

a Iβ
τ

C
a Dβ

τ g(τ) = g(τ)− g(a)− g′(a)(τ − a),

τ Iβ
b

C
τ Dβ

b g(τ) = g(τ)− g(b) + g′(b)(b− τ).

From (10) and Lemma 2.1 in [15], for u ∈ C2[a, b], and 1 < α ≤ 2, we have that

a Iα
b

C
a Dα

b u(τ) =
1
2

(
a Iα

τ
C
a Dα

τ + τ Iα
b

C
τ Dα

b

)
u(τ)

= u(τ)− 1
2
(u(a) + u(b))− 1

2
u′(a)(τ − a) +

1
2

u′(b)(b− τ). (11)

By (11), similar to the proof of Lemma 2.2 in [10], we have the following lemma.

Lemma 6. Assume that h ∈ C[a, b]. A function u ∈ C2[a, b] given by

u(t) = − b− a
2Γ(α− 1)

∫ b

a
(b− s)α−2h(s)ds

+
1

Γ(α)

∫ t

a
(t− s)α−1h(s)ds +

1
Γ(α)

∫ b

t
(s− t)α−1h(s)ds, (12)

is a unique solution of the following anti-periodic boundary value problem⎧⎨⎩ (RC
a Dα

b u)(t) = h(t), t ∈ (a, b), 1 < α ≤ 2,

u(a) + u(b) = 0, u′(a) + u′(b) = 0.
(13)
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As the same argument of Lemma 2.1 in [16], we can easily obtain the following result, which
plays a very important role in proving the main results.

Lemma 7. If f , ψ ∈ C2([a, b]), and ψ′(x) > 0 for each x ∈ [a, b], then

(RC
a Dα,ψ

x f )(ψ−1(y)) = (RC
ψ(a)D

α
ψ(x)( f ◦ ψ−1))(y), ψ(a) < y < ψ(b), (14)

and

(RC
x Dα,ψ

b f )(ψ−1(y)) = (RC
ψ(x)D

α
ψ(b)( f ◦ ψ−1))(y), ψ(a) < y < ψ(b). (15)

Moreover, we have

(RC
a Dα,ψ

b f )(ψ−1(y)) = (RC
ψ(a)D

α
ψ(b)( f ◦ ψ−1))(y), ψ(a) < y < ψ(b). (16)

Lemma 8. If f : [a, b]× R → R, ψ ∈ C2[a, b] with ψ′(x) > 0, and ψ′(a) = ψ′(b), then the problem{
RC
a Dα,ψ

b u(x) = f (x, u(x)), a < x < b,
u(a) + u(b) = 0, u′(a) + u′(b) = 0,

(17)

could be transformed into the following problem{
RC
ψ(a)D

α
ψ(b)v(y) = f (ψ−1(y), v(y)), ψ(a) < y < ψ(b),

v(ψ(a)) + v(ψ(b)) = 0, v′(ψ(a)) + v′(ψ(b)) = 0.
(18)

A nontrivial solution to (18) is given by v(y) = − B− A
2Γ(α− 1)

∫ B

A
(B− s)α−2 f (ψ−1(s), v(s))ds

+
1

Γ(α)

∫ y

A
(y− s)α−1 f (ψ−1(s), v(s))ds +

1
Γ(α)

∫ B

y
(s− y)α−1 f (ψ−1(s), v(s))ds, (19)

where A = ψ(a) and B = ψ(b).

Proof. We introduce the function v : [ψ(a), ψ(b)]→ R, defined by

v(y) = u(ψ−1(y)), ψ(a) ≤ y ≤ ψ(b).

In virtue of (16), one has

RC
ψ(a)D

α
ψ(b)v(ψ

−1(y)) = RC
a Dα,ψ

b u(x), ψ(a) < y < ψ(b). (20)

By a chain rule, we have

v′(y) =
1

ψ′(ψ−1(y))
u′(ψ−1(y)), ψ(a) ≤ y ≤ ψ(b).

Thus, we have

v′(ψ(a)) =
1

ψ′(a)
u′(a), and v′(ψ(b)) =

1
ψ′(b)

u′(b).

From boundary condition (17) and condition ψ′(a) = ψ′(b), we have that

v(ψ(a)) + v(ψ(b)) = 0, v′(ψ(a)) + v′(ψ(b)) = 0. (21)

Therefore, the problem (17) could be transformed into problem (18). By virtue of Lemma 6,
we obtain v ∈ C2[A, B] is a nontrivial solution to (18).

From Lemma 8, we can easily know that

170



Mathematics 2019, 7, 630

u(x) = −ψ(b)− ψ(a)
2Γ(α− 1)

∫ b

a
(ψ(b)− ψ(t))α−2ψ′(t) f (t, u(t))dt

+
1

Γ(α)

∫ x

a
(ψ(x)− ψ(t))α−1ψ′(t) f (t, u(t))dt +

1
Γ(α)

∫ b

x
(ψ(t)− ψ(x))α−1ψ′(t) f (t, u(t))dt (22)

is a unique solution of problem (17).

3. Main Results

We pose the following hypotheses:

(H1) F : [a, b]× R → P(R) is Carathéodory and it has nonempty compact and convex values;
(H2) there exist a continuous nondecreasing function q : [0, ∞) → [0, ∞) and a function

p ∈ C([a, b], R+) satisfying

‖F(t, u)‖ := sup{| f | : f ∈ F(t, u)} ≤ p(t)q(‖u‖), for each (t, x) ∈ [a, b]× R.

(H3) 1 < α < 2, ψ ∈ C2([a, b]), ψ′(x) > 0, x ∈ [a, b].
(H4) ψ′(a) = ψ′(b).
(H5) F : [a, b]× R → Pcp(R) is such that, for every u ∈ R, F(·, u) is measurable.
(H6) There exists m ∈ L1([a, b)], R+) for almost all t ∈ [a, b], such that

dH(F(t, u), F(t, ū)) ≤ m(t)|u− ū|, ∀u, ū ∈ R
with d(0, F(t, 0)) ≤ m(t) for almost all t ∈ [a, b].

(H7) F : [a, b]× R → P(R) is a nonempty compact-valued multivalued map such that

(a) (x, u) �→ F(x, u) is L⊗B is measurable.
(b) u �→ F(x, u) is lower semicontinuous for each x ∈ [a, b],

Now we are in the position to state our main results. The first theorem is dealing with the
Carathéodory case.

Theorem 1. Assume that (H1)–(H4) hold. Moreover, if there exists a constant M > 0, such that

M
[

q(M)

(
ψ(b)− ψ(a)

2Γ(α− 1)

∫ b

a
(ψ(b)− ψ(s))α−2 p(s)ψ′(s)ds

+
2

Γ(α)
(ψ(b)− ψ(a))α−1

∫ b

a
p(s)ψ′(s)ds

)]−1

> 1. (23)

Then (4) has at least one solution on [a, b].

Proof. The operator T : C([a, b], R)→ P(C[A, B], R) is defined as follows:

T(u) = {h ∈ C([a, b], R) : h(t) = −ψ(b)− ψ(a)
2Γ(α− 1)

∫ b

a
(ψ(b)− ψ(s))α−2ψ′(s) f (s)ds

+
1

Γ(α)

∫ t

a
(ψ(t)− ψ(s))α−1ψ′(s) f (s)ds +

1
Γ(α)

∫ b

t
(ψ(s)− ψ(t))α−1ψ′(s) f (s)ds, f ∈ SF,u}.(24)

We divide the proof into 5 parts, which shows that T satisfies all the conditions of Lemma 1.

Part (i). T maps the bounded sets into bounded sets of C([a, b], R). Set Br = {v ∈ C([a, b], R) :
‖v‖ ≤ r, r > 0}, which is a bounded ball in C([a, b], R), then for h ∈ T(u), u ∈ Br, there exists
f ∈ SF,u such that

h(t) = −ψ(b)− ψ(a)
2Γ(α− 1)

∫ b

a
(ψ(b)− ψ(s))α−2ψ′(s) f (s)ds
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+
1

Γ(α)

∫ t

a
(ψ(t)− ψ(s))α−1ψ′(s) f (s)ds +

1
Γ(α)

∫ b

t
(ψ(s)− ψ(t))α−1ψ′(s) f (s)ds. (25)

Then

|h(t)| ≤ ψ(b)− ψ(a)
2Γ(α− 1)

∫ b

a
(ψ(b)− ψ(s))α−2ψ′(s)| f (s)|ds

+
1

Γ(α)

∫ t

a
(ψ(t)− ψ(s))α−1ψ′(s)| f (s)|ds +

1
Γ(α)

∫ b

t
(ψ(s)− ψ(t))α−1ψ′(s)| f (s)|ds.

≤ q(‖u‖)
[

ψ(b)− ψ(a)
2Γ(α− 1)

∫ b

a
(ψ(b)− ψ(s))α−2ψ′(s)p(s)ds

+
1

Γ(α)

∫ t

a
(ψ(t)− ψ(s))α−1ψ′(s)p(s)ds +

1
Γ(α)

∫ b

t
(ψ(s)− ψ(t))α−1ψ′(s)p(s)ds

]

≤ q(r)
(

ψ(b)− ψ(a)
2Γ(α− 1)

∫ b

a
(ψ(b)− ψ(s))α−2ψ′(s)p(s)ds

+
2

Γ(α)
(ψ(b)− ψ(a))α−1

∫ b

a
ψ′(s)p(s)ds

)
. (26)

Part (ii). T maps bounded set into equicontinuous sets. Let u ∈ Br, t1, t2 ∈ [a, b], t1 < t2, where
Br is a bounded set in C([a, b], R), for u ∈ T(u), we have

|h(t2)− h(t1)| ≤
1

Γ(α)

∫ t1

a
[(ψ(t2)− ψ(s))α−1 − (ψ(t1)− ψ(s))α−1]ψ′(s)| f (s)|ds

+
1

Γ(α)

∫ t2

t1

[(ψ(t2)− ψ(s))α−1 − (ψ(t1)− ψ(s))α−1]ψ′(s)| f (s)|ds

+
1

Γ(α)

∫ b

t2

[(ψ(t2)− ψ(s))α−1 − (ψ(t1)− ψ(s))α−1]ψ′(s)| f (s)|ds

≤ q(r)
Γ(α)

∫ t1

a
[(ψ(t2)− ψ(s))α−1 − (ψ(t1)− ψ(s))α−1]ψ′(s)p(s)ds

+
q(r)
Γ(α)

∫ t2

t1

[(ψ(t2)− ψ(s))α−1 − (ψ(t1)− ψ(s))α−1]ψ′(s)p(s)ds

+
q(r)
Γ(α)

∫ b

t2

[(ψ(t2)− ψ(s))α−1 − (ψ(t1)− ψ(s))α−1]ψ′(s)p(s)ds, (27)

independent of u ∈ Br as t1 → t2, the right side hand of above inequality tends to 0. According to the
Ascoli-Arzelá Theorem, T is completely continuous.

Part (iii). T has a closed graph. Set un → u∗, hn ∈ T(un) and hn → h∗. Then, we shall show that
h∗ ∈ T(u∗). For hn ∈ T(un), there exist fn ∈ SF,un such that

hn(t) = −
ψ(b)− ψ(a)

2Γ(α− 1)

∫ b

a
(ψ(b)− ψ(s))α−2ψ′(s) fn(s)ds (28)

+
1

Γ(α)

∫ t

a
(ψ(t)− ψ(s))α−1ψ′(s) fn(s)ds +

1
Γ(α)

∫ b

t
(ψ(s)− ψ(t))α−1ψ′(s) fn(s)ds.

Hence, it suffices to show that there exists f∗ ∈ SF,u∗ , such that for each t ∈ [a, b],

h∗(t) = −
ψ(b)− ψ(a)

2Γ(α− 1)

∫ b

a
(ψ(b)− ψ(s))α−2ψ′(s) f∗(s)ds
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+
1

Γ(α)

∫ t

a
(ψ(t)− ψ(s))α−1ψ′(s) f∗(s)ds +

1
Γ(α)

∫ b

t
(ψ(s)− ψ(t))α−1ψ′(s) f∗(s)ds. (29)

Define the continuous linear the operator Φ : L1([a, b], R)→ C([a, b], R):

f �→ Φ( f )(t) = −ψ(b)− ψ(a)
2Γ(α− 1)

∫ b

a
(ψ(b)− ψ(s))α−2ψ′(s) f (s)ds

+
1

Γ(α)

∫ t

a
(ψ(t)− ψ(s))α−1ψ′(s) f (s)ds +

1
Γ(α)

∫ b

t
(ψ(s)− ψ(t))α−1ψ′(s) f (s)ds. (30)

We have ‖hn − h‖ → 0, as n → ∞. Thus, in light of Lemma 3, Φ ◦ SF is a closed graph operator.
Furthermore, we have hn(t) ∈ Φ(SF,un). By un → u∗, we obtain

h∗(t) = −
ψ(b)− ψ(a)

2Γ(α− 1)

∫ b

a
(ψ(b)− ψ(s))α−2ψ′(s) f∗(s)ds

+
1

Γ(α)

∫ t

a
(ψ(t)− ψ(s))α−1ψ′(s) f∗(s)ds +

1
Γ(α)

∫ b

t
(ψ(s)− ψ(t))α−1ψ′(s) f∗(s)ds, (31)

for some f∗ ∈ SF,u∗ .
Part (iv). T is convex for each x ∈ C([a, b], R). Since SF,u is convex, it is obviously true.

Part (v). We show that there exists a open set U ⊂ C([a, b], R), with u /∈ T(u) for any η ∈ (0, 1)
and all u ∈ ∂U. Let η ∈ (0, 1), u ∈ ηT(u). Then for t ∈ [a, b], there exists f ∈ SF,u such that

h(t) = −ψ(b)− ψ(a)
2Γ(α− 1)

∫ b

a
(ψ(b)− ψ(s))α−2ψ′(s) f (s)ds

+
1

Γ(α)

∫ t

a
(ψ(t)− ψ(s))α−1ψ′(s) f (s)ds +

1
Γ(α)

∫ b

t
(ψ(s)− ψ(t))α−1ψ′(s) f (s)ds. (32)

A similar discussion as in part (i), we have

‖h‖ ≤ q(‖u‖)
(

ψ(b)− ψ(a)
2Γ(α− 1)

∫ b

a
(ψ(b)− ψ(s))α−2ψ′(s)p(s)ds

+
2

Γ(α)
(ψ(b)− ψ(a))α−1

∫ b

a
ψ′(s)p(s)ds

)
. (33)

Consequently, we have

‖u‖
q(‖u‖)

(
ψ(b)−ψ(a)

2Γ(α−1)

∫ b
a (ψ(b)− ψ(s))α−2ψ′(s)p(s)ds + 2

Γ(α) (ψ(b)− ψ(a))α−1
∫ b

a ψ′(s)p(s)ds
) ≤ 1. (34)

By (23), there exists M such that ‖u‖ �= M. Let

U = {x ∈ C([a, b], R) : ‖u‖ < M}.

It is clear that the operator T : Ū → P(C([a, b], R)) is upper semicontinuous and completely
continuous. If we choose U properly, for some η ∈ (0, 1), there is no u ∈ ∂U such that u ∈ ηT(u). Thus,
by means of Lemma 1, we can get the conclusion that thereexists a fixed point u ∈ Ū, that is, it is a
solution of problem (4). We complete the proof.

We shall give the second theorem which is concerned with the Lipschitz case.

Theorem 2. Suppose that the conditions (H3)–(H6) are satisfied. Moreover, if

γ :=
ψ(b)− ψ(a)

2Γ(α− 1)

∫ b

a
(ψ(b)− ψ(s))α−2ψ′(s)m(s)ds +

2
Γ(α)

(ψ(b)− ψ(a))α−1
∫ b

a
ψ′(s)m(s)ds < 1 (35)
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then problem (4) has at least a solution on [a, b].

Proof. By (22), we define the operator T : C([a, b], R)→ P(C[a, b], R) as follows:

T(u) = {h ∈ C([a, b], R) : h(t) = −ψ(b)− ψ(a)
2Γ(α− 1)

∫ b

a
(ψ(b)− ψ(s))α−2ψ′(s)g(s)ds

+
1

Γ(α)

∫ t

a
(ψ(t)− ψ(s))α−1ψ′(s)g(s)ds

+
1

Γ(α)

∫ b

t
(ψ(s)− ψ(t))α−1ψ′(s)g(s)ds, g ∈ SF,u}. (36)

Obviously, the fixed point of T is the solution of (4). Our aim is to prove that the operator T
satisfies all the conditions in Lemma 2. The proof will be given in two claims.

Claim 1. For each h ∈ C([a, b],R) the operator T is closed. Let {hn}n≥0 ∈ T(u) be such that
hn → h(n → ∞) in C([a, b], R). Then h ∈ C([a, b],R), and there exists vn ∈ SF,u such that for each
t ∈ [a, b],

hn(t) = −
ψ(b)− ψ(a)

2Γ(α− 1)

∫ b

a
(ψ(b)− ψ(s))α−2ψ′(s)vn(s)ds

+
1

Γ(α)

∫ t

a
(ψ(t)− ψ(s))α−1ψ′(s)vn(s)ds +

1
Γ(α)

∫ b

t
(ψ(s)− ψ(t))α−1ψ′(s)vn(s)ds. (37)

For F has compact values, we get a subsequence vn which converges to v ∈ L1([a, b], R). Thus,
v ∈ SF,u, and for each t ∈ [a, b], one has

hn(t)→ h(t) = −ψ(b)− ψ(a)
2Γ(α− 1)

∫ b

a
(ψ(b)− ψ(s))α−2ψ′(s)v(s)ds

+
1

Γ(α)

∫ t

a
(ψ(t)− ψ(s))α−1ψ′(s)v(s)ds +

1
Γ(α)

∫ b

t
(ψ(s)− ψ(t))α−1ψ′(s)v(s)ds. (38)

Therefore, h ∈ T(u).
Claim 2. We shall show that there exists γ < 1 such that

Hd(F(t, u), F(t, ū)) ≤ γ‖u− ū‖.

Let u, ū ∈ C([a, b], R) and h1 ∈ T(u). There exists v1(t) ∈ F(t, u(t)) such that for each t ∈ [a, b],

h1(t) = −
ψ(b)− ψ(a)

2Γ(α− 1)

∫ b

a
(ψ(b)− ψ(s))α−2ψ′(s)v1(s)ds

+
1

Γ(α)

∫ t

a
(ψ(t)− ψ(s))α−1ψ′(s)v1(s)ds +

1
Γ(α)

∫ b

t
(ψ(s)− ψ(t))α−1ψ′(s)v1(s)ds. (39)

By (H6), there exists w ∈ F(t, ū(t)) such that

|v1(t)− w(t)| ≤ m(t)|u(t)− ū(t)|, t ∈ [a, b].

U : [a, b]→ P(R) is defined as

U(t) := {w ∈ R : |v1(t)− w(t)| ≤ m(t)|u(t)− ū(t)|}.

The multivalued operator U(t) ∩ F(t, ū(t)) is measurable, so there exits a measurable selection
for U(t) ∩ F(t, ū(t)). We denote this function as v2(t). For each t ∈ [a, b], one has

|v1(t)− v2(t)| ≤ m(t)|u(t)− ū(t)|.
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Then, we define for each t ∈ [a, b],

h2(t) = −
ψ(b)− ψ(a)

2Γ(α− 1)

∫ b

a
(ψ(b)− ψ(t))α−2ψ′(s)v2(s)ds

+
1

Γ(α)

∫ t

a
(ψ(t)− ψ(s))α−1ψ′(s)v2(s)ds +

1
Γ(α)

∫ b

t
(ψ(s)− ψ(t))α−1ψ′(s)v2(s)ds, (40)

it follows that

|h1(t)− h2(t)| ≤
ψ(b)− ψ(a)

2Γ(α− 1)

∫ b

a
(ψ(b)− ψ(t))α−2ψ′(s)|v1(s)− v2(s)|ds

+
1

Γ(α)

∫ t

a
(ψ(t)− ψ(s))α−1ψ′(s)|v1(s)− v2(s)|ds

+
1

Γ(α)

∫ b

t
(ψ(s)− ψ(t))α−1ψ′(s)|v1(s)− v2(s)|ds

≤ ψ(b)− ψ(a)
2Γ(α− 1)

‖u− ū‖
∫ b

a
(ψ(b)− ψ(t))α−2ψ′(s)m(s)ds

+
1

Γ(α)
‖u− ū‖

∫ t

a
(ψ(t)− ψ(s))α−1ψ′(s)m(s)ds

+
1

Γ(α)
‖u− ū‖

∫ b

t
(ψ(s)− ψ(t))α−1ψ′(s)m(s)ds

≤
[

ψ(b)− ψ(a)
2Γ(α− 1)

∫ b

a
(ψ(b)− ψ(t))α−2ψ′(s)m(s)ds

+
2

Γ(α)
(ψ(b)− ψ(a))α−1

∫ b

a
ψ′(s)m(s)ds

]
‖u− ū‖.

= γ‖u− ū‖. (41)

Therefore,

‖h1 − h2‖ ≤ γ‖u− ū‖.

Interchanging u and ū yields

Hd(F(t, ū), F(t, u)) ≤ γ‖u− ū‖.

Thus, T is a contraction by γ < 1. Since Lemma 2, we conclude that T admits a fixed point which
is a solution to problem (4).

The third theorem is about the lower semicontinuous case.

Theorem 3. Assume that (H1)–(H4) hold, if (H7) is also satisfied, then the anti-periodic boundary problem
(4) has at least one solution on [a, b].

Proof. It is clear that F is of l.s.c. type as condition (H7) is satisfied. By means of Lemma 4, there exists
a continuous function f : C(J, R)→ L1(J, R) such that f (u) ∈ F (u) for all u ∈ C(J, R).

Next, we shall consider the following problem{
(RC

ψ(a)D
α
ψ(b)u)(x) = f (u(x)), ψ(a) < x < ψ(b),

u(ψ(a)) + u(ψ(b)) = 0, u′(ψ(a)) + u′(ψ(b)) = 0,
(42)
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Note that if u ∈ C2([a, b], R) is a solution to (42), then u is a solution to the problem (4). we define
the operator T̄ as

T̄ u(x) = −ψ(b)− ψ(a)
2Γ(α− 1)

∫ b

a
(ψ(b)− ψ(s))α−2ψ′(s) f (u(s))ds

+
1

Γ(α)

∫ t

a
(ψ(t)− ψ(s))α−1ψ′(s) f (u(s))ds +

1
Γ(α)

∫ b

t
(ψ(s)− ψ(t))α−1ψ′(s) f (u(s))ds. (43)

We transform the problem (42) into a fixed point problem. Obviously, the operator T̄ is continuous
and completely continuous. As the remainder of the proof is similar to that of Theorem 1, we omit
it here.

Remark 2. If we take F(x, u) = { f (x, u)}, where f : [a, b]× R → R is a given continuous function, then the
problem (4) corresponds to the single-valued problem (1).

Remark 3. If we take a = 0, b = T, ψ(x) = x, F(x, u) = {g(x, u)}, where g : [0, T]× R → R is a given
continuous function, then the problem (4) corresponds to the single-valued problem (2).

4. Applications

Example 1. Consider the fractional differential inclusion involving ψ-Riesz-Caputo derivative with
anti-periodic boundary value conditions⎧⎨⎩

RC
−1 D

3
2 ,ψ
1 u(x) ∈ F(x, u(x)),

u(−1) + u(1) = 0, u′(−1) + u′(1) = 0,
(44)

where ψ(x) = sinh(x), −1 ≤ x ≤ 1. α =
3
2

. Observe that ψ ∈ C2([−1, 1]), ψ′(x) = cosh(x) > 0,
−1 ≤ x ≤ 1. Moreover, we have

ψ′(−1) = cosh(−1) = cosh(1) = ψ′(1),

which implies condition (H3)–(H4) hold.

x → F(x, u(x)) :=
[ |u|5
|u|5 + 3

+ x2 + 1,
|u|
|u|+ 1

+ x3 + 1
]

, u ∈ R,

and

‖F(x, u)‖ := sup |v| : v ∈ F(x, u) ≤ 3 := p(x)q(‖u‖) u ∈ R.

Obviously, condition (H1) is satisfied. And p(x) = 1, q(‖u‖) = 3, we can find a positive constant M such that

M
[

3
( | sinh(1)− sinh(−1)|

2Γ(1/2)

∫ 1

−1
(sinh(1)− sinh(s))−1/2 cosh(s))ds

+ 2(sinh(1)−sinh(−1))1/2

Γ(3/2)

∫ 1
−1 cosh(s)ds

)]−1
> 1,

that is, M > 30.486. All the conditions in Theorem 1 are satisfied. Therefore, the fractional differential inclusion
with anti-periodic boundary value conditions (44) has at least one solution.

Example 2. Consider the fractional differential inclusion involving ψ-Riesz-Caputo derivative with
anti-periodic boundary value conditions⎧⎨⎩

RC
−1 D

6
5 ,ψ
1 u(x) ∈ F(x, u(x)),

u(−1) + u(1) = 0, u′(−1) + u′(1) = 0,
(45)
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where ψ(x) = sin(x), −1 ≤ x ≤ 1. α =
6
5

. Observe that ψ ∈ C2([−1, 1]), ψ′(x) = cos(x) > 0,
−1 ≤ x ≤ 1. Moreover, we have

ψ′(−1) = cos(−1) = cos(1) = ψ′(1),

which implies condition (H3)–(H4) hold.

x → F(x, u(x)) :=
[

0,
|x|
3

|u|
|u|+ 1

]
, u ∈ R,

and

dH(F(t, u), F(t, ū)) ≤ |t|
3
|u− ū|, u ∈ R.

we can find out that

γ =
ψ(1)− ψ(−1)

2Γ( 1
5 )

∫ 1

−1
(ψ(1)− ψ(s))−

4
5 ψ′(s)

|s|
3

ds +
2

Γ( 1
5 )

(ψ(1)− ψ(−1))
1
5

∫ 1

−1
ψ′(s)

|s|
3

ds

=
sin(1)− sin(−1)

2Γ( 1
5 )

∫ 1

−1
(sin(1)− sin(s))−

4
5 cos(s)

|s|
3

ds

+
2

Γ( 6
5 )

(sin(1)− sin(−1))
1
5

∫ 1

−1
cos(s)

|s|
3

ds

< 0.967,

that is, γ < 1. All the conditions in Theorem 2 are satisfied. Therefore, the fractional differential inclusion with
anti-periodic boundary value conditions (45) has at least one solution.

5. Conclusions

Riesz derivative, which is different from one-sided fractional derivative, as the Caputo or
Riemann-Liouville derivative, is a two-sided fractional operator. It is of great use due to its reflecting
both the past and the future memory effects. We study the existence of solutions for a class of
anti-periodic fractional differential inclusions with ψ-Riesz-Caputo fractional derivative in this paper.
Firstly, combining ψ-Caputo derivative with Riesz-Caputo derivative, we give a new definition
of ψ-Riesz-Caputo fractional derivative of order α. Then, in virtue of fixed-point theorems for
multi-valued maps, some sufficient conditions for the existence of solutions to the fractional differential
inclusions are presented. Last but not least, we present two examples to illustrate our main results.
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Abstract: In this paper, we study the existence of solutions for a new class of fractional
q-integro-difference equations involving Riemann-Liouville q-derivatives and a q-integral of different
orders, supplemented with boundary conditions containing q-integrals of different orders. The first
existence result is obtained by means of Krasnoselskii’s fixed point theorem, while the second one
relies on a Leray-Schauder nonlinear alternative. The uniqueness result is derived via the Banach
contraction mapping principle. Finally, illustrative examples are presented to show the validity of the
obtained results. The paper concludes with some interesting observations.

Keywords: q-integro-difference equation; boundary value problem; existence; fixed point

1. Introduction and Preliminaries

Fractional calculus, dealing with differential and integral operators of arbitrary order, serves as
a powerful modelling tool for many real-world phenomena. An interesting feature of such operators
is their nonlocal nature that accounts for the history of the phenomena involved in the fractional
models. Motivated by the extensive applications of fractional calculus, many researchers turned to the
theoretical development of fractional-order initial and boundary value problems. Now, the literature
on the topic contains many interesting and important results on the existence and uniqueness of
solutions, and other properties of solutions for fractional-order problems. The available material
includes different types of derivatives such as Riemann-Liouville, Caputo, Hadamard, etc. and
a variety of boundary conditions. For some recent works on the topic, for instance, see [1–8] and the
references therein.

Fractional q-difference equations (fractional analogue of q-difference equations) also received
significant attention. One can find preliminary work on the topic in [9], while some interesting details
about initial and boundary value problems of q-difference and fractional q-difference equations can be
found in the book [10].

In 2012, Ahmad et al. [11] discussed the existence and uniqueness of solutions for the nonlocal
boundary value problem of fractional q-difference equations:{

cDα
q x(t) = f (t, x(t)), 0 ≤ t ≤ 1, 1 < α ≤ 2, 0 < q < 1,

α1x(0)− β1Dqx(0) = γ1x(η1), α2x(1)− β2Dqx(1) = γ2x(η2),

where f ∈ C([0, 1]×R,R), cDα
q is the fractional q-derivative of the Caputo type, and αi, βi, γi, ηi ∈

R, i = 1, 2.
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In 2013, Zhou and Liu [12] applied Mönch’s fixed point theorem together with the technique of
measure of weak noncompactness to investigate the existence of solutions for the following fractional
q-difference equation with boundary conditions:{

cDα
q u(t) + f (t, u(t)) = 0, 0 ≤ t ≤ 1, 0 < q < 1,

u(0) = (D2
qu)(0) = 0, γ(Dqu)(1) + β(D2

qu)(1) = 0,

where 2 < α ≤ 3, γ, β ≥ 0 and f : [0, 1]×R→ R is a continuous function.
In 2014, Ahmad et al. [13] derived some existence results for a nonlinear fractional q-difference

equation with four-point nonlocal integral boundary conditions given by{
cDβ

q (
cDγ

q + λ)u(t) = f (t, u(t)), 0 ≤ t ≤ 1, 0 < q < 1, λ ∈ R,
u(0) = aIα−1

q u(η), u(1) = bIα−1
q u(σ), a, b ∈ R,

where 0 < β, γ ≤ 1, 0 < η, σ < 1, α > 2, f : [0, 1]×R→ R is a continuous function and Iα
q denotes the

Riemann-Liouville fractional q-integral of order α.
Later, Niyom et al. [14] studied the following boundary value problem containing Riemann-Liouville

fractional derivatives of different orders:{
(λDα + (1− λ)Dβ)u(t) = f (t, u(t)), t ∈ [0, T], 1 < α, β < 2,
u(0) = 0, μDγ1 u(T) + (1− μ)Dγ2 u(T) = γ3, 0 < γ1, γ2 < α− β,

where Dφ is the ordinary Riemann-Liouville fractional derivative of order φ ∈ {α, β, γ1, γ2} such that
0 < λ ≤ 1, 0 ≤ μ ≤ 1, γ3 ∈ R and f ∈ C([0, T]×R,R) for T > 0.

Some recent results on fractional q-difference equations equipped with different kinds of boundary
conditions can be found in the papers [15–25].

Now, we recall some important results on fractional q-integro-difference equations. In [26],
the authors studied a nonlocal four-point boundary value problem of nonlinear fractional
q-integro-difference equations given by⎧⎨⎩

cDβ
q (

cDγ
q + λ)x(t) = p f (t, x(t)) + kIξ

q g(t, x(t)), 0 ≤ t ≤ 1, 0 < q < 1,

α1x(0)− β1

(
t(1−γ)Dqx(0)

)∣∣∣
t=0

= σ1x(η1), α2x(1) + β2Dqx(1) = σ2x(η2),

where cDβ
q and cDγ

q denote the fractional q-derivative of the Caputo type, 0 < β, γ ≤ 1, Iξ
q (.)

represents a Riemann-Liouville fractional integral of order ξ ∈ (0, 1), f , g : [0, 1] × R → R are
continuous functions, λ �= 0 and p, k, αi, βi, σi ∈ R, ηi ∈ (0, 1), i = 1, 2. For some recent works on
boundary value problems of fractional q-integro-difference equations, for instance, see [27–31].

Motivated by aforementioned works, in this paper, we study the following nonlinear fractional
q-integro-difference equation

(λDα
q + (1− λ)Dβ

q )u(t) = a f (t, u(t)) + bIδ
q g(t, u(t)), t ∈ [0, 1], a, b ∈ R+, (1)

supplemented with q-integral boundary conditions

u(0) = 0, μ
∫ 1

0

(1− qs)(γ1−1)

Γq(γ1)
u(s)dqs + (1− μ)

∫ 1

0

(1− qs)(γ2−1)

Γq(γ2)
u(s)dqs = 0, γ1, γ2 > 0, (2)

where 0 < q < 1, 1 < α, β < 2, 0 < δ < 1, 0 < λ ≤ 1, 0 ≤ μ ≤ 1, α− β > 1 and Dα
q denotes the

Riemann-Liouville fractional q-derivative of order α and f , g : [0, 1]×R→ R are continuous functions.
Notice that Equation (1) contains q-derivatives of fractional orders α and β and a fractional q-integral
of orders δ, while fractional q-integrals of orders γ1 and γ2 are involved in the boundary conditions (2).
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We make use of Krasnoselskii’s fixed point theorem and a Leray-Schauder nonlinear alternative to
prove the existence results, while the uniqueness result is proved via Banach contraction mapping
principle for the given problem.

Let us first recall some necessary concepts and definitions about q-fractional calculus and fixed
point theory.

Let 0 < q < 1 be an arbitrary real number. For every a ∈ R, the q−number [a]q is defined by

[a]q =
1− qa

1− q
[9]. In addition, the q-shifted factorial of real number a is defined by (a; q)0 = 1 and

(a; q)n =
n−1

∏
j=0

(1− aqj) for n ∈ N ∪ {∞}. For a, b ∈ R, the q-analogue of the power function (a− b)n

with n ∈ N0 := {0, 1, 2, . . .} is given by

(a− b)(0) = 1, (a− b)(n) =
n−1

∏
j=0

(a− bqj).

In general, if α is real number, then (a − b)(α) = aα
∞

∏
j=0

a− bqj

a− bqα+j and a(α) = aα when b = 0.

If α > 0 and 0 ≤ a ≤ b ≤ t, then (t− b)(α) ≤ (t− a)(α). The q-Gamma function Γq(α) is defined as

Γq(α) =
(1− q)(α−1)

(1− q)α−1 , α ∈ R \ {0,−1,−2, . . .}

and satisfies the relation Γq(α + 1) = [α]qΓq(α) [9].
Let α ≥ 0 and u : (0, ∞) → R be a continuous function. The Riemann-Liouville fractional

q-integral for the function u of order α is defined by (I0
q u)(t) = u(t) and

(Iα
q u)(t) =

1
Γq(α)

∫ t

0
(t− qs)(α−1)u(s)dqs, α > 0

for t ∈ (0, ∞), provided that the right-hand side is pointwise defined on (0, ∞) [9].
Recall that Iβ

q Iα
q u(t) = Iβ+α

q u(t) for α, β ∈ R+ [9] and

Iα
q tβ =

Γq(β + 1)
Γq(α + β + 1)

tα+β, β ∈ (−1, ∞), α ≥ 0, t > 0.

If f ≡ 1, then Iα
q 1(t) =

1
Γq(α + 1)

tα for all t > 0.

The Riemann-Liouville fractional q-derivative of order α > 0 for a function u : (0, ∞) → R is
defined by [9]

Dα
q u(t) =

1
Γq(n− α)

∫ t

0

u(s)
(t− qs)α−n+1 dqs, n− 1 < α < n.

Next, we state some fixed point theorems related to our work.

Lemma 1. Let M be a closed, bounded, convex and nonempty subset of a Banach space E. Let A and B be
operators mapping M into E, such that

(i) Ax + By ∈ M, where x, y ∈ M;
(ii) A is compact and continuous;

(iii) B is a contraction mapping.

Then, there exists z ∈ M such that z = Az + Bz (Krasnoselskii’s fixed point theorem [32]).
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Lemma 2. Let X be a closed and convex subset of a Banach space E and let Y be an open subset of X with
0 ∈ Y . Then, a continuous compact mapH : Y → X has a fixed point in Y or there is a y ∈ ∂Y and σ ∈ (0, 1)
such that y = σH(y), where ∂Y is the boundary of Y in X (Nonlinear alternative for single-valued maps [33]).

2. Main Results

Let E = C([0, 1],R) be the set of continuous functions defined on [0, 1]. The set E is a Banach
space with the following norm

‖u‖E = sup
t∈[0,1]

|u(t)|, u ∈ E.

Now, we prove the following lemma which characterizes the structure of solutions for boundary
value problems (1) and (2).

Lemma 3. Let h ∈ C([0, 1],R) and

Δ :=
μΓq(α)

Γq(α + γ1)
+

(1− μ)Γq(α)

Γq(α + γ2)
�= 0. (3)

The function u is a solution for the fractional q-difference boundary value problem⎧⎪⎨⎪⎩
(λDα

q + (1− λ)Dβ
q )u(t) = h(t), t ∈ [0, 1],

u(0) = 0, μ
∫ 1

0

(1− qs)(γ1−1)

Γq(γ1)
u(s)dqs + (1− μ)

∫ 1

0

(1− qs)(γ2−1)

Γq(γ2)
u(s)dqs = 0,

(4)

if and only if u is a solution for the fractional q-integral equation

u(t) =
(λ− 1)

λΓq(α− β)

∫ t

0
(t− qs)(α−β−1)u(s)dqs +

1
λΓq(α)

∫ t

0
(t− qs)(α−1)h(s)dqs

+
tα−1

Δ

[
− μ(λ− 1)

λΓq(α− β + γ1)

∫ 1

0
(1− qs)(α−β+γ1−1)u(s)dqs

− μ

λΓq(α + γ1)

∫ 1

0
(1− qs)(α+γ1−1)h(s)dqs

− (1− μ)(λ− 1)
λΓq(α− β + γ2)

∫ 1

0
(1− qs)(α−β+γ2−1)u(s)dqs

− (1− μ)

λΓq(α + γ2)

∫ 1

0
(1− qs)(α+γ2−1)h(s)dqs

]
. (5)

Proof. Let u be a solution of the q-fractional boundary value problem (4). Then, we have

Dα
q u(t) =

λ− 1
λ

Dβ
q u(t) +

1
λ

h(t).

Taking the Riemann-Liouville fractional q-integral of order α to both sides of the above equation,
we get

u(t) =
λ− 1

λ
Iα
q Dβ

q u(t) +
1
λ

Iα
q h(t) + c1tα−1 + c2tα−2,

where c1, c2 ∈ R are arbitrary constants. Since 1 < α < 2, it follows from the first boundary condition
that c2 = 0. Thus,

u(t) =
λ− 1

λΓq(α− β)

∫ t

0
(t− qs)(α−β−1)u(s)dqs +

1
λΓq(α)

∫ t

0
(t− qs)(α−1)h(s)dqs + c1tα−1. (6)
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On the other hand, if σ ∈ {γ1, γ2}, then we have

Iσ
q u(t) =

λ− 1
λΓq(α− β + σ)

∫ t

0
(t− qs)(α−β+σ−1)u(s)dqs

+
1

λΓq(α + σ)

∫ t

0
(t− qs)(α+σ−1)h(s)dqs + c1

Γq(α)

Γq(α + σ)
tα+σ−1.

Now, by using the second boundary value condition and substituting the values σ ∈ {γ1, γ2} into
the above expression, we obtain

μ(λ− 1)
λΓq(α− β + γ1)

∫ 1

0
(1− qs)(α−β+γ1−1)u(s)dqs

+
μ

λΓq(α + γ1)

∫ 1

0
(1− qs)(α+γ1−1)h(s)dqs + c1

μΓq(α)

Γq(α + γ1)

+
(1− μ)(λ− 1)

λΓq(α− β + γ2)

∫ 1

0
(1− qs)(α−β+γ2−1)u(s)dqs

+
(1− μ)

λΓq(α + γ2)

∫ 1

0
(1− qs)(α+γ2−1)h(s)dqs + c1

(1− μ)Γq(α)

Γq(α + γ2)
= 0.

Solving the above equation for c1, we find that

c1 =
1
Δ

[
− μ(λ− 1)

λΓq(α− β + γ1)

∫ 1

0
(1− qs)(α−β+γ1−1)u(s)dqs

− μ

λΓq(α + γ1)

∫ 1

0
(1− qs)(α+γ1−1)h(s)dqs

− (1− μ)(λ− 1)
λΓq(α− β + γ2)

∫ 1

0
(1− qs)(α−β+γ2−1)u(s)dqs

− (1− μ)

λΓq(α + γ2)

∫ 1

0
(1− qs)(α+γ2−1)h(s)dqs

]
,

where Δ is defined in (3).
Substituting the value of c1 in (6), we get the solution (5). Conversely, it is clear that u is a

solution for the fractional q-difference Equation (4) whenever u is a solution for the fractional q-integral
Equation (5). This completes the proof.
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In relation to the problems (1) and (2), we introduce an operator T : E → E by

(T u)(t) =
(λ− 1)

λΓq(α− β)

∫ t

0
(t− qs)(α−β−1)u(s)dqs +

a
λΓq(α)

∫ t

0
(t− qs)(α−1) f (s, u(s))dqs

+
b

λΓq(α + δ)

∫ t

0
(t− qs)(α+δ−1)g(s, u(s))dqs

+
tα−1

Δ

[
− μ(λ− 1)

λΓq(α− β + γ1)

∫ 1

0
(1− qs)(α−β+γ1−1)u(s)dqs

− aμ

λΓq(α + γ1)

∫ 1

0
(1− qs)(α+γ1−1) f (s, u(s))dqs

− bμ

λΓq(α + δ + γ1)

∫ 1

0
(1− qs)(α+δ+γ1−1)g(s, u(s))dqs

− (1− μ)(λ− 1)
λΓq(α− β + γ2)

∫ 1

0
(1− qs)(α−β+γ2−1)u(s)dqs

− a(1− μ)

λΓq(α + γ2)

∫ 1

0
(1− qs)(α+γ2−1) f (s, u(s))dqs

− b(1− μ)

λΓq(α + δ + γ2)

∫ 1

0
(1− qs)(α+δ+γ2−1)g(s, u(s))dqs

]
,

(7)

where u ∈ E and t ∈ [0, 1]. In the sequel, we set

Λ0 := |λ−1|
λΓq(α−β+1) +

μ|λ−1|
λ|Δ|Γq(α−β+γ1+1) +

(1−μ)|λ−1|
λ|Δ|Γq(α−β+γ2+1) ,

Λ1 := a
λΓq(α+1) +

aμ
λ|Δ|Γq(α+γ1+1) +

a(1−μ)
λ|Δ|Γq(α+γ2+1) ,

Λ2 := b
λΓq(α+δ+1) +

bμ
λ|Δ|Γq(α+δ+γ1+1) +

b(1−μ)
λ|Δ|Γq(α+δ+γ2+1) .

(8)

Now, we are ready to present our main results. The first existence result is based on Krasnoselskii’s
fixed point theorem.

Theorem 1. Suppose that f , g : [0, 1]×R→ R are continuous functions satisfying the following conditions:

(i) there exists a positive constant L such that for each u, v ∈ R,

| f (t, u)− f (t, v)| ≤ L|u− v|, t ∈ [0, 1];

(ii) For each u ∈ R, there exists a continuous function m on [0, 1] such that

|g(t, u)| ≤ m(t), t ∈ [0, 1].

If Λ0 + LΛ1 < 1, then the fractional q-integro-difference Equation (1) with q-integral boundary
conditions (2) has at least one solution on [0, 1], where Λ0 and Λ1 are defined by (8).

Proof. Let ‖m‖ = supt∈[0,1] |m(t)|. Define Br := {u ∈ E : ‖u‖ ≤ r} with

r ≥ ‖m‖Λ2 + KΛ1

1− (Λ0 + LΛ1)
, (9)

where K := supt∈[0,1] | f (t, 0)| and Λ1 and Λ2 are given by (8). Clearly, Br is a closed, bounded, convex
and nonempty subset of Banach space E. We consider the operator T : E → E as (7). By Lemma 3,
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it is obvious that the fixed point of T is the solution of problems (1) and (2). Now, for each t ∈ [0, 1],
we define two operators from Br to E as follows:

T1u(t) =
(λ− 1)

λΓq(α− β)

∫ t

0
(t− qs)(α−β−1)u(s)dqs +

a
λΓq(α)

∫ t

0
(t− qs)(α−1) f (s, u(s))dqs

+
tα−1

Δ

[
− μ(λ− 1)

λΓq(α− β + γ1)

∫ 1

0
(1− qs)(α−β+γ1−1)u(s)dqs

− aμ

λΓq(α + γ1)

∫ 1

0
(1− qs)(α+γ1−1) f (s, u(s))dqs

− (1− μ)(λ− 1)
λΓq(α− β + γ2)

∫ 1

0
(1− qs)(α−β+γ2−1)u(s)dqs

− a(1− μ)

λΓq(α + γ2)

∫ 1

0
(1− qs)(α+γ2−1) f (s, u(s))dqs

]
and

T2u(t) =
b

λΓq(α + δ)

∫ t

0
(t− qs)(α+δ−1)g(s, u(s))dqs

+
tα−1

Δ

[ bμ

λΓq(α + δ + γ1)

∫ 1

0
(1− qs)(α+δ+γ1−1)g(s, u(s))dqs

− b(1− μ)

λΓq(α + δ + γ2)

∫ 1

0
(1− qs)(α+δ+γ2−1)g(s, u(s))dqs

]
.

By the condition (H1), we have that | f (t, u(t))| ≤ | f (t, u(t))− f (t, 0)|+ | f (t, 0)| ≤ L‖u‖+ K ≤
Lr + K for any u ∈ R and t ∈ [0, 1]. Thus, for any u, v ∈ Br and t ∈ [0, 1], it follows by means of (8) and
(9) that

|T1u(t) + T2v(t)| ≤ |λ− 1|
λΓq(α− β + 1)

‖u‖+ a
λΓq(α + 1)

(
L‖u‖+ K

)
+

μ|λ− 1|
λ|Δ|Γq(α− β + γ1 + 1)

‖u‖+ aμ

λ|Δ|Γq(α + γ1 + 1)

(
L‖u‖+ K

)
+

(1− μ)|λ− 1|
λ|Δ|Γq(α− β + γ2 + 1)

‖u‖+ a(1− μ)

λ|Δ|Γq(α + γ2 + 1)

(
L‖u‖+ K

)
+

b
λΓq(α + δ + 1)

‖m‖+ bμ

λ|Δ|Γq(α + δ + γ1 + 1)
‖m‖

+
b(1− μ)

λ|Δ|Γq(α + δ + γ2 + 1)
‖m‖

≤ (Λ0 + LΛ1)r + Λ2‖m‖+ Λ1K ≤ r,

which implies that ‖T1u + T2v‖ ≤ r and so T1u + T2v ∈ Br for all u, v ∈ Br.
Now, we prove that T2 is continuous. Let {un}n≥1 be a sequence in Br such that un → u. Then,

for each t ∈ [0, 1], we have

|T2un(t)− T2u(t)| ≤ b
λΓq(α + δ + 1)

|g(s, un(s))− g(s, u(s))|

+
bμ

λ|Δ|Γq(α + δ + γ1 + 1)
|g(s, un(s))− g(s, u(s))|

+
b(1− μ)

λ|Δ|Γq(α + δ + γ2 + 1)
|g(s, un(s))− g(s, u(s))|.
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Since g is continuous, we get ‖T2un − T2u‖ → 0 as un → u. In consequence, it follows that the
operator T2 is continuous on Br.

In the next step, we show that the operator T2 is compact. Let us first show that T2 is uniformly
bounded. For each u ∈ Br and t ∈ [0, 1], we have

|T2u(t)| ≤ btα+δ

λΓq(α + δ + 1)
|g(s, u(s))|+ bμtα−1

λ|Δ|Γq(α + δ + γ1 + 1)
|g(s, u(s))|

+
b(1− μ)tα−1

λ|Δ|Γq(α + δ + γ2 + 1)
|g(s, u(s))|

≤ ‖m‖
[ b

λΓq(α + δ + 1)
+

bμ

λ|Δ|Γq(α + δ + γ1 + 1)
+

b(1− μ)

λ|Δ|Γq(α + δ + γ2 + 1)

]
= Λ2‖m‖,

which implies that ‖T2u‖ ≤ Λ2‖m‖.
In order to establish the equicontinuity of the operator T2, we assume that t1, t2 ∈ [0, 1] such that

t2 > t1. We will show that T2 maps bounded sets into equicontinuous sets. For each u ∈ Br, we have

|T2u(t2)− T2u(t1)| ≤ b
λΓq(α + δ)

∫ t1

0
[(t2 − qs)(α+δ−1) − (t1 − qs)(α+δ−1)]|g(s, u(s))|dqs

+
b

λΓq(α + δ)

∫ t2

t1

(t2 − qs)(α+δ−1)|g(s, u(s))|dqs

+
|tα−1

2 − tα−1
1 |

|Δ|
[ bμ

λΓq(α + δ + γ1)

∫ 1

0
(1− qs)(α+δ+γ1−1)|g(s, u(s))|dqs

+
b(1− μ)

λΓq(α + δ + γ2)

∫ 1

0
(1− qs)(α+δ+γ2−1)|g(s, u(s))|dqs

]
≤ ‖m‖

[2b(t2 − t1)
α+δ + b|tα+δ

2 − tα+δ
1 |

λΓq(α + δ + 1)
+

bμ|tα−1
2 − tα−1

1 |
λ|Δ|Γq(α + δ + γ1 + 1)

+
b(1− μ)|tα−1

2 − tα−1
1 |

λ|Δ|Γq(α + δ + γ2 + 1)

]
.

Observe that the right-hand side of the above inequality is independent of u ∈ Br and tends to
zero as t1 → t2. This shows that T2 is equicontinuous. Therefore, the operator T2 is relatively compact
on Br and the Arzelá-Ascoli theorem implies that T2 is completely continuous and so T2 is compact
operator on Br.

Finally, we prove that the operator T1 is a contraction. For any u, v ∈ Br and t ∈ [0, 1], we obtain

|T1u(t)− T1v(t)| ≤ |λ− 1|
λΓq(α− β + 1)

|u(s)− v(s)|+ a
λΓq(α + 1)

L|u(s)− v(s)|

+
μ|λ− 1|

λ|Δ|Γq(α− β + γ1 + 1)
|u(s)− v(s)|+ aμ

λ|Δ|Γq(α + γ1 + 1)
L|u(s)− v(s)|

+
(1− μ)|λ− 1|

λ|Δ|Γq(α− β + γ2 + 1)
|u(s)− v(s)|+ a(1− μ)

λ|Δ|Γq(α + γ2 + 1)
L|u(s)− v(s)|

≤ (Λ0 + LΛ1)‖u− v‖.

Since Λ0 + LΛ1 < 1, T1 is a contraction. Thus, all the assumptions of Lemma 1 are satisfied.
Therefore, the fractional q-integro-difference Equation (1) with q-integral boundary conditions (2) has
at least one solution on [0, 1] and the proof is completed.

In the following result, we prove the existence of solutions for the problem (1) and (2) by means
of a Leray-Schauder nonlinear alternative.
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Theorem 2. Let f : [0, 1]×R→ R be a continuous function satisfying the conditions:

(H3) there exist continuous nondecreasing functions ψ1, ψ2 : [0, ∞) → (0, ∞) and functions φ1, φ2 ∈
C([0, 1],R+) such that | f (t, u)| ≤ φ1(t)ψ1(|u|) and |g(t, u)| ≤ φ2(t)ψ2(|u|) for each (t, u) ∈
[0, 1]×R;

(H4) there exists a constant Ξ > 0 such that

(1−Λ0)Ξ
Λ1‖φ1‖ψ1(Ξ) + Λ2‖φ2‖ψ2(Ξ)

> 1, Λ0 < 1,

where Λ0, Λ1, Λ2 are defined by (8).

Then, the fractional q-integro-difference Equation (1) with q-integral boundary conditions (2) has at least one
solution on [0, 1].

Proof. We verify the hypothesis of a Leray-Schauder nonlinear alternative (Lemma 2) in several steps.
Let us first show that the operator T , defined by (7), maps bounded sets (balls) into bounded sets in E.
For a positive number R, let BR = {u ∈ E : ‖u‖ ≤ R} be a bounded ball in E. Then, for t ∈ [0, 1],
we have

|T u(t)| ≤ |λ− 1|
λΓq(α− β)

∫ t

0
(t− qs)(α−β−1)‖u‖dqs +

a
λΓq(α)

∫ t

0
(t− qs)(α−1)‖φ1‖ψ1(‖u‖)dqs

+
b

λΓq(α + δ)

∫ t

0
(t− qs)(α+δ−1)‖φ2‖ψ2(‖u‖)dqs

+
tα−1

|Δ|
[ μ|λ− 1|

λΓq(α− β + γ1)

∫ 1

0
(1− qs)(α−β+γ1−1)‖u‖dqs

+
aμ

λΓq(α + γ1)

∫ 1

0
(1− qs)(α+γ1−1)‖φ1‖ψ1(‖u‖)dqs

+
bμ

λΓq(α + δ + γ1)

∫ 1

0
(1− qs)(α+δ+γ1−1)‖φ2‖ψ2(‖u‖)dqs

+
(1− μ)|λ− 1|

λΓq(α− β + γ2)

∫ 1

0
(1− qs)(α−β+γ2−1)‖u‖dqs

+
a(1− μ)

λΓq(α + γ2)

∫ 1

0
(1− qs)(α+γ2−1)‖φ1‖ψ1(‖u‖)dqs

+
b(1− μ)

λΓq(α + δ + γ2)

∫ 1

0
(1− qs)(α+δ+γ2−1)‖φ2‖ψ2(‖u‖)dqs

]
≤ λ0‖u‖+ Λ1‖φ1‖ψ1(‖u‖) + Λ2‖φ2‖ψ1(‖u‖).

Therefore,
‖T u‖ ≤ λ0R + Λ1‖φ1‖ψ1(R) + Λ2‖φ2‖ψ1(R).

Secondly, we show that T maps bounded sets into equicontinuous sets of E. Let t1, t2 ∈ [0, 1] with
t1 < t2 and u ∈ BR. Then, we have

|T u(t2)− T u(t1)|

≤ |λ− 1|R
λΓq(α− β)

[ ∫ t1

0
[(t2 − qs)(α−β−1) − (t1 − qs)(α−β−1)]dqs +

∫ t2

t1

(t2 − qs)(α−β−1)dqs

]

+
a‖φ1‖ψ1(R)

λΓq(α)

[ ∫ t1

0
[(t2 − qs)(α−1) − (t1 − qs)(α−1)]dqs +

∫ t2

t1

(t2 − qs)(α−1)dqs

]

+
|tα−1

2 − tα−1
1 |

|Δ|

[
μ|λ− 1|R

λΓq(α− β + γ1 + 1)
+

aμ‖φ1‖ψ1(R)
λΓq(α + γ1 + 1)
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+
(1− μ)|λ− 1|R

λΓq(α− β + γ2 + 1)
+

a(1− μ)‖φ1‖ψ1(R)
λΓq(α + γ2 + 1)

]

+
b‖φ2ψ2(R)
λΓq(α + δ)

[ ∫ t1

0
[(t2 − qs)(α+δ−1) − (t1 − qs)(α+δ−1)]dqs +

∫ t2

t1

(t2 − qs)(α+δ−1)dqs

]

+
|tα−1

2 − tα−1
1 |

|Δ|

[
bμ‖φ2ψ2(R)

λΓq(α + δ + γ1 + 1)
+

b(1− μ)‖φ2ψ2(R)
λΓq(α + δ + γ2 + 1)

]

≤ |λ− 1|R
λΓq(α− β + 1)

[2(t2 − t1)
α−β + |tα−β

2 − tα−β
1 |] + a‖φ1‖ψ1(R)

λΓq(α + 1)
[2(t2 − t1)

α + |tα
2 − tα

1 |]

+
|tα−1

2 − tα−1
1 |

|Δ|

[
μ|λ− 1|R

λΓq(α− β + γ1 + 1)
+

aμ‖φ1‖ψ1(R)
λΓq(α + γ1 + 1)

+
(1− μ)|λ− 1|R

λΓq(α− β + γ2 + 1)
+

a(1− μ)‖φ1‖ψ1(R)
λΓq(α + γ2 + 1)

]

+
b‖φ2‖ψ(R)

λΓq(α + δ + 1)
[2(t2 − t1)

α+δ + |tα+δ
2 − tα+δ

1 |]

+
b‖φ2‖ψ(R)μ|tα−1

2 − tα−1
1 |

λ|Δ|Γq(α + δ + γ1 + 1)
+

b(1− μ)‖φ2‖ψ(R)|tα−1
2 − tα−1

1 |
λ|Δ|Γq(α + δ + γ2 + 1)

]
−→ 0 as t2 → t1 independent of u ∈ BR.

Thus, the Arzelá-Ascoli theorem applies and hence T : E → E is completely continuous.
In the last step, we show that all solutions to the equation u = θT u are bounded for θ ∈ [0, 1].

For that, let u be a solution of u = θT u for θ ∈ [0, 1]. Then, for t ∈ [0, 1], we apply the strategy used in
the first step to obtain

‖u‖ ≤ Λ0‖u‖+ Λ1‖φ1‖ψ1(‖u‖) + Λ2‖φ2‖ψ1(‖u‖).

Consequently, we have

(1−Λ0)‖u‖
Λ1‖φ1‖ψ1(‖u‖) + Λ2‖φ2‖ψ1(‖u‖) ≤ 1.

By the condition (H4), we can find a positive number Ξ such that ‖u‖ �= Ξ. Introduce a set

U = {u ∈ E : ‖u‖ < Ξ}, (10)

and observe that the operator T : U → E is continuous and completely continuous. With this choice of
U, we cannot find u ∈ ∂U satisfying the relation u = θT x for some θ ∈ (0, 1). Therefore, it follows by
a nonlinear alternative of the Leray-Schauder type (Lemma 2) that the operator T has a fixed point in
U. Thus, there exists a solution of problems (1) and (2) on [0, 1]. The proof is complete.

In our final result, the uniqueness of solutions for the given problem is shown with the aid of a
Banach contraction mapping principle [34].

Theorem 3. Let f : [0, 1]×R→ R be a function satisfying the assumption (H1). In addition, assume that the
function g : [0, 1]×R→ R satisfies the condition

(H5) there exists a positive constant M such that, for each u, v ∈ R,

|g(t, u)− g(t, v)| ≤ M|u− v|, t ∈ [0, 1].
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Then, the fractional q-integro-difference Equation (1) with q-integral boundary conditions (2) has a unique
solution on [0, 1], provided that Λ0 + LΛ1 + MΛ2 < 1, where Λ0, Λ1, Λ2 are defined by (8).

Proof. By a Banach contraction mapping principle, we will show that the operator T : E → E defined
by (7) has a unique fixed point which corresponds to the unique solution of problems (1) and (2).
Setting supt∈[0,1] | f (t, 0)| = K < ∞ and supt∈[0,1] |g(t, 0)| = N < ∞ and selecting

r ≥ NΛ2 + KΛ1

1− (Λ0 + LΛ1 + MΛ2)
,

we show that T Br ⊂ Br, where Br = {u ∈ E : ‖u‖ ≤ r}. For any u ∈ Br, following the arguments used
in the proof of Theorem 1, one can obtain

‖T u‖ ≤ (Λ0 + LΛ1 + MΛ2)r + Λ2N + Λ1K < r,

which implies that T Br ⊂ Br. For any t ∈ [0, 1] and any u, v ∈ R, we obtain

‖(T u)− (T v)‖ ≤ |λ− 1|
λΓq(α− β)

∫ t

0
(t− qs)(α−β−1)|u(s)− v(s)|dqs

+
a

λΓq(α)

∫ t

0
(t− qs)(α−1)| f (s, u(s))− f (s, v(s))|dqs

+
b

λΓq(α + δ)

∫ t

0
(t− qs)(α+δ−1)|g(s, u(s))− g(s, v(s))|dqs

+
tα−1

|Δ|
[ μ(λ− 1)

λΓq(α− β + γ1)

∫ 1

0
(1− qs)(α−β+γ1−1)|u(s)− v(s)|dqs

+
aμ

λΓq(α + γ1)

∫ 1

0
(1− qs)(α+γ1−1)| f (s, u(s))− f (s, v(s))|dqs

+
bμ

λΓq(α + δ + γ1)

∫ 1

0
(1− qs)(α+δ+γ1−1)|g(s, u(s))− g(s, v(s))|dqs

+
(1− μ)|λ− 1|

λΓq(α− β + γ2)

∫ 1

0
(1− qs)(α−β+γ2−1)|u(s)− v(s)|dqs

+
a(1− μ)

λΓq(α + γ2)

∫ 1

0
(1− qs)(α+γ2−1)| f (s, u(s))− f (s, v(s))|dqs

+
b(1− μ)

λΓq(α + δ + γ2)

∫ 1

0
(1− qs)(α+δ+γ2−1)|g(s, u(s))− g(s, v(s))|dqs

]
≤ (Λ0 + LΛ1 + MΛ2)‖u− v‖.

As Λ0 + LΛ1 + MΛ2 < 1, therefore T is a contraction. Hence, we deduce by the conclusion of
the Banach contraction mapping principle that the operator T has a unique fixed point, which is the
unique solution of problems (1) and (2). The proof is completed.

3. Examples

I. Illustration of Theorem 1

Example 1. Consider the fractional q-integro-difference equation

(0.9D1.5
0.5 + (1− 0.9)D1.01

0.5 )u(t) = 0.2
|90t sin(u(t))|

100(| sin(u(t))|+ 1)
+ 0.3I0.35

0.5
sin t|u3(t)|

(2 + t)3(1 + |u3(t)|) , (11)
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subject to q-integral boundary conditions

u(0) = 0, 0.1
∫ 1

0

(1− qs)(0.1−1)

Γq(0.1)
u(s)dqs + (1− 0.1)

∫ 1

0

(1− qs)(0.1−1)

Γq(0.1)
u(s)dqs = 0. (12)

Here, α = 1.5, q = 0.5, β = 1.01, a = 0.2, b = 0.3, δ = 0.35, λ = 0.9, μ = 0.1, γ1 = γ2 = 0.1, t ∈ [0, 1]
and f , g : [0, 1]×R→ R are

f (t, u) =
|90t sin u|

100(| sin u|+ 1)
, g(t, u) =

sin t|u3|
(2 + t)3(1 + |u3|) .

For each u, v ∈ R, notice that | f (t, u) − f (t, v)| ≤ L|u − v| with L = 0.9 > 0. On the other hand,

there exists a continuous function m(t) =
1

(2 + t)3 on [0, 1] such that |g(t, u)| ≤ m(t) for all u ∈ R. In

addition, we have ‖m‖ = supt∈[0,1] m(t) = 0.125. Using the given values, it is found that Δ = 0.9935 and
Λ0 + LΛ1 = 0.5567 < 1. Clearly, all the assumptions of Theorem 1 are satisfied. Therefore, the conclusion of
Theorem 1 implies that the fractional q-integro-difference Equation (11) with q-integral boundary conditions (12)
has at least one solution on [0, 1].

II. Illustration of Theorem 2

Example 2. We consider the fractional q-integro-difference equation

(0.9D1.5
0.5 + (1− 0.9)D1.01

0.5 )u(t) = 0.2√
256+t2

(
sin u(t) + |u(t)|

1+|u(t)|

)
+ 0.3I0.35

0.5
1

4+t

(
1
2 + | arcsin u(t)|

1+| arcsin u(t)|

)
(13)

supplemented with q-integral boundary conditions

u(0) = 0, 0.1
∫ 1

0

(1− qs)(0.1−1)

Γq(0.1)
u(s)dqs + (1− 0.1)

∫ 1

0

(1− qs)(0.1−1)

Γq(0.1)
u(s)dqs = 0, (14)

where α = 1.5, q = 0.5, β = 1.01, a = 0.2, b = 0.3, δ = 0.35, λ = 0.9, μ = 0.1, γ1 = γ2 = 0.1, t ∈ [0, 1] and

f (t, u(t)) =
1√

256 + t2

(
sin u(t) +

|u(t)|
1 + |u(t)|

)
, g(t, u(t)) =

1
4 + t

(1
2
+

| arcsin u(t)|
1 + | arcsin u(t)|

)
.

Obviously,

| f (t, u(t))| ≤ 1√
256 + t2

(1 + ‖u‖), |g(t, u(t))| ≤ 1
4 + t

(1 + ‖u‖),

with φ1(t) =
1√

256 + t2
, φ2(t) =

1
4 + t

and ψ1(‖u‖) = ψ2(‖u‖) = 1 + ‖u‖. Note that ‖φ1‖ =
1

16
=

0.0625, ‖φ2‖ =
1
4
= 0.25 and ψ1(Ξ) = ψ2(Ξ) = 1 + Ξ. Using the given data, we find that Δ = 0.9935,

Λ0 = 0.2414 < 1, Λ1 = 0.3504, and Λ2 = 0.4685. Then, by condition (H4), we get Ξ > 0.22438. Thus, all
the assumptions of Theorem 2 are satisfied. Therefore, by Theorem 2, problems (13) and (14) have at least one
solution on [0, 1].

III. Illustration of Theorem 3

Example 3. Let us consider the fractional q-integro-difference equation

(0.9D1.5
0.5 + (1− 0.9)D1.01

0.5 )u(t) = 0.2
0.9t| sin(π

2 (t))||u(t)|
5 + |u(t)| + 0.3I0.35

0.5
80| cos(πt)||u(t)|

100(7 + |u(t)|) (15)
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with q-integral boundary conditions

u(0) = 0, 0.1
∫ 1

0

(1− qs)(0.1−1)

Γq(0.1)
u(s)dqs + (1− 0.1)

∫ 1

0

(1− qs)(0.1−1)

Γq(0.1)
u(s)dqs = 0, (16)

where α = 1.5, q = 0.5, β = 1.01, a = 0.2, b = 0.3, δ = 0.35, λ = 0.9, μ = 0.1, γ1 = γ2 = 0.1, t ∈ [0, 1] and

f (t, u(t)) =
0.9t| sin(π

2 (t))||u(t)|
5 + |u(t)| , g(t, u(t)) =

80| cos(πt)||u(t)|
100(7 + |u(t)|) .

Then, L = 9/10, M = 8/10 as

| f (t, u(t))− f (t, v(t))| ≤ 9
10

(|u(t)− v(t)|), |g(t, u(t))− g(t, v(t))| ≤ 8
10

(|u(t)− v(t)|).

With the given data, it is found that Δ = 0.9935, Λ0 + LΛ1 + MΛ2 = 0.9315 < 1. Clearly, the assumptions
of Theorem 3 hold. Thus, by the conclusion of Theorem 3, problems (15) and (16) have a unique solution [0, 1].

4. Conclusions

We have derived some new existence and uniqueness results for a nonlinear fractional
q-integro-difference equation equipped with q-integral boundary conditions. The obtained results
significantly contribute to the literature on boundary value problems of fractional q-integro-difference
equations and yield several new results as special cases. Some of these results are listed below.

(a) By letting λ = 1/2 in the results of this paper, we obtain the ones for a nonlinear fractional
q-integro-difference equation of the form:(

Dα
q + Dβ

q

)
u(t) = 2a f (t, u(t)) + 2bIδ

q g(t, u(t)), t ∈ [0, 1], a, b ∈ R+.

(b) For μ = 1/2, our results correspond to the following boundary conditions:

u(0) = 0,
∫ 1

0

[ (1− qs)(γ1−1)

Γq(γ1)
+

(1− qs)(γ2−1)

Γq(γ2)

]
u(s)dqs = 0, γ1, γ2 > 0.

(c) Our results with a = 0 and b = 0 correspond to the ones with purely integral nonlinearity and
purely non-integral nonlinearity, respectively.
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1. Introduction and Preliminaries

Since 1695 [1–3], fractional calculus has been studied by many researchers from both theoretical
and applied viewpoints [4,5]. Particularly, fractional calculus is used to generalize classical inequalities.
Studies involving integral inequalities are important in several areas such as mathematics, physics,
chemistry, biology, engineering and others [6–15]. We recall that there are many definitions of fractional
operators, including Riemann–Liouville (RL), Hadamard, Liouville, Weyl (see [16–19]). From such
fractional integrals, one can obtain generalizations of the inequalities: Hadamard, Hermite–Hadamard,
Hardy, Opial, Gruss, and Montgomery, among others [20–32].

We mention that the following inequality was developed by Ostrowski [33]:

Theorem 1. Let g : I → R be a mapping differentiable in I◦ such that I is an interval in R, I◦ is the interior of
I and a1, b1 ∈ I◦, a1 < b1. If |g′(ξ)| ≤ M for all ξ ∈ [a1, b1], then the integral inequality holds

∣∣∣∣g(x)− 1
b1 − a1

∫ b1

a1

g (ξ) dξ

∣∣∣∣ ≤ [
1
4
+

(
x− a1+b1

2

)2

(b1 − a1)
2

]
(b1 − a1) M, (1)

for all x ∈ [a1, b1].

In the literature, the inequality (1) is called the Ostrowski inequality, see [34]. This inequality has
a great importance while studying the error bounds of different numerical quadrature rules. In recent
years, such inequalities have been generalized and developed by many researchers. Various authors
obtained new Ostrowski-type inequalities for different fractional operators, see [16–19,35–47] and the
references therein.

In 2009, Anastassiou et al. [20] obtained Montgomery identities for fractional integrals and a
generalization for double fractional integrals. For fractional integrals they discussed both Ostrowski
and Grüss inequalities. In 2010, Alomari and Darus [36] presented some Ostrowski-type inequalities
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for the class of convex (or concave) functions. In 2012, Set [41] obtained some new fractional
Ostrowski-type inequalities. In the same year, Liu [40] established some Ostrowski-type inequalities
involving RL fractional integrals for the h-convex function. His results are generalizations of [41,42].
He also provided new estimates on Ostrowski-type inequalities for fractional integrals.

In 2013, Yue [38] obtained Ostrowski inequalities for both fractional integrals and associated
fractional integrals. In 2014, Aljinević [16] studied Montgomery identities for fractional integrals of a
function f with respect to another function g. Also, he gave the Ostrowski inequality for fractional
integrals for functions whose first derivatives belong to Lp spaces. In the same year, Yıldırım and
Kırtay [46] established new generalizations for Ostrowski inequalities by using the generalized RL
fractional integral.

Yıldız et al. [47] used the RL fractional integrals to obtain several new generalizations of Ostrowski
type inequalities. Farid [35] found a new version of Ostrowski type inequalities in a very simple way
for RL fractional integrals. He also derived some related results. Recently, Dragomir studied several
generalizations of the Ostrowski type integral inequality involving RL fractional integrals of bounded
variation: Hölder and Lipschitzian functions, see [17–19]. In 2018, Yaldız and Set [45] obtained some
new Ostrowski type inequalities for generalized fractional integral operators.

Recently, Sousa and Oliveira [43] introduced the left and right sided fractional integrals and
the so-called ψ-Hilfer fractional derivative with respect to another function. They studied Gronwall
inequalities and the Cauchy-type problem by means of the ψ- Hilfer operator in [44]. Consequently,
they opened a window for new applications.

The following definitions are special approaches for when the kernel is unknown, involving
a function ψ. Let α1 > 0 and I = [a1, b1] be a finite or infinite interval. Also, let the function g be
integrable defined on I, and the function ψ be increasing and positive monotone on (a1, b1], having a
continuous derivative ψ′(x) on (a1, b1).

The expressions of the left sided and right sided fractional integrals of a function g with respect to
another function ψ can be seen [4,5], respectively:

Iα1;ψ
a+1

g (x) :=
1

Γ (α1)

∫ x

a1

ψ′ (ξ) (ψ (x)− ψ (ξ))α1−1 g(ξ)dξ (2)

and

Iα1;ψ
b−1

g (x) :=
1

Γ (α1)

∫ b1

x
ψ′ (ξ) (ψ (ξ)− ψ (x))α1−1 g(ξ)dξ. (3)

If we take ψ(x) = x and ψ(x) = ln x, then we obtain RL and Hadamard fractional
integrals, respectively.

The organization of this manuscript is as follows. In Section 1, we give the introduction
and preliminaries. Motivated by [35,43], several Ostrowski-type inequalities for the left sided and
right sided fractional integrals of a function g with respect to another function ψ are established in
Section 2. Illustrative examples are presented in Section 3 to support our results. Section 4 deals with
our conclusions.

2. Main Results

Below, we will show several new Ostrowski-type inequalities for both left and right sided
fractional integrals of a function g with respect to another function ψ.

Theorem 2. Assume that the conditions of the Theorem 1 are satisfied. Also, suppose that the function
ψ ∈ C1(I) is increasing and positive monotone, and ψ′(x) ≥ 1 (∀x ∈ I). Let Iα1;ψ

a+1
and Iβ1;ψ

b−1
be defined as (2)

and (3), respectively. Then the following inequality holds:∣∣∣((ψ (b1)− ψ (x))β1 + (ψ (x)− ψ (a1))
α1
)

g(x)
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−
(

Γ (β1 + 1) Iβ1;ψ
b−1

g (x) + Γ (α1 + 1) Iα1;ψ
a+1

g (x)
)∣∣∣∣

≤ M
(

β1

β1 + 1
(ψ (b1)− ψ (x))β1+1 +

α1

α1 + 1
(ψ (x)− ψ (a1))

α1+1
)

, (4)

where α1, β1 > 0 and x ∈ [a1, b1].

Proof of Theorem 2. Taking into account that ψ is an increasing and positive monotone function,
for α1 > 0 and ξ ∈ [a1, x] we get

(ψ (x)− ψ (ξ))α1 ≤ (ψ (x)− ψ (a1))
α1 . (5)

Utilizing (5) and the given condition on g′, we obtain∫ x

a1

(
Mψ′(ξ)− g′(ξ)

)
(ψ(x)− ψ(ξ))α1 dξ ≤ (ψ(x)− ψ(a1))

α1
∫ x

a1

(
Mψ′(ξ)− g′(ξ)

)
dξ

and ∫ x

a1

(
Mψ′(ξ) + g′(ξ)

)
(ψ(x)− ψ(ξ))α1 dξ ≤ (ψ(x)− ψ(a1))

α1
∫ x

a1

(
Mψ′(ξ) + g′(ξ)

)
dξ.

If the above integrals are calculated, we obtain the following inequalities, respectively:

(ψ (x)− ψ (a1))
α1 g(x)− Γ (α1 + 1) Iα1;ψ

a+1
g (x) ≤ Mα1

α1 + 1
(ψ (x)− ψ (a1))

α1+1 (6)

and
Γ (α1 + 1) Iα1;ψ

a+1
g(x)− (ψ(x)− ψ(a1))

α1 g(x) ≤ Mα1

α1 + 1
(ψ(x)− ψ(a1))

α1+1 . (7)

By using (6) and (7), we report the following inequality:∣∣∣∣(ψ(x)− ψ(a1))
α1 g(x)− Γ (α1 + 1) Iα1;ψ

a+1
g(x)

∣∣∣∣ ≤ Mα1

α1 + 1
(ψ(x)− ψ(a1))

α1+1. (8)

On the other hand, if ψ is an increasing and positive function, for ξ ∈ [x, b1] and β1 > 0 we get

(ψ(ξ)− ψ(x))β1 ≤ (ψ(b1)− ψ(x))β1 . (9)

By using (9) and the given condition on g′, we conclude

∫ b1

x

(
Mψ′(ξ)− g′(ξ)

)
(ψ(ξ)− ψ(x))β1 dξ ≤ (ψ(b1)− ψ(x))β1

∫ b1

x

(
Mψ′(ξ)− g′(ξ)

)
dξ

and ∫ b1

x
(Mψ′(ξ) + g′(ξ)) (ψ(ξ)− ψ(x))β1 dξ ≤ (ψ(b1)− ψ(x))β1

∫ b1

x

(
Mψ′(ξ) + g′(ξ)

)
dξ.

If the above integrals are calculated, we obtain the following inequalities, respectively:

Γ (β1 + 1) Iβ1;ψ
b−1

g(x)− (ψ(b1)− ψ(x))β1 g(x) ≤ Mβ1

β1 + 1
(ψ(b1)− ψ(x))β1+1 (10)

and
(ψ (b1)− ψ(x))β1 g(x)− Γ (β1 + 1) Iβ1;ψ

b−1
g(x) ≤ Mβ1

β1 + 1
(ψ(b1)− ψ(x))β1+1 . (11)
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By using (10) and (11), the following inequality will appear:∣∣∣∣(ψ(b1)− ψ(x))β1 g(x)− Γ (β1 + 1) Iβ1;ψ
b−1

g(x)
∣∣∣∣ ≤ Mβ1

β1 + 1
(ψ(b1)− ψ(x))β1+1 . (12)

So, by utilizing (8) and (12), we obtain (4).

Theorem 3. Let g : I → R be a mapping differentiable in I◦ (the interior of I) such that I is an interval
in R and a1, b1 ∈ I◦, a1 < b1. Assume that the function ψ ∈ C1(I) is increasing and positive monotone,
and ψ′(x) ≥ 1 (∀x ∈ I). Also, let Iα1;ψ

a+1
and Iβ1;ψ

b−1
be defined as (2) and (3), respectively. If m ≤ g′(t) ≤ M for

M ≥ 0, m ≤ 0 and all ξ ∈ [a1, b1], then the following inequalities hold:(
(ψ(x)− ψ (a1))

α1 − (ψ (b1)− ψ (x))β1
)

g (x)

−
(

Γ (α1 + 1) Iα1;ψ
a+1

g (x)− Γ (β1 + 1) Iβ1;ψ
b−1

g (x)
)

≤ M
(

α1

α1 + 1
(ψ(x)− ψ(a1))

α1+1 +
β1

β1 + 1
(ψ(b1)− ψ(x))β1+1

)
(13)

and (
(ψ(b1)− ψ (x))β1 − (ψ (x)− ψ (a1))

α1
)

g (x)

+

(
Γ (α1 + 1) Iα1;ψ

a+1
g(x)− Γ (β1 + 1) Iβ1;ψ

b−1
g (x)

)
≤ −m

(
β1

β1 + 1
(ψ(b1)− ψ(x))β1+1 +

α1

α1 + 1
(ψ(x)− ψ(a1))

α1+1
)

, (14)

where α1, β1 > 0 and x ∈ [a1, b1].

Proof of Theorem 3. Using the given comparing conditions on g′, the proof is similar to one of
Theorem 2. That is, from (5) and by using the given condition on g′, we conclude∫ x

a1

(
Mψ′ (ξ)− g′(ξ)

)
(ψ(x)− ψ(ξ))α1 dξ ≤ (ψ(x)− ψ(a1))

α1
∫ x

a1

(
Mψ′ (ξ)− g′(ξ)

)
dξ

and ∫ x

a1

(
g′(ξ)−mψ′ (ξ)

)
(ψ(x)− ψ(ξ))α1 dξ ≤ (ψ(x)− ψ(a1))

α1
∫ x

a1

(
g′(ξ)−mψ′ (ξ)

)
dξ.

If the above integrals are calculated, we obtain the following inequalities, namely:

(ψ(x)− ψ(a1))
α1 g(x)− Γ (α1 + 1) Iα1;ψ

a+1
g(x) ≤ Mα1

α1 + 1
(ψ(x)− ψ(a1))

α1+1 (15)

and
Γ(α1 + 1)Iα1;ψ

a+1
g(x)− (ψ(x)− ψ(a1))

α1 g(x) ≤ − mα1

α1 + 1
(ψ(x)− ψ(a1))

α1+1 . (16)

On the other hand, by using (9) and the given condition on g′, we have

∫ b1

x

(
Mψ′(ξ)− g′(ξ)

)
(ψ(ξ)− ψ(x))β1 dξ ≤ (ψ(b1)− ψ(x))β1

∫ b1

x

(
Mψ′(ξ)− g′(ξ)

)
dξ
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and ∫ b1

x

(
g′(ξ)−mψ′(ξ)

)
(ψ(ξ)− ψ(x))β1 dξ ≤ (ψ(b1)− ψ(x))β1

∫ b1

x

(
g′(ξ)−mψ′(ξ)

)
dξ.

If the above integrals are calculated, we obtain the following inequalities, namely:

Γ (β1 + 1) Iβ1;ψ
b−1

g (x)− (ψ (b1)− ψ (x))β1 g(x) ≤ Mβ1

β1 + 1
(ψ (b1)− ψ (x))β1+1 (17)

and
(ψ(b1)− ψ(x))β1 g(x)− Γ(β1 + 1)Iβ1;ψ

b−1
g(x) ≤ − mβ1

β1 + 1
(ψ(b1)− ψ(x))β1+1, (18)

respectively. By using (15) and (17), we obtain (13). In addition, by using (16) and (18),
we provide (14).

Theorem 4. Let g : I → R be a mapping differentiable in I◦ (the interior of I) such that I is an interval
in R and a1, b1 ∈ I◦, a1 < b1. Assume that the function ψ ∈ C1(I) is increasing and positive monotone,
and ψ′(x) ≥ 1 (∀x ∈ I). Also, let Iα1;ψ

a+1
and Iβ1;ψ

b−1
be defined as (2) and (3), respectively. If m ≤ g′(t) ≤ M for

M ≥ 0, m ≤ 0 and all ξ ∈ [a1, b1], then the following inequalities hold:(
(ψ(x)− ψ (a1))

α1 + (ψ (b1)− ψ (x))β1
)

g (x)

−
(

Γ (α1 + 1) Iα1;ψ
a+1

g (x) + Γ (β1 + 1) Iβ1;ψ
b−1

g (x)
)

≤ Mα1

α1 + 1
(ψ(x)− ψ(a1))

α1+1 − mβ1

β1 + 1
(ψ(b1)− ψ(x))β1+1 (19)

and
−
(
(ψ(b1)− ψ (x))β1 + (ψ (x)− ψ (a1))

α1
)

g (x)

+

(
Γ (α1 + 1) Iα1;ψ

a+1
g(x) + Γ (β1 + 1) Iβ1;ψ

b−1
g (x)

)
≤ Mβ1

β1 + 1
(ψ(b1)− ψ(x))β1+1 − mα1

α1 + 1
(ψ(x)− ψ(a1))

α1+1 , (20)

where α1, β1 > 0 and x ∈ [a1, b1].

Proof of Theorem 4. Proof is constructed in the same line as the proof of Theorem 3. By using (15)
and (18), we obtain (19). In addition, from (16) and (17), we get (20).

Theorem 5. Suppose that the conditions of the Theorem 2 are satisfied. Also, assume that the function
ψ ∈ C1(I) is increasing and positive monotone, and ψ′(x) ≥ 1 (∀x ∈ I). Let Iα1;ψ

a+1
and Iβ1;ψ

b−1
be defined as (2)

and (3), respectively. Then the following inequality holds:∣∣∣((ψ (b1)− ψ (x))β1 g (b1) + (ψ (x)− ψ (a1))
α1 g (a1)

)
−
(

Γ (β1 + 1) Iβ1;ψ
x+ g (b1) + Γ (α1 + 1) Iα1;ψ

x− g (a1)
)∣∣∣

≤ M
(

β1

β1 + 1
(ψ (b1)− ψ (x))β1+1 +

α1

α1 + 1
(ψ (x)− ψ (a1))

α1+1
)

, (21)

where α1, β1 > 0 and x ∈ [a1, b1].
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Proof of Theorem 5. Recalling ψ is an increasing and positive monotone function, for α1 > 0 and
ξ ∈ [a1, x] we obtain

(ψ (ξ)− ψ (a1))
α1 ≤ (ψ (x)− ψ (a1))

α1 . (22)

By using (22) and the given condition on g′, we have∫ x

a1

(Mψ′(ξ)− g′(ξ))(ψ(ξ)− ψ(a1))
α1 dξ ≤ (ψ(x)− ψ(a1))

α1
∫ x

a1

(
Mψ′(ξ)− g′(ξ)

)
dξ

and ∫ x

a1

(Mψ′(ξ) + g′(ξ))(ψ(ξ)− ψ(a1))
α1 dξ ≤ (ψ(x)− ψ(a1))

α1
∫ x

a1

(
Mψ′(ξ) + g′(ξ)

)
dξ.

If the above integrals are calculated, we obtain the following inequalities, respectively:

Γ(α1 + 1)Iα1;ψ
x− g(a1)− (ψ(x)− ψ(a1))

α1 g(a1) ≤
Mα1

α1 + 1
(ψ(x)− ψ(a1))

α1+1 (23)

and
(ψ(x)− ψ(a1))

α1 g(a1)− Γ(α1 + 1)Iα1;ψ
x− g(a1) ≤

Mα1

α1 + 1
(ψ(x)− ψ(a1))

α1+1 . (24)

By utilizing (23) and (24), the following inequality holds:∣∣∣(ψ (x)− ψ (a1))
α1 g (a1)− Γ (α1 + 1) Iα1;ψ

x− g (a1)
∣∣∣

≤ Mα1

α1 + 1
(ψ (x)− ψ (a1))

α1+1 . (25)

Using the fact that ψ is an increasing and positive monotone function, for ξ ∈ [x, b1] and β1 > 0
we get

(ψ (b1)− ψ (ξ))β1 ≤ (ψ (b1)− ψ (x))β1 . (26)

By using (26) and the given condition on g′, we have

∫ b1

x
(Mψ′(ξ)− g′(ξ))(ψ(b1)− ψ(ξ))β1 dξ ≤ (ψ(b1)− ψ(x))β1

∫ b1

x

(
Mψ′(ξ)− g′(ξ)

)
dξ

and ∫ b1

x
(Mψ′(ξ) + g′(ξ))(ψ(b1)− ψ(ξ))β1 dξ ≤ (ψ(b1)− ψ(x))β1

∫ b1

x

(
Mψ′(ξ) + g′(ξ)

)
dξ.

If the above integrals are calculated, we obtain the following inequalities, respectively:

(ψ(b1)− ψ(x))β1 g(b1)− Γ(β1 + 1)Iβ1;ψ
x+ g(b1) ≤

Mβ1

β1 + 1
(ψ(b1)− ψ(x))β1+1 (27)

and
Γ(β1 + 1)Iβ1;ψ

x+1
g(b1)− (ψ(b1)− ψ(x))β1 g(b1) ≤

Mβ1

β1 + 1
(ψ(b1)− ψ(x))β1+1 . (28)

By making use of (27) and (28), the following inequality holds:

|(ψ(b1)− ψ(x))β1 g(b1)− Γ(β1 + 1)Iβ1;ψ
x+ g(b1)| ≤

Mβ1

β1 + 1
(ψ(b1)− ψ(x))β1+1. (29)

So, from (25) and (29), we obtain (21).
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Corollary 1. If β1 = α1 in Theorem 2, then the following fractional Ostrowski inequality holds:∣∣((ψ (b1)− ψ (x))α1 + (ψ (x)− ψ (a1))
α1
)

g(x)

−Γ (α1 + 1)
(

Iα1;ψ
b−1

g (x) + Iα1;ψ
a+1

g (x)
)∣∣∣∣

≤ Mα1

α1 + 1

(
(ψ (b1)− ψ (x))α1+1 + (ψ (x)− ψ (a1))

α1+1
)

,

where α1 > 0 and x ∈ [a1, b1].

Corollary 2. If α1 = β1 = 1 and ψ(x) = x, then we lead to the Ostrowski inequality (1).

Corollary 3. If α1 = β1 in Theorem 5, then we obtain the following fractional Ostrowski inequality:∣∣((ψ (b1)− ψ (x))α1 g (b1) + (ψ (x)− ψ (a1))
α1 g (a1)

)
−Γ (α1 + 1)

(
Iα1;ψ
x+ g (b1) + Iα1;ψ

x− g (a1)
)∣∣∣

≤ Mα1

α1 + 1

(
(ψ (b1)− ψ (x))α1+1 + (ψ (x)− ψ (a1))

α1+1
)

,

where α1 > 0 and x ∈ [a1, b1].

Remark 1. If we take ψ (x) = x, then Theorem 2, Theorem 3, and Theorem 5 reduce to Theorem 1.2–Theorem 1.4
in Farid [35], respectively. But, in [35], −m should be M in the first inequality in Theorem 1.3. Also, M should
be −m in the second inequality.

Remark 2. After following the steps of the proof of Theorem 2 with ψ (x) = x and α1 = β1 = 1, an alternative
proof of the Ostrowski inequality is obtained (see [37]).

3. Examples

In this section, we support our main results by presenting two examples.

Example 1. Let α1 = 0.5, β1 = 2.2, ψ(x) = ex, g(x) = sin x and [a1, b1] = [0, π]. Then, we obtain
|g′(x)| = |cos x| ≤ 1, that is, M = 1. Also, ψ(x) = ex is an increasing continuous derivative and positive
monotone function with ψ′(x) = ex ≥ 1 for all x ∈ [0, π]. Then, using Theorem 2, for [0, π] we obtain the
following Ostrowski type inequality:∣∣∣((eπ − ex)2.2 + (ex − 1)0.5

)
sin x−

(
Γ (3.2) I2.2;ψ

π− sin x + Γ (1.5) I0.5;ψ
0+ sin x

)∣∣∣
≤ 11

16
(eπ − ex)3.2 +

1
3
(ex − 1)1.5 .

Example 2. Let α1 = 0.5, β1 = 2.2, ψ(x) = 6
√

x + 2, g(x) = (x− 1)2 and [a1, b1] = [0, 2]. Then, we get
g′(x) = 2 (x− 1). Let m = −2 and M = 2. Also, ψ(x) = 6

√
x + 2 is an increasing continuous derivative

and positive monotone function with ψ′(x) = 3√
x+2

≥ 1 for all x ∈ I = [0, 2].Then, using Theorem 3,
for x ∈ [0, 2] we obtain the following Ostrowski type inequality:((

6
√

x + 2− 6
√

2
)0.5

−
(

12− 6
√

x + 2
)2.2

)
(x− 1)2−

(
Γ (1.5) I0.5;ψ

0+ (x− 1)2 − Γ (3.2) I2.2;ψ
2− (x− 1)2

)

≤ 2
(

1
3

(
6
√

x + 2− 6
√

2
)1.5

+
11
16

(
12− 6

√
x + 2

)3.2
)
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and((
12− 6

√
x + 2

)2.2
−
(

6
√

x + 2− 6
√

2
)1.5

)
(x− 1)2 +

(
Γ (1.5) I0.5;ψ

0+ (x− 1)2 − Γ (3.2) I2.2;ψ
2− (x− 1)2

)

≤ 2
(

11
16

(
6
√

2− 6
√

x + 2
)3.2

+
1
3

(
6
√

x + 2− 6
√

2
)1.5

)
.

4. Conclusions

Studies involving integral inequalities play an important role in several areas of science
and engineering. During recent years, such inequalities have been generalized and developed by
many researchers. Ostrowski inequalities have a great importance while studying the error bounds of
different numerical quadrature rules, for example the midpoint rule, Simpson’s rule, the trapezoidal
rule and other generalized Riemann types. In this paper, by generalizing the inequalities in [35],
we proposed, within four theorems and their related corollaries, several new Ostrowski-type integral
inequalities for the left and right sided fractional integrals of a function g with respect to another
function ψ. Finally, we investigated in detail two examples to show the reported results.
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Abstract: In the present paper, we investigate some Hermite-Hadamard (HH) inequalities related
to generalized Riemann-Liouville fractional integral (GRLFI) via exponentially convex functions.
We also show the fundamental identity for GRLFI having the first order derivative of a given
exponentially convex function. Monotonicity and exponentially convexity of functions are used with
some traditional and forthright inequalities. In the application part, we give examples and new
inequalities for the special means.

Keywords: convex function; exponentially convex function; fractional integrals; generalized
Riemann-liouville fractional integrals

1. Introduction

Recently, several researchers have attracted the fractional calculus, see References [1–4]. The effect
and motivation of this fractional calculus in both theoretical and applied science and engineering rose
substantially. Numerous studies related to the discrete versions of this fractional calculus have been
established, which benefit from countless applications in the theory of time scales, physics, different
fields of engineering, chemistry and so forth (e.g, see References [4–32] and the references therein).

A few decades ago, a lot of new operator definitions were given and the properties and structures
of these operators have been examined. Some of these operators are very close to classical operators in
terms of their characteristics and definitions. It is known that the GRLFI , which was introduced in
reference [33], extends several well-known fractional integral operators (see Remark 1 below). Both
the generalized Riemann-Liouville fractional derivative and the integral operator are useful in the
study of transform theory, quantum theory and fractional intgerodifferential equations.

Almost every mathematician knows the importance of convexity theory in every field of
mathematics, for example in nonlinear programming and optimization theory. By using the concept of
convexity, several integral inequalities have been introduced such as Jensen,HH and Slater inequalities,
and so forth. But the well-known one is the celebratedHH inequality.

Let I ⊆ R be an interval and U : I → R be a convex function. Then the double inequality

U
(d1 + d2

2

)
≤ 1

d2 − d1

d2∫
d1

U (x)dx ≤ U (d1) + U (d2)

2
, (1)

holds for all d1, d2 ∈ I with d1 < d2. It is easy to see that if U is concave on I , one has the
reverse of this inequality. This inequality provides bounds for the mean value of a convex function.
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Recently, mathematicians have focused on obtaining new variants of the HH inequality by giving
generalizations, improvements, refinements and extensions, see References [34–36].

Exponentially convex functions have emerged as a significant new class of convex functions,
which have important applications in technology, data science and statistics. The main motivation
of this paper depends on new inequalities that have been proved via GRLFI and applied for
exponentially convex functions. This identity offers new upper bounds and estimations ofHH type
integral inequalities. Some particular cases have been discussed, which can be deduced from these
consequences.

Recall the definition of an exponentially convex function, which is investigated by Dragomir and
Gomm [34]:

Definition 1. (See [34]) A positive real-valued function U : K ⊆ R −→ (0, ∞) is said to be exponentially
convex on K if the inequality

eU (τx+(1−τ)y) ≤ τeU (x) + (1− τ)eU (y)

holds for x, y ∈ K and τ ∈ [0, 1].

Exponentially convex functions are used to manipulate for statistical learning, sequential
prediction and stochastic optimization, see References [37–39].

After the class of exponentially convex functions was introduced by Dragomir and Gomm [34],
Alirezai and Mathar [37] have investigated the mathematical perspectives along with their fertile
applications in statistics and information theory, see References [37,39]. Due to its significance, Pecaric
and Jaksetic [40,41] used another kind of exponentially convex function introduced in Reference [42]
and have provided some applications in Euler-Radau expansions and stolarsky means. Our intention
is to use the exponentially convexity property of the functions as well as the absolute values of their
derivatives in order to establish estimates for GRLFI .

Definition 2. ([1–3]) Let (d1, d2) (−∞ ≤ d1 < d2 ≤ ∞) be a finite or infinite real interval and ρ > 0. Let
Ψ(x) be an increasing and positive monotone function on (d1, d2] with a continuous derivative on (d1, d2).
Then the left and right-sided generalized Riemann-Liouville fractional integrals of a function U on [d1, d2] are
defined by

Iρ,Ψ
d+1
U (τ) = 1

Γ(ρ)

τ∫
d1

Ψ′(x)
(
Ψ(τ)−Ψ(x)

)ρ−1U (x)dx, (2)

and

Iρ,Ψ
d−2
U (τ) = 1

Γ(ρ)

d2∫
τ

Ψ′(x)
(
Ψ(x)−Ψ(τ)

)ρ−1U (x)dx, (3)

respectively; with Γ(.), the classical gamma function.

Remark 1. Many known defined fractional integral operators are just special cases of (2) and (3).

1. Setting U (τ) = τ, it turns into the both sided (RLI).
2. Setting U (τ) = log τ, the Hadamard fractional integrals are obtained [1,3].
3. Setting U (τ) = τβ

β , β > 0 it turns into the both sided Katugampola fractional integrals given in
Reference [33].

4. Setting U (τ) = (τ−a)β

β , β > 0, the operators in reference [43] are obtained.

5. Setting U (τ) = τε+ς

ε+ς , it turns into the both sided generalized conformable fractional integrals defined by
Khan et al. in reference [44].
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The principal objective of this paper is to use a new convex class and a new integral operator to
obtain new versions ofHH-inequality that give bounds for the mean value of convexity. Also, we will
establish some more general estimates and related modulus inequalities for GRLFI via exponentially
convex functions. In addition, the accuracy of the results was tested with applications of special means
and with some examples.

2. HH Inequality for GRLFI
Theorem 1. Let U : [d1, d2]→ R be a positive function, for 0 ≤ d1 < d2, and eU ∈ L1([d1, d2]). Let Ψ(x) is
an increasing and positive monotone function on (d1, d2], with continuous derivative Ψ′(x) on (d1, d2). Let U
is an exponentially convex function and ρ ∈ (0, 1). Then

eU
( d1+d2

2

)
≤ Γ(ρ + 1)

(d2 − d1)ρ

[
Iρ,Ψ
d+1

(
eU ◦Ψ

)(
Ψ−1(d2)

)
+ Iρ,Ψ

d−2

(
eU ◦Ψ

)(
Ψ−1(d1)

)]
≤ eU (d1) + eU (d2)

2
. (4)

Proof. Since U is an exponentially convex function for [d1, d2], we have

eU
(

u+v
2

)
≤ eU (u) + eU (v)

2
. (5)

Let u = τd1 + (1− τ)d2 and v = (1− τ)d1 + τd2, we get

2eU
( d1+d2

2

)
≤ eU (τd1+(1−τ)d2) + eU ((1−τ)d1+τd2). (6)

Multiplying by τρ−1 on both sides of inequality (6) and then integrating w.r.t τ over [0, 1], implies

2
ρ

eU
( d1+d2

2

)
≤

1∫
0

τρ−1eU (τd1+(1−τ)d2)dτ +

1∫
0

τρ−1eU ((1−τ)d1+τd2)dτ. (7)

Now consider,

Γ(ρ + 1)
2(d2 − d1)ρ

[
Iρ,Ψ
d+1

(
eU ◦Ψ

)(
Ψ−1(d2)

)
+ Iρ,Ψ

d−2

(
eU ◦Ψ

)(
Ψ−1(d1)

)]

=
Γ(ρ + 1)

2(d2 − d1)ρ

1
Γ(ρ)

[ Ψ−1(d2)∫
Ψ−1(d1)

Ψ′(z)
(
d2 −Ψ(z)

)ρ−1
(eU ◦Ψ)(z)dz

+

Ψ−1(d2)∫
Ψ−1(d1)

Ψ′(z)
(
Ψ(z)− d1

)ρ−1
(eU ◦Ψ)(z)dz

]

=
ρ

2(d2 − d1)ρ

[ Ψ−1(d2)∫
Ψ−1(d1)

Ψ′(z)
(
d2 −Ψ(z)

)ρ−1eU (Ψ(z))dz

+

Ψ−1(d2)∫
Ψ−1(d1)

Ψ′(z)
(
Ψ(z)− d1

)ρ−1eU (Ψ(z))dz
]

=
ρ

2

[ 1∫
0

τρ−1eU (τd1+(1−τ)d2)dτ +

1∫
0

τρ−1eU ((1−τ)d1+τd2)dτ

]

≥ eU
( d1+d2

2

)
,
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by using (7). Thus the first inequality of (4) is proved.
Next, we again use the exponential convexity of U , that is,

eU (τd1+(1−τ)d2) + eU ((1−τ)d1+τd2) ≤ eU (d1) + eU (d2). (8)

Multiplying by τρ−1 on both sides of inequality (8), and then integrating w.r.t τ over [0, 1], implies

1∫
0

τρ−1eU (τd1+(1−τ)d2)dτ +

1∫
0

τρ−1eU ((1−τ)d1+τd2)dτ ≤ eU (d1) + eU (d2)

ρ
.

That is,

Γ(ρ + 1)
(d2 − d1)ρ

[
Iρ,Ψ
d+1

(
eU ◦Ψ

)(
Ψ−1(d2)

)
+ Iρ,Ψ

d−2

(
eU ◦Ψ

)(
Ψ−1(d1)

)]
≤ eU (d1) + eU (d2)

2
.

Hence the proof is completed.

Our next result is the subsequent lemma, which is useful for our coming results.

Lemma 1. Let U : [d1, d2] → R be a differentiable mapping, for 0 ≤ d1 < d2, and eU ∈ L1([d1, d2]). Let
Ψ(x) is an increasing and positive monotone function on (d1, d2], with continuous derivative Ψ′(x) on (d1, d2)

and ρ ∈ (0, 1). Then

eU (d1) + eU (d2)

2
− Γ(ρ + 1)

2(d2 − d1)ρ

[
Iρ,Ψ
d+1

(
eU ◦Ψ

)(
Ψ−1(d2)

)
+ Iρ,Ψ

d−2

(
eU ◦Ψ

)(
Ψ−1(d1)

)]

=
1
2

[ Ψ−1(d2)∫
Ψ−1(d1)

Ψ′(z)
(Ψ(z)− d1

d2 − d1

)ρ(
eU ◦Ψ

)
(z)U′(Ψ(z))dz

−
Ψ−1(d2)∫

Ψ−1(d1)

Ψ′(z)
(d2 −Ψ(z)

d2 − d1

)ρ(
eU ◦Ψ

)
(z)U′(Ψ(z))dz

]
. (9)

Proof. Consider

I =
d2 − d1

2

1∫
0

[
(1− τ)ρ − τρ

]
eU
(
(1−τ)d1+τd2

)
U′
(
(1− τ)d1 + τd2

)
dτ

=
d2 − d1

2

[ 1∫
0

(1− τ)ρeU
(
(1−τ)d1+τd2

)
U′
(
(1− τ)d1 + τd2

)
dτ

−
1∫

0

τρeU
(
(1−τ)d1+τd2

)
U′
(
(1− τ)d1 + τd2

)
dτ

]
.

By making a change of variable in the above equation Ψ(z) = (1− τ)d1 + τd2, we have
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I =
1
2

[ Ψ−1(d2)∫
Ψ−1(d1)

Ψ′(z)
(d2 −Ψ(z)

d2 − d1

)ρ(
eU ◦Ψ

)
(z)U′(Ψ(z))dz

−
Ψ−1(d2)∫

Ψ−1(d1)

Ψ′(z)
(Ψ(z)− d1

d2 − d1

)ρ(
eU ◦Ψ

)
(z)U′(Ψ(z))dz

]

= I1 + I2. (10)

Now

Γ(ρ + 1)
2(d2 − d1)ρ Iρ,Ψ

d+1

(
eU ◦Ψ

)(
Ψ−1(d2)

)
=

ρ

2(d2 − d1)ρ

ψ−1(d2)∫
ψ−1(d1)

ψ′(z)
(
d2 − ψ(z)

)ρ−1(eU ◦ ψ
)
(z)dz

= − 1
2(d2 − d1)ρ

ψ−1(d2)∫
ψ−1(d1)

(
eU ◦ ψ

)
d
(
d2 − ψ(z)

)ρ

=
1

2(d2 − d1)ρ

[
(d2 − d1)

ρeU (d1) +

ψ−1(d2)∫
ψ−1(d1)

ψ′(z)
(
d2 −Ψ(z)

)ρ(eU ◦ ψ
)
(z)U′(Ψ(z))dz

]

=
eU (d1)

2
+ I1

and

Γ(ρ + 1)
2(d2 − d1)ρ Iρ,Ψ

d−2

(
eU ◦Ψ

)(
Ψ−1(d1)

)
=

ρ

2(d2 − d1)ρ

ψ−1(d2)∫
Ψ−1(d1)

ψ′(z)
(
Ψ(z)− d1

)ρ−1(eU ◦Ψ
)
(z)dz

=
1

2(d2 − d1)ρ

ψ−1(d2)∫
Ψ−1(d1)

(
eU ◦ ψ

)
d
(
Ψ(z)− d1

)ρ

=
1

2(d2 − d1)ρ

[
(d2 − d1)

ρeU (d2) −
Ψ−1(d2)∫

Ψ−1(d1)

Ψ′(z)
(
Ψ(z)− d1

)ρ(eU ◦ ψ
)
(z)U′(Ψ(z))dz

]

=
eU (d2)

2
− I2.

It follows that

eU (d2) + eU (d1)

2
− I1 − I2 = I.

This completes the proof.
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Theorem 2. Let U : [d1, d2] → R be a differentiable mapping, for 0 ≤ d1 < d2, and eU ∈ L1([d1, d2]). Let
Ψ(x) be an increasing and positive monotone function on (d1, d2], with continuous derivative Ψ′(x) on (d1, d2)

and ρ ∈ (0, 1). If |U ′|q is exponentially convex and q ≥ 1, then∣∣∣ eU (d1)+eU (d2)

2 − Γ(ρ+1)
2(d2−d1)

ρ

[
Iρ,Ψ
d+1

(
eU ◦Ψ

)(
Ψ−1(d2)

)
+ Iρ,Ψ

d−2

(
eU ◦Ψ

)(
Ψ−1(d1)

)]∣∣∣
d2−d1

2

(
2

ρ+1

(
1− 1

2ρ

))1− 1
q [

1
ρ+3

(
1− 1

2ρ+2

)] 1
q
[
|eU (d1)U′(d1)|q + |eU (d2)U′(d2)|q

] 1
q
.

(11)

Proof. First note that, for every z ∈
(

Ψ−1(d1)Ψ−1(d2)
)

, we have d1 < Ψ(z) < d2. Let τ = d2−Ψ(z)
d2−d1

,

then we have Ψ(z) = τd1 + (1− τ)d2. Applying Lemma 1, Hölder’s inequality and exponentially
convexity of |U ′|, we obtain

∣∣∣ eU (d1) + eU (d2)

2
− Γ(ρ + 1)

2(d2 − d1)ρ

[
Iρ,Ψ
d+1

(
eU ◦Ψ

)(
Ψ−1(d2)

)
+ Iρ,Ψ

d−2

(
eU ◦Ψ

)(
Ψ−1(d1)

)]∣∣∣
≤ 1

2

[ Ψ−1(d2)∫
Ψ−1(d1)

∣∣∣(Ψ(z)− d1

d2 − d1

)ρ
−
(d2 −Ψ(z)

d2 − d1

)ρ∣∣∣∣∣(eU ◦Ψ
)
(z)
∣∣d(U (Ψ(z))

)]

=
d2 − d1

2

( 1∫
0

|(1− τ)ρ − τρ|dτ
)1− 1

q
( 1∫

0

|(1− τ)ρ − τρ||eU (τd1+(1−τ)d2)U′(τd1 + (1− τ)d2)|qdτ
) 1

q

≤ d2 − d1

2

( 1∫
0

|(1− τ)ρ − τρ|dτ
)1− 1

q

×
( 1∫

0

|(1− τ)ρ − τρ||
{

τ|eU (d1)|q + (1− τ)|eU (d2)|q
}
{τ|U ′(d1)|q + (1− τ)|U ′(d2)|q}dτ

) 1
q

=
d2 − d1

2

(
2

ρ + 1

(
1− 1

2ρ

))1− 1
q
( 1∫

0

|(1− τ)ρ − τρ|
[
τ2∣∣eU (d1)U′(d1)

∣∣q

+(1− τ)2∣∣eU (d2)U′(d2)
∣∣q + τ(1− τ)

{∣∣eU (d1)U′(d2)
∣∣q + ∣∣eU (d2)U′(d1)

∣∣q}]dτ

) 1
q

=
d2 − d1

2

(
2

ρ + 1

(
1− 1

2ρ

))1− 1
q

×
( 1∫

0

|(1− τ)ρ − τρ|
[
τ2∣∣eU (d1)U′(d1)

∣∣q + (1− τ)2∣∣eU (d2)U′(d2)
∣∣q + τ(1− τ)Δ(d1, d2)

]
dτ

) 1
q

:=
d2 − d1

2

(
2

ρ + 1

(
1− 1

2ρ

))1− 1
q

(S1 + S2). (12)

where

S1 :=

1
2∫

0

[
(1− τ)ρ − τρ

][
τ2∣∣eU (d1)U′(d1)

∣∣q + (1− τ)2∣∣eU (d2)U′(d2)
∣∣q + τ(1− τ)Δ(d1, d2)

]
dτ,

S2 :=
1∫

1
2

[
τρ − (1− τ)ρ

][
τ2∣∣eU (d1)U′(d1)

∣∣q + (1− τ)2∣∣eU (d2)U′(d2)
∣∣q + τ(1− τ)Δ(d1, d2)

]
dτ.
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Now

1
2∫

0

τ2(1− τ)ρdτ =

1∫
1
2

τρ(1− τ)2dτ = β 1
2
(3, ρ + 1),

1
2∫

0

τρ(1− τ)2dτ =

1∫
1
2

τ2(1− τ)ρdτ = β 1
2
(ρ + 1, 3),

1
2∫

0

τρ+2dτ =

1∫
1
2

(1− τ)ρ+2dτ =
1

(ρ + 3)2ρ+3 ,

1
2∫

0

(1− τ)ρ+2dτ =

1∫
1
2

τρ+2dτ =
1

ρ + 3
− 1

(ρ + 3)2ρ+3 ,

1
2∫

0

[
(1− τ)ρ+1τ − τρ+1(1− τ)

]
dτ = β 1

2
(ρ + 2, 2)− β 1

2
(2, ρ + 2) = 0,

1∫
1
2

[
τρ+1(1− τ)− (1− τ)ρ+1τ

]
dτ = β 1

2
(ρ + 2, 2)− β 1

2
(2, ρ + 2) = 0.

By substituting the above integral values in (12) and after some simplification, we get the required
inequality (13).

Corollary 1. Letting q = 1, then under the assumption of Theorem 2, we have

∣∣∣ eU (d1) + eU (d2)

2
− Γ(ρ + 1)

2(d2 − d1)ρ

[
Iρ,Ψ
d+1

(
eU ◦Ψ

)(
Ψ−1(d2)

)
+ Iρ,Ψ

d−2

(
eU ◦Ψ

)(
Ψ−1(d1)

)]∣∣∣
≤ d2 − d1

2

[ 1
ρ + 3

(
1− 1

2ρ+2

)][
|eU (d1)U′(d1)|+ |eU (d2)U′(d2)|

]
. (13)

Proof. Since Ψ is differentiable and strictly increasing function, we can write
(
Ψ(x)− Ψ(τ)

)ρ−1 ≤(
Ψ(x)−Ψ(d1)

)ρ−1, where as x ∈ [d1, d2] and τ ∈ [d1, x], ρ ≥ 1, and Ψ′(τ) > 0. Then, the subsequent
inequality holds true

Ψ′(τ)
(
Ψ(x)−Ψ(τ)

)ρ−1 ≤ Ψ′(τ)
(
Ψ(x)−Ψ(d1)

)ρ−1. (14)

By exponentially convexity of U , we have

eU (τ) ≤ x− τ

x− d1
eU (d1) +

τ − d1

x− d1
eU (x). (15)

From (14) and (15), one has

x∫
d1

Ψ′(τ)
(
Ψ(x)−Ψ(τ)

)ρ−1eU (τ)dτ

≤
(
Ψ(x)−Ψ(d1)

)ρ−1

x− d1

[
eU (d1)

x∫
d1

(x− τ)Ψ′(τ)dτ + eU (x)
x∫

d1

(τ − d1)Ψ′(τ)dτ

]
.
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By using (2) of Definition 2, we get

Γ(ρ)Iρ,Ψ
d+1

eU (x) (16)

≤
(
Ψ(x)−Ψ(d1)

)ρ−1

x− d1

[
(x− d1)

[
Ψ(x)eU (x) − eU (d1)Ψ(d1)

]
−
(
eU (x) − eU (d1)

) x∫
d1

Ψ(τ)dτ

]
.

Now for x ∈ [d1, d2], τ ∈ [x, d2] and δ ≥ 1, the subsequent inequality holds true

Ψ′(τ)
(
Ψ(τ)−Ψ(x)

)δ−1 ≤ Ψ′(τ)
(
Ψ(d2)−Ψ(x)

)δ−1. (17)

By exponentially convexity of U , we have

eU (τ) ≤ τ − x
d2 − x

eU (d2) +
d2 − τ

d2 − x
eU (x). (18)

Adopting the same procedure as we did for (14) and (15) , one can get from (17) and (18) the
coming inequality

Γ(δ)Iδ,Ψ
d−2

eU (x) (19)

≤
(
Ψ(d2)−Ψ(x)

)δ−1

d2 − x

[
(d2 − x)

[
Ψ(d2)eU (d2) − eU (x)Ψ(x)

]
−
(
eU (d2) − eU (x)) d2∫

x

Ψ(τ)dτ

]
.

From inequalities (16) and (19), we get (13). Hence the proof is completed.

Particular cases are stated as follows.

Corollary 2. Choosing ρ = δ in (13), then we have a new inequality for GRLFI ;

Γ(ρ)Iρ,Ψ
d+1

eU (x) + Γ(ρ)Iρ,Ψ
d−2

eU (x)

≤
(
Ψ(x)−Ψ(d1)

)ρ−1

x− d1

[
(x− d1)

[
Ψ(x)eU (x) − eU (d1)Ψ(d1)

]
−
(
eU (x) − eU (d1)

) x∫
d1

Ψ(τ)dτ

]

+

(
Ψ(d2)−Ψ(x)

)ρ−1

d2 − x

[
(d2 − x)

[
Ψ(d2)eU (d2) − eU (x)Ψ(x)

]
−
(
eU (d2) − eU (x)) d2∫

x

Ψ(τ)dτ

]
.

Corollary 3. Choosing x = d1 and x = d2 in (13), adding the resulting inequalities, then the conditions of
Theorem 1 are satisfied, we have

Γ(ρ)Iρ,Ψ
d+1

eU (d2) + Γ(δ)Iδ,Ψ
d−2

eU (d1) ≤
((

Ψ(d2)−Ψ(d1)
)ρ−1

+
(
Ψ(d2)−Ψ(d1)

)δ−1

d2 − d1

)
(20)

×
(
(d2 − d1)

[
eU (d2)Ψ(d2)− eU (d1)Ψ(d1)

]
− [eU (d2) − eU (d1)]

d2∫
d1

Ψ(τ)dτ

)
.
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Corollary 4. If we take ρ = δ in (20), then we get the following inequality for GRLFI

Γ(ρ)
[
Iρ+1,Ψ
d+1

Ψ(d2) + Iρ+1,Ψ
d−2

Ψ(d1)
]
≤
(

2
(
Ψ(d2)−Ψ(d1)

)ρ−1

d2 − d1

)

×
(
(d2 − d1)

[
eU (d2)Ψ(d2)− eU (d1)Ψ(d1)

]
− [eU (d2) − eU (d1)]

d2∫
d1

Ψ(τ)dτ

)
.

Theorem 3. Let U , Ψ : [d1, d2] −→ R be the functions such that eU be differentiable function, Ψ is also
differentiable and strictly increasing with Ψ′ ∈ L1([d1, d2]). Then for ρ, δ > 0, x ∈ [d1, d2] we have∣∣Γ(ρ + 1)Iρ,Ψ

d+1
eU (x) + Γ(δ + 1)Iδ,Ψ

d+2
eU (x) −

(
Ψ(x)−Ψ(d1)

)ρeU (d1) +
(
Ψ(d2)−Ψ(x)

)δeU (d2)
∣∣

≤
(

Ψ(x)−Ψ(d1)
)ρ

(x−d1)|eU (d1)U′(d1)|+
(

Ψ(d2)−Ψ(x)
)δ

(d2−x)|eU (d2)U′(d2)|
3

+

{(
Ψ(d2)−Ψ(x)

)δ
(d2−x)+

(
Ψ(x)−Ψ(d1)

)ρ
(x−d1)

}
|eU (x)U′(x)|

3

+

(
Ψ(x)−Ψ(d1)

)ρ
(x−d1)Δ(d1,x)+

(
Ψ(d2)−Ψ(x)

)δ
(d2−x)Δ(d2,x)

6 ,
(21)

where
Δ(d1, x) = |eU (x)U′(d1)|+ |eU (d1)U′(x)|, (22)

Δ(d2, x) = |eU (x)U′(d2)|+ |eU (d2)U′(x)|. (23)

respectively.

Proof. From the convexity of |(eU )′|, we obtain

|eU (τ)U′(τ)| ≤
[

x− τ

x− d1
|eU (d1)|+ τ − d1

x− d1
|eU (x|

][
x− τ

x− d1
|U ′(d1)|+

τ − d1
x− d1

|U ′(x)|
]

(24)

≤
(

x− τ

x− d1

)2

|eU (d1)U′(d1)|+
(

τ − d1
x− d1

)2

|eU (x)U′(x)|

+

(
x− τ

x− d1

)(
τ − d1
x− d1

){
|eU (d1)U′(x)|+ |eU (x)U′(d1)|

}
=

(
x− τ

x− d1

)2

|eU (d1)U′(d1)|+
(

τ − d1
x− d1

)2

|eU (x)U′(x)|+
(

x− τ

x− d1

)(
τ − d1
x− d1

)
Δ(d1, x).

From (24), we have

eU (τ)U′(τ) ≤
(

x−τ
x−d1

)2

|eU (d1)U′(d1)|+
(

τ−d1
x−d1

)2

|eU (x)U′(x)|+
(

x−τ
x−d1

)(
τ−d1
x−d1

)
Δ(d1, x). (25)

Since Ψ is a differentiable and strictly increasing function, we have the subsequent inequality(
Ψ(x)−Ψ(τ)

)ρ ≤
(
Ψ((x)−Ψ(d1)

)ρ, (26)

where as x ∈ [d1, d2] and τ ∈ [d1, x], ρ > 0.
From (25) and (26), one has
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(
Ψ(x)−Ψ(τ)

)ρeU (τ)U′(τ)

≤
(
Ψ(x)−Ψ(d1)

)ρ

(x− d1)2

[
(x− τ)2|eU (d1)U′(d1)|+ (τ − d1)

2|eU (x)U′(x)|+ (x− τ)(τ − d1)Δ(d1, x)
]

.

Integrating over [d1, x], we have

x∫
d1

(
Ψ(x)−Ψ(τ)

)ρeU (τ)U′(τ)dτ

≤
(

Ψ(x)−Ψ(d1)
)ρ

(x−d1)2

[
|eU (d1)U′(d1)|

x∫
d1

(x− τ)2dτ + |eU (x)U′(x)|
x∫

d1

(τ − d1)
2dτ + Δ(d1, x)

x∫
d1

(x− τ)(τ − d1)dτ

]
=

(
Ψ(x)−Ψ(d1)

)ρ
(x− d1)

[
2
{
|eU (d1)U′(d1)|+|eU (x)U′(x)|

}
+Δ(d1,x)

6

]
,

(27)

and

x∫
d1

(
Ψ(x)−Ψ(τ)

)ρeU (τ)U′(τ)dτ = eU (τ)
(
Ψ(x)−Ψ(τ)

)ρ|xd1
+ ρ

x∫
d1

(
Ψ(x)−Ψ(τ)

)ρ−1eU (τ)Ψ′(τ)dτ

= −eU (d1)
(
Ψ(x)−Ψ(d1)

)ρ
+ Γ(ρ + 1)Iρ,Ψ

d+1
eU (x).

(28)

Therefore (28) takes the form

Γ(ρ + 1)Iρ,Ψ
d+1

eU (x) − eU (d1)
(
Ψ(x)−Ψ(d1)

)ρ (29)

≤
(
Ψ(x)−Ψ(d1)

)ρ
(x− d1)

[
2
{
|eU (d1)U′(d1)|+ |eU (x)U′(x)|

}
+ Δ(d1, x)

6

]
Also from (24), one has

eU (τ)U′(τ) ≥ −
[(

x−τ
x−d1

)2

|eU (d1)U′(d1)|+
(

τ−d1
x−d1

)2

|eU (x)U′(x)|+
(

x−τ
x−d1

)(
τ−d1
x−d1

)
Δ(d1, x)

]
. (30)

Following the same procedure as we did for (25), we also have

eU (d1)
(
Ψ(x)−Ψ(d1)

)ρ − Γ(ρ + 1)Iρ,Ψ
d+1

eU (x) (31)

≤
(
Ψ(x)−Ψ(d1)

)ρ
(x− d1)

[
2
{
|eU (d1)U′(d1)|+ |eU (x)U′(x)|

}
+ Δ(d1, x)

6

]
From (29) and (31), we get

|Γ(ρ + 1)Iρ,Ψ
d+1

eU (x) − eU (d1)
(
Ψ(x)−Ψ(d1)

)ρ| (32)

≤
(
Ψ(x)−Ψ(d1)

)ρ
(x− d1)

[
2
{
|eU (d1)U′(d1)|+ |eU (x)U′(x)|

}
+ Δ(d1, x)

6

]
.

By convexity of |(eU )′|, we have

|eU (τ)U′(τ)| ≤
(

τ − x
d2 − x

)2

|eU (d2)U′(d2)|+
(

d2 − τ

d2 − x

)2

|eU (x)U′(x)| (33)

+

(
τ − x
d2 − x

)(
d2 − τ

d2 − x

)
Δ(d2, x).

Now for x ∈ [d1, d2] and τ ∈ [x, d2] and δ > 0, the following inequality holds true

216



Mathematics 2019, 7, 807

(
Ψ(τ)−Ψ(x)

)δ ≤
(
Ψ(d2)−Ψ(x)

)δ. (34)

Following the same way as we have done for (25), (26) and (30) we can get from (33) and (34)
the subsequent inequality

|Γ(δ + 1)Iδ,Ψ
d+2

eU (x) − eU (d2)
(
Ψ(d2)−Ψ(x)

)δ| (35)

≤
(
Ψ(d2)−Ψ(x)

)δ
(d2 − x)

[
2
{
|eU (d2)U′(d2)|+ |eU (x)U′(x)|

}
+ Δ(d2, x)

6

]
.

From inequalities (32) and (35) using triangular inequality, we get (21) which is desired.

Particular cases are stated as follows.

Corollary 5. Choosing ρ = δ in (21), then we have a new inequality for GRLFI∣∣Γ(ρ + 1)
[
Iρ,Ψ
d+1

eU (x) + Iρ,Ψ
d+2

eU (x)]− (Ψ(x)−Ψ(d1)
)ρeU (d1) +

(
Ψ(d2)−Ψ(x)

)ρeU (d2)
∣∣

≤
(
Ψ(x)−Ψ(d1)

)ρ
(x− d1)|eU (d1)U′(d1)|+

(
Ψ(d2)−Ψ(x)

)ρ
(d2 − x)|eU (d2)U′(d2)|

3

+

{(
Ψ(d2)−Ψ(x)

)ρ
(d2 − x) +

(
Ψ(x)−Ψ(d1)

)ρ
(x− d1)

}
|eU (x)U′(x)|

3

+

(
Ψ(x)−Ψ(d1)

)ρ
(x− d1)Δ(d1, x) +

(
Ψ(d2)−Ψ(x)

)ρ
(d2 − x)Δ(d2, x)

6
.

To prove our next result we need the following Lemma.

Lemma 3. Suppose that U : [d1, d2]→ R is an exponentially convex function which is symmetric about d1+d2
2 .

Then we have

eU
( d1+d2

2

)
≤ eU (x), x ∈ [d1, d2]. (36)

Proof. Write

d1 + d2

2
=

1
2

(
x− d1

d2 − d1
d2 +

d2 − x
d2 − d1

d1

)
+

1
2

(
x− d1

d2 − d1
d1 +

d2 − x
d2 − d1

d2

)
.

Since eU is convex, therefore we have

eU
( d1+d2

2

)
≤ 1

2
eU
( x−d1

d2−d1
d2+

d2−x
d2−d1

d1

)
+

1
2

eU
( x−d1

d2−d1
d1+

d2−x
d2−d1

d2

)
=

1
2
[
eU (x) + eU (d1+d2−x)].

Also, eU is symmetric about d1+d2
2 , therefore we have eU (x) = eU (d1+d2−x) and the inequality

in (36) holds.
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Theorem 4. Suppose that U : [d1, d2] −→ R be an exponentially convex function such that eU is
positive convex and symmetric about d1+d2

2 , Ψ is a differentiable and strictly increasing function having
Ψ′ ∈ L1([d1, d2]). Then ρ, δ > 0, we have

eU
( d1+d2

2

)[ (Ψ(d2)−Ψ(d1)
)ρ+1

ρ + 1
+

(
Ψ(d2)−Ψ(d1)

)δ+1

δ + 1

]
(37)

≤ Γ(ρ + 1)Iρ+1,Ψ
d+1

Ψ(d2) + Γ(δ + 1)Iδ+1,Ψ
d−2

Ψ(d1) ≤
(
Ψ(d2)−Ψ(d1)

)δ
+
(
Ψ(d2)−Ψ(d1)

)ρ

d2 − d1

×
[
(d2 − d1)

[
eU (d2)Ψ(d2)− eU (d1)Ψ(d1)

]
−
[
eU (d2) − eU (d1)

] d2∫
d1

Ψ(τ)dτ

]
.

Proof. Since Ψ is differentiable and strictly increasing function therefore
(
Ψ(x)−Ψ(d1)

)δ ≤
(
Ψ(d2)−

Ψ(d1)
)δ, where as x ∈ [d1, d2], δ > 0, and Ψ′(x) > 0. Hence, the following inequality holds true

Ψ′(x)
(
Ψ(x)−Ψ(d1)

)δ ≤ Ψ′(x)
(
Ψ(d2)−Ψ(d1)

)δ. (38)

From the exponential convexity of U , it can be obtained

eU (x) ≤ x− d1

d2 − d1
eU (d2) +

d2 − x
d2 − d1

eU (d1). (39)

From (38) and (39), one can have

d2∫
d1

eU (x)Ψ′(x)
(
Ψ(x)−Ψ(d1)

)δdx (40)

≤
(
Ψ(d2)−Ψ(d1)

)δ

d2 − d1

[
eU (d2)

d2∫
d1

(x− d1)Ψ′(x)dx + eU (d1)

d2∫
d1

(d2 − x)Ψ′(x)dx
]

.

By using (2) of Definition 2, we get

Γ(δ + 1)Iδ+1,Ψ
d−2

eU (d1) (41)

≤
(
Ψ(d2)−Ψ(d1)

)δ

d2 − d1

[
(d2 − d1)

[
eU (d2)Ψ(d2)− eU (d1)Ψ(d1)

]
− [eU (d2) − eU (d1)]

d2∫
d1

Ψ(x)dx
]

.

Now for x ∈ [d1, d2], τ ∈ [x, d2] and ρ > 0, the following inequality holds true

Ψ′(x)
(
Ψ(d2)−Ψ(x)

)ρ ≤ Ψ′(x)
(
Ψ(d2)−Ψ(d1)

)ρ. (42)

Adopting the same procedure as we did for (38) and (39) one can get from (40) and (42) the
subsequent inequality

Γ(ρ + 1)Iρ+1,Ψ
d+1

eU (d2) (43)

≤
(
Ψ(d2)−Ψ(d1)

)ρ

d2 − d1

[
(d2 − d1)

[
eU (d2)Ψ(d2)− eU (d1)Ψ(d1)

]
− [eU (d2) − eU (d1)]

d2∫
d1

Ψ(x)dx
]

.
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From (41) and (43), we get

Γ(δ + 1)Iδ+1,Ψ
d−2

eU (d1) + Γ(ρ + 1)Iρ+1,Ψ
d+1

eU (d2) ≤
(
Ψ(d2)−Ψ(d1)

)δ
+
(
Ψ(d2)−Ψ(d1)

)ρ

d2 − d1
(44)

×
[
(d2 − d1)

[
eU (d2)Ψ(b)− eU (d1)Ψ(d1)

]
−
[
eU (d2) − eU (d1)

] d2∫
d1

Ψ(x)dx
]

.

Using Lemma 3 and multiplying (36) with
(
Ψ(x)−Ψ(d1)

)δΨ′(x) and integrating over [d1, d2],
we get

eU
( d1+d2

2

) d2∫
d1

(
Ψ(x)−Ψ(d1)

)δΨ′(x)dx ≤
d2∫

d1

eU (x)(Ψ(x)−Ψ(d1)
)δΨ′(x)dx. (45)

By using (2) of Definition 2 we get

eU
(

d1+d2
2

)[ (Ψ(d2)−Ψ(d1)
)δ+1

δ + 1

]
≤ Γ(δ + 1)Iδ,Ψ

d−2
eU (d1). (46)

Similarly, using Lemma 3 and multiplying (36) with
(
Ψ(d2) − Ψ(x)

)ρΨ′(x) and integrating over
[d1, d2], we get

eU
( d1+d2

2

)[ (Ψ(d2)−Ψ(d1)
)ρ+1

ρ + 1

]
≤ Γ(ρ + 1)Iρ+1,Ψ

d+1
eU (d2). (47)

From (44) and (47), we get (37) which is the required result.

Corollary 6. Choosing ρ = δ in (37), then we have a new inequality for GRLFI

2

(
Ψ(d2)−Ψ(d1)

)ρ+1

ρ + 1
eU (

d1+d2
2 ) ≤ Γ(ρ + 1)

[
Iρ+1,Ψ
d+1

Ψ(d2) + Iρ+1,Ψ
d−2

Ψ(d1)
](2

(
Ψ(d2)−Ψ(d1)

)ρ−1

d2 − d1

)

×
(
(d2 − d1)

[
eU (d2)Ψ(d2)− eU (d1)Ψ(d1)

]
− [eU (d2) − eU (d1)]

d2∫
d1

Ψ(τ)dτ

)
.

3. Examples

Example 5. Let d1 = 2, d2 = 4, ρ = 2, δ = 2,U (x) = 2 ln x, eU (x) = x2, Ψ(x) = x2 and x ∈ [2, 4]. Then all
the assumptions in Theorem 1 are satisfied.

Clearly,

Γ(ρ)Iρ,Ψ
d+1

eU (x) =

x∫
d1

Ψ′(τ)
(
Ψ(x)−Ψ(τ)

)ρ−1eU (τ)dτ

= 2
3∫

2

(9− τ2)τ3dt ≈ 70.83,
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and

Γ(δ)Iδ,Ψ
d−2

eU (x) =

d2∫
x

Ψ′(t)
(
Ψ(τ)−Ψ(x)

)ρ−1eU (τ)dτ

= 2
4∫

3

(τ2 − 9)τ3dτ ≈ 334.83.

Adding the above equations, we have the left-hand side term of (13)

Γ(ρ)Iρ,Ψ
d+1

eU (x) + Γ(δ)Iδ,Ψ
d−2

eU (x) ≈ 405.66. (48)

On the other hand,(
Ψ(x)−Ψ(d1)

)ρ−1

x− d1

[
(x− d1)

[
Ψ(x)eU (x) − eU (d1)Ψ(d1)

]
−
(
eU (x) − eU (d1)

) x∫
d1

Ψ(τ)dτ

]

+

(
Ψ(d2)−Ψ(x)

)δ−1

d2 − x

[
(d2 − x)

[
Ψ(d2)eU (d2) − eU (x)Ψ(x)

]
−
(
eU (d2) − eU (x)) d2∫

x

Ψ(τ)dτ

]

=
(9− 4)
3− 2

[
(3− 2)[9(9)− 4(4)]− (9− 4)

3∫
2

τ2dτ
]

+
(16− 9)

4− 3

[
(4− 3)[16(16)− 9(9)]− (16− 9)

4∫
3

τ2dτ
]

= 166.675 + 620.83 ≈ 785.50. (49)

It is nice to see that the following implications hold in (48) and (49),

405.66 < 785.50.

Example 6. Let d1 = 2, d2 = 4, ρ = 2, δ = 2,U (x) = 2 ln x, eU (x) = x2, Ψ(x) = x2 and x ∈ [2, 4].
where Δ(x, d1) and Δ(x, d2) are given in (22) and (23), respectively. Then all the assumptions in Theorem 3 are
satisfied.

Clearly,

Γ(ρ + 1)Iρ,Ψ
d+1

eU (x) −
(
Ψ(x)−Ψ(d1)

)ρeU (a) =

x∫
d1

(
Ψ(x)−Ψ(τ)

)ρeU (τ)U′(τ)dτ

= 2
3∫

2

τ(9− τ2)2dτ ≈ 41.67

and

Γ(δ + 1)Iδ,Ψ
d−2

eU (x) −
(
Ψ(d2)−Ψ(x)

)δeU (d2) =

d2∫
x

(
Ψ(τ)−Ψ(x)

)δeU (τ)U′(τ)dτ

= 2
4∫

3

τ(τ2 − 9)2dτ ≈ 114.33,
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Adding the above equations, we get the left-hand term of (21)

|Γ(ρ + 1)Iρ,Ψ
d+1

eU (x) −
(
Ψ(x)−Ψ(d1)

)ρeU (d1) + Γ(δ + 1)Iδ,Ψ
d−2

eU (x) −
(
Ψ(d2)−Ψ(x)

)δeU (d2)|
= 41.67 + 114.33 ≈ 156. (50)

Next, (
Ψ(x)−Ψ(d1)

)ρ
(x− d1)|eU (d1)U′(d1)|+

(
Ψ(d2)−Ψ(x)

)δ
(d2 − x)|eU (d2)U′(d2)|

3

=
(9− 4)2(3− 2)|4( 2

2 )|+ (16− 9)2(4− 3)|16( 2
4 )|

3
= 164,

{(
Ψ(d2)−Ψ(x)

)δ
(d2 − x) +

(
Ψ(x)−Ψ(d1)

)ρ
(x− d1)

}
|eU (x)U′(x)|

3

=
(16− 9)2(4− 3) + (9− 4)2(3− 2)

3
|9(2

3
)| = 148,

(
Ψ(x)−Ψ(d1)

)ρ
(x− d1)Δ(d1, x) +

(
Ψ(d2)−Ψ(x)

)δ
(d2 − x)Δ(d2, x)

6
≈ 172.47.

Adding the above equations we get the right-hand side term of (21)(
Ψ(x)−Ψ(d1)

)ρ
(x− d1)|eU (d1)U′(d1)|+

(
Ψ(d2)−Ψ(x)

)δ
(d2 − x)|eU (d2)U′(d2)|

3

+

{(
Ψ(d2)−Ψ(x)

)δ
(d2 − x) +

(
Ψ(x)−Ψ(d1)

)ρ
(x− d1)

}
|eU (x)U′(x)|

3

+

(
Ψ(x)−Ψ(d1)

)ρ
(x− d1)Δ(d1, x) +

(
Ψ(d2)−Ψ(x)

)δ
(d2 − x)Δ(d2, x)

6
= 164 + 148 + 172.47 ≈ 484.47. (51)

It is nice to see that the following implications hold (50) and (51),

156 < 484.47.

4. Applications

We consider the following special means for arbitrary real numbers μ, ν, μ �= ν :

A(μ, ν) =
μ + ν

2
, μ, ν ∈ R,

H(μ, ν) =
2μν

μ + ν
, μ, ν ∈ R \ {0},

L(μ, ν) =
ν− μ

ln |ν| − ln |μ| , |μ| �= |ν|, μν �= 0,

Ln(μ, ν) =
[ νn+1 − μn+1

(n + 1)(ν− μ)

]
, n ∈ Z \ {−1, 0}, μ, ν ∈ R, μ �= ν.

Now using the results in Section 1, we have some applications to the special means of real
numbers.
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Proposition 6. For a1, a2 ∈ R+, a1 < a2, then

|A(ea1 , ea2)−L(ea1 , ea2)| ≤ a2 − a1

22− 1
q

( 7
32

) 1
q
[
|ea1 |q + |ea2 |q

] 1
q
.

Proof. Apply Theorem 2 with eU (x) = ex, Ψ(x) = x, ρ = 1, and we obtain the desired result.

Proposition 6. For a1, a2 ∈ R+, a1 < a2, then

|H−1(a1, a2)−L−1(a1, a2)| ≤
a2 − a1

22− 1
q

( 7
32

) 1
q
[
| 1
a1
|2q + | 1

a2
|2q
] 1

q
.

Proof. Apply Theorem 2 with eU (x) = 1
x , Ψ(x) = x, ρ = 1, and we obtain the desired result.

Proposition 6. Let a1, a2 ∈ R+, a1 < a2, then

|A(a2
1, a2

2)−L2
2(a1, a2)| ≤

a2 − a1

21− 1
q

( 7
32

) 1
q
[
|a1|q + |a2|q

] 1
q
.

Proof. Apply Theorem 2 with eU (x) = x2, Ψ(x) = x, ρ = 1, and we obtain the desired result.

Proposition 6. Let a1, a2 ∈ R+, a1 < a2, then

|A(an
1 , an

2 )−Ln
n(a1, a2)| ≤

n(a2 − a1)

22− 1
q

( 7
32

) 1
q
[
|a1|(n−1)q + |a2|(n−1)q

] 1
q
.

Proof. Apply Theorem 2 with eU (x) = xn, Ψ(x) = x, ρ = 1, and we obtain the general result.

5. Conclusions

In this article, we have investigated a few fractional integral inequalities for GRLFI via
exponentially convexity. These inequalities have bounds of the sum of left-sided and right-sided
fractional integrals and inequalities for the function, and their first derivative in absolute value is
exponentially convex. Also, fractional inequalities of HH type for a symmetric and exponentially
convex function are proved. These estimates, bounds and inequalities exist for all fractional operators
are stated in Remark 1. The method followed to produce fractional inequalities is innovative and
simple. It could be followed to broaden further consequences for other classes of functions related to
exponentially convex functions, using convenient fractional integral operators.
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1. Introduction

Let h : [a, b] ⊂ � → � be a convex function. Then, h meets the following classic
Hermite–Hadamard inequality (see [1])

h
(

a + b
2

)
≤ 1

b− a

∫ b

a
h(s)ds ≤ h(a) + h(b)

2
. (1)

If h is a concave function, the inequalities in (1) are presented in the negative direction.
The Hermite–Hadamard inequality provides us the estimates for the integral average of a continuous
convex function on a compact interval.

For the latest results on generalizing, improving, and extending this classical Hermite–Hadamard
inequality, one can see [2–9] and the references therein.

In [10], Dragomir and Agarwal proved the following result connected with the right part of (1).
In [11], Alomart also elicited the similar result for functions whose second derivatives absolute values
are convex.

Lemma 1 (see [10], Theorem 2.2). Assuming h : [a, b] ⊆ � → � is a differentiable function, h′ ∈ L[a, b]
and |h′′| is convex on [a, b]. Then, the bellow inequality holds:∣∣∣∣h(a) + h(b)

2
− 1

b− a

∫ b

a
h(s)ds

∣∣∣∣ ≤ (b− a)
8

(|h′(a)|+ |h′(b)|). (2)
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Lemma 2 (see [11], Theorem 3). Assuming h : [a, b] ⊆ � → � is a twice differentiable function, h′′ ∈ L[a, b]
and |h′′| is convex on [a, b]. Then, the following inequality holds∣∣∣∣h(a) + h(b)

2
− 1

b− a

∫ b

a
h(s)ds

∣∣∣∣ ≤ (b− a)2

24
(|h′′(a)|+ |h′′(b)|). (3)

Now, fractional calculus has turned into an enchanting field of mathematics. Many
extensive investigations have been carried out in this area. Due to the wide applications of
Hermite–Hadamard inequalities and fractional integrals, many researchers have extended their
research to Hermite–Hadamard inequalities involving fractional integrals rather than integer integrals,
see [12–22]. Sarikaya et al. [12] have deduced an amusing inequality of Hermite–Hadamard-type
involving fractional integrals in the place of ordinary integrals. This research fascinates many
researchers to consider this respect. As a result, some new integral inequalities by the approach
of fractional calculus have been obtained in the literature until now. In addition, Ahmad et al. [16]
gave the new fractional integral operators with an exponential kernel and proved similar inequalities.

Definition 1 (see [16], Definition 2). Let h ∈ L[a, b]. The fractional left-side integral J α
a+h and right-side

integral J α
b−h of order α ∈ (0, 1) are, respectively, defined by

J α
a+h(x) =

1
α

∫ x

a
e−

1−α
α (x−s)h(s)ds, x > a, (4)

and

J α
b−h(x) =

1
α

∫ b

x
e−

1−α
α (x−s)h(s)ds, x < b. (5)

Lemma 3 (see [16], Theorem 1). Let h : [a, b] → � be a positive convex function with 0 ≤ a < b and
h ∈ L[a, b]. The following inequality for fractional integrals (4) and (5) holds:

h(
a + b

2
) ≤ 1− α

2 (1− e−ρ)
[J α

a+h(b) + J α
b−h(a)] ≤ h(a) + h(b)

2
. (6)

Remark 1. In (6), note that

ρ =
1− α

α
(b− a).

In addition, Ahmad et al. [16] derived the bound estimate of the difference between the mean
value of the endpoints and the average of the fractional integrals.

Lemma 4 (see [16], Theorem 3). Assuming h : [a, b] ⊆ � → � is differentiable, h′ ∈ L[a, b] and |h′| are
convex on [a, b]. Then, the following inequality holds:

|Qmr| ≤
(b− a)

2ρ
tanh(

ρ

4
)(|h′(a)|+ |h′(b)|),

where

Qmr :=
h(a) + h(b)

2
− 1− α

2 (1− e−ρ)
[J α

a+h(b) + J α
b−h(a)]

denotes the bound estimate of the difference between the mean value of the endpoints and the average of the
fractional integrals.
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However, the bound for the left of the Hermite–Hadamard inequality (6) has not been studied. It
will be interesting to find

|Qml | ≤ what?

Here,

Qml :=
1− α

2 (1− e−ρ)
[J α

a+h(b) + J α
b−h(a)]− h(

a + b
2

)

denotes the bound estimate of the difference between the value of the midpoint and the average of the
fractional integrals.

Furthermore, if |h′′| is convex, it is natural to study the right- and left-type Hermite–Hadamard
inequality via the fractional integral with an exponential kernel similar to Lemma 2, i.e., we want to
find the constants ρ1 and ρ2 satisfying the following inequities:

|Qmr| ≤ ρ1 · (|h′′(a)|+ |h′′(b)|),

and

|Qml | ≤ ρ2 · (|h′′(a)|+ |h′′(b)|).

Motivated by [12,15,16], we will demonstrate three new fractional-type integral identities and
set up their corresponding Hermite–Hadamard-type inequalities involving left-sided and right-sided
fractional integrals for convex functions, respectively.

2. New Fractional Integral Identity and Hermite–Hadamard-Type Inequality for First
Order Derivative

We firstly prove the following lemma in order to attest the following result.

Lemma 5. Assuming h : [a, b] ⊆ � → � is a differentiable mapping and h′ ∈ L[a, b]. Then, the following
equality for the fractional integrals (4) and (5) holds:

Qml =
b− a

2

∫ 1

0
kh′(sa + (1− s)b)ds

− b− a
2(1− e−ρ)

[∫ 1

0
e−ρsh′(sa + (1− s)b)ds−

∫ 1

0
e−ρ(1−s)h′(sa + (1− s)b)ds

]
, (7)

where

k =

{
1, 0 ≤ s < 1

2 ,
−1, 1

2 ≤ s ≤ 1.

Proof. Define

V :=
∫ 1

0
e−ρsh′(sa + (1− s)b)ds−

∫ 1

0
e−ρ(1−s)h′(sa + (1− s)b)ds

= V1 −V2, (8)

where

V1 =
∫ 1

0
e−ρsh′(sa + (1− s)b)ds,

V2 =
∫ 1

0
e−ρ(1−s)h′(sa + (1− s)b)ds.
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Integrating by parts, one has

V1 =
∫ 1

0
e−ρsh′(sa + (1− s)b)ds

=
1

a− b

∫ 1

0
e−ρsd (h(sa + (1− s)b))

=
1

a− b

[
e−ρs f (sa + (1− s)b)

∣∣∣∣1
0
−
∫ 1

0
h(sa + (1− s)b)d

(
e−ρs)]

=
1

a− b

[
e−ρh(a)− h(b) + ρ

∫ 1

0
h(sa + (1− s)b)e−ρsds

]
=

e−ρh(a)− h(b)
a− b

+
ρ

(a− b)2

∫ a

b
h(x)e−ρ x−b

a−b dx

=
e−ρh(a)− h(b)

a− b
− ρ

(a− b)2

∫ b

a
e−

1−α
α (b−x)h(x)dx

=
e−ρh(a)− h(b)

a− b
− ρ

(a− b)2 αJ α
a+h(b)

=
e−ρh(a)− h(b)

a− b
− 1− α

(b− a)
J α

a+h(b), (9)

and

V2 =
∫ 1

0
e−ρ(1−s)h′(sa + (1− s)b)ds

=
1

a− b

∫ 1

0
e−ρ(1−s)d (h(sa + (1− s)b))

=
1

a− b

[
e−ρ(1−s)h(sa + (1− s)b)

∣∣∣∣1
0
−
∫ 1

0
h(sa + (1− s)b)d

(
e−ρ(1−s)

)]

=
1

a− b

[
h(a)− e−ρh(b)− ρ

∫ 1

0
h(sa + (1− s)b)e−ρ(1−s)ds

]
=

h(a)− e−ρh(b)
a− b

− ρ

(a− b)2

∫ a

b
h(x)e−ρ a−x

a−b dx

=
h(a)− e−ρh(b)

a− b
+

ρ

(a− b)2

∫ b

a
e−

1−α
α (x−a)h(x)dx

=
h(a)− e−ρh(b)

a− b
+

ρ

(a− b)2 αJ α
b−h(a)

=
h(a)− e−ρh(b)

a− b
+

1− α

(b− a)
J α

b−h(a). (10)

Substituting (9) and (10) into (8), we get that

V = V1 −V2

=
(1− e−ρ) (h(a) + h(b))

b− a
− 1− α

(b− a)
[
J α

a+h(b) + J α
b−h(a)

]
. (11)
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Note

b− a
2

∫ 1

0
kh′(sa + (1− s)b)dt

=
b− a

2

∫ 1
2

0
h′(sa + (1− s)b)ds− b− a

2

∫ 1

1
2

h′(sa + (1− s)b)ds

=
f (b)− h

(
a+b

2

)
2

+
h(a)− h

(
a+b

2

)
2

=
h(a) + h(b)

2
− h

(
a + b

2

)
. (12)

Substituting (12) and (11) into the right-side of (7), we obtain the left of (7). This testifies
the proof.

Then, we can declare the first theorem including Hermite–Hadmard-type inequality.

Theorem 1. If h : [a, b] ⊆ � → � is differentiable, |h′| is convex on [a,b], and h′ ∈ L[a, b], then the following
inequality about the fractional integrals (4) and (5) holds:

|Qml | ≤
b− a

2

[
1
2
− tanh( ρ

4 )

ρ

]
(|h′(a)|+ |h′(b)|). (13)

Proof. Using Lemma 5, convexity of |h′|, and e−ρs ≥ e−ρ and e−ρ(1−s) ≥ e−ρ for any s ∈ [0, 1],
we obtain

|Qml | =

∣∣∣∣ b− a
2

∫ 1

0
kh′(sa + (1− s)b)ds

− b− a
2(1− e−ρ)

[∫ 1

0
e−ρsh′(sa + (1− s)b)ds−

∫ 1

0
e−ρ(1−s)h′(sa + (1− s)b)ds

] ∣∣∣∣
=

b− a
2 (1− e−ρ)

∣∣∣∣ ∫ 1
2

0
[(1− e−ρ)− e−ρs + e−ρ(1−s)]h′(sa + (1− s)b)ds

−
∫ 1

1
2

[(1− e−ρ)− e−ρ(1−s) + e−ρs]h′(sa + (1− s)b)ds
∣∣∣∣

≤ b− a
2 (1− e−ρ)

[
∫ 1

2

0
(1− e−ρ − e−ρs + e−ρ(1−s))(s|h′(a)|+ (1− s)|h′(b)|)ds

+
∫ 1

1
2

(1− e−ρ − e−ρ(1−s) + e−ρs)(s|h′(a)|+ (1− s)|h′(b)|)ds]

=
b− a

2 (1− e−ρ)
[
∫ 1

2

0
(1− e−ρ − e−ρs + e−ρ(1−s))(s|h′(a)|+ (1− s)|h′(b)|)ds

+
∫ 1

2

0
(1− e−ρ − e−ρs + e−ρ(1−s))((1− s)|h′(a)|+ s|h′(b)|)ds]

=
b− a

2 (1− e−ρ)

∫ 1
2

0
(1− e−ρ − e−ρs + e−ρ(1−s))(|h′(a)|+ |h′(b)|)ds

=
b− a

2 (1− e−ρ)

[
1− e−ρ

2
− 1

ρ
(1− e−

ρ
2 )2

]
(|h′(a)|+ |h′(b)|)

=
b− a

2

[
1
2
− tanh( ρ

4 )

ρ

]
(|h′(a)|+ |h′(b)|).

The proof is completed.
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3. New Fractional Integral Identity and Hermite–Hadamard-Type Inequality for Second
Order Derivative

In [16] Lemma 4, Ahmad et al. gave the equality

Qmr =
(b− a)

2(1− e−ρ)

[∫ 1

0
e−ρsh′(sa + (1− s)b)ds−

∫ 1

0
e−ρ(1−s)h′(sa + (1− s)b)ds

]
. (14)

By (14), we will prove the Hermite–Hadamard-type inequality of the order derivatives via the
fractional integrals with an exponential kernel for convex functions. Before we prove our main results
in this section, we give the following lemmas.

Lemma 6. Assuming h : [a, b] → � is a twice differentiable function. If h′′ ∈ L[a, b], then the following
equality for fractional integrals holds:

Qmr =
(b− a)2

2ρ(1− e−ρ)

∫ 1

0

(
1 + e−ρ − e−ρs − e−ρ(1−s)

)
h′′(sa + (1− s)b)ds. (15)

Proof. By using equality (14), we note

K1 =
∫ 1

0
e−ρsh′(sa + (1− s)b)ds = −1

ρ

∫ 1

0
h′(sa + (1− s)b)d(e−ρs)

=
1
ρ

[
h′(b)− e−ρh′(a) + (a− b)

∫ 1

0
e−ρsh′′(sa + (1− s)b)ds

]
, (16)

and

K2 =
∫ 1

0
e−ρ(1−s)h′(sa + (1− s)b)ds =

1
ρ

∫ 1

0
h′(sa + (1− s)b)d(e−ρ(1−s))

=
1
ρ

[
h′(a)− e−ρh′(b)− (a− b)

∫ 1

0
e−ρ(1−s)h′′(sa + (1− s)b)ds

]
. (17)

Inserting the values of K1 and K2 in (14), we obtain

h(a) + h(b)
2

− 1− α

2 (1− e−ρ)
[J α

a+h(b) + J α
b−h(a)]

=
b− a

2ρ(1− e−ρ)

[
(1 + e−ρ)

(
h′(b)− h′(a)

)
−(b− a)

∫ 1

0

(
e−ρs + e−ρ(1−s)

)
h′′(sa + (1− s)b)ds

]
=

b− a
2ρ(1− e−ρ)

[
(1 + e−ρ)(b− a)

∫ 1

0
h′′(sa + (1− s)b)ds

−(b− a)
∫ 1

0

(
e−ρs + e−ρ(1−s)

)
h′′(sa + (1− s)b)ds

]
=

(b− a)2

2ρ(1− e−ρ)

∫ 1

0

(
1 + e−ρ − e−ρs − e−ρ(1−s)

)
h′′(sa + (1− s)b)ds. (18)

This completes the proof.

Lemma 7. Assuming h : [a, b] → � is a twice differentiable function. If h′′ ∈ L[a, b], then the following
equality for fractional integrals holds:

Qml =
(b− a)2

2

∫ 1

0
m(s)h′′(sa + (1− s)b)ds, (19)
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where

m(s) =

⎧⎪⎪⎨⎪⎪⎩
s− 1+e−ρ−e−ρs−e−ρ(1−s)

ρ(1−e−ρ)
, 0 ≤ s < 1

2 ,

(1− s)− 1+e−ρ−e−ρs−e−ρ(1−s)

ρ(1−e−ρ)
, 1

2 ≤ s < 1.

Proof. By using the proof of the Lemma 5, we can get

Qml =
b− a

2

∫ 1

0
kh′(sa + (1− s)b)ds

− b− a
2(1− e−ρ)

[∫ 1

0
e−ρsh′(sa + (1− s)b)ds−

∫ 1

0
e−ρ(1−s)h′(sa + (1− s)b)ds

]
. (20)

Thus,

b− a
2

∫ 1

0
kh′(sa + (1− s)b)ds

=
b− a

2

∫ 1
2

0
h′(sa + (1− s)b)ds− b− a

2

∫ 1

1
2

h′(sa + (1− s)b)ds

=
b− a

2

⎡⎣sh′(sa + (1− s)b)
∣∣∣∣ 1

2

0
− (a− b)

∫ 1
2

0
sh′′(sa + (1− s)b)ds

⎤⎦
− b− a

2

[
sh′(sa + (1− s)b)

∣∣∣∣1
1
2

− (a− b)
∫ 1

1
2

sh′′(sa + (1− s)b)ds

]

=
b− a

2

[
1
2

h′(
a + b

2
)− (a− b)

∫ 1
2

0
sh′′(sa + (1− s)b)ds

]

− b− a
2

[
h′(a)− 1

2
h′(

a + b
2

)− (a− b)
∫ 1

1
2

sh′′(sa + (1− s)b)ds
]

=
b− a

2

[
h′(

a + b
2

)− h′(a)
]

+
(b− a)2

2

∫ 1
2

0
sh′′(sa + (1− s)b)ds− (b− a)2

2

∫ 1

1
2

sh′′(sa + (1− s)b)ds

=
(b− a)2

2

∫ 1

1
2

h′′(sa + (1− s)b)ds

+
(b− a)2

2

∫ 1
2

0
sh′′(sa + (1− s)b)ds− (b− a)2

2

∫ 1

1
2

sh′′(sa + (1− s)b)ds

=
(b− a)2

2

∫ 1
2

0
sh′′(sa + (1− s)b)ds +

(b− a)2

2

∫ 1

1
2

(1− s)h′′(sa + (1− s)b)ds. (21)

Submitting (16), (17), and (21) to (20), we get (19). This completes the proof.

Now, we can prove our Hermite–Hadamard-type inequalities by the second order derivatives.

Theorem 2. Assuming h : [a, b]→ � is a twice differentiable function. If h′′ ∈ L[a, b] and |h′′| is convex on
[a, b], the following inequality for fractional integrals with exponential kernel holds:

|Qmr| ≤
(b− a)2

2ρ(1− e−ρ)

(
1 + e−ρ

2
− 1− e−ρ

ρ

)
(|h′′(a)|+ |h′′(b)|). (22)
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Proof. Note that ∫ 1

0

(
1 + e−ρ − e−ρs − e−ρ(1−s)

)
sds

= (1 + e−ρ)
∫ 1

0
sds−

∫ 1

0
se−ρsds−

∫ 1

0
se−ρ(1−s)ds

=
1 + e−ρ

2
+

1
ρ

(
e−ρ − 1− e−ρ

ρ

)
− 1

ρ

(
1− 1− e−ρ

ρ

)
=

1 + e−ρ

2
− 1− e−ρ

ρ
, (23)

and ∫ 1

0

(
1 + e−ρ − e−ρs − e−ρ(1−s)

)
(1− s)ds

=
∫ 1

0

(
1 + e−ρ − e−ρs − e−ρ(1−s)

)
ds−

∫ 1

0
s
(

1 + e−ρ − e−ρs − e−ρ(1−s)
)

ds

= (1 + e−ρ)

∣∣∣∣1
0
+

e−ρs

ρ

∣∣∣∣1
0
− e−ρ(1−s)

ρ

∣∣∣∣1
0
− (

1 + e−ρ

2
− 1− e−ρ

ρ
)

=
1 + e−ρ

2
− 1− e−ρ

ρ
. (24)

According to (15), (23), (24), and the convex of |h′′|, we can get

|Qmr| =

∣∣∣∣ (b− a)2

2ρ(1− e−ρ)

∫ 1

0

(
1 + e−ρ − e−ρs − e−ρ(1−s)

)
h′′(sa + (1− s)b)ds

∣∣∣∣
≤ (b− a)2

2ρ(1− e−ρ)

∫ 1

0

∣∣∣1 + e−ρ − e−ρs − e−ρ(1−s)
∣∣∣ ∣∣h′′(sa + (1− s)b)

∣∣ ds

≤ (b− a)2

2ρ(1− e−ρ)

∫ 1

0

(
1 + e−ρ − e−ρs − e−ρ(1−s)

) (
s|h′′(a)|+ (1− s)|h′′(b)|

)
ds

=
(b− a)2

2ρ(1− e−ρ)

(
1 + e−ρ

2
− 1− e−ρ

ρ

)
(|h′′(a)|+ |h′′(b)|).

The proof is finished.

Remark 2. α → 1 in (22) of Theorem 2, then ρ = 1−α
α (b− a)→ 0, one obtains

lim
ρ→0

1− α

2(1− e−ρ)
= lim

x→1

1− b−a
b−a−ln x

2(1− x)
= lim

x→1

− ln x
2(1− x)(b− a− ln x)

=
1

2(b− a)
, (25)

and

lim
ρ→0

1
ρ(1− e−ρ)

(
1 + e−ρ

2
− 1− e−ρ

ρ

)
= lim

ρ→0

ρ + ρe−ρ − 2 + 2e−ρ

2ρ2(1− e−ρ)
=

1
12

. (26)

So (22) is transformed to∣∣∣∣ h(a) + h(b)
2

− 1
b− a

∫ b

a
h(s)ds

∣∣∣∣ ≤ (b− a)2

24
(|h′′(a)|+ |h′′(b)|).

This result coincides the conclusion in [11], Theorem 3.
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Theorem 3. Assuming h : [a, b]→ � is a twice differentiable function. If h′′ ∈ L[a, b] and |h′′| is convex on
[a, b], then the following inequality for fractional integrals with exponential kernel holds:

|Qml | ≤
(b− a)2

2

[
1
8
+

1 + e−ρ

2ρ(1− e−ρ)
− 1

ρ2

]
(|h′′(a)|+ |h′′(b)|). (27)

Proof. According to Lemma 7 and the convex of |h′′|, we can get

|Qml | =

∣∣∣∣ (b− a)2

2

∫ 1

0
m(s)h′′(sa + (1− s)b)ds

∣∣∣∣ ≤ (b− a)2

2

∫ 1

0
|m(s)|

∣∣h′′(sa + (1− s)b)
∣∣ ds

≤ (b− a)2

2

∫ 1
2

0

(
s +

1 + e−ρ − e−ρs − e−ρ(1−s)

ρ(1− e−ρ)

) (
s|h′′(a)|+ (1− s)|h′′(b)|

)
ds

+
(b− a)2

2

∫ 1

1
2

(
1− s +

1 + e−ρ − e−ρs − e−ρ(1−s)

ρ(1− e−ρ)

) (
s|h′′(a)|+ (1− s)|h′′(b)|

)
ds

=
(b− a)2

2

[ ∫ 1
2

0

(
s2|h′′(a)|+ t(1− t)|h′′(b)|

)
ds +

∫ 1

1
2

(
s(1− s)|h′′(a)|ds + (1− s)2|h′′(b)|

)
ds

+
1

ρ(1− e−ρ)

∫ 1

0

(
1 + e−ρ − e−ρs − e−ρ(1−s)

) (
s|h′′(a)|+ (1− s)|h′′(b)|

)
ds
]

=
(b− a)2

2

[
1

24
|h′′(a)|+ 1

12
|h′′(b)|+ 1

12
|h′′(a)|+ 1

24
|h′′(b)|

+
1

ρ(1− e−ρ)

(
1 + e−ρ

2
− 1− e−ρ

ρ

)
(|h′′(a)|+ |h′′(b)|)

]
=

(b− a)2

2

[
1
8
+

1 + e−ρ

2ρ(1− e−ρ)
− 1

ρ2

]
(|h′′(a)|+ |h′′(b)|).

This completes the proof.

Remark 3. Let α → 1 in (27), one has∣∣∣∣ 1
b− a

∫ b

a
h(s)ds− h(

a + b
2

)

∣∣∣∣ ≤ 5(b− a)2

48
(|h′′(a)|+ |h′′(b)|).

4. Application to Special Means

Think on the following particular means [23] for ∀p, q ∈ R, p �= q as follows:

(i) H(p, q) =
2

1
p + 1

q
, p, q ∈ R\{0};

(ii) A(p, q) =
p + q

2
, p, q ∈ R;

(iii) L(p, q) =
q− p

ln |p| − ln |q| , |p| �= |q|, pq �= 0;

(iv) Lm(p, q) =
[

qm+1 − pm+1

(m + 1)(q− p)

] 1
m

, m ∈ Z\{−1, 0}, p, q ∈ R, p �= q.

Next, making use of the acquired results in Section 3, we give some applications to particular
means of real number.

Proposition 1. Let p, q ∈ �, p < q, pq > 0 and m ∈ Z, |m| ≥ 2. Then,

|Lm
m(p, q)− Am(p, q)| ≤ 5

24
(q− p)2|m(m− 1)|A(|p|m−2, |q|m−2). (28)
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Proof. Applying Remark 3 for h(x) = xm, we can get the conclusion immediately.

The upper bound is smaller than the result of Proposion 3.1 in [5] when |q− p| ≤ 1 and |p|, |q| > 1
obviously.

Proposition 2. Let p, q ∈ �, p < q, pq > 0. Then,∣∣∣L−1(p, q)− A−1(p, q)
∣∣∣ ≤ 5

12
(q− p)2 A(|p|−3, |q|−3). (29)

Proof. The inference follows from Remark 3 used for h(x) = 1
x .

Proposition 3. Let p, q ∈ �, p < q, pq > 0 and m ∈ Z, |m| ≥ 2. Then, we have

∣∣∣Lm
m(q

−1, p−1)− H−m(q, p)
∣∣∣ ≤ 5

24

(
1
p
− 1

q

)2
|m(m− 1)|H−1(|p|m−2, |q|m−2), (30)

and ∣∣∣L−1(p, q)− H(p, q)
∣∣∣ ≤ 5

12
(q− p)2H−1(|p|3, |q|3). (31)

Proof. Doing he replacement q−1 → p, p−1 → q in the inequalities (28) and (29), we can obtain the
required inequalities (30) and (31), respectively. Here, we have observed A−1(p−1, q−1) = H(p, q) =
2/( 1

p + 1
q ), q−1 < p−1.

At last, we will present an application to a midpoint formula. In [23], let w be a division
p = s0 < s1 · · · < sm−1 < sm = q of the interval [p, q] and inspect the quadrature formula∫ q

p
h(s)ds = T(h, w) + E(h, w), (32)

where

T(h, w) =
m−1

∑
i=0

h(
si + si+1

2
)(si+1 − si)

is the midpoint version and E(h, w) refers to the approximation error. Here, we deduce the error
estimate for the midpoint formula.

Proposition 4. Let h : [p, q]→ � be a twice differentiable mapping on (p, q) with p < q. If h′′ ∈ L[a, b] and
|h′′| is convex on [p, q], then in (32), for every division w of [p, q], the following inequality holds:

|E( f , w)| ≤ 5
48

m−1

∑
i=0

(si+1 − si)
3 (|h′′(si)|+ |h′′(si+1)|

)
.

Proof. Applying Remark 3 on subinterval [si, si+1](i = 0, 1, · · · , m− 1) of the division w, we derive∣∣∣∣∫ si+1

si

h(s)ds− h(
si + si+1

2
)(si − si+1)

∣∣∣∣ ≤ 5
48

(si+1 − si)
3 (|h′′(si)|+ |h′′(si+1)|

)
.
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Summing over from 0 to m− 1 and making use of the convexity of |h′′|, we infer that∣∣∣∣∫ q

p
h(s)ds− T(h, w)

∣∣∣∣ =
∣∣∣∣∣m−1

∑
i=0

[∫ si+1

si

h(s)ds− f (
si + si+1

2
)(si − si+1)

]∣∣∣∣∣
≤

m−1

∑
i−=0

∣∣∣∣∫ si+1

si

h(s)ds− h(
si + si+1

2
)(si − si+1)

∣∣∣∣
≤ 5

48

m−1

∑
i=0

(si+1 − si)
3 (|h′′(si)|+ |h′′(si+1)|

)
.

The proof is completed.

5. Conclusions

Based on the above interpretation, we acquire the bound estimates of the difference between the
average of the fractional integrals with an exponential kernel and the mean values of the endpoints
and the midpoint.

By comparing these bound estimates, we have obtained the following conclusions:

(i) With the first and second order derivatives of a given function, the Hermite–Hadamard-type
inequalities involving left-sided and right-sided, the fractional integrals are different.
The Hermite–Hadamard-type inequalities with the second order derivatives of a given function
are more accurate.

(ii) With the same order derivatives of a given function, the Hermite–Hadamard-type inequalities
involving different fractional integrals finally tend to be same when α → 1.
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Abstract: In this paper, we establish sufficient conditions for the existence, uniqueness and Ulam–
Hyers stability of the solutions of a coupled system of nonlinear fractional impulsive differential
equations. The existence and uniqueness results are carried out via Banach contraction principle and
Schauder’s fixed point theorem. The main theoretical results are well illustrated with the help of
an example.
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1. Introduction

Fractional differential equations (FDEs) provide an excellent tool for the description of memory
and hereditary properties of different processes and materials. Thus, contrary to the classical derivative,
the fractional derivative is nonlocal. Fractional calculus has played a very important role in enhancing
the mathematical modeling of several phenomena occurring in engineering and scientific disciplines,
such as blood flow systems, control theory, aerodynamics, the nonlinear oscillation of earthquake,
the fluid-dynamic traffic model, polymer rheology, regular variation in thermodynamics, etc. FDEs are
more accurate than the integer-order derivatives. Therefore, in the last few decades, fractional calculus
has received great attention from researchers [1–13]. On the other hand, it is impossible to describe the
complicated systems and processes with a single differential equation. Therefore, the coupled systems
involving FDEs have also received incredible attention; consequently, many results are devoted to
them [14–31].

It is well known that the effects of a pulse cannot be ignored in many processes and phenomena.
For example, in biological systems such as heart beats, blood flows, mechanical systems with impact,
population dynamical systems and so on. Thus, researchers used differential equations with impulses
to describe the aforesaid kinds of phenomena. Therefore, many mathematicians studied impulsive
FDEs with different boundary conditions; see [32–40] and references cited therein.

In fields such as numerical analysis, optimization theory, and nonlinear analysis, we mostly
deal with the approximate solutions and hence we need to check how close these solutions are to
the actual solutions of the related system. For this purpose, many approaches can be used, but the
approach of Ulam–Hyers stability is a simple and easy one. The aforesaid stability was first initiated
by Ulam in 1940 and then was confirmed by Hyers in 1941 [41,42]. That’s why this stability is known
as Ulam–Hyers stability. In 1978 [43], Rassias generalized the Ulam–Hyers stability by considering
variables. Thereafter, mathematicians extended the work mentioned above to functional, differential,
integrals and FDEs; for more information about the topic, the reader is recommended to [44–59].

Mathematics 2019, 7, 927; doi:10.3390/math7100927 www.mdpi.com/journal/mathematics237
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Inspired from the above discussion, in this article, we study the existence, uniqueness and stability
analysis of a coupled system of nonlinear FDEs with impulses of the form:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

cDαx(t) + h(t,c Dax(t),c Dby(t)) = 0, t �= tm, m = 1, 2 . . . ,n,
cDβy(t) +w(t,c Dax(t),c Dby(t)) = 0, t �= tm, m = 1, 2 . . . ,n,

Δx |t=tm= M1m(x(tm)), Δx ′ |t=tm= N1m(x(tm)), Δx ′′ |t=tm= O1m(x(tm)),

Δy |t=tm= M2m(y(tm)), Δy ′ |t=tm= N2m(y(tm)), Δy ′′ |t=tm= O2m(y(tm)),

x(0) = x ′(0) = 0, cDεx(Ω) = x ′′(1),

y(0) = y ′(0) = 0, cDρy(Φ) = y ′′(1),

(1)

where t ∈ J = [0, 1], 2 < α,β � 3, 0 < a,b, ε,Ω, ρ,Φ < 1. cD stands for Caputo fractional
derivative and h,w : J × R3 → R are continuous functions. M1m,M2m,N1m,N2m,O1m,O2m ∈
C(R,R) and tm satisfied 0 = t0 < t1 < · · · < tn < tn+1 = 1, Δx |t=tm= x(t+m) − x(t−m), Δx ′ |t=tm=

x ′(t+m) − x ′(t−m), Δx ′′ |t=tm= x ′′(t+m) − x ′′(t−m), Δy |t=tm= y(t+m) − y(t−m), Δy ′ |t=tm= y ′(t+m) −

y ′(t−m),Δy ′′ |t=tm= y ′′(t+m) − y ′′(t−m), x(t+m),y(t+m), and x(t−m),y(t−m) represent the right and left
limits of x(t),y(t), respectively, at t = tm.

The remaining article is organized as follows: In Section 2, we give some definitions and lemmas
related to fractional calculus. In Section 3, we establish our main results about the existence and
uniqueness of solutions for the proposed system (1). In Section 4, we study the Ulam–Hyers stability.
In Section 5, we provide an example to support our main results.

2. Background Materials

In this section, we give some basic definitions of fractional calculus that will be used throughout
the article.

Definition 1. (see [60]) If x : (0,∞) → R and α > 0, then the Caputo fractional derivative of order α is
defined as

cDαx(t) =
1

Γ(n−α)

ˆ t

0
(t− s)n−α−1x(n)(s)ds, n− 1 < α < n, n = [α] + 1,

where [α] denotes the integer part of real number α, provided that the right side is pointwise defined on (0,∞).

Definition 2. (see [60]) The Riemann–Liouville fractional integral of order α > 0 for a function x : (0,∞)→ R

is defined as

Iαx(t) =
1

Γ(α)

ˆ t

0
(t− s)α−1x(s)ds, t > 0,

provided that the right side is pointwise defined on (0,∞), where Γ is the Euler Gamma function.

Lemma 1. (see [60]) The solution of the differential equations involving Caputo derivative cDαx(t) = f(t),
t ∈ J, has the form:

IαcDαx(t) = Iαf(t) + e0 + e1t+ · · ·+ en−1t
n−1,

for some ei ∈ R, i = 0, 1, . . . ,n− 1, n = [α] + 1.

Lemma 2. (see [60]) If α,β > 0, t ∈ J, then, for x(t), we have

cDαIαx(t) = x(t), IαIβx(t) = Iα+βx(t).

Lemma 3. (Banach contraction principle, see [59]) If X is real Banach space and W : X −→ X is a
contraction mapping, then W has a unique fixed point in X.
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Theorem 1. (Schauder fixed point theorem, see [59]) If ω is a closed bounded convex subset of a Banach
space X and W : ω −→ ω is completely continuous, then W has at least one fixed point in ω.

For the sake of convenience, we introduce the Banach space as follows:
Let J = [0, 1], J ′ = J/{t1, t2, . . . , tn}. Define the set by

X = PC(J) =
{
x(t) : x(t), x ′(t), x ′′(t),c Dax(t),c Dbx(t) ∈ C(J ′), x(t+m) and x(t−m)

exists and satisfying x(t−m) = x(tm), 1 � m � n
}

.

It is easy to verify that X is a Banach space equipped with the norm:

‖x‖0 = max
{

sup
t∈J

∣∣x(t)∣∣, sup
t∈J

∣∣x ′(t)
∣∣, sup

t∈J

∣∣x ′′(t)
∣∣, sup

t∈J

∣∣cDax(t)
∣∣, sup

t∈J

∣∣cDbx(t)
∣∣}, ∀ x(t) ∈ PC(J).

Similarly, we can define a set Y = PC(J), which is a Banach space endowed with the defined norm:

‖y‖0 = max
{

sup
t∈J

∣∣y(t)∣∣, sup
t∈J

∣∣y ′(t)
∣∣, sup

t∈J

∣∣y ′′(t)
∣∣, sup

t∈J

∣∣cDay(t)
∣∣, sup

t∈J

∣∣cDby(t)
∣∣}, ∀ y(t) ∈ PC(J).

Furthermore, we define the Banach space Y ′ = X× Y with the norms ‖(x,y)‖ = ‖x‖0 + ‖y‖0 and
‖(x,y)‖ = max

{
‖x‖0, ‖y‖0

}
.

Definition 3. A pair of functions (x(t),y(t)) ∈ Y ′ is called a solution of (1) if (x(t),y(t)) satisfy all the
equations and boundary value conditions of the system (1).

Lemma 4. Assume that f ∈ C(J,R). A function x ∈ PC(J) is a solution of the boundary value system

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

cDαx(t) + f(t) = 0, 2 < α � 3,

Δx |t=tm= M1m(x(tm)), m = 1, 2, . . . ,n,

Δx ′ |t=tm= N1m(x(tm)), m = 1, 2, . . . ,n,

Δx ′′ |t=tm= O1m(x(tm)), m = 1, 2, . . . ,n,

x(0) = x ′(0) = 0, cDεx(Ω) = x ′′(1), 0 < ε,Ω < 1,

(2)

if and only if x ∈ PC(J) is the solution of integral equation

x(t) =

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

− 1
Γ(α)

´ t
0 (t− s)f(s)ds+ e∗t2, t ∈ [0, t1],

− 1
Γ(α)

´ t
tm

(t− s)α−1f(s)ds− 1
Γ(α)

∑m
j=1
´ tj
tj−1

(tj − s)α−1f(s)ds

− 1
Γ(α−1)

∑m
j=1(t− tj)

´ tj
tj−1

(tj − s)α−2f(s)ds− 1
2Γ(α−2)

∑m
j=1(t− tj)

2

×
´ tj
tj−1

(tj − s)α−3f(s)ds+
∑m

j=1 M1j(x(tj)) +
∑m

j=1(t− tj)N1j(x(tj))

+
∑m

j=1
(t−tj)

2

2 O1j(x(tj)) + e∗t2, t ∈ (tm, tm+1], 1 � m � n,

(3)

where t ∈ (tm, tm+1], 1 � m � n,
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e∗ =
Γ(3 − ε)

2(Γ(3 − ε) −Ω2−ε)

[
−

1
Γ(α− ε)

ˆ Ω

tj

(Ω− s)α−ε−1f(s)ds−
Ω1−ε

Γ(α− 1)Γ(2 − ε)

×
m∑
j=1

ˆ tj

tj−1

(tj − s)α−2f(s)ds−
Ω2−ε

Γ(α− 2)Γ(3 − ε)

m∑
j=1

ˆ tj

tj−1

(tj − s)α−3f(s)ds

+
Ω1−ε

Γ(α− 2)Γ(2 − ε)

m∑
j=1

tj

ˆ tj

tj−1

(tj − s)α−3f(s)ds+
Ω1−ε

Γ(2 − ε)

m∑
j=1

N1j(x(tj))

+
Ω2−ε

Γ(3 − ε)

m∑
j=1

O1j(x(tj)) −
Ω1−ε

Γ(2 − ε)

m∑
j=1

tjO1j(x(tj)) +
1

Γ(α− 2)

ˆ 1

tm

(1 − s)α−3f(s)ds

+
1

Γ(α− 2)

m∑
j=1

ˆ tj

tj−1

(tj − s)α−3f(s)ds−

m∑
j=1

O1j(x(tj))

]
.

Proof. Applying Lemma 1, for some constants e0, e1, e2 ∈ R, we have

x(t) = −Iαf(s)ds+ e0 + e1t+ e2t
2

= −
1

Γ(α)

ˆ t

0
(t− s)α−1f(s)ds+ e0 + e1t+ e2t

2, t ∈ [0, t1]. (4)

Then, we obtain ⎧⎪⎪⎪⎨
⎪⎪⎪⎩

x ′(t) = −
1

Γ(α− 1)

ˆ t

0
(t− s)α−2f(s)ds+ e1 + 2e2t,

x ′′(t) = −
1

Γ(α− 2)

ˆ t

0
(t− s)α−3f(s)ds+ 2e2.

(5)

When t ∈ (t1, t2), we have

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

x(t) = −
1

Γ(α)

ˆ t

t1

(t− s)α−1f(s)ds+ e3 + e4(t− t1) + e5(t− t1)
2,

x ′(t) = −
1

Γ(α− 1)

ˆ t

t1

(t− s)α−2f(s)ds+ e4 + 2e5(t− t1),

x ′′(t) = −
1

Γ(α− 2)

ˆ t

t1

(t− s)α−3f(s)ds+ 2e5,

(6)

where e3, e4, e5 are arbitrary constants, from (4)–(6), we can find

x(t−1 ) = −
1

Γ(α)

ˆ t1

0
(t1 − s)α−1f(s)ds+ e0 + e1t1 + e2t

2
1, x(t+1 ) = e3, (7)

x ′(t−1 ) = −
1

Γ(α− 1)

ˆ t1

0
(t1 − s)α−2f(s)ds+ e1 + 2e2t1, x ′(t+1 ) = e4, (8)

x ′′(t−1 ) = −
1

Γ(α− 2)

ˆ t1

0
(t1 − s)α−3f(s)ds+ 2e2, x ′′(t+1 ) = 2e5. (9)

Furthermore, Δx |t=t1= M11(x(t1)), Δx ′ |t=t1= N11(x(t1)), Δx ′′ |t=t1= O11(x(t1)), and (7)–(9)
give us: ⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

e3 = −
1

Γ(α)

ˆ t1

0
(t1 − s)α−1f(s)ds+ e0 + e1t1 + e2t

2
1 +M11(x(t1)),

e4 = −
1

Γ(α− 1)

ˆ t1

0
(t1 − s)α−2f(s)ds+ e1 + 2e2t1 +N11(x(t1)),

e5 = −
1

2Γ(α− 2)

ˆ t1

0
(t1 − s)α−3f(s)ds+ e2 +

1
2
O11(x(t1)).
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Plugging e3, e4,and e5 into the first equation of (6) for t ∈ (t1, t2], we have

x(t) =−
1

Γ(α)

ˆ t

t1

(t− s)α−1f(s)ds−
1

Γ(α)

ˆ t1

0
(t1 − s)f(s)ds−

(t− t1)

Γ(α− 1)

ˆ t1

0
(t1 − s)α−2f(s)ds

−
(t− t1)

2

2Γ(α− 2)

ˆ t1

0
(t1 − s)α−3f(s)ds+M11(x(t1)) + (t− t1)N11(x(t1)) +

(t− t1)
2

2
O11(x(t1))

+ e0 + e1t+ e2t
2.

Repeating the same process for t ∈ (tm, tm+1] such that (m = 1, 2, . . . ,n), then we can write

x(t) =−
1

Γ(α)

ˆ t

tm

(t− s)α−1f(s)ds−
1

Γ(α)

m∑
j=1

ˆ tj

tj−1

(tj − s)α−1f(s)ds−
1

Γ(α− 1)

m∑
j=1

(t− tj)

×
ˆ tj

tj−1

(tj − s)α−2f(s)ds−
1

2Γ(α− 2)

m∑
j=1

(t− tj)
2
ˆ tj

tj−1

(tj − s)α−3f(s)ds+

m∑
j=1

M1j(x(tj)) (10)

+

m∑
j=1

(t− tj)N1j(x(tj)) +

m∑
j=1

(t− tj)
2

2
O1j(x(tj)) + e0 + e1t+ e2t

2.

Furthermore, we have

x ′′(t) = −
1

Γ(α− 2)
´ t
tm

(t− s)α−3f(s)ds− 1
Γ(α−2)

∑m
j=1
´ tj
tj−1

(tj − s)α−3f(s)ds+O1j(x(tj))

+2e2.
(11)

By utilizing conditions x(0) = x ′(0) = 0 in (4), we get e0 = e1 = 0. In addition, it follows from (11) that

x ′′(1) = −
1

Γ(α− 2)
´ 1
tm

(1 − s)α−3f(s)ds− 1
Γ(α−2)

∑m
j=1
´ tj
tj−1

(tj − s)α−3f(s)ds+O1j(x(tj))

+2e2.
(12)

In view of j ∈ {0, 1, . . . ,n} such that Ω ∈ (tj, tj+1], we have

x(Ω) =−
1

Γ(α)

ˆ Ω

tj

(Ω− s)α−1f(s)ds−
1

Γ(α)

m∑
j=1

ˆ tj

tj−1

(tj − s)α−1f(s)ds−
1

Γ(α− 1)

m∑
j=1

(Ω− tj)

×
ˆ tj

tj−1

(tj − s)α−2f(s)ds−
1

2Γ(α− 2)

m∑
j=1

(Ω− tj)
2
ˆ tj

tj−1

(tj − s)α−3f(s)ds (13)

+

m∑
j=1

M1j(x(tj)) +

m∑
j=1

(Ω− tj)N1j(x(tj)) +
(Ω− tj)

2

2
O1j(x(tj)) + e2Ω

2.

By applying result (5), we get

cDε
0+x(Ω) = −

1
Γ(α− ε)

´Ω
tj

(Ω− s)α−ε−1f(s)ds−
Ω1−ε

Γ(α− 1)Γ(2 − ε)

∑m
j=1
´ tj
tj−1

(tj − s)α−2f(s)ds

−
Ω2−ε

Γ(α− 2)Γ(3 − ε)

∑m
j=1
´ tj
tj−1

(tj − s)α−3f(s)ds+
Ω1−ε

Γ(α− 2)Γ(2 − ε)

∑m
j=1 tj

×
´ tj
tj−1

(tj − s)α−3f(s)ds+
Ω1−ε

Γ(2 − ε)

∑m
j=1 N1j(x(tj)) +

Ω2−ε

Γ(3−ε)

∑m
j=1 O1j

−
Ω1−ε

Γ(2 − ε)

∑m
j=1 tjO1j +

2Ω2−ε

Γ(3 − ε)
e2.

(14)
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Since cDε
0+x(Ω) = x ′′(1), thus (13) and (14) gives

e2 =
Γ(3 − ε)

2(Γ(3 − ε) −Ω2−ε)

[
−

1
Γ(α− ε)

ˆ Ω

tj

(Ω− s)α−ε−1f(s)ds−
Ω1−ε

Γ(α− 1)Γ(2 − ε)

×
m∑
j=1

ˆ tj

tj−1

(tj − s)α−2f(s)ds−
Ω2−ε

Γ(α− 2)Γ(3 − ε)

m∑
j=1

ˆ tj

tj−1

(tj − s)α−3f(s)ds

+
Ω1−ε

Γ(α− 2)Γ(2 − ε)

m∑
j=1

tj

ˆ tj

tj−1

(tj − s)α−3f(s)ds+
Ω1−ε

Γ(2 − ε)

m∑
j=1

N1j(x(tj))

+
Ω2−ε

Γ(3 − ε)

m∑
j=1

O1j −
Ω1−ε

Γ(2 − ε)

m∑
j=1

tjO1j +
1

Γ(α− 2)

ˆ 1

tm

(1 − s)α−3f(s)ds

+
1

Γ(α− 2)

m∑
j=1

ˆ tj

tj−1

(tj − s)α−3f(s)ds−

m∑
j=1

O1j(x(tj))

]
.

Plugging the values of e0, e1 and e2 into (4) and (10), (3) can thus be obtained. Conversely,
we consider that x(t) is a solution of (3). Then, it is obvious that (3) satisfies (2).

Similarly as in Lemma 4, we can prove the following:

Lemma 5. Let ϑ ∈ C(J,R). A function y ∈ PC(J) is the solution of

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

cDβy(t) + ϑ(t) = 0, 2 < β � 3,

Δy |t=tm= M2m(y(tm)), m = 1, 2, . . . ,n,

Δy ′ |t=tm= N2m(y(tm)), m = 1, 2, . . . ,n,

Δy ′′ |t=tm= O2m(y(tm)), m = 1, 2, . . . ,n,

y(0) = y ′(0) = 0, cDρ
0+y(Φ) = y ′′(1), 0 < ρ,Φ < 1,

(15)

if and only if y ∈ PC(J) is the solution of the integral equation

y(t) =

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

− 1
Γ(β)

´ t
0 (t− s)β−1ϑ(s)ds+ c∗t2, t ∈ [0, t1],

− 1
Γ(β)

´ t
tm

(t− s)β−1ϑ(s)ds− 1
Γ(β)

∑m
j=1
´ tj
tj−1

(tj − s)β−1ϑ(s)ds

− 1
Γ(β−1)

∑m
j=1(t− tj)

´ tj
tj−1

(tj − s)β−2ϑ(s)ds− 1
2Γ(β−2)

∑m
j=1(t− tj)

2

×
´ tj
tj−1

(tj − s)β−3ϑ(s)ds+
∑m

j=1 M2j(y(tj)) +
∑m

j=1(t− tj)N2j(y(tj))

+
∑m

j=1
(t−tj)

2

2 O2j(y(tj)) + c∗t2, t ∈ (tm, tm+1], 1 � m � n,

(16)

where c ∈ {0, 1, . . . ,n} such that Φ ∈ (tc, tc+1], and
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c∗ =
Γ(3 − ρ)

2(Γ(3 − ρ) −Φ2−ρ)

[
−

1
Γ(β− ρ)

ˆ Φ

tj

(Φ− s)β−ρ−1ϑ(s)ds−
Φ1−ρ

Γ(β− 1)Γ(2 − ρ)

×
m∑
j=1

ˆ tj

tj−1

(tj − s)β−2ϑ(s)ds−
Φ2−ρ

Γ(β− 2)Γ(3 − ρ)

m∑
j=1

ˆ tj

tj−1

(tj − s)β−3ϑ(s)ds

+
Φ1−ρ

Γ(β− 2)Γ(2 − ρ)

m∑
j=1

tj

ˆ tj

tj−1

(tj − s)β−3ϑ(s)ds+
Φ1−ρ

Γ(2 − ρ)

m∑
j=1

N2j(y(tj))

+
Φ2−ρ

Γ(3 − ρ)

m∑
j=1

O2j(y(tj)) −
Φ1−ρ

Γ(2 − ρ)

m∑
j=1

tjO2j(y(tj)) +
1

Γ(β− 2)

ˆ 1

tm

(1 − s)β−3ϑ(s)ds

+
1

Γ(β− 2)

m∑
j=1

ˆ tj

tj−1

(tj − s)β−3ϑ(s)ds−

m∑
j=1

O2j(y(tj))

]
.

3. Main Results

In this section, we use fixed point theorems to prove the existence of solutions to problem (1).
According to Lemmas 4 and 5, we define operator W : Y ′ −→ Y ′ by

W(x,y)(t) =
(
W1(x,y)(t), W2(x,y)(t)

)T , ∀ (x,y) ∈ Y ′, t ∈ [0, 1], (17)

where

W1(x,y)(t) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

− 1
Γ(α)

´ t
0 (t− s)h(s,c Dax(s),c Dby(s))ds+ e∗t2, t ∈ [0, t1],

− 1
Γ(α)

´ t
tm

(t− s)α−1h(s,c Dax(s),c Dby(s))ds

− 1
Γ(α)

∑m
j=1
´ tj
tj−1

(tj − s)α−1h(s,c Dax(s),c Dby(s))ds

− 1
Γ(α−1)

∑m
j=1(t− tj)

´ tj
tj−1

(tj − s)α−2h(s,c Dax(s),c Dby(s))ds

− 1
2Γ(α−2)

∑m
j=1(t− tj)

2 ´ tj
tj−1

(tj − s)α−3h(s,c Dax(s),c Dby(s))ds

+
∑m

j=1 M1j(x(tj)) +
∑m

j=1(t− tj)N1j(x(tj)) +
∑m

j=1
(t−tj)

2

2 O1j(x(tj)) + e∗t2,
t ∈ (tm, tm+1], 1 � m � n,

and

W2(x,y)(t) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

− 1
Γ(β)

´ t
0 (t− s)β−1w(s,c Dax(s),c Dby(s))ds+ c∗t2, t ∈ [0, t1],

− 1
Γ(β)

´ t
tm

(t− s)β−1w(s,c Dax(s),c Dby(s))ds

− 1
Γ(β)

∑m
j=1
´ tj
tj−1

(tj − s)β−1w(s,c Dax(s),c Dby(s))ds

− 1
Γ(β−1)

∑m
j=1(t− tj)

´ tj
tj−1

(tj − s)β−2w(s,c Dax(s),c Dby(s))ds

− 1
2Γ(β−2)

∑m
j=1(t− tj)

2 ´ tj
tj−1

(tj − s)β−3w(s,c Dax(s),c Dby(s))ds

+
∑m

j=1 M2j(y(tj)) +
∑m

j=1(t− tj)N2j(y(tj)) +
∑m

j=1
(t−tj)

2

2 O2j(y(tj)) + c∗t2,
t ∈ (tm, tm+1], 1 � m � n,

with

e∗ =Zα

[
−

1
Γ(α− ε)

ˆ Ω

tj

(Ω− s)α−ε−1h(s,c Dax(s),c Dby(s))ds

−
Ω1−ε

Γ(α− 1)Γ(2 − ε)

m∑
j=1

ˆ tj

tj−1

(tj − s)α−2h(s,c Dax(s),c Dby(s))ds

−
Ω2−ε

Γ(α− 2)Γ(3 − ε)

m∑
j=1

ˆ tj

tj−1

(tj − s)α−3h(s,c Dax(s),c Dby(s))ds
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+
Ω1−ε

Γ(α− 2)Γ(2 − ε)

m∑
j=1

tj

ˆ tj

tj−1

(tj − s)α−3h(s,c Dax(s),c Dby(s))ds

+
Ω1−ε

Γ(2 − ε)

m∑
j=1

N1j(x(tj)) +
Ω2−ε

Γ(3 − ε)

m∑
j=1

O1j(x(tj)) −
Ω1−ε

Γ(2 − ε)

m∑
j=1

tjO1j(x(tj))

+
1

Γ(α− 2)

ˆ 1

tm

(1 − s)α−3h(s,c Dax(s),c Dby(s))ds

+
1

Γ(α− 2)

m∑
j=1

ˆ tj

tj−1

(tj − s)α−3h(s,c Dax(s),c Dby(s))ds−

m∑
j=1

O1j(x(tj))

]
,

c∗ =Zβ

[
−

1
Γ(β− ρ)

ˆ Φ

tj

(Φ− s)β−ρ−1w(s,c Dax(s),c Dby(s))ds

−
Φ1−ρ

Γ(β− 1)Γ(2 − ρ)

m∑
j=1

ˆ tj

tj−1

(tj − s)β−2w(s,c Dax(s),c Dby(s))ds

−
Φ2−ρ

Γ(β− 2)Γ(3 − ρ)

m∑
j=1

ˆ tj

tj−1

(tj − s)β−3w(s,c Dax(s),c Dby(s))ds

+
Φ1−ρ

Γ(β− 2)Γ(2 − ρ)

m∑
j=1

tj

ˆ tj

tj−1

(tj − s)β−3w(s,c Dax(s),c Dby(s))ds)

+
Φ1−ρ

Γ(2 − ρ)

m∑
j=1

N2j(y(tj) +
Φ2−ρ

Γ(3 − ρ)

m∑
j=1

O2j(y(tj)) −
Φ1−ρ

Γ(2 − ρ)

m∑
j=1

tjO2j(y(tj))

+
1

Γ(β− 2)

ˆ 1

tm

(1 − s)β−3w(s,c Dax(s),c Dby(s))ds

+
1

Γ(β− 2)

m∑
j=1

ˆ tj

tj−1

(tj − s)β−3w(s,c Dax(s),c Dby(s))ds−

m∑
j=1

O2j(y(tj))

]
,

where Zα =
Γ(3−ε)

2(Γ(3−ε)−Ω2−ε)
and Zβ =

Γ(3−ρ)
2(Γ(3−ρ)−Φ2−ρ)

. Thus, solving problem (1) is equivalent
to obtain a fixed point of the operator W. Next, we have to prove the uniqueness of solutions of
problem (1).

Theorem 2. Let the following conditions (M1) − (M3) hold, and then the boundary value problem (1) has a
unique solution.
(M1) : For all t ∈ J and xj,yj ∈ R (j = 1, 2) there exists some positive constants μj,μ ′

j (j = 1, 2) such that∣∣h(t, x1,y1) − h(t, x2,y2)
∣∣ � μ1

∣∣x1 − x2
∣∣+ μ2

∣∣y1 − y2
∣∣,∣∣w(t, x1,y1) −w(t, x2,y2)

∣∣ � μ ′
1
∣∣x1 − x2

∣∣+ μ ′
2
∣∣y1 − y2

∣∣.
(M2) : For all x,y ∈ R, there exist some positive constants Ijk, Îjk, Ǐjk(j = 1, 2; m = 1, 2, . . . ,n) such that∣∣Mjm(x) −Mjm(y)

∣∣ � Ijm
∣∣x− y

∣∣,∣∣Njm(x) −Njm(y)
∣∣ � Îjm

∣∣x− y
∣∣,∣∣Ojm(x) −Ojm(y)

∣∣ � Ǐjm
∣∣x− y

∣∣.
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(M3) :[(
μ1 + μ2

)( 2
Γ(α+ 1)

+
1

Γ(α)
+

1
2Γ(α− 1)

+
Zα

Γ(α− ε+ 1)
+

ZαΩ
1−ε

Γ(α)Γ(2 − ε)
+

ZαΩ
2−ε

Γ(α− 1)Γ(3 − ε)

+
ZαΩ

1−ε

Γ(α− 1)Γ(2 − ε)
+

2Zα

Γ(α− 1)

)
+

m∑
j=1

I1j +

m∑
j=1

Î1j +
ZαΩ

1−ε

Γ(2 − ε)

m∑
j=1

Î1j +
ZαΩ

2−ε

Γ(3 − ε)

m∑
j=1

Ǐ1j

+
ZαΩ

1−ε

Γ(2 − ε)

m∑
j=1

Ǐ1j +Zα

m∑
j=1

Ǐ1j +
1
2

m∑
j=1

Ǐ1j

]
< 1

and [(
μ ′

1 + μ ′
2
)( 2

Γ(β+ 1)
+

1
Γ(β)

+
1

2Γ(β− 1)
+

Zβ

Γ(β− ρ+ 1)
+

ZβΦ
1−ρ

Γ(β)Γ(2 − ρ)
+

ZβΦ
2−ρ

Γ(β− 1)Γ(3 − ρ)

+
ZβΦ

1−ρ

Γ(β− 1)Γ(2 − ρ)
+

2Zβ

Γ(β− 1)

)
+

m∑
j=1

I2j +

m∑
j=1

Î2j +
ZβΦ

1−ρ

Γ(2 − ρ)

m∑
j=1

Î2j +
ZβΦ

2−ρ

Γ(3 − ρ)

m∑
j=1

Ǐ2j

+
ZβΦ

1−ρ

Γ(2 − ρ)

m∑
j=1

Ǐ2j +Zβ

m∑
j=1

Ǐ2j +
1
2

m∑
j=1

Ǐ2j

]
< 1.

Proof. By using the Banach contraction principle, we can prove that W, defined by (17), has a fixed
point. Before proving the main result first, we will prove the contraction. When t ∈ J, from (17) and
conditions (M1) − (M2), for all (x1,y1), (x2,y2) ∈ Y ′, we have∣∣W1(x1,y1)(t) − W1(x2,y2)(t)

∣∣
� 1
Γ(α)

ˆ t

0
(t− s)α−1∣∣h(s,c Dax1(s),c Dby1(s)) − h(s,c Dax2(s),c Dby2(s))

∣∣ds
+

Zαt
2

Γ(α− ε)

ˆ Ω

tj

(Ω− s)α−ε−1∣∣h(s,c Dax1(s),c Dby1(s)) − h(s,c Dax2(s),c Dby2(s))
∣∣ds

+
Zαt

2Ω1−ε

Γ(α− 1)Γ(2 − ε)

m∑
j=1

ˆ tj

tj−1

(tj − s)α−2∣∣h(s,c Dax1(s),c Dby1(s)) − h(s,c Dax2(s),c Dby2(s))
∣∣ds

+
Zαt

2Ω2−ε

Γ(α− 2)Γ(3 − ε)

m∑
j=1

ˆ tj

tj−1

(tj − s)α−3∣∣h(s,c Dax1(s),c Dby1(s)) − h(s,c Dax2(s),c Dby2(s))
∣∣ds

+
Zαt

2Ω1−ε

Γ(α− 2)Γ(2 − ε)

m∑
j=1

tj

ˆ tj

tj−1

(tj − s)α−3∣∣h(s,c Dax1(s),c Dby1(s)) − h(s,c Dax2(s),c Dby2(s))
∣∣ds

+
Zαt

2Ω1−ε

Γ(2 − ε)

m∑
j=1

∣∣N1j(x1(tj)) −N1j(x2(tj))
∣∣+ Zαt

2Ω2−ε

Γ(3 − ε)

m∑
j=1

∣∣O1j(x1(tj)) −O1j(x2(tj))
∣∣

+
Zαt

2

Γ(α− 2)

ˆ 1

tm

(1 − s)α−3∣∣h(s,c Dax1(s),c Dby1(s)) − h(s,c Dax2(s),c Dby2(s))
∣∣ds

+
Zαt

2

Γ(α− 2)

m∑
j=1

ˆ tj

tj−1

(tj − s)α−3∣∣h(s,c Dax1(s),c Dby1(s)) − h(s,c Dax2(s),c Dby2(s))
∣∣ds

+
Zαt

2Ω1−ε

Γ(2 − ε)

m∑
j=1

∣∣tj∣∣∣∣O1j(x1(tj)) −O1j(x2(tj))
∣∣+Zαt

2
m∑
j=1

∣∣O1j(x1(tj)) −O1j(x2(tj))
∣∣,

� 1
Γ(α+ 1)

[
μ1
∣∣cDax1(s) −

c Dax2(s)
∣∣+ μ2

∣∣cDby1(s) −
c Dby2(s)

∣∣]
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+
Zα

Γ(α− ε+ 1)
[
μ1
∣∣cDax1(s) −

c Dax2(s)
∣∣+ μ2

∣∣cDby1(s) −
c Dby2(s)

∣∣]
+

ZαΩ
1−ε

Γ(α)Γ(2 − ε)

[
μ1
∣∣cDax1(s) −

c Dax2(s)
∣∣+ μ2

∣∣cDby1(s) −
c Dby2(s)

∣∣]
+

ZαΩ
2−ε

Γ(α− 1)Γ(3 − ε)

[
μ1
∣∣cDax1(s) −

c Dax2(s)
∣∣+ μ2

∣∣cDay1(s) −
c Day2(s)

∣∣]
+

ZαΩ
1−ε

Γ(α− 1)Γ(2 − ε)

[
μ1
∣∣cDax1(s) −

c Dax2(s)
∣∣+ μ2

∣∣cDby1(s) −
c Dby2(s)

∣∣]
+

ZαΩ
1−ε

Γ(2 − ε)

m∑
j=1

∣∣N1j(x1(tj)) −N1j(x2(tj))
∣∣+ ZαΩ

2−ε

Γ(3 − ε)

m∑
j=1

∣∣O1j(x1(tj)) −O1j(x2(tj))
∣∣

+
Zα

Γ(α− 1)
[
μ1
∣∣cDax1(s) −

c Dax2(s)
∣∣+ μ2

∣∣cDby1(s) −
c Dby2(s)

∣∣]
+

Zα

Γ(α− 1)
[
μ1
∣∣cDax1(s) −

c Dax2(s)
∣∣+ μ2

∣∣cDby1(s) −
c Dby2(s)

∣∣]
+

ZαΩ
1−ε

Γ(2 − ε)

m∑
j=1

tj
∣∣O1j(x1(tj)) −O1j(x2(tj))

∣∣+Zα

m∑
j=1

∣∣O1j(x1(tj)) −O1j(x2(tj))
∣∣,

� 1
Γ(α+ 1)

[
μ1‖x1 − x2‖0 + μ2‖y1 − y2‖0

]
+

Zα

Γ(α− ε+ 1)
[
μ1‖x1 − x2‖0 + μ2‖y1 − y2‖0

]
+

ZαΩ
1−ε

Γ(α)Γ(2 − ε)

[
μ1‖x1 − x2‖0 + μ2‖y1 − y2‖0

]
+

ZαΩ
2−ε

Γ(α− 1)Γ(3 − ε)

[
μ1‖x1 − x2‖0 + μ2‖y1 − y2‖0

]
+ ZαΩ

1−ε

Γ(α−1)Γ(2−ε)

[
μ1‖x1 − x2‖0 + μ2‖y1 − y2‖0

]
+ ZαΩ

1−ε

Γ(2−ε)

∑m
j=1 Î1j‖x1 − x2‖0 +

ZαΩ
2−ε

Γ(3−ε)

∑m
j=1 Ǐ1j (18)

× ‖x1 − x2‖0 +
Zα

Γ(α− 1)
[
μ1‖x1 − x2‖0 + μ2‖y1 − y2‖0

]
+

Zα

Γ(α− 1)
[
μ1‖x1 − x2‖0 + μ2‖y1 − y2‖0

]
+

ZαΩ
1−ε

Γ(2 − ε)

m∑
j=1

Ǐ1j‖x1 − x2‖0 +Zα

m∑
j=1

Ǐ1j‖x1 − x2‖0,

� 1
Γ(α+ 1)

[
μ1 + μ2

]
‖(x1 − x2,y1 − y2)‖+

Zα

Γ(α− ε+ 1)
[
μ1 + μ2

]
‖(x1 − x2,y1 − y2)‖

+
ZαΩ

1−ε

Γ(α)Γ(2 − ε)

[
μ1 + μ2

]
‖(x1 − x2,y1 − y2)‖+

ZαΩ
2−ε

Γ(α− 1)Γ(3 − ε)

[
μ1 + μ2

]
‖(x1 − x2,y1 − y2)‖

+
ZαΩ

1−ε

Γ(α− 1)Γ(2 − ε)

[
μ1 + μ2

]
‖(x1 − x2,y1 − y2)‖+

ZαΩ
1−ε

Γ(2 − ε)

m∑
j=1

Î1j‖(x1 − x2,y1 − y2)‖

+
ZαΩ

2−ε

Γ(3 − ε)

m∑
j=1

Ǐ1j‖(x1 − x2,y1 − y2)‖+
Zα

Γ(α− 1)
[
μ1 + μ2

]
‖(x1 − x2,y1 − y2)‖

+
Zα

Γ(α− 1)
[
μ1 + μ2

]
‖(x1 − x2,y1 − y2)‖+

ZαΩ
1−ε

Γ(2 − ε)

m∑
j=1

Ǐ1j‖(x1 − x2,y1 − y2)‖

+Zα

m∑
j=1

Ǐ1j‖(x1 − x2,y1 − y2)‖,

�Zα

[
(μ1 + μ2)

(
1

ZαΓ(α+ 1)
+

1
Γ(α− ε+ 1)

+
Ω1−ε

Γ(α)Γ(2 − ε)
+

Ω2−ε

Γ(α− 1)Γ(3 − ε)
+

Ω1−ε

Γ(α− 1)Γ(2 − ε)

+
2

Γ(α− 1)

)
+

Ω1−ε

Γ(2 − ε)

m∑
j=1

Î1j +
Ω2−ε

Γ(3 − ε)

m∑
j=1

Ǐ1j +
Ω1−ε

Γ(2 − ε)

m∑
j=1

Ǐ1j +

m∑
j=1

Ǐ1j

]
× ‖(x1 − x2,y1 − y2)‖, t ∈ [0, t1].
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When t ∈
(
tm, tm+1

]
, then

∣∣W1(x1,y1)(t) − W1(x2,y2)(t)
∣∣

� 1
Γ(α)

ˆ t

tm

(t− s)α−1∣∣h(s,c Dax1(s),c Dby1(s)) − h(s,c Dax2(s),c Dby2(s))
∣∣ds

+
1

Γ(α)

m∑
j=1

ˆ tj

tj−1

(tj − s)α−1∣∣h(s,c Dax1(s),c Dby1(s)) − h(s,c Dax2(s),c Dby2(s))
∣∣ds

+
1

Γ(α− 1)

m∑
j=1

∣∣(t− tj)
∣∣ˆ tj

tj−1

(tj − s)α−2∣∣h(s,c Dax1(s),c Dby1(s)) − h(s,c Dax2(s),c Dby2(s))
∣∣ds

+
1

2Γ(α− 2)

m∑
j=1

∣∣(t− tj)
2∣∣ˆ tj

tj−1

(tj − s)α−3∣∣h(s,c Dax1(s),c Dby1(s)) − h(s,c Dax2(s),c Dby2(s))
∣∣ds

+

m∑
j=1

∣∣M1j(x1(tj)) −M1j(x2(tj))
∣∣+ m∑

j=1

∣∣(t− tj)
∣∣∣∣N1j(x1(tj)) −N1j(x2(tj))

∣∣
+

Zαt
2

Γ(α− ε)

ˆ Ω

tj

(Ω− s)α−ε−1∣∣h(s,c Dax1(s),c Dby1(s)) − h(s,c Dax2(s),c Dby2(s))
∣∣ds

+ Zαt
2Ω1−ε

Γ(α−1)Γ(2−ε)

∑m
j=1
´ tj
tj−1

(tj − s)α−2
∣∣h(s,c Dax1(s),c Dby1(s)) − h(s,c Dax2(s),c Dby2(s))

∣∣ds (19)

+
Zαt

2Ω2−ε

Γ(α− 2)Γ(3 − ε)

∑m
j=1
´ tj
tj−1

(tj − s)α−3
∣∣h(s,c Dax1(s),c Dby1(s)) − h(s,c Dax2(s),c Dby2(s))

∣∣ds
+

Zαt
2Ω1−ε

Γ(α− 2)Γ(2 − ε)

∑m
j=1

∣∣tj∣∣ ´ tjtj−1
(tj − s)α−3

∣∣h(s,c Dax1(s),c Dby1(s)) − h(s,c Dax2(s),c Dby2(s))
∣∣ds

+
Zαt

2Ω1−ε

Γ(2 − ε)

m∑
j=1

∣∣N1j(x1(tj)) −N1j(x2(tj))
∣∣+ Zαt

2Ω2−ε

Γ(3 − ε)

m∑
j=1

∣∣O1j(x1(tj)) −O1j(x2(tj))
∣∣

+
Zαt

2

Γ(α− 2)

ˆ 1

tm

(1 − s)α−3∣∣h(s,c Dax1(s),c Dby1(s)) − h(s,c Dax2(s),c Dby2(s))
∣∣ds

+
Zαt

2

Γ(α− 2)

m∑
j=1

ˆ tj

tj−1

(tj − s)α−3∣∣h(s,c Dax1(s),c Dby1(s)) − h(s,c Dax2(s),c Dby2(s))
∣∣ds

+
Zαt

2Ω1−ε

Γ(2 − ε)

m∑
j=1

∣∣tj∣∣∣∣O1j(x1(tj)) −O1j(x2(tj))
∣∣+Zαt

2
m∑
j=1

∣∣O1j(x1(tj)) −O1j(x2(tj))
∣∣

+

m∑
j=1

∣∣(t− tj)
2
∣∣

2

∣∣O1j(x1(tj)) −O1j(x2(tj))
∣∣.

Utilizing (M1) and (M2) in (19) and taking the maximum, we get

� 1
Γ(α+ 1)

[
μ1‖x1 − x2‖0 + μ2‖y1 − y2‖0

]
+

1
Γ(α+ 1)

[
μ1‖x1 − x2‖0 + μ2‖y1 − y2‖0

]
+

1
Γ(α)

[
μ1‖x1 − x2‖0 + μ2‖y1 − y2‖0

]
+

1
2Γ(α− 1)

[
μ1‖x1 − x2‖0 + μ2‖y1 − y2‖0

]
+

m∑
j=1

I1j‖x1 − x2‖0 +

m∑
j=1

Î1j‖x1 − x2‖0 +
Zα

Γ(α− ε+ 1)
[
μ1‖x1 − x2‖0 + μ2‖y1 − y2‖0

]
+

ZαΩ
1−ε

Γ(α)Γ(2 − ε)

[
μ1‖x1 − x2‖0 + μ2‖y1 − y2‖0

]
+

ZαΩ
2−ε

Γ(α− 1)Γ(3 − ε)

[
μ1‖x1 − x2‖0 + μ2‖y1 − y2‖0

]
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+
ZαΩ

1−ε

Γ(α− 1)Γ(2 − ε)

[
μ1‖x1 − x2‖0 + μ2‖y1 − y2‖0

]
+

ZαΩ
1−ε

Γ(2 − ε)

m∑
j=1

Î1j‖x1 − x2‖0

+
ZαΩ

2−ε

Γ(3 − ε)

m∑
j=1

Ǐ1j‖x1 − x2‖0 +
Zα

Γ(α− 1)
[
μ1‖x1 − x2‖0 + μ2‖y1 − y2‖0

]
+

Zα

Γ(α− 1)
[
μ1‖x1 − x2‖0 + μ2‖y1 − y2‖0

]
+

ZαΩ
1−ε

Γ(2 − ε)

m∑
j=1

Ǐ1j‖x1 − x2‖0 +Zα

m∑
j=1

Ǐ1j‖x1 − x2‖0

+
1
2

m∑
j=1

Ǐ1j‖x1 − x2‖0,

� 1
Γ(α+ 1)

[
μ1 + μ2

]
‖(x1 − x2,y1 − y2)‖+

1
Γ(α+ 1)

[
μ1 + μ2

]
‖(x1 − x2,y1 − y2)‖

+
1

Γ(α)

[
μ1 + μ2

]
‖(x1 − x2,y1 − y2)‖+

1
2Γ(α− 1)

[
μ1 + μ2

]
‖(x1 − x2,y1 − y2)‖

+
∑m

j=1 I1j‖(x1 − x2,y1 − y2)‖+
∑m

j=1 Î1j‖(x1 − x2,y1 − y2)‖+ Zα
Γ(α−ε+1)

[
μ1 + μ2

]
‖(x1 − x2,y1 − y2)‖

+ ZαΩ
1−ε

Γ(α)Γ(2−ε)

[
μ1 + μ2

]
‖(x1 − x2,y1 − y2)‖+ ZαΩ

2−ε

Γ(α−1)Γ(3−ε)

[
μ1 + μ2

]
‖(x1 − x2,y1 − y2)‖ (20)

+
ZαΩ

1−ε

Γ(α− 1)Γ(2 − ε)

[
μ1 + μ2

]
‖(x1 − x2,y1 − y2)‖+

ZαΩ
1−ε

Γ(2 − ε)

m∑
j=1

Î1j‖(x1 − x2,y1 − y2)‖

+
ZαΩ

2−ε

Γ(3 − ε)

m∑
j=1

Ǐ1j‖(x1 − x2,y1 − y2)‖+
Zα

Γ(α− 1)
[
μ1 + μ2

]
‖(x1 − x2,y1 − y2)‖

+
Zα

Γ(α− 1)
[
μ1 + μ2

]
‖(x1 − x2,y1 − y2)‖+

ZαΩ
1−ε

Γ(2 − ε)

m∑
j=1

Ǐ1j‖(x1 − x2,y1 − y2)‖

+Zα

m∑
j=1

Ǐ1j‖(x1 − x2,y1 − y2)‖+
1
2

m∑
j=1

Ǐ1j‖(x1 − x2,y1 − y2)‖

�
[(
μ1 + μ2

)( 2
Γ(α+ 1)

+
1

Γ(α)
+

1
2Γ(α− 1)

+
Zα

Γ(α− ε+ 1)
+

ZαΩ
1−ε

Γ(α)Γ(2 − ε)
+

ZαΩ
2−ε

Γ(α− 1)Γ(3 − ε)

+
ZαΩ

1−ε

Γ(α− 1)Γ(2 − ε)
+

2Zα

Γ(α− 1)

)
+

m∑
j=1

I1j +

m∑
j=1

Î1j +
ZαΩ

1−ε

Γ(2 − ε)

m∑
j=1

Î1j +
ZαΩ

2−ε

Γ(3 − ε)

m∑
j=1

Ǐ1j

+
ZαΩ

1−ε

Γ(2 − ε)

m∑
j=1

Ǐ1j +Zα

m∑
j=1

Ǐ1j +
1
2

m∑
j=1

Ǐ1j

]
‖(x1 − x2,y1 − y2)‖.

In the same fashion, we can obtain∣∣W2(x1,y1)(t) − W2(x2,y2)(t)
∣∣

� Zβ

[(
μ ′

1 + μ ′
2
)( 1

ZβΓ(β+1) +
1

Γ(β−ρ+1) +
Φ1−ρ

Γ(β)Γ(2−ρ) +
Φ2−ρ

Γ(β−1)Γ(3−ρ) +
Φ1−ρ

Γ(β−1)Γ(2−ρ)

+ 2
Γ(β−1)

)
+ Φ1−ρ

Γ(2−ρ)

∑m
j=1 Î2j +

Φ2−ρ

Γ(3−ρ)

∑m
j=1 Ǐ2j +

Φ1−ρ

Γ(2−ρ)

∑m
j=1 Ǐ2j +

∑m
j=1 Ǐ2j

]
×‖(x1 − x2,y1 − y2)‖, t ∈ [0, t1],

(21)
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and ∣∣W2(x1,y1)(t) − W2(x2,y2)(t)
∣∣

�
[(
μ ′

1 + μ ′
2
)( 2

Γ(β+1) +
1

Γ(β) +
1

2Γ(β−1) +
Zβ

Γ(β−ρ+1) +
ZβΦ

1−ρ

Γ(β)Γ(2−ρ) +
ZβΦ

2−ρ

Γ(β−1)Γ(3−ρ)

+
ZβΦ

1−ρ

Γ(β−1)Γ(2−ρ) +
2Zβ

Γ(β−1)

)
+
∑m

j=1 I2j +
∑m

j=1 Î2j +
ZβΦ

1−ρ

Γ(2−ρ)

∑m
j=1 Î2j +

ZβΦ
2−ρ

Γ(3−ρ)

∑m
j=1 Ǐ2j

+
ZβΦ

1−ρ

Γ(2−ρ)

∑m
j=1 Ǐ2j +Zβ

∑m
j=1 Ǐ2j +

1
2
∑m

j=1 Ǐ2j

]
‖(x1 − x2,y1 − y2)‖, t ∈ (tm, tm+1].

(22)

Thus, from (18)–(22) and (M3), we infer that W is a contraction mapping. According to Lemma 3,
W has a fixed point (x∗(t),y∗(t)) ∈ Y ′, which is unique. Therefore, problem (1) has a unique solution
(x∗(t),y∗(t)).

Theorem 3. Let (M1) − (M2), (M4) and for all t ∈ J such that h(t, 0, 0) = w(t, 0, 0) = 0, Mik = Nik =

Oik = 0, (i = 1, 2; k = 1, 2, . . . ,n) hold. Then, (1) has at least one solution (x∗(t),y∗(t)).

Proof. For the sake of simplicity, let us denote

� =

[(
μ1 + μ2

)( 3
Γ(α+ 1)

+
1

Γ(α)
+

1
2Γ(α− 1)

+
Zα

Γ(α− ε+ 1)
+

ZαΩ
1−ε

Γ(α)Γ(2 − ε)
+

ZαΩ
2−ε

Γ(α− 1)Γ(3 − ε)

+
ZαΩ

1−ε

Γ(α− 1)Γ(2 − ε)
+

2Zα

Γ(α− 1)

)
+

m∑
j=1

I1j +

m∑
j=1

Î1j +
ZαΩ

1−ε

Γ(2 − ε)

m∑
j=1

Î1j +
ZαΩ

2−ε

Γ(3 − ε)

m∑
j=1

Ǐ1j

+
ZαΩ

1−ε

Γ(2 − ε)

m∑
j=1

Ǐ1j +Zα

m∑
j=1

Ǐ1j +
1
2

m∑
j=1

Ǐ1j

]
,

ξ =

[(
μ ′

1 + μ ′
2
)( 3

Γ(β+ 1)
+

1
Γ(β)

+
1

2Γ(β− 1)
+

Zβ

Γ(β− ρ+ 1)
+

ZβΦ
1−ρ

Γ(β)Γ(2 − ρ)
+

ZβΦ
2−ρ

Γ(β− 1)Γ(3 − ρ)

+
ZβΦ

1−ρ

Γ(β− 1)Γ(2 − ρ)
+

2Zβ

Γ(β− 1)

)
+

m∑
j=1

I2j +

m∑
j=1

Î2j +
ZβΦ

1−ρ

Γ(2 − ρ)

m∑
j=1

Î2j +
ZβΦ

2−ρ

Γ(3 − ρ)

m∑
j=1

Ǐ2j

+
ZβΦ

1−ρ

Γ(2 − ρ)

m∑
j=1

Ǐ2j +Zβ

m∑
j=1

Ǐ2j +
1
2

m∑
j=1

Ǐ2j

]
,

and Rυ = max{( 1

 + 1, 1

ξ + 1)}. Define the operator W, as in (17), and a closed ball of Banach space Y ′

as follows:

υ =
{
(x,y) ∈ Y ′ : ‖(x,y)‖ � Rυ

}
. (23)

Similar to (18)–(22), we easily show that W(υ) ⊂ υ by applying (M4). W(υ) ⊂ υ indicates that W(υ)

is uniformly bounded in Y ′. The continuity of the operator W is follows from the continuity of
h,w,Mim,Nim and Oim. Now, we need to prove that W : υ → υ is equicontinuous. Let (x,y) ∈ υ

and �1, �2 ∈ [0, 1] with �1 < �2. When 0 � �1 < �2 � t1, similar to Equation (18), we have∣∣W1(x,y)(�2) − W1(x,y)(�1)
∣∣

=

∣∣∣∣ 1
Γ(α)

ˆ �1

0

[
(�2 − s)α−1 − (�1 − s)α−1]h(s,c Dax(s),c Dby(s))ds+

1
Γ(α)

ˆ �2

�1

(�2 − s)α−1

× h(s,c Dax(s),c Dby(s))ds− e∗(�2 − �1)
2
∣∣∣∣,
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� 1
Γ(α)

ˆ �1

0

[
(�2 − s)α−1 − (�1 − s)α−1]∣∣h(s,c Dax(s),c Dby(s))

∣∣ds+ 1
Γ(α)

ˆ �2

�1

(�2 − s)α−1

×
∣∣h(s,c Dax(s),c Dby(s))

∣∣ds+ ∣∣e∗∣∣(�2 − �1)
2,

�μ1 + μ2

Γ(α)
‖(x,y)‖

ˆ �1

0

[
(�2 − s)α−1 − (�1 − s)α−1]ds+ μ1 + μ2

Γ(α+ 1)
‖(x,y)‖(�2 − �1)

α +
∣∣e∗∣∣(�2 − �1)

2,

� μ1 + μ2

Γ(α+ 1)
‖(x,y)‖

[
(�2 − �1)

α − (�α2 − �α1 )
]
+

μ1 + μ2

Γ(α+ 1)
‖(x,y)‖(�2 − �1)

α + |e∗|(�2 − �1)
2, (24)

�Zα

[
(μ1 + μ2)

(
2

ZαΓ(α+1) +
1

Γ(α−ε+1) +
Ω1−ε

Γ(α)Γ(2−ε) +
Ω2−ε

Γ(α−1)Γ(3−ε) +
Ω1−ε

Γ(α−1)Γ(2−ε)

+ 2
Γ(α−1)

)
+ Ω1−ε

Γ(2−ε)

∑m
j=1 Î1j +

Ω2−ε

Γ(3−ε)

∑m
j=1 Ǐ1j +

Ω1−ε

Γ(2−ε)

∑m
j=1 Ǐ1j +

∑m
j=1 Ǐ1j

]
‖x,y‖(�2 − �1)

2,

��Rυ(�2 − �1)
2.

In the same fashion, we obtain∣∣W2(x,y)(�2) − W2(x,y)(�1)
∣∣ � ξRυ(�2 − �1)

2. (25)

In addition, we obtain the same result when tm < �1 < �2 � tm+1, 1 � m � n, similar to (20)∣∣W1(x,y)(�2) − W1(x,y)(�1)
∣∣ � �Rυ(�2 − �1)

2 (26)

and ∣∣W2(x,y)(�2) − W2(x,y)(�1)
∣∣ � ξRυ(�2 − �1)

2. (27)

Thus, it follows from (24)–(27) that, for any ε > 0, there exists a positive constant σ = ε
Rυ

min{ 1

 , 1

ξ }

independent of �1, �2 and (x,y) such that ‖W(x,y)(�2) − W(x,y)(�1)‖ < ε, whenever |�2 − �1| � σ.
Thereby, W : Y ′ → Y ′ is equicontinuous. By the Arzela–Ascoli theorem, we know that W : Y ′ → Y ′ is
completely continuous. In view of Theorem 1, W has a unique fixed point (x∗(t),y∗(t)) ∈ υ, which is
a solution of system (1).

4. Ulam–Hyers Stability

In this section, we are interested in Ulam–Hyers stability and its types for the solution of (1).

Definition 4. [61] Problem (1) is Ulam–Hyers stable if there exists a constant Kα,β = (Kα, Kβ) > 0 such
that, for any ε = (εα, εβ) > 0, and m = 1, 2, . . . ,n, there exists a solution (x,y) ∈ Y ′ of:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∣∣cDαx(t) − h(t,c Dax(t),c Dby(t))
∣∣ � εα,∣∣Δx(tm) −M1m(x(tm))

∣∣ � εα,∣∣Δx ′(tm) −N1m(x(tm))
∣∣ � εα,∣∣Δx ′′(tm) −O1m(x(tm))
∣∣ � εα,∣∣cDβy(t) −w(t,c Dax(t),c Dby(t))

∣∣ � εβ,∣∣Δy(tm) −M2m(y(tm))
∣∣ � εβ,∣∣Δy ′(tm) −N2m(y(tm))
∣∣ � εβ,∣∣Δy ′′(tm) −O2m(y(tm))
∣∣ � εβ,

(28)

corresponding to a solution (ζ,χ) ∈ Y ′ of (1) such that∣∣(x,y)(t) − (ζ,χ)(t)
∣∣ � Kα,βε.
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Definition 5. [61] Problem (1) is generalized Ulam–Hyers stable if there exists a function Θα,β ∈ C(R+,R+),
Θα,β(0) = 0 for each ε > 0, such that for every solution (x,y) ∈ Y ′ of the inequality (28). there is a solution
(ζ,χ) ∈ Y ′ of (1) such that ∣∣(x,y)(t) − (ζ,χ)(t)

∣∣ � Θα,β(ε).

Definition 6. [61] Problem (1) is Ulam–Hyers–Rassias stable with respect to
(
Ψα,β,ϕα,β

)
, where Ψα,β =(

Ψα,Ψβ

)
∈ C(J,R) and ϕα,β =

(
ϕα,ϕβ

)
∈ C(J,R), if, for every ε = (εα, εβ) > 0, there exists a real

number KΨ,ϕ > 0, such that for m = 1, 2, . . . ,n and for a solution (x,y) ∈ Y ′ of:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∣∣cDαx(t) − h(t,c Dax(t),c Dby(t))
∣∣ � Ψα(t),∣∣Δx(tm) −M1m(x(tm))

∣∣ � ϕα,∣∣Δx ′(tm) −N1m(x(tm))
∣∣ � ϕα,∣∣Δx ′′(tm) −O1m(x(tm))
∣∣ � ϕα,∣∣cDβy(t) −w(t,c Dax(t),c Dby(t))

∣∣ � Ψβ(t),∣∣Δy(tm) −M2m(y(tm))
∣∣ � ϕβ,∣∣Δy ′(tm) −N2m(y(tm))
∣∣ � ϕβ,∣∣Δy ′′(tm) −O2m(y(tm))
∣∣ � ϕβ,

(29)

there is a solution (ζ,χ) ∈ Y ′ of (1) such that∣∣(x,y)(t) − (ζ,χ)(t)
∣∣ � KΨ,ϕ

(
Ψα,β(t) +ϕα,β

)
ε.

Definition 7. [61] Problem (1) is generalized Ulam–Hyers–Rassias stable with respect to
(
Ψα,β,ϕα,β

)
∈

C(J,R), if there exists a real number KΨ,ϕ > 0, such that for m = 1, 2, . . . ,n and for every solution (x,y) ∈ Y ′

of the following: ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∣∣cDαx(t) − h(t,c Dax(t),c Dby(t))
∣∣ � Ψα(t)εα,∣∣Δx(tm) −M1m(x(tm))

∣∣ � ϕαεα,∣∣Δx ′(tm) −N1m(x(tm))
∣∣ � ϕαεα,∣∣Δx ′′(tm) −O1m(x(tm))
∣∣ � ϕαεα,∣∣cDβy(t) −w(t,c Dax(t),c Dby(t))

∣∣ � Ψβ(t)εβ,∣∣Δy(tm) −M2m(y(tm))
∣∣ � ϕβεβ,∣∣Δy ′(tm) −N2m(y(tm))
∣∣ � ϕβεβ,∣∣Δy ′′(tm) −O2m(y(tm))
∣∣ � ϕβεβ,

(30)

there is a solution (ζ,χ) ∈ Y ′ of (1) such that∣∣(x,y)(t) − (ζ,χ)(t)
∣∣ � KΨ,ϕ

(
Ψα,β(t) +ϕα,β

)
.

Remark 1. A function (x,y) ∈ Y ′ is a solution of the inequality (28), if and only if there exist functions
�h, �̂w ∈ Y ′ and a sequence �m, �̂m, m = 1, 2, . . . ,n depending on (x,y), such that

•
∣∣�h(t)

∣∣ � εα,
∣∣�̂w(t)

∣∣ � εβ,
∣∣�m

∣∣ � εα,
∣∣�̂m

∣∣ � εβ, t ∈ Jm, m = 1, . . . ,n;
• cDαx(t) = −h(t,cDax(t),cDby(t)) +�h(t);
• Δx |t=tm= M1m(x(tm)) +�m;
• Δx |t=tm= N1m(x(tm)) +�m;
• Δx |t=tm= O1m(x(tm)) +�m;
• cDβx(t) = −w(t,cDax(t),cDby(t)) + �̂w(t);
• Δy |t=tm= M2m(y(tm)) + �̂m;
• Δy |t=tm= N2m(y(tm)) + �̂m;
• Δy |t=tm= O2m(y(tm)) + �̂m.
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Remark 2. A function (x,y) ∈ Y ′ is a solution of the inequality (29), if and only if there exist functions
�h, �̂w ∈ Y ′ and a sequence �m, �̂m, m = 1, 2, . . . ,n depending on (x,y), such that

•
∣∣�h(t)

∣∣ � Ψα,
∣∣�̂w(t)

∣∣ � Ψβ,
∣∣�m

∣∣ � ϕα,
∣∣�m

∣∣ � ϕβ, t ∈ Jm, m = 1, . . . ,n;
• cDαx(t) = −h(t,cDax(t),cDby(t)) +�h(t);
• Δx |t=tm= M1m(x(tm)) +�m;
• Δx |t=tm= N1m(x(tm)) +�m;
• Δx |t=tm= O1m(x(tm)) +�m;
• cDβx(t) = −w(t,cDax(t),cDby(t)) + �̂w(t);
• Δy |t=tm= M2m(y(tm)) + �̂m;
• Δy |t=tm= N2m(y(tm)) + �̂m;
• Δy |t=tm= O2m(y(tm)) + �̂m.

Similarly, one can easily state such a remark for the inequality (30).

Theorem 4. If the assumptions (M1) − (M2) hold with

Λ0 = 1 −
Λ∗

2Λ
∗
4

(1 −Λ∗
1)(1 −Λ∗

3)
> 0, (31)

then (1) is Ulam–Hyers and generalized Ulam–Hyers stable.

Proof. Let (x,y) ∈ Y ′ be any solution of the inequality (28) and let (ζ,χ) ∈ Y ′ be the unique solution
of the following:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

cDαζ(t) + h(t,c Daζ(t),c Dbχ(t)) = 0, t �= tm, m = 1, 2, . . . ,n,
cDβχ(t) +w(t,c Daζ(t),c Dbχ(t)) = 0, t �= tm, m = 1, 2, . . . ,n,

Δζ |t=tm= M1m(ζ(tm)), Δζ ′ |t=tm= N1m(ζ(tm)), Δζ ′′ |t=tm= O1m(ζ(tm)),

Δχ |t=tm= M2m(χ(tm)), Δχ ′ |t=tm= N2m(χ(tm)), Δχ ′′ |t=tm= O2m(χ(tm)),

ζ(0) = ζ ′(0) = 0, cDεζ(Ω) = ζ ′′(1),

χ(0) = χ ′(0) = 0, cDρχ(Φ) = χ ′′(1).

(32)

By Lemma 2.4, we have
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

cDαx(t) + h(t,c Dax(t),c Dby(t)) = �h(t), t �= tm, m = 1, 2 . . . ,n,

cDβy(t) +w(t,c Dax(t),c Dby(t)) = �w(t), t �= tm, m = 1, 2 . . . ,n,

Δx |t=tm= M1m(x(tm)) +�m, Δx ′ |t=tm= N1m(x(tm)) +�m, Δx ′′ |t=tm= O1m(x(tm)) +�m,

Δy |t=tm= M2m(y(tm)) + �̂m, Δy ′ |t=tm= N2m(y(tm)) + �̂m, Δy ′′ |t=tm= O2m(y(tm)) + �̂m,

x(0) = x ′(0) = 0, cDεx(Ω) = x ′′(1),

y(0) = y ′(0) = 0, cDρy(Φ) = y ′′(1).

(33)
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Since (x,y) is a solution of the inequality (28) and t ∈ J; hence, by Remark 1, we obtain

x(t) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

− 1
Γ(α)

´ t
0 (t− s)

[
h(s,c Dax(s),c Dby(s)) +�h(s)

]
ds+ e∗t2, t ∈ [0, t1],

− 1
Γ(α)

´ t
tm

(t− s)α−1[h(s,c Dax(s),c Dby(s)) +�h(s)
]
ds

− 1
Γ(α)

∑m
j=1
´ tj
tj−1

(tj − s)α−1[h(s,c Dax(s),c Dby(s)) +�h(s)
]
ds

− 1
Γ(α−1)

∑m
j=1(t− tj)

´ tj
tj−1

(tj − s)α−2[h(s,c Dax(s),c Dby(s)) +�h(s)
]
ds

− 1
2Γ(α−2)

∑m
j=1(t− tj)

2 ´ tj
tj−1

(tj − s)α−3[h(s,c Dax(s),c Dby(s)) +�h(s)
]
ds

+
∑m

j=1
[
M1j(x(tj)) +�m

]
+
∑m

j=1(t− tj)
[
N1j(x(tj)) +�m

]
+
∑m

j=1
(t−tj)

2

2
×
[
O1j(x(tj)) +�m

]
+ e∗t2, t ∈

(
tm, tm+1

]
, 1 � m � n.

y(t) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

− 1
Γ(β)

´ t
0 (t− s)β−1[w(s,c Dax(s),c Dby(s)) +�w(s)

]
ds+ c∗t2, t ∈ [0, t1],

− 1
Γ(β)

´ t
tm

(t− s)β−1[w(s,c Dax(s),c Dby(s)) +�w(s)
]
ds

− 1
Γ(β)

∑m
j=1
´ tj
tj−1

(tj − s)β−1w(s,c Dax(s),c Dby(s))ds

− 1
Γ(β−1)

∑m
j=1(t− tj)

´ tj
tj−1

(tj − s)β−2w(s,c Dax(s),c Dby(s))ds

− 1
2Γ(β−2)

∑m
j=1(t− tj)

2 ´ tj
tj−1

(tj − s)β−3[w(s,c Dax(s),c Dby(s)) +�w(s)
]
ds

+
∑m

j=1
[
M2j(y(tj)) + �̂m

]
+
∑m

j=1(t− tj)
[
M2j(y(tj)) + �̂m

]
+
∑m

j=1
(t−tj)

2

2
×
[
O2j(y(tj)) + �̂m

]
+ c∗t2, t ∈

(
tm, tm+1

]
, 1 � m � n,

where

e∗ =Zα

[
−

1
Γ(α− ε)

ˆ Ω

tj

(Ω− s)α−ε−1[h(s,c Dax(s),c Dby(s)) +�h(s)
]
ds

−
Ω1−ε

Γ(α− 1)Γ(2 − ε)

m∑
j=1

ˆ tj

tj−1

(tj − s)α−2[h(s,c Dax(s),c Dby(s)) +�h(s)
]
ds

−
Ω2−ε

Γ(α− 2)Γ(3 − ε)

m∑
j=1

ˆ tj

tj−1

(tj − s)α−3[h(s,c Dax(s),c Dby(s)) +�h(s)
]
ds

+
Ω1−ε

Γ(α− 2)Γ(2 − ε)

m∑
j=1

tj

ˆ tj

tj−1

(tj − s)α−3[h(s,c Dax(s),c Dby(s)) +�h(s)
]
ds

+
Ω1−ε

Γ(2 − ε)

m∑
j=1

[
N1j(x(tj)) +�m

]
+

Ω2−ε

Γ(3 − ε)

m∑
j=1

[
O1j(x(tj)) +�m

]
−

Ω1−ε

Γ(2 − ε)

m∑
j=1

tj

×
[
O1j(x(tj)) +�m

]
+

1
Γ(α− 2)

ˆ 1

tm

(1 − s)α−3[h(s,c Dax(s),c Dby(s)) +�h(s)
]
ds

+
1

Γ(α− 2)

m∑
j=1

ˆ tj

tj−1

(tj − s)α−3[h(s,c Dax(s),c Dby(s)) +�h(s)
]
ds−

m∑
j=1

[
O1j(x(tj)) +�m

]]
,

c∗ =Zβ

[
−

1
Γ(β− ρ)

ˆ Φ

tj

(Φ− s)β−ρ−1[w(s,c Dax(s),c Dby(s)) +�w(s)
]
ds

−
Φ1−ρ

Γ(β− 1)Γ(2 − ρ)

m∑
j=1

ˆ tj

tj−1

(tj − s)β−2[w(s,c Dax(s),c Dby(s)) +�w(s)
]
ds

−
Φ2−ρ

Γ(β− 2)Γ(3 − ρ)

m∑
j=1

ˆ tj

tj−1

(tj − s)β−3[w(s,c Dax(s),c Dby(s)) +�w(s)
]
ds

+
Φ1−ρ

Γ(β− 2)Γ(2 − ρ)

m∑
j=1

tj

ˆ tj

tj−1

(tj − s)β−3[w(s,c Dax(s),c Dby(s)) +�w(s)
]
ds
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+
Φ1−ρ

Γ(2 − ρ)

m∑
j=1

[
N2j(y(tj)) + �̂m

]
+

Φ2−ρ

Γ(3 − ρ)

m∑
j=1

[
O2j(y(tj)) + �̂m

]
−

Φ1−ρ

Γ(2 − ρ)

m∑
j=1

tj

×
[
O2j(y(tj)) + �̂m

]
+

1
Γ(β− 2)

ˆ 1

tm

(1 − s)β−3[w(s,c Dax(s),c Dby(s)) +�w(s)
]
ds

+
1

Γ(β− 2)

m∑
j=1

ˆ tj

tj−1

(tj − s)β−3[w(s,c Dax(s),c Dby(s)) +�w(s)
]
ds−

m∑
j=1

[
O2j(y(tj)) + �̂m

]]
.

For t ∈ [0, t1], we have

x(t) =
1

Γ(α)

ˆ t

0
(t− s)α−1[h(s,c Dax1(s),c Dby1(s)) +�h(s)

]
ds

+
Zαt

2

Γ(α− ε)

ˆ Ω

tj

(Ω− s)α−ε−1[h(s,c Dax1(s),c Dby1(s)) +�h(s)
]
ds

+
Zαt

2Ω1−ε

Γ(α− 1)Γ(2 − ε)

m∑
j=1

ˆ tj

tj−1

(tj − s)α−2[h(s,c Dax1(s),c Dby1(s)) +�h(s)
]
ds

+
Zαt

2Ω2−ε

Γ(α− 2)Γ(3 − ε)

m∑
j=1

ˆ tj

tj−1

(tj − s)α−3[h(s,c Dax1(s),c Dby1(s)) +�h(s)
]
ds

+
Zαt

2Ω1−ε

Γ(α− 2)Γ(2 − ε)

m∑
j=1

tj

ˆ tj

tj−1

(tj − s)α−3[h(s,c Dax1(s),c Dby1(s)) +�h(s)
]
ds (34)

+
Zαt

2Ω1−ε

Γ(2 − ε)

m∑
j=1

[
N1j(x(tj)) +�m

]
+

Zαt
2Ω2−ε

Γ(3 − ε)

m∑
j=1

[
O1j(x(tj)) +�m

]
+

Zαt
2

Γ(α− 2)

ˆ 1

tm

(1 − s)α−3[h(s,c Dax1(s),c Dby1(s)) +�h(s)
]
ds

+
Zαt

2

Γ(α− 2)

m∑
j=1

ˆ tj

tj−1

(tj − s)α−3[h(s,c Dax1(s),c Dby1(s)) +�h(s)
]
ds

+
Zαt

2Ω1−ε

Γ(2 − ε)

m∑
j=1

tj
[
O1j(x(tj)) +�m

]
+Zαt

2
m∑
j=1

[
O1j(x(tj)) +�m

]
.

For computational convenience, we use s(t) for the sum of terms which are free of �; then, (34)
becomes∣∣x(t) − s1(t)

∣∣
� 1
Γ(α)

ˆ t

0
(t− s)α−1∣∣�h(s)

∣∣ds+ Zα

Γ(α− ε)

ˆ Ω

tj

(Ω− s)α−ε−1∣∣�h(s)
∣∣ds

+
ZαΩ

1−ε

Γ(α− 1)Γ(2 − ε)

m∑
j=1

ˆ tj

tj−1

(tj − s)α−2∣∣�h(s)
∣∣ds+ ZαΩ

2−ε

Γ(α− 2)Γ(3 − ε)

m∑
j=1

ˆ tj

tj−1

(tj − s)α−3∣∣�h(s)
∣∣ds

+
ZαΩ

1−ε

Γ(α− 2)Γ(2 − ε)

m∑
j=1

∣∣tj∣∣ˆ tj

tj−1

(tj − s)α−3∣∣�h(s)
∣∣ds+ ZαΩ

1−ε

Γ(2 − ε)

m∑
j=1

∣∣�m

∣∣+ ZαΩ
2−ε

Γ(3 − ε)

m∑
j=1

∣∣�m

∣∣
+

Zα

Γ(α− 2)

ˆ 1

tm

(1 − s)α−3∣∣�h(s)
∣∣ds+ Zα

Γ(α− 2)

m∑
j=1

ˆ tj

tj−1

(tj − s)α−3∣∣�h(s)
∣∣ds

+
ZαΩ

1−ε

Γ(2 − ε)

m∑
j=1

∣∣tj∣∣∣∣�m

∣∣+Zα

m∑
j=1

∣∣�m

∣∣.
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By utilizing Remark 1, we get∣∣x(t) − s1(t)
∣∣

�
[

1
Γ(α+ 1)

+
Zα

Γ(α− ε+ 1)
+

ZαΩ
1−ε

Γ(α)Γ(2 − ε)
+

ZαΩ
2−ε

Γ(α− 1)Γ(3 − ε)
+

ZαΩ
1−ε

Γ(α− 1)Γ(2 − ε)
+

2ZαΩ
1−ε

Γ(2 − ε)
(35)

+
ZαΩ

2−ε

Γ(3 − ε)
+

2Zα

Γ(α− 1)
+Zα

]
εα.

Let

Q1 =
1

Γ(α+ 1)
+

Zα

Γ(α− ε+ 1)
+

ZαΩ
1−ε

Γ(α)Γ(2 − ε)
+

ZαΩ
2−ε

Γ(α− 1)Γ(3 − ε)
+

ZαΩ
1−ε

Γ(α− 1)Γ(2 − ε)
+

2ZαΩ
1−ε

Γ(2 − ε)

+
ZαΩ

2−ε

Γ(3 − ε)
+

2Zα

Γ(α− 1)
+Zα.

Thus, (35) becomes ∣∣x(t) − s1(t)
∣∣ � Q1εα. (36)

Let ∣∣x(t) − ζ(t)
∣∣ = ∣∣x(t) − s1(t) + s1(t) − ζ(t)

∣∣ � ∣∣x(t) − s1(t)
∣∣+ ∣∣s1(t) − ζ(t)

∣∣. (37)

Using (36) in (37), we have∣∣x(t) − ζ(t)
∣∣

�Q1εα +
1

Γ(α)

ˆ t

0
(t− s)α−1∣∣h(s,c Dax(s),c Dby(s)) − h(s,c Daζ(s),c Dbχ(s))

∣∣ds
+

Zαt
2

Γ(α− ε)

ˆ Ω

tj

(Ω− s)α−ε−1∣∣h(s,c Dax(s),c Dby(s)) − h(s,c Daζ(s),c Dbχ(s))
∣∣ds

+
Zαt

2Ω1−ε

Γ(α− 1)Γ(2 − ε)

m∑
j=1

ˆ tj

tj−1

(tj − s)α−2∣∣h(s,c Dax(s),c Dby(s)) − h(s,c Daζ(s),c Dbχ(s))
∣∣ds

+
Zαt

2Ω2−ε

Γ(α− 2)Γ(3 − ε)

m∑
j=1

ˆ tj

tj−1

(tj − s)α−3∣∣h(s,c Dax(s),c Dby(s)) − h(s,c Daζ(s),c Dbχ(s))
∣∣ds

+
Zαt

2Ω1−ε

Γ(α− 2)Γ(2 − ε)

m∑
j=1

tj

ˆ tj

tj−1

(tj − s)α−3∣∣h(s,c Dax(s),c Dby(s)) − h(s,c Daζ(s),c Dbχ(s))
∣∣ds

+
Zαt

2Ω1−ε

Γ(2 − ε)

m∑
j=1

∣∣N1j(x(tj)) −N1j(ζ(tj))
∣∣+ Zαt

2Ω2−ε

Γ(3 − ε)

m∑
j=1

∣∣O1j(x(tj)) −O1j(ζ(tj))
∣∣

+
Zαt

2

Γ(α− 2)

ˆ 1

tm

(1 − s)α−3∣∣h(s,c Dax(s),c Dby(s)) − h(s,c Daζ(s),c Dbχ(s))
∣∣ds

+
Zαt

2

Γ(α− 2)

m∑
j=1

ˆ tj

tj−1

(tj − s)α−3∣∣h(s,c Dax(s),c Dby(s)) − h(s,c Daζ(s),c Dbχ(s))
∣∣ds

+
Zαt

2Ω1−ε

Γ(2 − ε)

m∑
j=1

∣∣tj∣∣∣∣O1j(x(tj)) −O1j(ζ(tj))
∣∣+Zαt

2
m∑
j=1

∣∣O1j(x(tj)) −O1j(ζ(tj))
∣∣.
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Utilizing (M1) and (M2), we get

�Q1εα +
1

Γ(α+ 1)
[
μ1‖x− ζ‖0 + μ2‖y− χ‖0

]
+

Zα

Γ(α− ε+ 1)
[
μ1‖x− ζ‖0 + μ2‖y− χ‖0

]
+

ZαΩ
1−ε

Γ(α)Γ(2 − ε)

[
μ1‖x− ζ‖0 + μ2‖y− χ‖0

]
+

ZαΩ
2−ε

Γ(α− 1)Γ(3 − ε)

[
μ1‖x− ζ‖0 + μ2‖y− χ‖0

]
+

ZαΩ
1−ε

Γ(α− 1)Γ(2 − ε)

[
μ1‖x− ζ‖0 + μ2‖y− χ‖0

]
+

ZαΩ
1−ε

Γ(2 − ε)

m∑
j=1

Î1j‖x− ζ‖0 (38)

+
ZαΩ

2−ε

Γ(3 − ε)

m∑
j=1

Ǐ1j‖x− ζ‖0 +
Zα

Γ(α− 1)
[
μ1‖x− ζ‖0 + μ2‖y− χ‖0

]
+

Zα

Γ(α− 1)

×
[
μ1‖x− ζ‖0 + μ2‖y− χ‖0

]
+

ZαΩ
1−ε

Γ(2 − ε)

m∑
j=1

Ǐ1j‖x− ζ‖0 +Zα

m∑
j=1

Ǐ1j‖x− ζ‖0.

After some calculation and rearrangement in (38), we get

‖x− ζ‖0 −
Λ2

(1 −Λ1)
‖y− χ‖0 � Q1εα

(1 −Λ1)
, (39)

where

Λ1 =Zα

[
μ1

(
1

ZαΓ(α+ 1)
+

1
Γ(α− ε+ 1)

+
Ω1−ε

Γ(α)Γ(2 − ε)
+

Ω2−ε

Γ(α− 1)Γ(3 − ε)
+

Ω1−ε

Γ(α− 1)Γ(2 − ε)

+
2

Γ(α− 1)

)
+

Ω1−ε

Γ(2 − ε)

m∑
j=1

Î1j +
Ω2−ε

Γ(3 − ε)

m∑
j=1

Ǐ1j +
Ω1−ε

Γ(2 − ε)

m∑
j=1

Ǐ1j +

m∑
j=1

Ǐ1j

]
,

Λ2 =Zα

[
μ2

(
1

ZαΓ(α+ 1)
+

1
Γ(α− ε+ 1)

+
Ω1−ε

Γ(α)Γ(2 − ε)
+

Ω2−ε

Γ(α− 1)Γ(3 − ε)
+

Ω1−ε

Γ(α− 1)Γ(2 − ε)

+
2

Γ(α− 1)

)]
.

In addition, for t ∈
(
tm, tm+1

]
, we have

x(t) =
1

Γ(α)

ˆ t

tm

(t− s)α−1[h(s,c Dax(s),c Dby(s)) +�h(s)
]
ds

+
1

Γ(α)

m∑
j=1

ˆ tj

tj−1

(tj − s)α−1[h(s,c Dax(s),c Dby(s)) +�h(s)
]
ds

+
1

Γ(α− 1)

m∑
j=1

(t− tj)

ˆ tj

tj−1

(tj − s)α−2[h(s,c Dax(s),c Dby(s)) +�h(s)
]
ds

+
1

2Γ(α− 2)

m∑
j=1

(t− tj)
2
ˆ tj

tj−1

(tj − s)α−3[h(s,c Dax(s),c Dby(s)) +�h(s)
]
ds

+

m∑
j=1

[
M1jx(tj) +�m

]
+

m∑
j=1

(t− tj)
[
N1j(x(tj)) +�m

]
+

Zαt
2

Γ(α− ε)

ˆ Ω

tj

(Ω− s)α−ε−1[h(s,c Dax(s),c Dby(s)) +�h(s)
]
ds

+
Zαt

2Ω1−ε

Γ(α− 1)Γ(2 − ε)

m∑
j=1

ˆ tj

tj−1

(tj − s)α−2[h(s,c Dax(s),c Dby(s)) +�h(s)
]
ds
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+
Zαt

2Ω2−ε

Γ(α− 2)Γ(3 − ε)

m∑
j=1

ˆ tj

tj−1

(tj − s)α−3[h(s,c Dax(s),c Dby(s)) +�h(s)
]
ds

+
Zαt

2Ω1−ε

Γ(α− 2)Γ(2 − ε)

m∑
j=1

tj

ˆ tj

tj−1

(tj − s)α−3[h(s,c Dax(s),c Dby(s)) +�h(s)
]
ds

+
Zαt

2Ω1−ε

Γ(2 − ε)

m∑
j=1

[
N1j(x(tj)) +�m

]
+

Zαt
2Ω2−ε

Γ(3 − ε)

m∑
j=1

[
O1j(x(tj)) +�m

]
+

Zαt
2

Γ(α− 2)

ˆ 1

tm

(1 − s)α−3[h(s,c Dax(s),c Dby(s)) +�h(s)
]
ds

+
Zαt

2

Γ(α− 2)

m∑
j=1

ˆ tj

tj−1

(tj − s)α−3[h(s,c Dax(s),c Dby(s)) +�h(s)
]
ds

+
Zαt

2Ω1−ε

Γ(2 − ε)

m∑
j=1

tj
[
O1j(x(tj)) +�m

]
+Zαt

2
m∑
j=1

[
O1j(x(tj)) +�m

]
+

m∑
j=1

(t− tj)
2

2
[
O1j(x(tj)) +�m

]
.

For computational convenience, we use s∗1(t) for the sum of terms which are free of �, so we have∣∣x(t) − s∗1(t)
∣∣

� 1
Γ(α)

ˆ t

tm

(t− s)α−1∣∣�h(s)
∣∣ds+ 1

Γ(α)

m∑
j=1

ˆ tj

tj−1

(tj − s)α−1∣∣�h(s)
∣∣ds

+
1

Γ(α− 1)

m∑
j=1

∣∣(t− tj)
∣∣ˆ tj

tj−1

(tj − s)α−2∣∣�h(s)
∣∣ds+ 1

2Γ(α− 2)

m∑
j=1

∣∣(t− tj)
2∣∣ˆ tj

tj−1

(tj − s)α−3

×
∣∣�h(s)

∣∣ds+ m∑
j=1

∣∣�m

∣∣+ m∑
j=1

∣∣(t− tj)
∣∣∣∣�m

∣∣+ Zα

Γ(α− ε)

ˆ Ω

tj

(Ω− s)α−ε−1∣∣�h(s)
∣∣ds

+
ZαΩ

1−ε

Γ(α− 1)Γ(2 − ε)

m∑
j=1

ˆ tj

tj−1

(tj − s)α−2∣∣�h(s)
∣∣ds+ ZαΩ

2−ε

Γ(α− 2)Γ(3 − ε)

m∑
j=1

ˆ tj

tj−1

(tj − s)α−3∣∣�h(s)
∣∣ds

+
ZαΩ

1−ε

Γ(α− 2)Γ(2 − ε)

m∑
j=1

tj

ˆ tj

tj−1

(tj − s)α−3∣∣�h(s)
∣∣ds+ ZαΩ

1−ε

Γ(2 − ε)

m∑
j=1

∣∣�m

∣∣+ ZαΩ
2−ε

Γ(3 − ε)

m∑
j=1

∣∣�m

∣∣
+

Zα

Γ(α− 2)

ˆ 1

tm

(1 − s)α−3∣∣�h(s)
∣∣ds+ Zα

Γ(α− 2)

m∑
j=1

ˆ tj

tj−1

(tj − s)α−3∣∣�h(s)
∣∣ds

+
ZαΩ

1−ε

Γ(2 − ε)

m∑
j=1

∣∣tj∣∣∣∣�m

∣∣+Zα

m∑
j=1

∣∣�m

∣∣+ m∑
j=1

∣∣(t− tj)
2
∣∣

2

∣∣�m

∣∣.
By utilizing Remark 1, we get∣∣x(t) − s∗1(t)

∣∣
�
(

2
Γ(α+1) +

1
Γ(α) +

4Zα+1
2Γ(α−1) +

3Zα+4
2 + Zα

Γ(α−ε+1) +
ZαΩ

1−ε

Γ(α)Γ(2−ε) +
2ZαΩ

1−ε

Γ(2−ε) + ZαΩ
2−ε

Γ(3−ε) (40)

+
ZαΩ

2−ε

Γ(α− 1)Γ(3 − ε)
+

ZαΩ
1−ε

Γ(α− 1)Γ(2 − ε)

)
εα.
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For computational convenience, let

Qα =
2

Γ(α+ 1)
+

1
Γ(α)

+
4Zα + 1

2Γ(α− 1)
+

3Zα + 4
2

+
Zα

Γ(α− ε+ 1)
+

ZαΩ
1−ε

Γ(α)Γ(2 − ε)
+

2ZαΩ
1−ε

Γ(2 − ε)
+

ZαΩ
2−ε

Γ(3 − ε)

+
ZαΩ

2−ε

Γ(α− 1)Γ(3 − ε)
+

ZαΩ
1−ε

Γ(α− 1)Γ(2 − ε)
.

Thus, (40) becomes ∣∣x(t) − s∗1(t)
∣∣ � Qαεα. (41)

Let ∣∣x(t) − ζ(t)
∣∣ = ∣∣x(t) − s∗1(t) + s∗1(t) − ζ(t)

∣∣ � ∣∣x(t) − s∗1(t)
∣∣+ ∣∣s∗1(t) − ζ(t)

∣∣. (42)

Using (41) in (42), we get∣∣x(t) − ζ(t)
∣∣

�Qαεα +
1

Γ(α)

ˆ t

tm

(t− s)α−1∣∣h(s,c Dax(s),c Dby(s)) − h(s,c Daζ(s),c Dbχ(s))
∣∣ds

+
1

Γ(α)

m∑
j=1

ˆ tj

tj−1

(tj − s)α−1∣∣h(s,c Dax(s),c Dby(s)) − h(s,c Daζ(s),c Dbχ(s))
∣∣ds

+
1

Γ(α− 1)

m∑
j=1

∣∣(t− tj)
∣∣ˆ tj

tj−1

(tj − s)α−2∣∣h(s,c Dax(s),c Dby(s)) − h(s,c Daζ(s),c Dbχ(s))
∣∣ds

+
1

2Γ(α− 2)

m∑
j=1

∣∣(t− tj)
2∣∣ˆ tj

tj−1

(tj − s)α−3∣∣h(s,c Dax(s),c Dby(s)) − h(s,c Daζ(s),c Dbχ(s))
∣∣ds

+

m∑
j=1

∣∣M1j(x(tj)) −M1j(ζ(tj))
∣∣+ m∑

j=1

∣∣(t− tj)
∣∣∣∣N1j(x(tj)) −N1j(ζ(tj))

∣∣
+

Zαt
2

Γ(α− ε)

ˆ Ω

tj

(Ω− s)α−ε−1∣∣h(s,c Dax(s),c Dby(s)) − h(s,c Daζ(s),c Dbχ(s))
∣∣ds

+
Zαt

2Ω1−ε

Γ(α− 1)Γ(2 − ε)

m∑
j=1

ˆ tj

tj−1

(tj − s)α−2∣∣h(s,c Dax(s),c Dby(s)) − h(s,c Daζ(s),c Dbχ(s))
∣∣ds

+
Zαt

2Ω2−ε

Γ(α− 2)Γ(3 − ε)

m∑
j=1

ˆ tj

tj−1

(tj − s)α−3∣∣h(s,c Dax(s),c Dby(s)) − h(s,c Daζ(s),c Dbχ(s))
∣∣ds

+
Zαt

2Ω1−ε

Γ(α− 2)Γ(2 − ε)

m∑
j=1

∣∣tj∣∣ˆ tj

tj−1

(tj − s)α−3∣∣h(s,c Dax(s),c Dby(s)) − h(s,c Daζ(s),c Dbχ(s))
∣∣ds

+
Zαt

2Ω1−ε

Γ(2 − ε)

m∑
j=1

∣∣N1j(x(tj)) −N1j(ζ(tj))
∣∣+ Zαt

2Ω2−ε

Γ(3 − ε)

m∑
j=1

∣∣O1j(x(tj)) −O1j(ζ(tj))
∣∣

+
Zαt

2

Γ(α− 2)

ˆ 1

tm

(1 − s)α−3∣∣h(s,c Dax(s),c Dby(s)) − h(s,c Daζ(s),c Dbχ(s))
∣∣ds

+
Zαt

2

Γ(α− 2)

m∑
j=1

ˆ tj

tj−1

(tj − s)α−3∣∣h(s,c Dax(s),c Dby(s)) − h(s,c Daζ(s),c Dbχ(s))
∣∣ds
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+
Zαt

2Ω1−ε

Γ(2 − ε)

m∑
j=1

∣∣tj∣∣∣∣O1j(x(tj)) −O1j(ζ(tj))
∣∣+Zαt

2
m∑
j=1

∣∣O1j(x(tj)) −O1j(ζ(tj))
∣∣

+

m∑
j=1

∣∣(t− tj)
2
∣∣

2

∣∣O1j(x(tj)) −O1j(ζ(tj))
∣∣.

Using (M1) and (M2), we have

� Qαεα + 1
Γ(α+1)

[
μ1‖x− ζ‖0 + μ2‖y− χ‖0

]
+ 1

Γ(α+1)

[
μ1‖x− ζ‖0 + μ2‖y− χ‖0

]
+ 1

Γ(α)

[
μ1‖x− ζ‖0 + μ2‖y− χ‖0

]
+ 1

2Γ(α−1)

[
μ1‖x− ζ‖0 + μ2‖y− χ‖0

]
+
∑m

j=1 I1j‖x− ζ‖0 +
∑m

j=1 Î1j‖x− ζ‖0 +
Zα

Γ(α−ε+1)

[
μ1‖x− ζ‖0 + μ2‖y− χ‖0

]
+ ZαΩ

1−ε

Γ(α)Γ(2−ε)

[
μ1‖x− ζ‖0 + μ2‖y− χ‖0

]
+ ZαΩ

2−ε

Γ(α−1)Γ(3−ε)

[
μ1‖x− ζ‖0 + μ2‖y− χ‖0

]
+ ZαΩ

1−ε

Γ(α−1)Γ(2−ε)

[
μ1‖x− ζ‖0 + μ2‖y− χ‖0

]
+ ZαΩ

1−ε

Γ(2−ε)

∑m
j=1 Î1j‖x− ζ‖0

+ZαΩ
2−ε

Γ(3−ε)

∑m
j=1 Ǐ1j‖x− ζ‖0 +

Zα
Γ(α−1)

[
μ1‖x− ζ‖0 + μ2‖y− χ‖0

]
+ Zα

Γ(α−1)

[
μ1‖x− ζ‖0 + μ2‖y− χ‖0

]
+ ZαΩ

1−ε

Γ(2−ε)

∑m
j=1 Ǐ1j‖x− ζ‖0 +Zα

∑m
j=1 Ǐ1j‖x− ζ‖0

+ 1
2
∑m

j=1 Ǐ1j‖x− ζ‖0.

(43)

After some calculation and rearrangement in (43), we get

‖x− ζ‖0 −
Λ∗

2
(1 −Λ∗

1)
‖y− χ‖0 � Qαεα

(1 −Λ∗
1)

, (44)

where

Λ∗
1 =

[
μ1

(
2

Γ(α+ 1)
+

1
Γ(α)

+
1

2Γ(α− 1)
+

Zα

Γ(α− ε+ 1)
+

ZαΩ
1−ε

Γ(α)Γ(2 − ε)
+

ZαΩ
2−ε

Γ(α− 1)Γ(3 − ε)

+
ZαΩ

1−ε

Γ(α− 1)Γ(2 − ε)
+

2Zα

Γ(α− 1)

)
+

m∑
j=1

I1j +

m∑
j=1

Î1j +
ZαΩ

1−ε

Γ(2 − ε)

m∑
j=1

Î1j +
ZαΩ

2−ε

Γ(3 − ε)

m∑
j=1

Ǐ1j

+
ZαΩ

1−ε

Γ(2 − ε)

m∑
j=1

Ǐ1j +Zα

m∑
j=1

Ǐ1j +
1
2

m∑
j=1

Ǐ1j

]
,

Λ∗
2 =μ2

(
2

Γ(α+ 1)
+

1
Γ(α)

+
1

2Γ(α− 1)
+

Zα

Γ(α− ε+ 1)
+

ZαΩ
1−ε

Γ(α)Γ(2 − ε)
+

ZαΩ
2−ε

Γ(α− 1)Γ(3 − ε)

+
ZαΩ

1−ε

Γ(α− 1)Γ(2 − ε)
+

2Zα

Γ(α− 1)

)
.

On the similar fashion, for t ∈ [0, t1], and utilizing (M1) − (M2), we can find∣∣y(t) − s2(t)
∣∣ � Q2εβ, (45)

where s2(t) are those terms which are free of � and

Q2 =
1

Γ(β+ 1)
+

Zβ

Γ(β− ρ+ 1)
+

ZβΦ
1−ρ

Γ(β)Γ(2 − ρ)
+

ZβΦ
2−ρ

Γ(β− 1)Γ(3 − ρ)
+

ZβΦ
1−ρ

Γ(β− 1)Γ(2 − ρ)
+

2ZβΦ
1−ρ

Γ(2 − ρ)

+
ZβΦ

2−ρ

Γ(3 − ρ)
+

2Zβ

Γ(β− 1)
+Zβ,
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and

‖y− χ‖0 −
Λ4

(1 −Λ3)
‖x− ζ‖0 � Q2εβ

(1 −Λ3)
, (46)

where

Λ3 =Zβ

[
μ ′

1

(
1

ZβΓ(β+ 1)
+

1
Γ(β− ρ+ 1)

+
Φ1−ρ

Γ(β)Γ(2 − ρ)
+

Φ2−ρ

Γ(β− 1)Γ(3 − ρ)
+

Φ1−ρ

Γ(β− 1)Γ(2 − ρ)

+
2

Γ(β− 1)

)
+

Φ1−ρ

Γ(2 − ρ)

m∑
j=1

Î2j +
Φ2−ρ

Γ(3 − ρ)

m∑
j=1

Ǐ2j +
Φ1−ρ

Γ(2 − ρ)

m∑
j=1

Ǐ2j +

m∑
j=1

Ǐ2j

]
,

Λ4 =Zβ

[
μ ′

2

(
1

ZβΓ(β+ 1)
+

1
Γ(β− ρ+ 1)

+
Φ1−ρ

Γ(β)Γ(2 − ρ)
+

Φ2−ρ

Γ(β− 1)Γ(3 − ρ)
+

Φ1−ρ

Γ(β− 1)Γ(2 − ρ)

+
2

Γ(β− 1)

)]
.

In addition, for t ∈
(
tm, tm+1

]
, 1 � m � n, we can get∣∣y(t) − s∗2(t)

∣∣ � Qβεβ, (47)

where s∗2(t) are those terms which are free of � and

Qβ =
2

Γ(β+ 1)
+

1
Γ(β)

+
4Zβ + 1

2Γ(β− 1)
+

3Zβ + 4
2

+
Zβ

Γ(β− ρ+ 1)
+

ZβΦ
1−ρ

Γ(β)Γ(2 − ρ)
+

2ZβΦ
1−ρ

Γ(2 − ρ)
+

ZβΦ
2−ρ

Γ(3 − ρ)

+
ZβΦ

2−ρ

Γ(β− 1)Γ(3 − ρ)
+

ZβΦ
1−ρ

Γ(β− 1)Γ(2 − ρ)
.

In addition,

‖y− χ‖0 −
Λ∗

4
(1 −Λ∗

3)
‖x− ζ‖0 � Qβεβ

(1 −Λ∗
3)

, (48)

where

Λ∗
3 =

[
μ ′

2

(
2

Γ(β+ 1)
+

1
Γ(β)

+
1

2Γ(β− 1)
+

Zβ

Γ(β− ρ+ 1)
+

ZβΦ
1−ρ

Γ(β)Γ(2 − ρ)
+

ZβΦ
2−ρ

Γ(β− 1)Γ(3 − ρ)

+
ZβΦ

1−ρ

Γ(β− 1)Γ(2 − ρ)
+

2Zβ

Γ(β− 1)

)
+

m∑
j=1

I2j +

m∑
j=1

Î2j +
ZβΦ

1−ρ

Γ(2 − ρ)

m∑
j=1

Î2j +
ZβΦ

2−ρ

Γ(3 − ρ)

m∑
j=1

Ǐ2j

+
ZβΦ

1−ρ

Γ(2 − ρ)

m∑
j=1

Ǐ2j +Zβ

m∑
j=1

Ǐ2j +
1
2

m∑
j=1

Ǐ2j

]
,

Λ∗
4 =μ ′

1

(
2

Γ(β+ 1)
+

1
Γ(β)

+
1

2Γ(β− 1)
+

Zβ

Γ(β− ρ+ 1)
+

ZβΦ
1−ρ

Γ(β)Γ(2 − ρ)
+

ZβΦ
2−ρ

Γ(β− 1)Γ(3 − ρ)

+
ZβΦ

1−ρ

Γ(β− 1)Γ(2 − ρ)
+

2Zβ

Γ(β− 1)

)
.

The equivalent matrix of Equations (44) and (48) is given as:⎡⎢⎢⎣
1 −

Λ∗
2

(1−Λ∗
1)

−
Λ∗

4
(1−Λ∗

3)
1

⎤⎥⎥⎦
⎡⎢⎣ ‖x− ζ‖0

‖y− χ‖0

⎤⎥⎦ �

⎡⎢⎢⎣
Qαεα
(1−Λ∗

1)

Qβεβ

(1−Λ∗
3)

⎤⎥⎥⎦ .
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Solving the above inequality, we get

⎡⎢⎣ ‖x− ζ‖0

‖y− χ‖0

⎤⎥⎦ �

⎡⎢⎢⎣
1
Λ0

Λ∗
2

Λ0(1−Λ∗
1)

Λ∗
4

Λ0(1−Λ∗
3)

1
Λ0

⎤⎥⎥⎦
⎡⎢⎢⎣

Qαεα
(1−Λ∗

1)

Qβεβ

(1−Λ∗
3)

⎤⎥⎥⎦ ,

where

Λ0 = 1 −
Λ∗

2Λ
∗
4

(1 −Λ∗
1)(1 −Λ∗

3)
> 0.

Further simplification of the above system gives

‖x− ζ‖0 � Qαεα

Λ0(1 −Λ∗
1)

+
Λ∗

2Qβεβ

Λ0(1 −Λ∗
1)(1 −Λ∗

3)
,

‖y− χ‖0 � Qβεβ

Λ0(1 −Λ∗
3)

+
Λ∗

4Qαεα

Λ0(1 −Λ∗
1)(1 −Λ∗

3)
,

from which we have

‖x− ζ‖0 + ‖y− χ‖0 � Qαεα

Λ0(1 −Λ∗
1)

+
Qβεβ

Λ0(1 −Λ∗
3)

+
Λ∗

4Qαεα

Λ0(1 −Λ∗
1)(1 −Λ∗

3)
+

Λ∗
2Qβεβ

Λ0(1 −Λ∗
1)(1 −Λ∗

3)
. (49)

Let max
{
εα, εβ

}
= ε; then, from (49), we get

‖(x− ζ,y− χ)‖ � Kα,βε,

which implies that
‖(x,y) − (ζ,χ)‖ � Kα,βε, (50)

where

Kα,β =

[
Qα

Λ0(1 −Λ∗
1)

+
Qβ

Λ0(1 −Λ∗
3)

+
Λ∗

4Qα

Λ0(1 −Λ∗
1)(1 −Λ∗

3)
+

Λ∗
2Qβ

Λ0(1 −Λ∗
1)(1 −Λ∗

3)

]
.

Hence, problem (1) is Ulam–Hyers stable. Moreover, if we set Θ(ε) = Kx,yε; Θ(0) = 0 in (50),
then problem (1) is generalized Ulam–Hyers stable.

(M5): Let Ψα,Ψβ ∈ PC(J,R+) be nondecreasing functions; then, for t ∈ J, there are λα, λβ > 0
such that

IαΨα(t) � λαΨα(t), Iα−1Ψα(t) � λαΨα(t),

Iα−2Ψα(t) � λαΨα(t), Iα−εΨα(t) � λαΨα(t).

Similarly,

IβΨβ(t) � λβΨβ(t), Iβ−1Ψβ(t) � λβΨβ(t),

Iβ−2Ψβ(t) � λβΨβ(t), Iβ−ρΨβ(t) � λβΨβ(t).

Theorem 5. Assume that (M1) − (M2) and (M5) are satisfied; then, by Definition 6 and Definition 7,
Problem (1) is Ulam–Hyers–Rassias stable with respect to (Ψα,β,ϕα,β), as well as generalized Ulam–Hyers–
Rassias stable.
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5. Example

To substantiate the aforemention demonstrated theory, we supply the following problem:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

cDαx(t) + h(t,c Dax(t),c Dby(t)) = 0, t �= tm,
cDβy(t) +w(t,c Dax(t),c Dby(t)) = 0,

Δx |t=tm= M1mx(tm), Δx ′ |t=tm= N1mx(tm), Δx ′′ |t=tm= O1mx(tm),

Δy |t=tm= M2my(tm), Δy ′ |t=tm= N2my(tm), Δy ′′ |t=tm= O2my(tm),

x(t) = ′ x(t) = 0, cDεx(Ω) = x ′′(1), y(0) = y ′(0) = 0, cDρy(Φ) = y ′′(1),

0 < ε,Ω < 1, 0 < ρ,Φ < 1.

(51)

Take J = [0, 1], α = 5
2 ,β =

√
5, ε = 1

2 ,Ω = 1
3 ,a = 1

2 ,b = 1
8 , t1 = 1

2 , ρ = 1
3 ,Φ = 1

5 , h(t, x,y) =

et +

∣∣x∣∣+∣∣y∣∣
40
(

1+
∣∣x∣∣+∣∣y∣∣) , w(t, x,y) =

cos t+
∣∣x∣∣+∣∣y∣∣

40
(

1+
∣∣x∣∣+∣∣y∣∣) , M11(x) = M21(x) =

∣∣x∣∣
5+
∣∣x∣∣ , N11(x) = N21(x) =

∣∣x∣∣
10+

∣∣x∣∣ ,
O11(x) = O21(x) =

∣∣x∣∣
15+

∣∣x∣∣ . By direct computation, we have μ1 = μ2 = μ ′
1 = μ ′

2 = 1
40 , I11 = I21 = 1

5 ,

Î11 = Î21 = 1
10 , Ǐ11 = Ǐ21 = 1

15 ,[(
μ1 + μ2

)( 2
Γ(α+ 1)

+
1

Γ(α)
+

1
2Γ(α− 1)

+
Zα

Γ(α− ε+ 1)
+

ZαΩ
1−ε

Γ(α)Γ(2 − ε)
+

ZαΩ
2−ε

Γ(α− 1)Γ(3 − ε)

+
ZαΩ

1−ε

Γ(α− 1)Γ(2 − ε)
+

2Zα

Γ(α− 1)

)
+

m∑
j=1

I1j +

m∑
j=1

Î1j +
ZαΩ

1−ε

Γ(2 − ε)

m∑
j=1

Î1j +
ZαΩ

2−ε

Γ(3 − ε)

m∑
j=1

Ǐ1j

+
ZαΩ

1−ε

Γ(2 − ε)

m∑
j=1

Ǐ1j +Zα

m∑
j=1

Ǐ1j +
1
2

m∑
j=1

Ǐ1j

]
≈ 0.680277 < 1.

Similarly,[(
μ ′

1 + μ ′
2
)( 2

Γ(β+ 1)
+

1
Γ(β)

+
1

2Γ(β− 1)
+

Zβ

Γ(β− ρ+ 1)
+

ZβΦ
1−ρ

Γ(β)Γ(2 − ρ)
+

ZβΦ
2−ρ

Γ(β− 1)Γ(3 − ρ)

+
ZβΦ

1−ρ

Γ(β− 1)Γ(2 − ρ)
+

2Zβ

Γ(β− 1)

)
+

m∑
j=1

I2j +

m∑
j=1

Î2j +
ZβΦ

1−ρ

Γ(2 − ρ)

m∑
j=1

Î2j +
ZβΦ

2−ρ

Γ(3 − ρ)

m∑
j=1

Ǐ2j

+
ZβΦ

1−ρ

Γ(2 − ρ)

m∑
j=1

Ǐ2j +Zβ

m∑
j=1

Ǐ2j +
1
2

m∑
j=1

Ǐ2j

]
≈ 0.427420 < 1.

Thus, by Theorem 2, Problem (51) has a unique solution. Furthermore, all of the assumptions
are satisfied, so the Problem (51) is Ulam–Hyers, generalized Ulam–Hyers, Ulam–Hyers–Rassias and
generalized Ulam–Hyers–Rassias stable.

6. Conclusions

In the above study, we have successfully built up existence theory for the solutions of system (1).
The required analysis has been developed with the help of the Banach contraction principle and
Schauder fixed point theorem. We found that the fractional order coupled system is additionally
complicated and challenging as compared to the single FDEs. We also concluded that, if we increase
the order or boundary conditions, then the end result turns into extra accurate. Our results are new
and fascinating. Our methods can be used to study the existence of solutions for the high order or
multiple-point boundary value systems of a nonlinear coupled system of FDEs. Furthermore, we have
presented different kinds of Ulam–Hyers stability results for the solution of the considered system (1).
In addition, we have presented our main theoretical results with the help of an example. In the
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future, this concept can be extended to more applied and complicated problems of applied nature.
The obtained results can be used in fields like numerical analysis and managerial sciences including
business mathematics and economics, etc.

Author Contributions: S.F. and Z.A. contributed equally in writing this article; supervision, A.Z., J.X. and Y.C.
All authors read and approved the final manuscript.

Funding: This work is supported by the Talent Project of Chongqing Normal University (Grant No. 02030307-0040),
the National Natural Science Foundation of China (Grant No. 11601048, 11571207), the Natural Science Foundation
of Chongqing Normal University (Grant No. 16XYY24), the Shandong Natural Science Foundation (ZR2018MA011),
and the Tai’shan Scholar Engineering Construction Fund of Shandong Province of China.

Conflicts of Interest: The authors declare that they have no competing interests.

References

1. Brikaa, M. Existence results for a couple system of nonlinear fractional differential equation with three point
boundary conditions. J. Fract. Calc. Appl. 2015, 3, 1–10.

2. Henderson, J.; Luca, R. Positive solutions for a system of fractional differential equations with coupled
integral boundary conditions. Appl. Math. Comput. 2014, 249, 182–197. [CrossRef]

3. Kilbas, A.; Srivastava, H.; Trujillo, J. Theory and Applications of Fractional Differential Equations.
In North–Holland Mathematics Studies; Elsevier: Amsterdam, The Netherlands, 2006; Volume 204.

4. Klafter, J.; Lim, S.C. Fractional Dynamics in Physics; Metzler, R., Ed.; World Scientific: Singapore, 2011.
5. Podlubny, I. Fractional Differential Equations; Academic Press: San Diego, CA, USA, 1999.
6. Yang, W. Positive solutions for a coupled system of nonlinear fractional differential equations with integral

boundary conditions. Comput. Math. Appl. 2012, 63, 288–297. [CrossRef]
7. Zhang, K.; Fu, Z. Solutions for a class of Hadamard fractional boundary value problems with sign-changing

nonlinearity. J. Funct. Spaces 2019, 2019, 9046472. [CrossRef]
8. Zhang, K.; Wang, J.; Ma, W. Solutions for integral boundary value problems of nonlinear Hadamard fractional

differential equations. J. Funct. Spaces 2018, 2018, 2193234. [CrossRef]
9. Zou, Y.; He, G. On the uniqueness of solutions for a class of fractional differential equations. Appl. Math. Lett.

2017, 74, 68–73. [CrossRef]
10. Yue, Z.; Zou, Y. New uniqueness results for fractional differential equation with dependence on the first

order derivative. Adv. Differ. Equ. 2019, 2019, 38. [CrossRef]
11. Fu, Z.; Bai, S.; O’Regan, D.; Xu, J. Nontrivial solutions for an integral boundary value problem involving

Riemann–Liouville fractional derivatives. J. Inequal. Appl. 2019, 2019, 104. [CrossRef]
12. Zhang, K.; O’Regan, D.; Xu, J.; Fu, Z. Nontrivial solutions for a higher order nonlinear fractional boundary

value problem involving Riemann–Liouville fractional derivatives. J. Funct. Spaces 2019, 2019, 2381530.
[CrossRef]

13. Pu, R.; Zhang, X.; Cui, Y.; Li, P.; Wang, W. Positive solutions for singular semipositone fractional differential
equation subject to multipoint boundary conditions. J. Funct. Spaces 2017, 2017, 5892616. [CrossRef]

14. Zhang, Y. Existence results for a coupled system of nonlinear fractional multi-point boundary value problems
at resonance. J. Inequal. Appl. 2018, 2018, 198. [CrossRef] [PubMed]

15. Zhang, Y.; Bai, Z.; Feng, T. Existence results for a coupled system of nonlinear fractional three-point boundary
value problems at resonance. Comput. Math. Appl. 2011, 61, 1032–1047. [CrossRef]

16. Qi, T.; Liu, Y.; Zou, Y. Existence result for a class of coupled fractional differential systems with integral
boundary value conditions. J. Nonlinear Sci. Appl. 2017, 10, 4034–4045. [CrossRef]

17. Qi, T.; Liu, Y.; Cui, Y. Existence of solutions for a class of coupled fractional differential systems with nonlocal
boundary conditions. J. Funct. Spaces 2017, 2017, 6703860. [CrossRef]

18. Xu, J.; Goodrich, C.S.; Cui, Y. Positive solutions for a system of first-order discrete fractional boundary value
problems with semipositone nonlinearities. Revista de la Real Academia de Ciencias Exactas Físicas y Naturales
Serie A Matemáticas 2019, 113, 1343–1358. [CrossRef]

19. Cheng, W.; Xu, J.; Cui, Y.; Ge, Q. Positive solutions for a class of fractional difference systems with coupled
boundary conditions. Adv. Differ. Equ. 2019, 2019, 249. [CrossRef]

20. Cheng, W.; Xu, J.; Cui, Y. Positive solutions for a system of nonlinear semipositone fractional q-difference
equations with q-integral boundary conditions. J. Nonlinear Sci. Appl. 2017, 10, 4430–4440. [CrossRef]

263



Mathematics 2019, 7, 927

21. Wang, F.; Cui, Y. Positive solutions for an infinite system of fractional order boundary value problems.
Adv. Differ. Equ. 2019, 2019, 169. [CrossRef]

22. Qiu, X.; Xu, J.; O’Regan, D.; Cui, Y. Positive solutions for a system of nonlinear semipositone boundary value
problems with Riemann–Liouville fractional derivatives. J. Funct. Spaces 2018, 2018, 7351653. [CrossRef]

23. Hao, X.; Wang, H.; Liu, L.; Cui, Y. Positive solutions for a system of nonlinear fractional nonlocal boundary
value problems with parameters and p-Laplacian operator. Bound. Value Probl. 2017, 2017, 182. [CrossRef]

24. Zhang, X.; Liu, L.; Zou, Y. Fixed-point theorems for systems of operator equations and their applications to
the fractional differential equations. J. Funct. Spaces 2018, 2018, 7469868. [CrossRef]

25. Zhang, X.; Liu, L.; Wu, Y.; Zou, Y. Existence and uniqueness of solutions for systems of fractional differential
equations with Riemann-Stieltjes integral boundary condition. Adv. Differ. Equ. 2018, 2018, 204. [CrossRef]

26. Li, H.; Zhang, J. Positive solutions for a system of fractional differential equations with two parameters.
J. Funct. Spaces 2018, 2018, 1462505. [CrossRef]

27. Zhao, Y.; Hou, X.; Sun, Y.; Bai, Z. Solvability for some class of multi-order nonlinear fractional systems.
Adv. Differ. Equ. 2019, 2019, 23. [CrossRef]

28. Zhao, Y.; Sun, Y.; Wang, Y.; Bai, Z. Asymptotical stabilization of the nonlinear upper triangular fractional-
order systems. Adv. Differ. Equ. 2019, 2019, 157. [CrossRef]

29. Cui, Y. Multiplicity results for positive solutions to differential systems of singular coupled integral boundary
value problems. Math. Probl. Eng. 2017, 2017, 3608352. [CrossRef]

30. Jiang, J.; O’Regan, D.; Xu, J.; Fu, Z. Positive solutions for a system of nonlinear Hadamard fractional
differential equations involving coupled integral boundary conditions. J. Inequal. Appl. 2019, 2019, 204.
[CrossRef]

31. Zhai, C.; Wang, W.; Li, H. A uniqueness method to a new Hadamard fractional differential system with
four-point boundary conditions. J. Inequal. Appl. 2018, 2018, 207. [CrossRef]
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Abstract: The purpose of this article is to obtain the exact and approximate numerical solutions of
linear and nonlinear singular conformable pseudohyperbolic equations and conformable coupled
pseudohyperbolic equations through the conformable double Laplace decomposition method.
Further, the numerical examples were provided in order to demonstrate the efficiency, high accuracy,
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1. Introduction

In recent years, many mathematicians have been studying and discussing the linear and nonlinear
fractional differential equations (FDEs) which arise in various fields of physical sciences, as well as in
engineering. These types of equations play a significant role and also help to develop mathematical
tools in order to understand fractional modelling.

However, there are many different methods to obtain exact and approximate solutions of
these kinds of equations. In [1], the author point out a major flaw in the so-called conformable
calculus. Recently, many researchers have also paid much attention to study the numerical and exact
methods for finding the solution of conformable differential equations. In [2], the authors proposed
so-called conformable derivatives. In [3], the conformable heat equation was studied. Similarly, in [4],
the nonlinear conformable problems were also studied. The authors in [5] discussed the concepts
underlying the formulation of operators capable of being interpreted as fractional derivatives or
fractional integrals. In a very short period of time, many mathematicians became interested and
provided mathematical models related to conformable derivatives, for the details we refer reader
to see [6–9]. In [10,11], the conformable derivatives were applied to some problems in mechanics,
and in [12] total frational derivative and directional fractional derivative of functions of several
variables were studied.

In order to solve the conformable derivatives, the single Laplace transform method was first
introduced and used in [13]. In [14], the idea was extended to the conformable double Laplace
transform. In [15], the modified Laplace transform was applied to solve some ordinary differential
equations in the frame work of a certain type generalized fractional derivatives. The authors

Mathematics 2019, 7, 949; doi:10.3390/math7100949 www.mdpi.com/journal/mathematics267
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in [16] applied the double Laplace decomposition method to solve singular linear and nonlinear
one-dimensional pseudohyperbolic equations.

In this present research, the main objective is to solve linear and nonlinear singular
pseudohyperbolic equations by using the conformable double Laplace transform decomposition
method, which is a combination of the conformable double Laplace transformation and
decomposition method.

2. Properties of Conformable Derivative and Conformable Double Laplace Transform

In this part, we present some background about the nature of the conformable Laplace transform.
In the following example, we present the conformable partial derivatives of certain functions as follows.

Example 1. Let μ, ν ∈ (0, 1] and a, b, m, n, λ, μ ∈ R, then the conformable derivative follows

∂μ

∂xμ (au (x, t) + bv (x, t)) = a
∂μu
∂xμ + b

∂μu
∂xμ ,

∂μ+ν

∂xμ∂tν

(
xμtλ

)
= μλxκ−μtλ−ν,

∂μ

∂xμ

(
eλ xμ

μ + τtν
ν

)
= λeλ xμ

μ + τtν
ν ,

∂ν

∂tν

(
eλ xμ

μ + τtν
ν

)
= τeλ xμ

μ + τtν
ν ,

∂ν

∂tν

(
xμ

μ

)n ( tν

ν

)m
= m

(
xμ

μ

)n ( tν

ν

)m−1
,

∂μ

∂xμ

(
xμ

μ

)n ( tν

ν

)
= n

(
xμ

μ

)n−1 ( tν

ν

)
,

∂ν

∂tν

(
sin

(
xμ

μ

)
sin

(
tν

ν

))
= sin

(
xμ

μ

)
cos

(
tν

ν

)
,

∂μ

∂xμ

(
sin a

(
xμ

μ

)
sin

(
tν

ν

))
= a cos

(
xμ

μ

)
sin

(
tν

ν

)
.

Next we recall the conformable single and double Laplace transforms, see [14,17], repectively.

Definition 1. Let f : [0, ∞)→ R be a real valued function. The conformable single Laplace transform of f is
defined by

Lν
t

(
f
(

tν

ν

))
=
∫ ∞

0
e−s tν

ν f
(

tν

ν

)
tν−1dt.

Similarly, if we let u
(

xμ

μ , tν

ν

)
be a piecewise continuous function on [0, ∞)× [0, ∞) of exponential order

and for some a, b ∈ R,

sup
{

xμ

μ
,

tν

ν

}
> 0 , and

∣∣∣u ( x¯

¯ , t ˚

˚

)∣∣∣
ea x¯

¯ +b t ˚
˚

≤ 1.

Then the conformable double Laplace transform is defined by

Lμ
x Lν

t

(
u
(

xμ

μ
,

tν

ν

))
= Fμ,ν (p, s) =

∫ ∞

0

∫ ∞

0
e−p xμ

μ −s tν
ν u

(
xμ

μ
,

tν

ν

)
tν−1xμ−1dtdx (1)

where p, s ∈ C, 0 < μ, ν ≤ 1 and integrals by means of conformable integrals with respect to x
and t, respectively.
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Further, the first and second order partial derivatives of the conformable double Laplace transform
with respect to xμ

μ are given by

Lμ
x Lν

t

[
∂μu
∂xμ

]
= pUμ,ν(p, s)−Uν (0, s) , (2)

Lμ
x Lν

t

(
∂2μu
∂x2μ

)
= p2Uμ,ν (p, s)− pUν (0, s)− Lν

t

(
∂μ

∂xμ u
(

0,
tν

ν

))
. (3)

Similarly, with respect to tν

ν they are given by

Lμ
x Lν

t

(
∂νu
∂tν

)
= sUμ,ν (p, s)−Uμ (p, 0) , (4)

Lμ
x Lν

t

(
∂2νu
∂t2ν

)
= s2Uμ,ν (p, s)− sUμ (p, 0)− Lμ

x

(
∂ν

∂tν
u
(

xμ

μ
, 0
))

. (5)

In the following examples we state some conformable Laplace transforms of certain functions
which are useful in this to Examples 3, 4, and 5.

Example 2. In this example we calculate the conformable double Laplace for certain functions

1. Lμ
x

[
( xμ

μ )2
]
= Lx

[
x2] = 2!

p3 .

2. Lμ
x Lν

t

[
( xμ

μ )3 sin(τ tν

ν )
]
= LxLt

[
(x)3 sin(t)

]
=

3!
p4

1
s2 + 1

.

3. Lμ
x Lν

t

[
( xμ

μ ) cos( tν

ν )
]
= LxLt [(x cos(t)] =

1
p2

s
s2 + 1

.

4. Lμ
x Lν

t

[
4
(

tν

ν

)
− 4 sin

(
tν

ν

)]
= LxLt [(4t− 4 sin (t)] =

4
ps2 (s2 + 1)

.

5. Lμ
x Lν

t

[
(4− 4 cos

(
tν

ν

)]
= LxLt [(4− 4 cos (t)] =

4s
ps2 (s2 + 1)

.

The next result generalizes the conformable double Laplace transform, see [14].

Theorem 1. Let 0 < μ, ν ≤ 1 and m, n ∈ N such that u
(

xμ

μ , tν

ν

)
∈ Cl (R+ ×R+), and

l = max (m, n) . Further, we also let the conformable Laplace transforms of the functions be denoted by

u
(

xμ

μ
,

tν

ν

)
,

∂mμu
∂xmμ , and

∂nνu
∂tnν

. Then

Lμ
x Lν

t

(
∂mμ

∂xmμ u
(

xμ

μ
,

tν

ν

))
= pmUμ,ν (p, s)− pm−1Uν (0, s)

−
m−1

∑
i=1

pm−1−iLν
t

(
∂iμ

∂xiμ u
(

0,
tν

ν

))

Lμ
x Lν

t

(
∂nν

∂tnν
u
(

xμ

μ
,

tν

ν

))
= snUμ,ν (p, s)− sn−1Uμ (p, 0)

−
n−1

∑
j=1

sn−1−jLμ
x

(
∂jν

∂tjν u
(

xμ

μ
, 0
))

where
∂mμ

∂xmμ u
(

xμ

μ
,

tν

ν

)
and

∂nν

∂tnν
u
(

xμ

μ
,

tν

ν

)
denotes m, n times conformable derivatives of function u(x, t) respectively.
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Theorem 2. If the conformable double Laplace transform of the conformable derivatives ∂νu
∂tν is given by

Equation (4), then the double Laplace transforms of(
xμ

μ

)n ∂ν

∂tν
f
(

xμ

μ
,

tν

ν

)
and

xμ

μ
g
(

xμ

μ
,

tν

ν

)
are given by

(−1)n dn

dpn

(
Lμ

x Lν
t

[
f
(

xμ

μ
,

tν

ν

)])
= Lμ

x Lν
t

[(
xμ

μ

)n
f
(

xμ

μ
,

tν

ν

)]
, (6)

(−1)n dn

dpn

(
Lμ

x Lν
t

[
∂ν f
∂tν

])
= Lμ

x Lν
t

[(
xμ

μ

)n ∂ν f
∂tν

]
(7)

and where n = 1, 2, 3, ....

Proof. Using the definition of conformable double Laplace transform for Equation (6), we get

Lμ
x Lν

t

[
f (

xμ

μ
,

tν

ν
)

]
=
∫ ∞

0

∫ ∞

0
e−p xμ

μ −s tν
ν f

(
xμ

μ
,

tν

ν

)
tν−1xμ−1dt dx, (8)

by taking the nth derivative with respect to p for both sides of Equation (8), we have

dn

dpn

(
Lμ

x Lν
t

[
f (

xμ

μ
,

tν

ν
)

])
=
∫ ∞

0

∫ ∞

0

dn

dpn

(
e−p xμ

μ −s tν
ν f

(
xμ

μ
,

tν

ν

))
tν−1xμ−1dtdx

= (−1)n
∫ ∞

0

∫ ∞

0

(
xμ

μ

)n
e−p xμ

μ −s tν
ν tν−1xμ−1 f

(
xμ

μ
,

tν

ν

)
dt dx

= (−1)n Lμ
x Lν

t

[(
xμ

μ

)n
f
(

xμ

μ
,

tν

ν

)]
,

and further we obtain

(−1)n dn

dpn

(
Lμ

x Lν
t

[
f
(

xμ

μ
,

tν

ν

)])
= Lμ

x Lν
t

[(
xμ

μ

)n
f
(

xμ

μ
,

tν

ν

)]
.

Similarly, we can prove the Equation (7).

3. Conformable Derivatives Double Laplace Transform Decomposition Method Applied to
Singular Pseudohyperbolic Equation

The main aim of this section is to discuss the applicability of the conformable double Laplace
transform decomposition method (CDLDM) for the linear and nonlinear singular pseudohyperbolic
equation. The pseudo-hyperbolic equations arise, for example, in the description of the electron
diffusion processes in a plate, and they also arise in hydrodynamics in the study of fluid motion
with an alternating viscosity. In this study we define the conformable double Laplace transform of
the function u

(
xμ

μ , tν

ν

)
by Uμ,ν(p, s). To illustrate the idea of our method, let us suggest here two

important problems.

The first problem:

Consider the linear pseudohyperbolic equations

∂2νu
∂t2ν

− μ

xμ

∂μ

∂xμ

(
xμ

μ

∂μu
∂xμ

)
− μ

xμ

∂μ+ν

∂xμ∂tν

(
xμ

μ

∂μu
∂xμ

)
= f

(
xμ

μ
,

tν

ν

)
, x, t > 0 (9)
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subject to the condition

u (x, 0) = f1

(
xμ

μ

)
,

∂νu (x, 0)
∂tν

= f2

(
xμ

μ

)
, (10)

where f
(

xμ

μ , tν

ν

)
, f1

(
xμ

μ

)
, and f2

(
xμ

μ

)
are source term and initial conditions, respectively.

The method:

In order to obtain the solution of Equation (9) by using conformable double Laplace transform
decomposition methods, we applying the following steps:

Step 1: Multiplying both sides of Equation (9) by the term xμ

μ , we have

xμ

μ

∂2νu
∂t2ν

− ∂μ

∂xμ

(
xμ

μ

∂μu
∂xμ

)
− ∂μ+ν

∂xμ∂tν

(
xμ

μ

∂μu
∂xμ

)
=

xμ

μ
f
(

xμ

μ
,

tν

ν

)
, (11)

Step 2: Applying conformable double Laplace transform for Equation (11) we get

Lμ
x Lν

t

[
xμ

μ

∂2νu
∂t2ν

]
= Lμ

x Lν
t

[
∂μ

∂xμ

(
xμ

μ

∂μu
∂xμ

)
+

∂μ+ν

∂xμ∂tν

(
xμ

μ

∂μu
∂xμ

)]
+Lμ

x Lν
t

[
xμ

μ
f
(

xμ

μ
,

tν

ν

)]
, (12)

Step 3: On using Equations (5)–(7), we obtain

− d
dp

[
s2Uμ,ν(p, s)− sUμ (p, 0)− ∂νu (p, 0)

∂tν

]
= Lμ

x Lν
t [Ψ]− d

dp

[
Lμ

x Lν
t

(
f
(

xμ

μ
,

tν

ν

))]
, (13)

where the conformable Laplace transforms of u
(

xμ

μ , 0
)

and
∂νu

(
xμ

μ ,0
)

∂tν are denoted by

Uμ (p, 0) = F1 (p, 0) ,
∂νu (p, 0)

∂tν
= F2 (p, 0)

respectively, and

Ψ =
∂μ

∂xμ

(
xμ

μ

∂μu
∂xμ

)
+

∂μ+ν

∂xμ∂tν

(
xμ

μ

∂μu
∂xμ

)
,

using given initial condition Equation (13) becomes

d
dp

[
Uμ,ν(p, s)

]
=

1
s

d
dp

F1 (p, 0) +
1
s2

d
dp

F2 (p, 0)− 1
s2 Lμ

x Lν
t [Ψ] +

1
s2

d
dp

Fμ,ν (p, s) . (14)

Step 4: By applying the integral for both sides of Equation (14), from 0 to p with respect to p,
where p is transform of the variable xμ

μ , we have

Uμ,ν(p, s) =
F1 (p, 0)

s
+

F2 (p, 0)
s2 − 1

s2

∫ p

0
Lμ

x Lν
t [Ψ] dp +

1
s2 Fμ,ν (p, s) , (15)

where Fμ,ν (p, s) , F1 (p, 0), and F2 (p, 0) are conformable Laplace transforms of the functions f
(

xμ

μ , tν

ν

)
,

f1

(
xμ

μ

)
, and f2

(
xμ

μ

)
, respectively.
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Step 5: By taking the inverse conformable double Laplace transform for Equation (15), we can
compute the solution u

(
xμ

μ , tν

ν

)
as follows

u
(

xμ

μ
,

tν

ν

)
= f1

(
xμ

μ

)
+

tν

ν
f2

(
xμ

μ

)
+ L−1

p L−1
s

[
1
s2 Fμ,ν (p, s)

]
−L−1

p L−1
s

[
1
s2

∫ p

0
Lμ

x Lν
t [Ψ] dp

]
(16)

where L−1
p L−1

s indicates the double inverse conformable derivatives double Laplace transform. Here,
we assume that the double inverse Laplace transform with respect to p and s exists for each term in the
right hand side of Equation (16).

Step 6: The conformable double Laplace transform decomposition method (CDLDM) defines the
solutions u( xμ

μ , tν

ν ) with the help of infinite series as:

u
(

xμ

μ
,

tν

ν

)
=

∞

∑
n=0

un

(
xμ

μ
,

tν

ν

)
. (17)

By substituting Equation (17) into Equation (16), we obtain

∞

∑
n=0

un

(
xμ

μ
,

tν

ν

)
= f1

(
xμ

μ

)
+

tν

ν
f2

(
xμ

μ

)
+ L−1

p L−1
s

[
1
s2 Fμ,ν (p, s)

]

−L−1
p L−1

s

[
1
s2

∫ p

0
Lμ

x Lν
t

[
∂μ

∂xμ

(
xμ

μ

∂μ

∂xμ

(
∞

∑
n=0

un

))]
dp

]

−L−1
p L−1

s

[
1
s2

∫ p

0
Lμ

x Lν
t

[(
∂μ+ν

∂xμ∂tν

(
xμ

μ

∂μ

∂xμ

∞

∑
n=0

un

))]
dp

]
.

(18)

The zeroth component u0, as suggested by Adomian method, is always identified by the given
initial condition and the source term L−1

p L−1
s

[
1
s2 Fμ,ν (p, s)

]
, both of which are assumed to be known.

Accordingly, we set

u0

(
xμ

μ
,

tν

ν

)
= f1

(
xμ

μ

)
+

tν

ν
f2

(
xμ

μ

)
+ L−1

p L−1
s

[
1
s2 Fμ,ν (p, s)

]
.

The other components uk+1, k ≥ 0 are given by using the relation

uk+1

(
xμ

μ
,

tν

ν

)
= −L−1

p L−1
s

[
1
s2

∫ p

0
Lμ

x Lν
t

[
∂μ

∂xμ

(
xμ

μ

∂μuk
∂xμ

)]
dp
]

− L−1
p L−1

s

[
1
s2

∫ p

0
Lμ

x Lν
t

[
∂μ+ν

∂xμ∂tν

(
xμ

μ

∂μuk
∂xμ

)]
dp
]

, (19)

the first few components from the last recursive relation are, at k = 0,

u1

(
xμ

μ
,

tν

ν

)
= −L−1

p L−1
s

[
1
s2

∫ p

0
Lμ

x Lν
t

[
∂μ

∂xμ

(
xμ

μ

∂μu0

∂xμ

)]
dp
]

− L−1
p L−1

s

[
1
s2

∫ p

0
Lμ

x Lν
t

[
∂μ+ν

∂xμ∂tν

(
xμ

μ

∂μu0

∂xμ

)]
dp
]

,
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at k = 1

u2

(
xμ

μ
,

tν

ν

)
= −L−1

p L−1
s

[
1
s2

∫ p

0
Lμ

x Lν
t

[
∂μ

∂xμ

(
xμ

μ

∂μu1

∂xμ

)]
dp
]

− L−1
p L−1

s

[
1
s2

∫ p

0
Lμ

x Lν
t

[
∂μ+ν

∂xμ∂tν

(
xμ

μ

∂μu1

∂xμ

)]
dp
]

,

at k = 2

u3

(
xμ

μ
,

tν

ν

)
= −L−1

p L−1
s

[
1
s2

∫ p

0
Lμ

x Lν
t

[
∂μ

∂xμ

(
xμ

μ

∂μu2

∂xμ

)]
dp
]

− L−1
p L−1

s

[
1
s2

∫ p

0
Lμ

x Lν
t

[
∂μ+ν

∂xμ∂tν

(
xμ

μ

∂μu2

∂xμ

)]
dp
]

,

etc. The important terms used in infinite series depend on the problems and may be three terms or
four terms, etc.

In order to give a clear overview of this method, we present the following example:

Example 3. Consider singular conformable derivatives in one dimensional pseudohyperbolic equations with
the indicated initial condition

∂2νu
∂t2ν

− μ

xμ

∂μ

∂xμ

(
xμ

μ

∂μu
∂xμ

)
− μ

xμ

∂μ+ν

∂xμ∂tν

(
xμ

μ

∂μu
∂xμ

)
= −

(
xμ

μ

)2
sin

(
tν

ν

)
−4 sin

(
tν

ν

)
− 4 cos

(
tν

ν

)
, (20)

and

u
(

xμ

μ
, 0
)
= 0,

∂u
(

xμ

μ , 0
)

∂t
=

(
xμ

μ

)2
. (21)

By using the aforesaid method subject to the initial condition, we have

dUμ,ν (p, s)
dp

= − 1
s2 Lμ

x Lν
t

[
μ

xμ

∂μ

∂xμ

(
xμ

μ

∂μu
∂xμ

)
+

μ

xμ

∂μ+ν

∂xμ∂tν

(
xμ

μ

∂μu
∂xμ

)]
+

3!
p4s2 (s2 + 1)

+
4

p2s2 (s2 + 1)
+

4
p2s (s2 + 1)

− 3!
p4s2 , (22)

taking the integral for Equation (22), from 0 to p with respect to p, we get

Uμ,ν(p, s) = − 1
s2

∫ p

0
Lμ

x Lν
t

[
∂μ

∂xμ

(
xμ

μ

∂μu
∂xμ

)
+

∂μ+ν

∂xμ∂tν

(
xμ

μ

∂μu
∂xμ

)]
dp

− 2
p3s2 (s2 + 1)

− 4
ps2 (s2 + 1)

− 4
ps (s2 + 1)

+
2!

p3s2 . (23)

Employing the inverse conformable derivatives double Laplace transform to Equation (23), we get

u
(

xμ

μ
,

tν

ν

)
= −L−1

p L−1
s

[
1
s2

∫ p

0
Lμ

x Lν
t

[
∂μ

∂xμ

(
xμ

μ

∂μu
∂xμ

)
+

∂μ+ν

∂xμ∂tν

(
xμ

μ

∂μu
∂xμ

)]
dp
]

+

(
xμ

μ

)2
sin

(
tν

ν

)
− 4

(
tν

ν

)
+ 4 sin

(
tν

ν

)
+ 4 cos

(
tν

ν

)
− 4, (24)
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by substituting Equation (17) into Equation (24), we obtain:

∞

∑
n=0

un

(
xμ

μ
,

tν

ν

)
= −L−1

p L−1
s

[
1
s2

∫ p

0
Lμ

x Lν
t

[
∂μ

∂xμ

(
xμ

μ

∂μ

∂xμ

∞

∑
n=0

un

)]
dp

]

−L−1
p L−1

s

[
1
s2

∫ p

0
Lμ

x Lν
t

[
∂μ+ν

∂xμ∂tν

(
xμ

μ

∂μ

∂xμ

∞

∑
n=0

un

)]
dp

]

+

(
xμ

μ

)2
sin

(
tν

ν

)
− 4

(
tν

ν

)
+ 4 sin

(
tν

ν

)
+ 4 cos

(
tν

ν

)
− 4.

By applying the conformable double Laplace transform decomposition method, we obtain

u0 =

(
xμ

μ

)2
sin

(
tν

ν

)
− 4

(
tν

ν

)
+ 4 sin

(
tν

ν

)
+ 4 cos

(
tν

ν

)
− 4,

eventually, we have the general recursive relation, given by

uk+1

(
xμ

μ
,

tν

ν

)
= −L−1

p L−1
s

[
1
s2

∫ p

0
Lμ

x Lν
t

[
∂μ

∂xμ

(
xμ

μ

∂μuk
∂xμ

)]
dp
]

−L−1
p L−1

s

[
1
s2

∫ p

0
Lμ

x Lν
t

[
∂μ+ν

∂xμ∂tν

(
xμ

μ

∂μuk
∂xμ

)]
dp
]

,

where k ≥ 0, therefore

u1 = −L−1
p L−1

s

[
1
s2

∫ p

0
Lμ

x Lν
t

[
∂μ

∂xμ

(
xμ

μ

∂μ

∂xμ u0

)
+

∂μ+ν

∂xμ∂tν

(
xμ

μ

∂μ

∂xμ u0

)]
dp
]

u1 = −L−1
p L−1

s

[
1
s2

∫ p

0
Lμ

x Lν
t

[
4
(

xμ

μ

)
sin

(
tν

ν

)
+ 4

(
xμ

μ

)
cos

(
tν

ν

)]
dp
]

= −L−1
p L−1

s

[
1
s2

∫ p

0

[
4

p2 (s2 + 1)
+

4s
p2 (s2 + 1)

]
dp
]

,

u1 = L−1
p L−1

s

[
1
s2

4
p (s2 + 1)

+
4s

p (s2 + 1)

]
= L−1

s

[
4

s2 (s2 + 1)
+

4s
s2 (s2 + 1)

]
,

by using partial fractional and inverse Laplace transform with respect to s, we have

u1 = L−1
s

[
4

s2 (s2 + 1)
+

4s
s2 (s2 + 1)

]
= L−1

s

[
4
s2 −

4
s2 + 1

+
4
s
− 4s

s2 + 1

]
= 4

(
tν

ν

)
− 4 sin

(
tν

ν

)
+ 4− 4 cos

(
tν

ν

)
,

and

u2 = −L−1
p L−1

s

[
1
s2

∫ p

0
Lμ

x Lν
t

[
∂μ

∂xμ

(
xμ

μ

∂μ

∂xμ u1

)
+

∂μ+ν

∂xμ∂tν

(
xμ

μ

∂μ

∂xμ u1

)]
dp
]

u2 = −L−1
p L−1

s

[
1
s2

∫ p

0
Lμ

x Lν
t [0 + 0] dp

]
= 0.

274



Mathematics 2019, 7, 949

In the view of the above equations, the series solution is given by

∞

∑
n=0

un = u0 + u1 + u2 + ....

=

(
xμ

μ

)2
sin

(
tν

ν

)
− 4

(
tν

ν

)
+ 4 sin

(
tν

ν

)
+ 4 cos

(
tν

ν

)
− 4

+4
(

tν

ν

)
− 4 sin

(
tν

ν

)
+ 4− 4 cos

(
tν

ν

)
+ 0 + 0 + . . .

Hence, the exact solution of Equation (20) is given by:

u
(

xμ

μ
,

tν

ν

)
=

(
xμ

μ

)2
sin

(
tν

ν

)
.

Second problem: Consider the following general form of the nonlinear singular pseudohyperbolic
equations in one dimension of the form:

∂2νu
∂t2ν

− μ

xμ

∂μ

∂xμ

(
xμ

μ

∂μu
∂xμ

)
− μ

xμ

∂μ+ν

∂xμ∂tν

(
xμ

μ

∂μu
∂xμ

)
− a

(
xμ

μ

)
u

∂μu
∂xμ + u2 = f

(
xμ

μ
,

tν

ν

)
(25)

with initial condition

u
(

xμ

μ
, 0
)
= g1

(
xμ

μ

)
,

∂νu
(

xμ

μ , 0
)

∂tν
= g2

(
xμ

μ

)
, (26)

where the functions a( xμ

μ ) are arbitrary. In order to obtain the solution of Equation (25), we use the
following steps:

First step: By multiplying Equation (25) by xμ

μ and taking conformable double Laplace transform,
we have

Lμ
x Lν

t

[
xμ

μ

∂2νu
∂t2ν

]
= Lμ

x Lν
t

[
∂μ

∂xμ

(
xμ

μ

∂μu
∂xμ

)
+

∂μ+ν

∂xμ∂tν

(
xμ

μ

∂μu
∂xμ

)]
+Lμ

x Lν
t

[
a (x)

xμ

μ

xμ

μ
u

∂μu
∂xμ −

xμ

μ
u2
]
+ Lμ

x Lν
t

[
xμ

μ
f
(

xμ

μ
,

tν

ν

)]
, (27)

where conformable Laplace transform of u
(

xμ

μ , 0
)

and
∂νu

(
xμ

μ ,0
)

∂tν are given by

Uμ (p, 0) = G1 (p, 0) ,
∂νu (p, 0)

∂tν
= G2 (p, 0) . (28)

Second step: Applying Equations (5)–(28) into Equation (27), one can get that

d
dp

[
Uμ,ν (p, s)

]
=

1
s

d
dp

G1 (p, 0) +
1
s2

d
dp

G2 (p, 0)− 1
s2 Lμ

x Lν
t [Φ] +

1
s2

d
dp

Fμ,ν (p, s) , (29)

where,

Φ =
∂μ

∂xμ

(
xμ

μ

∂μu
∂xμ

)
+

∂μ+ν

∂xμ∂tν

(
xμ

μ

∂μu
∂xμ

)
+ a (x)

xμ

μ

xμ

μ
u

∂μu
∂x2μ

− xμ

μ
u2.
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Third step: By taking the integral for Equation (29), from 0 to p with respect to p, where p is a
transform of xμ

μ , we have

Uμ,ν (p, s) =
G1 (p, 0)

s
+

vG2 (p, 0)
s2 − 1

s2

∫ p

0
Lμ

x Lν
t [Φ] dp + Fμ,ν (p, s) . (30)

Fourth step: Using CFDLDM, the solution can be written in the infinite series as in Equation (17).
By using the inverse Laplace transformation to Equation (30), we obtain.

u
(

xμ

μ
,

tν

ν

)
= g1

(
xμ

μ

)
+

tν

ν
g2

(
xμ

μ

)
+ L−1

p L−1
s

[
1
s2 Fμ,ν (p, s)

]
−L−1

p L−1
s

[
1
s2

∫ p

0
Lμ

x Lν
t [Φ] dp

]
(31)

furthermore, the nonlinear terms u ∂μu
∂xμ and u2 can be defined by:

u2 = N1 =
∞

∑
n=0

An, u
∂μu
∂xμ = N2 =

∞

∑
n=0

Bn. (32)

We have a few terms of the Adomian polynomials for An and Bn that are denoted by

An =
1
n!

(
dn

dλn

[
N1

∞

∑
i=0

(λnun)

])
λ=0

, (33)

and

Bn =
1
n!

(
dn

dλn

[
N2

∞

∑
i=0

(λnun)

])
λ=0

, (34)

where n = 0, 1, 2, .... By putting Equations (33)–(32) into Equation (31), we get

∞

∑
n=0

un

(
xμ

μ
,

tν

ν

)
= f1

(
xμ

μ

)
+

tν

ν
f2

(
xμ

μ

)
+ L−1

p L−1
s

[
1
s2 Fμ,ν (p, s)

]

−L−1
p L−1

s

[
1
s2

∫ p

0
Lμ

x Lν
t

[
∂μ

∂xμ

(
xμ

μ

∂μ

∂xμ

(
∞

∑
n=0

un

))]
dp

]

−L−1
p L−1

s

[
1
s2

∫ p

0
Lμ

x Lν
t

[(
xμ

μ

∂μ+ν

∂xμ∂tν

(
∞

∑
n=0

un

(
xμ

μ
,

tν

ν

)))]
dp

]

−L−1
p L−1

s

[
1
s2

∫ p

0
Lμ

x Lν
t

[
xμ

μ

(
∞

∑
n=0

An

)]
dp

]

+L−1
p L−1

s

[
1
s2

∫ p

0
Lμ

x L

[
a(x)

xμ

μ

∞

∑
n=0

Bn

]
dp

]
, (35)

the few components of the Adomian polynomials of Equations (33) and (34) are given as follows

A0 = u2
0,

A1 = 2u0u1,

A2 = 2u0u2 + u2
1

A3 = 2u0u3 + 2uu2, (36)
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and

B0 = u0
∂μu0

∂xμ ,

B1 = u0
∂μu1

∂xμ + u1
∂μu0

∂xμ ,

B2 = u0
∂μu2

∂xμ + u1
∂μu1

∂xμ + u2
∂μu0

∂xμ ,

B3 = u0
∂μu3

∂xμ + u1
∂μu2

∂xμ + u2
∂μu1

∂xμ + u3
∂μu0

∂xμ . (37)

Hence, the zeroth component u0 from Equation (35) is given by

u0

(
xμ

μ
,

tν

ν

)
= f1

(
xμ

μ

)
+

tν

ν
f2

(
xμ

μ

)
+ L−1

p L−1
s

[
1
s2 Fμ,ν (p, s)

]
(38)

and

uk+1

(
xμ

μ
,

tν

ν

)
= −L−1

p L−1
s

[
1
s2

∫ p

0
Lμ

x Lν
t

[
∂μ

∂xμ

(
xμ

μ

∂μuk
∂xμ

)]
dp
]

−L−1
p L−1

s

[
1
s2

∫ p

0
Lμ

x Lν
t

[(
xμ

μ

∂μ+νuk
∂xμ∂tν

)]
dp
]

+L−1
p L−1

s

[
1
s2

∫ p

0
Lμ

x Lν
t

[
a(x)

xμ

μ
Ak −

xμ

μ
Bk

]
dp
]

, (39)

where k ≥ 0.

Example 4. Consider the nonlinear singular pseudohyperbolic equation in one dimensional is governed by

∂2νu
∂t2ν

− μ

xμ

∂μ

∂xμ

(
xμ

μ

∂μu
∂xμ

)
− μ

xμ

∂μ+ν

∂xμ∂tν

(
xμ

μ

∂μu
∂xμ

)
− 1

2
xμ

μ
u

∂μu
∂xμ + u2 =

(
xμ

μ

)2
e−

tν
ν , (40)

subject to the following initial conditions

u
(

xμ

μ
, 0
)
=

(
xμ

μ

)2
,

∂νu
(

xμ

μ , 0
)

∂tν
= −

(
xμ

μ

)2
. (41)

The conformable double Laplace transform decomposition method leads to the following scheme

u0

(
xμ

μ
,

tν

ν

)
=

(
xμ

μ

)2
e−

tν
ν ,

and

u1

(
xμ

μ
,

tν

ν

)
= −L−1

p L−1
s

[
1
s2

∫ p

0
Lμ

x Lν
t

[
∂μ

∂xμ

(
xμ

μ

∂μu0

∂xμ +
xμ

μ

∂μ+νu0

∂xμ∂tν

)]
dp
]

+L−1
p L−1

s

[
1
s2

∫ p

0
Lμ

x Lν
t

[
xμ

μ
u0

∂μu0

∂xμ −
xμ

μ
u2

0

]
dp
]

= −L−1
p L−1

s

[
1
s2

∫ p

0
Lμ

x Lν
t

[
4
(

xμ

μ

)
e−

tν
ν − 4

(
xμ

μ

)
e−

tν
ν

]
dp
]

−L−1
p L−1

s

[
1
s2

∫ p

0
Lμ

x Lν
t

[(
xμ

μ

)5
e−

tν
ν −

(
xμ

μ

)5
e−

tν
ν

]
dp

]
= 0,
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proceeding in a similar manner, we have

u2

(
xμ

μ
,

tν

ν

)
= 0, u3

(
xμ

μ
,

tν

ν

)
= 0, u4

(
xμ

μ
,

tν

ν

)
= 0, . . .

so that the solution u
(

xμ

μ , tν

ν

)
is given by

u
(

xμ

μ
,

tν

ν

)
=

∞

∑
n=0

un

(
xμ

μ
,

tν

ν

)
= u0 + u1 + u2 + . . .

=

(
xμ

μ

)2
e−

tν
ν

and hence the conformable solution is given by

u
(

xμ

μ
,

tν

ν

)
=

(
xμ

μ

)2
e−

tν
ν . (42)

By substituting μ = 1 and ν = 1 into Equation (42), the solution becomes

ψ (x, t) = x2e−t.

Conformable double Laplace transform method and Singular conformable coupled
pseudohyperbolic equation.

In this section, conformable double Laplace decomposition method is considered for the
one-dimensional conformable derivatives coupled pseudohyperbolic equation since the method is
much simpler and more efficient in the study of linear equations.

The thrid problem: Let us consider the conformable derivatives coupled pseudohyperbolic equations

∂2νu
∂t2ν

− μ

xμ

∂μ

∂xμ

(
xμ

μ

∂μ

∂xμ u
)
− μ

xμ

∂μ+ν

∂xμ∂tν

(
xμ

μ

∂μ

∂xμ u
)
+ ζv = f

(
xμ

μ
,

tν

ν

)
∂2νv
∂t2ν

− μ

xμ

∂μ

∂xμ

(
xμ

μ

∂μ

∂xμ v
)
− μ

xμ

∂μ+ν

∂xμ∂tν

(
xμ

μ

∂μ

∂xμ v
)
+ ζu = g

(
xμ

μ
,

tν

ν

)
, (43)

subject to

u
(

xμ

μ , 0
)
= f1

(
xμ

μ

)
,

∂νu
(

xμ

μ ,0
)

∂tν = f2

(
xμ

μ

)
and v

(
xμ

μ , 0
)
= g1 (x) ,

∂νu
(

xμ

μ ,0
)

∂tν = g2

(
xμ

μ

)
(44)

where the linear terms μ
xμ

∂μ

∂xμ

(
xμ

μ
∂μ

∂xμ

)
are the so-called conformable Bessel operators. Here, f

(
xμ

μ , tν

ν

)
,

g
(

xμ

μ , tν

ν

)
, f1

(
xμ

μ

)
, f2

(
xμ

μ

)
, g1

(
xμ

μ

)
, and g2

(
xμ

μ

)
are given functions, ζ is the coupling parameter.

One can obtain the solution of Equation (43), by using the following steps.
(1): Multiply both sides of Equation (43) by xμ

μ , we have

xμ

μ

∂2νu
∂t2ν

− ∂μ

∂xμ

(
xμ

μ

∂μ

∂xμ u
)
− ∂μ+ν

∂xμ∂tν

(
xμ

μ

∂μ

∂xμ u
)
+ ζ

xμ

μ
v =

xμ

μ
f
(

xμ

μ
,

tν

ν

)
xμ

μ

∂2νv
∂t2ν

− ∂μ

∂xμ

(
xμ

μ

∂μ

∂xμ v
)
− ∂μ+ν

∂xμ∂tν

(
xμ

μ

∂μ

∂xμ v
)
+ ζ

xμ

μ
u =

xμ

μ
g
(

xμ

μ
,

tν

ν

)
. (45)
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(2): We apply conformable double Laplace transform on both sides of Equation (45) and single
conformable Laplace transform for Equation (44), we get

Lμ
x Lν

t

[
xμ

μ

∂2νu
∂t2ν

]
= Lμ

x Lν
t

[
∂μ

∂xμ

(
xμ

μ

∂μ

∂xμ u
)
+

∂μ+ν

∂xμ∂tν

(
xμ

μ

∂μ

∂xμ u
)
− ζ

xμ

μ
v +

xμ

μ
f
(

xμ

μ
,

tν

ν

)]
,

Lμ
x Lν

t

[
xμ

μ

∂2νv
∂t2ν

]
= Lμ

x Lν
t

[
∂μ

∂xμ

(
xμ

μ

∂μ

∂xμ v
)
+

∂μ+ν

∂xμ∂tν

(
xμ

μ

∂μ

∂xμ v
)
− ζ

xμ

μ
u +

xμ

μ
g
(

xμ

μ
,

tν

ν

)]
, (46)

on using theorem 1 and theorem 2, we obtain

d
dp

[
Uμ,ν(p, s)

]
=

1
s

d
dp

F1 (p, 0) +
1
s2

d
dp

F2 (p, 0)

1
s2 Lμ

x Lν
t

[
∂μ

∂xμ

(
xμ

μ

∂μ

∂xμ u
)
+

∂μ+ν

∂xμ∂tν

(
xμ

μ

∂μ

∂xμ u
)
− ζ

xμ

μ
v
]

+
1
s2

d
dp

(
Lμ

x Lν
t

[
f
(

xμ

μ
,

tν

ν

)])
,

d
dp

[
Uμ,ν(p, s)

]
=

1
s

d
dp

G1 (p, 0) +
1
s2

d
dp

G2 (p, 0)

− 1
s2 Lμ

x Lν
t

[
∂μ

∂xμ

(
xμ

μ

∂μ

∂xμ v
)
+

∂μ+ν

∂xμ∂tν

(
xμ

μ

∂μ

∂xμ v
)
− ζ

xμ

μ
u
]

+
1
s2

d
dp

(
Lμ

x Lν
t

[
g
(

xμ

μ
,

tν

ν

)])
. (47)

(3): By integrating both sides of Equation (47) from 0 to p with respect to p, we have

Uμ,ν(p, s) =
F1 (p, 0)

s
+

F2 (p, 0)
s2

− 1
s2

∫ p

0
Lμ

x Lν
t

[
∂μ

∂xμ

(
xμ

μ

∂μ

∂xμ u
)
+

∂μ+ν

∂xμ∂tν

(
xμ

μ

∂μ

∂xμ u
)
− ζ

xμ

μ
v
]

dp

+
1
s2

∫ p

0

(
d

dp

(
Lμ

x Lν
t

[
f
(

xμ

μ
,

tν

ν

)]))
dp,

Vμ,ν(p, s) =
G1 (p, 0)

s
+

G2 (p, 0)
s2

− 1
s2

∫ p

0
Lμ

x Lν
t

[
∂μ

∂xμ

(
xμ

μ

∂μ

∂xμ v
)
+

∂μ+ν

∂xμ∂tν

(
xμ

μ

∂μ

∂xμ v
)
− ζ

xμ

μ
u
]

dp

+
1
s2

∫ p

0

(
d

dp

(
Lμ

x Lν
t

[
g
(

xμ

μ
,

tν

ν

)]))
dp, (48)

where F1 (p, 0) , F2 (p, 0) , G1 (p, 0) , and G2 (p, 0) are conformable Laplace transform of the functions
f1

(
xμ

μ

)
, f2

(
xμ

μ

)
, g1

(
xμ

μ

)
, and g2

(
xμ

μ

)
, respectively. By applying double inverse Laplace transform

for Equation (48), we have

u
(

xμ

μ
,

tν

ν

)
= f1

(
xμ

μ

)
+

tν

ν
f2

(
xμ

μ

)
+ L−1

p L−1
s

[
1
s2

∫ p

0

(
d

dp

(
Lμ

x Lν
t

[
f
(

xμ

μ
,

tν

ν

)]))
dp
]

−L−1
p L−1

s

[
1
s2

∫ p

0
Lμ

x Lν
t

[
∂μ

∂xμ

(
xμ

μ

∂μ

∂xμ u
)]

dp
]

−L−1
p L−1

s

[
1
s2

∫ p

0
Lμ

x Lν
t

[
∂μ+ν

∂xμ∂tν

(
xμ

μ

∂μ

∂xμ u
)
− ζ

xμ

μ
v
]

dp
]

(49)
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and

v
(

xμ

μ
,

tν

ν

)
= g1

(
xμ

μ

)
+

tν

ν
g2

(
xμ

μ

)
+ L−1

p L−1
s

[
1
s2

∫ p

0

(
d

dp

(
Lμ

x Lν
t

[
g
(

xμ

μ
,

tν

ν

)]))
dp
]

−L−1
p L−1

s

[
1
s2

∫ p

0
Lμ

x Lν
t

[
∂μ

∂xμ

(
xμ

μ

∂μ

∂xμ v
)]

dp
]

−L−1
p L−1

s

[
1
s2

∫ p

0
Lμ

x Lν
t

[
∂μ+ν

∂xμ∂tν

(
xμ

μ

∂μ

∂xμ v
)
− ζ

xμ

μ
u
]

dp
]

. (50)

The conformable double Laplace decomposition methods represent the solutions of Equation (43),
by the infinite series

u
(

xμ

μ
,

tν

ν

)
=

∞

∑
n=0

un

(
xμ

μ
,

tν

ν

)
, v

(
xμ

μ
,

tν

ν

)
=

∞

∑
n=0

vn

(
xμ

μ
,

tν

ν

)
. (51)

By substituting Equation (51) into Equations (49) and (50), we get

∞

∑
n=0

un

(
xμ

μ
,

tν

ν

)
= f1

(
xμ

μ

)
+

tν

ν
f2

(
xμ

μ

)
+ L−1

p L−1
s

[
1
s2

∫ p

0

(
d

dp

(
Lμ

x Lν
t

[
f
(

xμ

μ
,

tν

ν

)]))
dp
]

−L−1
p L−1

s

[
1
s2

∫ p

0

(
Lμ

x Lν
t

[
∂μ

∂xμ

(
xμ

μ

∂μ

∂xμ

(
∞

∑
n=0

un

))])
dp

]

−L−1
p L−1

s

[
1
s2

∫ p

0

(
Lμ

x Lν
t

[
∂μ+ν

∂xμ∂tν

(
xμ

μ

∂μ

∂xμ

(
∞

∑
n=0

un

))])
dp

]

+L−1
p L−1

s

[
1
s2 LxLt

[
ζ

xμ

μ

∞

∑
n=0

vn

]]
, (52)

and

∞

∑
n=0

vn

(
xμ

μ
,

tν

ν

)
= g1

(
xμ

μ

)
+

tν

ν
g2

(
xμ

μ

)
+ L−1

p L−1
s

[
1
s2

∫ p

0

(
d

dp

(
Lμ

x Lν
t

[
g
(

xμ

μ
,

tν

ν

)]))
dp
]

−L−1
p L−1

s

[
1
s2

∫ p

0

(
Lμ

x Lν
t

[
∂μ

∂xμ

(
xμ

μ

∂μ

∂xμ

(
∞

∑
n=0

vn

))])
dp

]

−L−1
p L−1

s

[
1
s2

∫ p

0

(
Lμ

x Lν
t

[
∂μ+ν

∂xμ∂tν

(
xμ

μ

∂μ

∂xμ

(
∞

∑
n=0

vn

))])
dp

]

+L−1
p L−1

s

[
1
s2 LxLt

[
ζ

xμ

μ

∞

∑
n=0

un

]]
. (53)

Our method suggests that the zeroth components u0 and v0 are identified by the initial conditions
and from source terms as follows

u0 = f1

(
xμ

μ

)
+

tν

ν
f2

(
xμ

μ

)
+ L−1

p L−1
s

[
1
s

∫ p

0

(
d

dp

(
Lμ

x Lν
t

[
f
(

xμ

μ
,

tν

ν

)]))
dp
]

,

v0 = g1

(
xμ

μ

)
+

tν

ν
g2

(
xμ

μ

)
+ L−1

p L−1
s

[
1
s

∫ p

0

(
d

dp

(
Lμ

x Lν
t

[
g
(

xμ

μ
,

tν

ν

)]))
dp
]

. (54)
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The remaining terms are given by

uk+1 = −L−1
p L−1

s

[
1
s2

∫ p

0

(
Lμ

x Lν
t

[
∂μ

∂xμ

(
xμ

μ

∂μ

∂xμ uk

)])
dp
]

−L−1
p L−1

s

[
1
s2

∫ p

0

(
Lμ

x Lν
t

[
∂μ+ν

∂xμ∂tν

(
xμ

μ

∂μ

∂xμ uk

)])
dp
]

+L−1
p L−1

s

[
1
s2 LxLt

[
ζ

xμ

μ
vk

]]
, (55)

and

vk+1 = −L−1
p L−1

s

[
1
s2

∫ p

0

(
Lμ

x Lν
t

[
∂μ

∂xμ

(
xμ

μ

∂μ

∂xμ vk

)])
dp
]

−L−1
p L−1

s

[
1
s2

∫ p

0

(
Lμ

x Lν
t

[
∂μ+ν

∂xμ∂tν

(
xμ

μ

∂μ

∂xμ vk

)])
dp
]

+L−1
p L−1

s

[
1
s2 LxLt

[
ζ

xμ

μ
uk

]]
. (56)

Here, we assume that the double inverse Laplace transform with respect to p and s exists for each
term in the right hand side of the above equations.

To illustrate our method for solving the conformable derivatives coupled pseudohyperbolic
equations, we will consider the following example:

Example 5. Consider the following homogeneous form of a conformable derivatives coupled pseudohyperbolic equation

∂2νv
∂t2ν

− μ

xμ

∂μ

∂xμ

(
xμ

μ

∂μ

∂xμ u
)
− μ

xμ

∂μ+ν

∂xμ∂tν

(
xμ

μ

∂μ

∂xμ u
)
− v = 0

∂2νv
∂t2ν

− μ

xμ

∂μ

∂xμ

(
xμ

μ

∂μ

∂xμ v
)
− μ

xμ

∂μ+ν

∂xμ∂tν

(
xμ

μ

∂μ

∂xμ v
)
− u = 0, (57)

with initial condition

u
(

xμ

μ
, 0
)

=

(
xμ

μ

)2
,

∂νu
(

xμ

μ , 0
)

∂tν
= −

(
xμ

μ

)2

v
(

xμ

μ
, 0
)

=

(
xμ

μ

)2
,

∂νv
(

xμ

μ , 0
)

∂tν
= −

(
xμ

μ

)2
. (58)

By applying above method for Equations (57) and (58), we obtain

∞

∑
n=0

un

(
xμ

μ
,

tν

ν

)
=

(
xμ

μ

)2
−
(

xμ

μ

)2 tν

ν

−L−1
p L−1

s

[
1
s2

∫ p

0

(
Lμ

x Lν
t

[
∂μ

∂xμ

(
xμ

μ

∂μ

∂xμ

(
∞

∑
n=0

un

))])
dp

]

−L−1
p L−1

s

[
1
s2

∫ p

0

(
Lμ

x Lν
t

[
∂μ+ν

∂xμ∂tν

(
xμ

μ

∂μ

∂xμ

(
∞

∑
n=0

un

))])
dp

]

−L−1
p L−1

s

[
1
s2 LxLt

[
xμ

μ

∞

∑
n=0

vn

]]
, (59)
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and

∞

∑
n=0

vn

(
xμ

μ
,

tν

ν

)
=

(
xμ

μ

)2
−
(

xμ

μ

)2 tν

ν

−L−1
p L−1

s

[
1
s2

∫ p

0

(
Lμ

x Lν
t

[
∂μ

∂xμ

(
xμ

μ

∂μ

∂xμ

(
∞

∑
n=0

vn

))])
dp

]

−L−1
p L−1

s

[
1
s2

∫ p

0

(
Lμ

x Lν
t

[
∂μ+ν

∂xμ∂tν

(
xμ

μ

∂μ

∂xμ

(
∞

∑
n=0

vn

))])
dp

]

−L−1
p L−1

s

[
1
s2 LxLt

[
ζ

xμ

μ

∞

∑
n=0

un

]]
. (60)

By applying equations Equations (54)–(56), we have

u0 =

(
xμ

μ

)2
−
(

xμ

μ

)2 tν

ν
, v0 =

(
xμ

μ

)2
−
(

xμ

μ

)2 tν

ν

u1 = −L−1
p L−1

s

[
1
s2 LxLt

[
∂μ

∂xμ

(
xμ

μ

∂μ

∂xμ u0

)
+

∂μ+ν

∂xμ∂tν

(
xμ

μ

∂μ

∂xμ u0

)
+

xμ

μ
v0

]]
= −2

3

(
tν

ν

)3
+

1
2

(
xμ

μ

)2 ( tν

ν

)2
− 1

6

(
xμ

μ

)2 ( tν

ν

)3
,

v1 = −L−1
p L−1

s

[
1
s2 LxLt

[
∂μ

∂xμ

(
xμ

μ

∂μ

∂xμ v0

)
+

∂μ+ν

∂xμ∂tν

(
xμ

μ

∂μ

∂xμ v0

)
+

xμ

μ
u0

]]
= −2

3

(
tν

ν

)3
+

1
2

(
xμ

μ

)2 ( tν

ν

)2
− 1

6

(
xμ

μ

)2 ( tν

ν

)3
,

u2 = −L−1
p L−1

s

[
1
s2 LxLt

[
∂μ

∂xμ

(
xμ

μ

∂μ

∂xμ u1

)
+

∂μ+ν

∂xμ∂tν

(
xμ

μ

∂μ

∂xμ u1

)
+

xμ

μ
v1

]]
=

2
3

(
tν

ν

)3
+

1
24

(
xμ

μ

)2 ( tν

ν

)4
− 1

120

(
xμ

μ

)2 ( tν

ν

)5
,

v2 = −L−1
p L−1

s

[
1
s2 LxLt

[
∂μ

∂xμ

(
xμ

μ

∂μ

∂xμ v1

)
+

∂μ+ν

∂xμ∂tν

(
xμ

μ

∂μ

∂xμ v1

)
+

xμ

μ
u1

]]
=

2
3

(
tν

ν

)3
+

1
24

(
xμ

μ

)2 ( tν

ν

)4
− 1

120

(
xμ

μ

)2 ( tν

ν

)5
,

and

u3 = −L−1
p L−1

s

[
1
s2 LxLt

[
∂μ

∂xμ

(
xμ

μ

∂μ

∂xμ u2

)
+

∂μ+ν

∂xμ∂tν

(
xμ

μ

∂μ

∂xμ u2

)
+

xμ

μ
v2

]]
=

1
15

(
tν

ν

)5
− 1

1260

(
tν

ν

)7
+

1
720

(
xμ

μ

)2 ( tν

ν

)6
− 1

5040

(
xμ

μ

)2 ( tν

ν

)7
,

v3 = −L−1
p L−1

s

[
1
s

LxLt

[
∂μ

∂xμ

(
xμ

μ

∂μ

∂xμ v2

)
+

∂μ+ν

∂xμ∂tν

(
xμ

μ

∂μ

∂xμ v2

)
+

xμ

μ
u2

]]
=

1
15

(
tν

ν

)5
− 1

1260

(
tν

ν

)7
+

1
720

(
xμ

μ

)2 ( tν

ν

)6
− 1

5040

(
xμ

μ

)2 ( tν

ν

)7
,
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and so on for other components. Using Equation (51), our required solutions are given below

u
(

xμ

μ
,

tν

ν

)
= u0 + u1 + u2 + u3 + ... =

⎛⎜⎝1− tν

ν
+

(
tν

ν

)2

2!
−

(
tν

ν

)3

3!
+

(
tν

ν

)4

4!
− ...

⎞⎟⎠(
xμ

μ

)2

v
(

xμ

μ
,

tν

ν

)
= v0 + v1 + v2 + v3 + ... =

⎛⎜⎝1− tν

ν
+

(
tν

ν

)2

2!
−

(
tν

ν

)3

3!
+

(
tν

ν

)4

4!
− ...

⎞⎟⎠(
xμ

μ

)2

and hence the exact solution becomes

u
(

xμ

μ
,

tν

ν

)
=

(
xμ

μ

)2
e−

tν
ν , v

(
xμ

μ
,

tν

ν

)
=

(
xμ

μ

)2
e−

tν
ν .

By taking μ = 1 and ν = 1, the conformable solution becomes

u (x, t) = x2e−t, v (x, t) = x2e−t.

4. Numerical Result

In this section, we shall illustrate the accuracy and effciency of the double conformable Laplace
transform method by numerical results of u(x, t) for the exact solution when μ = ν = 1, and
approximate solutions when μ and ν taken different fractional values in Equations (20) and (40),
which are depicted through Figures 1–4, respectively.

The three dimensional surface in Figure 1 shows the exact solution of Equation (20) in standard
form of singular pseudohyperbolic equation at μ = ν = 1. Figure 2 compares the approximate
solutions of Equation (20) when t = π

2 . In Figure 2a, the numerical solution at 0 < μ = ν ≤ 1, in this
case u(x, t), increases hastily at fractional derivative decrease, Figure 2b shows the solution at μ = 0.99
and ν = 0.95, 0.90, 0.85 and we see u(x, t) increasing regularly when ν decreases, and in Figure 2c we
can observe u(x, t) increasing slowly at μ = 0.95, 0.90, 0.85 and ν = 0.99 when μ decreases.

Figure 1. The Exact Solutions u(x, t) for Equation (20) when μ = ν = 1.
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Similarly, the exact solution and approximate solution of Equation (40) were demonstrated
in Figures 3 and 4 when t = 1. In the case ν = μ = 1, we get the exact solution of a singular
pseudohyperbolic equation, as seen in Figure 3. Figure 4 shows the approximate solution of
Equation (40) with different values of μ and ν. Figure 4a gives plots of the behavior of Equation (40)
when 0 < μ = ν ≤ 1, in this case the function u(x, t) increases quickly, and in Figure 4b we have
obtained the solution for the values of μ = 0.99 and different values of 0 < ν ≤ 1, in this case the
function u(x, t) increases gradually, and Figure 4c gives the behavior of Equation (40) at ν = 0.99 and
different values of μ, in this case the function u(x, t) increasing tardily.

It is clear from the solutions of Equations (20) and (40) that the conformable double
Laplace decomposition method has good agreement with the exact solutions of the problems.
The fractional-order solution of these two problems and exact solution of integer order problems
are equal at 0 < μ = ν ≤ 1, in this case we have no error.

(a) (b)

(c)

Figure 2. The solutions u(x, t) for Equation (20) for different values of μ and ν when t = π
2 . (a) Plot

solutions u(x, t) for Equation (20) at μ = ν. (b) Plot solutions u(x, t) for Equation (20) when μ = 0.99
and different values of ν. (c) Plot solutions u(x, t) for Equation (20) for different values of μ at ν = 0.99.
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Figure 3. The Exact Solutions u(x, t) for Equation (40) when μ = ν = 1.

(a) (b)

(c)

Figure 4. The solutions u(x, t) for Equation (40) for different values of μ and ν when t = 1. (a) Plot
solutions u(x, t) for Equation (40) at μ = ν. (b) Plot solutions u(x, t) for Equation (40) when μ = 0.99
and different values of ν. (c) Plot solutions u(x, t) for Equation (40) for different values of μ at ν = 0.99.
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5. Conclusions

In the present work we have studied singular linear and nonlinear pseudohyperbolic equations
by employing the conformable double Laplace transform decomposition method (CDLDM), and we
obtain analytic solutions when μ = ν = 1 and numerical solutions for different fractional values.
Further, we also studied singular coupled pseudohyperbolic equations. It is clear that the solutions
of Equations (20) and (40) were obtained as infinite series by using the conformable double Laplace
decomposition method and they are in good agreement with the exact solutions of the problems.
We have provided three different examples in order to demonstrate the efficiency, high accuracy, and
the simplicity of the present method. Further, we plot the exact solutions, as well as the numerical
solutions, in Figures 1–4, and we can easily see the efficieny of and agreement among the solutions.
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1. Introduction

Forth-order boundary value problems, can be used to model the deformation of the elastic beam,
which is considered to be one of the most used elements in structures such as bridges, buildings and
aircraft (see, for instance, [1,2]).

In the literature problems of the form

u(4)(x) = f (x, u(x), u′′(x)), x ∈ (0, 1), (1)

subject to different types of boundary conditions have been extensively studied (see, for example, [1–11]
and the references therein).

Under adequate conditions imposed on f and using different approach, the existence, uniqueness
and qualitative properties of solutions have been considered.

In [1], Aftabizadeh considered Equation (1) together with the boundary conditions:

u(0) = u(1) = u′′(0) = u′′(1) = 0, (2)

where f : [0, 1]×R2 → R is continuous. Under adequate conditions imposed on f he proved that
problem (1)–(2) has a unique solution. To do this, he transforms Equation (1) into a second-order
integro-differential equation and apply the Schauder’s fixed point theorem.

In [4], by using the method of lower and upper solutions for a fourth-order equation and some
restrictive conditions on f , Bai established an existence result to problem (1)–(2).

In [7], Dang et al., to prove the existence and uniqueness of a solution of the problem (1)–(2),
they reduced the problem to an operator equation for the right-hand side function and proved the

Mathematics 2019, 7, 961; doi:10.3390/math7100961 www.mdpi.com/journal/mathematics289
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contraction of the operator under some convenient conditions on f . The positivity of the solution and
the monotony of iterations are also considered. This idea was also used by Dang and Qey for cantilever
beam equation [12].

Recently, in [11], Wei et al. considered the following problem{
u(4)(x) = f (x, u(x), u′(x)), t ∈ (0, 1),
u(0) = u′(0) = u′(1) = u′′(1) = 0.

(3)

Observe that problem (3) cannot be reduced to two second-order problems. Nevertheless,
following the idea developed in [7], they proved the existence and uniqueness of this problem.

Motivated by the mentioned works, in this paper, we generalize the results obtained in [11] to the
fractional setting.

More precisely, we are concerned with the following problem{
Dβ(Dαu) (x) = f (x, u(x), Dαu(x)), x ∈ (0, 1) ,

u(0) = Dαu(0) = Dαu(1) = (Dαu)′(1) = 0,
(4)

where 0 < α ≤ 1, 2 < β ≤ 3, and f : [0, 1]×R2 → R continuous function satisfying some adequate
assumptions. Here Dα(resp. Dβ) denotes the Riemann–Liouville fractional derivative of order α (resp. β).

It is worth mentioning that many authors studied fractional differential equations which were
applied in many fields such as physics, mechanics, chemistry, and engineering; (see, for instance [13–32]
and the references therein).

Following a different approach, they addressed the question of existence and uniqueness of
positive continuous solution.

In [31], the authors considered the two-dimensional fractional Schrödinger equation (FSE)
without potential

i
∂ψ

∂z
−
(
− ∂2

∂x2 −
∂2

∂y2

) α
2

ψ = 0, (5)

for the slowly varying envelope ψ of the optical field and 1 < α ≤ 2.
They transformed Equation (5) into a Dirac–Weyl-like equation, which is used to establish a link

with light propagation in the honeycomb lattice (HCL). They discovered a very similar behavior—the
conical diffraction. This similarity in behavior is broken if an additional potential is brought into system.

Our paper is organized as follows. In Section 2, we establish some estimates on the Green’s
function and we prove appropriate inequalities on some integral operators involving the Green’
function. In Section 3, under adequate conditions imposed on function f , we prove the existence and
uniqueness of a solution of problem (4). Our approach is based on the Banach contraction principle.
The positivity of the solution and the monotony of iterations are also considered. Some examples are
given to illustrate our existence results.

Throughout this paper, we denote by C([0, 1]) the set of continuous functions in [0, 1]. We recall
that the space C([0, 1]) equipped with the uniform norm ‖u‖ := max

x∈[0,1]
|u(x)| is a Banach space.

2. Preliminary Results

2.1. Fractional Calculus

We recall in this section some basic definitions on fractional calculus (see [33–36]).

Definition 1. The Riemann–Liouville fractional integral of order γ > 0 for a measurable function f : (0, ∞)→
R is defined as

Iγ f (x) =
1

Γ (γ)

∫ x

0
(x− t)γ−1 f (t) dt, x > 0,
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provided that the right-hand side is pointwise defined on (0, ∞). Here Γ is the Euler Gamma function.

Definition 2. The Riemann–Liouville fractional derivative of order γ > 0 for a measurable function f :
(0, ∞)→ R is defined as

Dγ f (x) =
1

Γ (n− γ)

(
d

dx

)n ∫ x

0
(x− t)n−γ−1 f (t) dt =

(
d

dx

)n
In−γ f (x),

provided that the right-hand side is pointwise defined on (0, ∞) . Here n = [γ] + 1, where [γ] denotes the integer
part of γ.

Please note that if γ = m ∈ N\{0}, then we obtain the classical derivative of order m.

Lemma 1. Let γ > 0 and u ∈ C (0, 1) ∩ L1 (0, 1) . Then we have

(i) For 0 < γ < δ, Dγ Iδu = Iδ−γu and Dγ Iγu = u.

(ii) Dγu(x) = 0 if and only if u(x) = c1xγ−1 + c2xγ−2 + ... + cnxγ−m,

where m is the smallest integer greather than or equal to γ and ci ∈ R (i = 1, ..., m) are
arbitrary constants.

(iii) Assume that Dγu ∈ C (0, 1) ∩ L1 (0, 1) , then

IγDγu (x) = u(x) + c1xγ−1 + c2xγ−2 + ... + cmxγ−m,

where m is the smallest integer greather than or equal to γ and ci ∈ R (i = 1, ..., m) are
arbitrary constants.

Proof. For the convenience of the reader, we provide the proof of property (ii) which plays an
important role in the rest of the paper.

The property is clear if γ = m ∈ N\{0}. Next we assume that m− 1 < γ < m.
We claim that for i = 1, 2, ..., m,

Dγ(tγ−i)(x) = 0.

Indeed, by elementary calculus, we have

Im−γ(tγ−i)(x) =
1

Γ (m− γ)

∫ x

0
(x− t)m−γ−1 tγ−idt =

Γ (γ + 1− i)
Γ (m− i + 1)

xm−i.

Hence

Dγ(tγ−i)(x) =
(

d
dx

)m (
Im−γ(tγ−i)

)
(x) = 0.

Therefore, if u(x) =
m
∑

i=1
cixγ−i, then Dγu(x) = 0.

Conversely, assume that Dγu(x) = 0.
From Definition 2, we obtain

Im−γu(x) = a0 + a1x + ... + am−1xm−1,

where ai ∈ R(i = 0, 1, ..., m− 1) are arbitrary constants.
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Using property (i), we deduce that

u(x) = Dm−γ(Im−γu)(x)

=
m−1

∑
i=0

aiDm−γ(ti)(x)

=
m−1

∑
i=0

ai
Γ (1 + i)

Γ (1 + i−m + γ)
xi−m+γ

=
m

∑
i=1

cixγ−i,

where ci ∈ R(i = 1, ..., m) are arbitrary constants.

2.2. Estimates on the Green’s Function

Lemma 2. Let 2 < β ≤ 3 and ϕ ∈ C([0, 1]), then the boundary-value problem,{
Dβv (x) = ϕ(x) in (0, 1) ,

v(0) = v(1) = v′(1) = 0,
(6)

has a unique solution

v(x) =
∫ 1

0
Gβ (x, t) ϕ (t) dt, (7)

where for x, t ∈ [0, 1] ,

Gβ (x, t) =
1

Γ (β)

{
G(x, t), for 0 ≤ x ≤ t ≤ 1,
G(x, t) + (x− t)β−1 , for 0 ≤ t ≤ x ≤ 1,

(8)

=
1

Γ (β)
(G(x, t) + (max(x− t, 0))β−1),

with

G(x, t) : = xβ−2 (1− t)β−2 [(β− 1)(t− x) + (β− 2) x (1− t)] (9)

= (β− 1)t(1− x)xβ−2 (1− t)β−2 − xβ−1 (1− t)β−1 . (10)

Gβ (x, t) is called Green’s function of boundary-value problem (6).

Proof. By means of Lemma 1, we can reduce equation Dβv (x) = ϕ(x) to an equivalent
integral equation

v(x) = c1xβ−1 + c2xβ−2 + c3xβ−3 + Iβ ϕ(x), (11)

where (c1, c2, c3) ∈ R3.
The boundary condition v(0) = 0 implies that c3 = 0, while the condition v(1) = 0, gives

c1 + c2 + Iβ ϕ(1) = 0. (12)

On the other hand, since v′(1) = 0, we obtain

(β− 1)c1 + (β− 2)c2 + Iβ−1 ϕ(1) = 0.

Hence
c1 = (β− 2) Iβ ϕ(1)− Iβ−1 ϕ(1) and c2 = Iβ−1 ϕ(1)− (β− 1) Iβ ϕ(1).
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Therefore the unique solution of problem (6) is

v(x) =
(β− 2)
Γ (β)

∫ 1

0
xβ−1 (1− t)β−1 ϕ (t) dt− 1

Γ (β− 1)

∫ 1

0
xβ−1 (1− t)β−2 ϕ (t) dt

+(
1

Γ (β− 1)

∫ 1

0
xβ−2 (1− t)β−2 ϕ (t) dt− (β− 1)

Γ (β)

∫ 1

0
xβ−2 (1− t)β−1 ϕ (t) dt

+
1

Γ (β)

∫ x

0
(x− t)β−1 ϕ (t) dt

=
1

Γ (β)

∫ 1

0
xβ−2 (1− t)β−2 ((β− 1) (t− x) + (β− 2)x(1− t))ϕ (t) dt

+
1

Γ (β)

∫ x

0
(x− t)β−1 ϕ (t) dt

=
∫ 1

0
Gβ (x, t) ϕ (t) dt.

The proof is completed.

In the following, for some values of β we give the representation of the Green function Gβ (x, t)
with the contours and the projections on some coordinate planes (see Figures 1–3). These details give
an immediate idea of the behavior of these functions.
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Figure 1. The Green function for β = 2.1.

293



Mathematics 2019, 7, 961

-0.1
1

-0.05

0.8

0

1

z

0.05

0.6 0.8

t

0.1

0.6

x

0.4
0.4

0.2 0.2
0 0

(a) Gβ(x, t) and contours.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

x

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

z

(b) Projection of graph of Gβ(x, t) on the plane xz.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

t

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

z

(c) Projection of graph of Gβ(x, t) on the plane tz.

Figure 2. The Green function for β = 5/2.
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Figure 3. The Green function for β = 3.
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Proposition 1. Let 2 < β ≤ 3. The Green function Gβ(x, t) satisfies the following properties.

(i) (x, t)→ Gβ(x, t) is continuous on [0, 1]× [0, 1] .
(ii) For 0 ≤ x ≤ t ≤ 1, we have

(β− 2) H(x, t) ≤ Γ (β) Gβ (x, t) ≤ (β− 1) H(x, t),

where H(x, t) := t (1− x) xβ−2 (1− t)β−2 .
(iii) For 0 ≤ t ≤ x ≤ 1, we have

(β− 2) H(x, t) ≤ 2Γ (β− 1) Gβ (x, t) ≤ H(x, t),

where H(x, t) := t2 (1− x)2 xβ−3 (1− t)β−3 .

Proof. (i) It is clear.
(ii) Assume that 0 ≤ x ≤ t ≤ 1. From (8) and (9) we have

Γ (β) Gβ (x, t) = xβ−2 (1− t)β−2 [(β− 1)(t− x) + (β− 2) x (1− t)]

≤ (β− 1)xβ−2 (1− t)β−2 [(t− x) + x (1− t)]

≤ (β− 1)H(x, t).

On the other hand, since t− x ≥ 0, we get

Γ (β) Gβ (x, t) ≥ (β− 2)H(x, t).

(iii) Now, assume that 0 ≤ t ≤ x ≤ 1.
Since

xβ−1 (1− t)β−1 − (x− t)β−1 = (β− 1)t(1− x)
∫ 1

0
(x− t + st(1− x))β−2ds,

it follows from (8) and (10) that

Gβ (x, t) =
1

Γ (β− 1)
t(1− x)xβ−2 (1− t)β−2

∫ 1

0
(1− (

x− t + st(1− x)
x(1− t)

)β−2)ds. (13)

Now, using the fact that

(β− 2)(1− (
x− t + st(1− x)

x(1− t)
)) ≤ 1− (

x− t + st(1− x)
x(1− t)

)β−2 ≤ 1− (
x− t + st(1− x)

x(1− t)
), (14)

we deduce from (13) that

Γ (β− 1) Gβ (x, t) ≤ t(1− x)xβ−3 (1− t)β−3
∫ 1

0
t(1− x)(1− s)ds

≤ 1
2

t2(1− x)2xβ−3 (1− t)β−3 .

Similarly, using again (13) and (14), we obtain

Γ (β− 1) Gβ (x, t) ≥ (β− 2)
2

t2(1− x)2xβ−3 (1− t)β−3 .
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Throughout this paper, for 2 < β ≤ 3 and ϕ ∈ C([0, 1]), we denote by

Gβ ϕ(x) =
∫ 1

0
Gβ (x, t) ϕ(t)dt, for x ∈ [0, 1], (15)

where Gβ (x, t) is given by (8).

Lemma 3. Let 0 < α ≤ 1, 2 < β ≤ 3 and ϕ ∈ C([0, 1]). Then the following assertions hold:∥∥Gβ ϕ
∥∥ ≤ Kβ ‖ϕ‖ and

∥∥Iα(Gβ ϕ)
∥∥ ≤ Mα,β ‖ϕ‖ , (16)

where

Kβ :=
4

β2Γ (β + 1)

(
β− 2

β

)β−2
, (17)

and

Mα,β :=
ωα+β−2

β2Γ (α + β + 1)

⎛⎝(1 +

√
(α + β− 1) (1− α)

β− 1

)2

+
α(α + β)

β− 1

⎞⎠ , (18)

with ω := α+β−1
β − 1

β

√
(α+β−1)(1−α)

β−1 .

Proof. Let ϕ ∈ C([0, 1]). By (15), we have for x ∈ [0, 1]

∣∣Gβ ϕ(x)
∣∣ ≤ ‖ϕ‖

∫ 1

0
Gβ (x, t) dt. (19)

Using Lemma 2, we obtain

∫ 1

0
Gβ (x, t) dt =

1
Γ (β)

∫ 1

0
G (x, t) dt +

1
Γ (β)

∫ x

0
(x− t)β−1 dt

=
(β− 1)
Γ (β)

(1− x)xβ−2
∫ 1

0
t (1− t)β−2 dt

− 1
Γ (β)

xβ−1
∫ 1

0
(1− t)β−1 dt +

1
Γ (β)

∫ x

0
(x− t)β−1 dt

=
1

Γ (β + 1)
((1− x)xβ−2 − xβ−1 + xβ)

=
1

Γ (β + 1)
(1− x)2xβ−2 := θ(x). (20)

By simple computation we obtain

‖θ‖ = max
x∈[0,1]

|θ(x)| = θ

(
β− 2

β

)
= Kβ. (21)

Hence from (19) and (21), we get the first inequality in (16).
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Now, using Definition 1 and (20), we obtain for x ∈ [0, 1]

∣∣Iα(Gβ ϕ)(x)
∣∣ ≤ ‖ϕ‖

Γ (α) Γ (β + 1)

∫ x

0
(x− t)α−1(1− t)2tβ−2dt

=
‖ϕ‖

Γ (α) Γ (β + 1)

∫ x

0
(x− t)α−1(tβ − 2tβ−1 + tβ−2)dt

=
‖ϕ‖

Γ (β + 1)
(

Γ (β + 1)
Γ (α + β + 1)

xα+β − 2
Γ (β)

Γ (α + β)
xα+β−1

+
Γ (β− 1)

Γ (α + β− 1)
xα+β−2)

=
‖ϕ‖

Γ (α + β)
ψ(x), (22)

where
ψ(x) =

1
α + β

xα+β − 2
β

xα+β−1 +
α + β− 1
β(β− 1)

xα+β−2.

Observe that

ψ′(x) = xα+β−3(x2 − 2
(α + β− 1)

β
x +

(α + β− 1)(α + β− 2)
β(β− 1)

)

= xα+β−3(x−ω)(x−ω),

where ω = (α+β−1)
β − 1

β

√
(α+β−1)(1−α)

β−1 and ω = (α+β−1)
β + 1

β

√
(α+β−1)(1−α)

β−1 .
Since ω ∈ (0, 1] and ω ≥ 1, it follows that ψ′(x) ≥ 0 on [0, ω] and ψ′(x) ≤ 0 on [ω, 1].
Hence

‖ψ‖ = ψ(ω). (23)

By combining (22) and (23), we obtain the second inequality in (16).

3. Main Results

Let 0 < α ≤ 1 and 2 < β ≤ 3. For each real number M > 0, denote by

DM = {(x, u, v) ∈ R3 : 0 ≤ x ≤ 1, |u| ≤ MMα,β, |v| ≤ MKβ},

where Kβ and Mα,β are respectively given by (17) and (18).
By B[O, M], we denote the closed ball centered at O with radius M in the space C([0, 1]).

3.1. Existence and Uniqueness of a Solution

Theorem 1. Let f : [0, 1] × R2 → R be a continuous function and assume that there exist numbers
M, L1, L2 ≥ 0 such that

(i) | f (x, u, v)| ≤ M for any (x, u, v) ∈ DM.
(ii) | f (x, u2, v2)− f (x, u1, v1)| ≤ L1 |u2 − u1|+ L2 |v2 − v1| ,

for any (x, ui, vi) ∈ DM, i = 1, 2.
(iii) q := L1Mα,β + L2Kβ < 1.

Then the boundary value problem (4) has a unique solution u ∈ C([0, 1]) satisfying

‖u‖ ≤ MMα,β and ‖Dαu‖ ≤ MKβ. (24)

Proof. Consider the operator T : C([0, 1])→ C([0, 1]) defined for ϕ ∈ C([0, 1]) by

Tϕ(x) = f (x, Iα(Gβ ϕ)(x), Gβ ϕ(x)), x ∈ [0, 1], (25)
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where Gβ ϕ is defined by (15) and Iα is the Riemann–Liouville fractional integral operator given by
Definition 1.

We shall investigate problem (4) via the operator equation (25).
Observe that if ϕ is a fixed point of the operator T, then by Lemma 1, (15) and Lemma 2,

u(x) := Iα(Gβ ϕ)(x), (26)

is a solution of problem (4) and vice versa.
We claim that T is a contraction operator from B[O, M] into itself.
First, we show that the operator T maps B[O, M] into itself.
Indeed, since ϕ is continuous and by Proposition 1 (i) the Green’ s function Gβ(x, t) is continuous

on [0, 1]× [0, 1] , it is not difficult to check that Tϕ is continuous on [0, 1].
Now, for any ϕ ∈ B[O, M], we have by Lemma 3∥∥Gβ ϕ

∥∥ ≤ MKβ and
∥∥Iα(Gβ ϕ)

∥∥ ≤ MMα,β. (27)

Hence, for x ∈ [0, 1], we have (x, Iα(Gβ ϕ)(x), Gβ ϕ(x)) ∈ DM. Therefore, from assumption (i),
it follows that ‖Tϕ‖ ≤ M. Therefore, the operator T maps B[O, M] into itself.

Secondly, we prove that T : B[O, M] → B[O, M] is a contraction operator. Indeed, for any
ϕ1, ϕ2 ∈ B[O, M], by using assumption (ii) and Lemma 3, we obtain for x ∈ [0, 1],

|Tϕ2(x)− Tϕ1(x)| =
∣∣ f (x, Iα(Gβ ϕ2)(x), Gβ ϕ2(x))− f (x, Iα(Gβ ϕ1)(x), Gβ ϕ1(x))

∣∣
≤ L1

∥∥Iα(Gβ ϕ2)− Iα(Gβ ϕ1)
∥∥+ L2

∥∥Gβ ϕ2 − Gβ ϕ1)
∥∥

= L1
∥∥Iα(Gβ(ϕ2 − ϕ1))

∥∥+ L2
∥∥Gβ(ϕ2 − ϕ1)

∥∥
≤ L1Mα,β ‖ϕ2 − ϕ1‖+ L2Kβ ‖ϕ2 − ϕ1‖
= q ‖ϕ2 − ϕ1‖ ,

where q is defined in assumption (iii).
Therefore, T is a contraction operator in B[O, M]. Hence, it has a unique fixed point ϕ in B[O, M].
Therefore, problem (4) has a unique solution u ∈ C([0, 1]) given by (26). The estimates (24)

follow from Lemma 3 and the fact that ‖ϕ‖ ≤ M.
The the proof is completed.

Next, we present a particular case of Theorem 1. To this end, denote

D+
M = {(x, u, v) ∈ R3 : 0 ≤ x ≤ 1, 0 ≤ u ≤ MMα,β, 0 ≤ v ≤ MKβ}.

Corollary 1. Let f : [0, 1] × R2 → R be a continuous function and assume that there exists numbers
M, L1, L2 ≥ 0 such that

(i) 0 ≤ f (x, u, v) ≤ M for any (x, u, v) ∈ D+
M.

(ii) | f (x, u2, v2)− f (x, u1, v1)| ≤ L1 |u2 − u1|+ L2 |v2 − v1| ,
for any (x, ui, vi) ∈ D+

M, i = 1, 2.
(iii) q := L1Mα,β + L2Kβ < 1.

Then the boundary value problem (4) has a unique nonnegative solution u ∈ C([0, 1]) satisfying

0 ≤ u(x) ≤ MMα,β and 0 ≤ Dαu ≤ MKβ. (28)
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3.2. Iterative Method and Examples

Consider the following iterative process.{
Let ϕ0 ∈ B[O, M],
ϕk+1(x) := Tϕk(x) = f (x, Iα(Gβ ϕk)(x), Gβ ϕk(x)), for k = 0, 1, ...; x ∈ [0, 1].

(29)

Theorem 2. Assume that hypotheses of Theorem 1 are satisfied. The sequence (ϕk)k≥0 converges with the rate
of geometric progression and we have

∥∥Iα(Gβ ϕk)− u
∥∥ ≤ Mα,β

qk

1− q
‖ϕ1 − ϕ0‖ , (30)

where u is the exact solution of problem (4) and q is given in assumption (iii) in Theorem 1.

Proof. It is known by the Banach contracting mapping principle that the sequence (ϕk)k≥0 converges
with the rate of geometric progression and we have

‖ϕk − ϕ‖ ≤ qk

1− q
‖ϕ1 − ϕ0‖ , (31)

where ϕ is the unique fixed point of the operator T in B[O, M].
Using this fact and Lemma 3, we obtain∥∥Iα(Gβ ϕk)− u

∥∥ =
∥∥Iα(Gβ ϕk)− Iα(Gβ ϕ)

∥∥
=

∥∥Iα(Gβ(ϕk − ϕ)
∥∥

≤ Mα,β ‖ϕk − ϕ‖

≤ Mα,β
qk

1− q
‖ϕ1 − ϕ0‖ .

The proof is completed.

Proposition 2. (Monotony)Assume that hypotheses of Theorem 1 are satisfied. In addition, we assume that
the function f (x, u, v) is nondecreasing in u and v for any (x, u, v) ∈ DM. Let ϕ0, ψ0 ∈ B[O, M] be initial
approximations such that ϕ0(x) ≤ ψ0(x), for all x ∈ [0, 1]. Then

(i) for all k ∈ N and x ∈ [0, 1],
Iα(Gβ ϕk)(x) ≤ Iα(Gβψk)(x). (32)

(ii) Suppose further that for all (x, u, v) ∈ DM

ϕ0(x) ≤ f (x, u, v) ≤ ψ0(x). (33)

Then the sequences (Iα(Gβ ϕk))k≥0 and (Iα(Gβψk))k≥0 converge to the unique solution u of
problem (4) and

Iα(Gβ ϕk) ≤ Iα(Gβ ϕk+1) ≤ u ≤ Iα(Gβψk+1) ≤ Iα(Gβψk). (34)

In particular, if ϕ0 ≥ 0 (resp. ψ0 ≤ 0), then u is nonnegative (resp. nonpositive) solution.

Proof. (i) We claim that for all k ∈ N, we have

ϕk(x) ≤ ψk(x), on [0, 1]. (35)

299



Mathematics 2019, 7, 961

We proceed by induction. From hypothesis, the inequality is clear for k = 0. For a given k ∈ N,
assume that ϕk(x) ≤ ψk(x).

Since the Green function is nonnegative, we deduce from (15) and Definition 1 that

Gβ ϕk ≤ Gβψk and Iα(Gβ ϕk) ≤ Iα(Gβψk).

Combining this fact and that the function f (x, u, v) is nondecreasing in u and v, we obtain

ϕk+1(x) := f (x, Iα(Gβ ϕk)(x), Gβ ϕk(x)) ≤ f (x, Iα(Gβψk)(x), Gβψk(x)) = ψk+1(x).

So our claim is proved.
Using (35), (15) and Definition 1 we get inequality in (32)

(ii) From Theorem 2, we know that the sequences (Iα(Gβ ϕk))k≥0 and (Iα(Gβψk))k≥0 converge to the
unique solution u of problem (4).

We claim that the sequence (ϕk)k≥0 is nondecreasing.
Indeed, since for x ∈ [0, 1], we have (x, Iα(Gβ ϕ0)(x), Gβ ϕ0(x)) ∈ DM, we deduce from (33) that

ϕ0(x) ≤ f (x, Iα(Gβ ϕ0)(x), Gβ ϕ0(x)) = ϕ1(x).

Assume that ϕk(x) ≤ ϕk+1(x). From (15), Definition 1 and the monotony of the function f ,
we deduce that

ϕk+1(x) = f (x, Iα(Gβ ϕk)(x), Gβ ϕk(x)) ≤ f (x, Iα(Gβ ϕk+1)(x), Gβ ϕk+1(x)) = ϕk+2(x).

Hence the sequence (ϕk)k≥0 is nondecreasing.
Therefore, by using again (15) and Definition 1, it follows that the sequence (Iα(Gβ ϕk))k≥0

is nondecreasing.
Since the sequence (Iα(Gβ ϕk))k≥0 converges to u, we obtain

Iα(Gβ ϕk) ≤ Iα(Gβ ϕk+1) ≤ u

Similarly, we prove that the sequence (Iα(Gβψk))k≥0 is nonincreasing and that

u ≤ Iα(Gβψk+1) ≤ Iα(Gβψk).

So inequalities in (34) are proved.
Finally, from (34), we have

Iα(Gβ ϕ0) ≤ u ≤ Iα(Gβψ0).

This implies that if ϕ0 ≥ 0 (resp. ψ0 ≤ 0), then u is nonnegative (resp. nonpositive) solution.
This completes the proof.

Example 1. Consider the following boundary value problem:{
D

5
2 (D

1
2 u) (x) = xu(x) + x2(D

1
2 u(x))2 + 2x + 1, x ∈ (0, 1) ,

u(0) = D
1
2 u(0) = D

1
2 u(1) = (D

1
2 u)′(1) = 0.

(36)

In this case K 5
2
= 8. 612 3× 10−2, M 1

2 , 5
2
= 5. 427 9× 10−2 and f (x, u, v) = xu + x2v2 + 2x + 1.

So condition (i) in Theorem 1 will be satisfied if we choose M > 0 such that

MM 1
2 , 5

2
+ M2K2

5
2
+ 3 ≤ M.

It is easy to verify that M = 4 is an example of suitable choice.
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Since
f ′u = x and f ′v = 2x2v,

it follows that for any (x, u, v) ∈ D4 = {(x, u, v), 0 ≤ x ≤ 1, |u| ≤ 4M 1
2 , 5

2
, |v| ≤ 4K 5

2
},

∣∣ f ′u
∣∣ ≤ 1 and

∣∣ f ′v
∣∣ ≤ 8K 5

2
≤ 1.

Hence, L1 = 1 and L2 = 1 satisfy the condition (ii) in Theorem 1. Also, we have q := L1M 1
2 , 5

2
+ L2K 5

2
=

M 1
2 , 5

2
+ K 5

2
< 1.

Thus by Theorem 1, problem (36) has a unique solution, and the iterative method converges.
In Figure 4, we present the approximation of the unique solution of problem (36) with uk(x) :=

I
1
2 (G 5

2
ϕk)(x) and ϕ0(x) := 2x + 1.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

x

0

0.01

0.02

0.03

0.04

0.05

0.06

u
k(x

)

k=1
k=2
k=3
k=4
k=5

Figure 4. The approximation of the solution of problem (36).

Example 2. Consider the following boundary value problem:{
D

8
3 (u′) (x) = −3u2(u′(x))2 + 3u(x) + 4u′(x) + sin(πx), x ∈ (0, 1) ,

u(0) = u′(0) = u′(1) = u′′(1) = 0.
(37)

In this example, K 8
3
= 5. 563 7× 10−2, M1, 8

3
= 2. 103 0× 10−2 and f (x, u, v) = −3u2v2 + 3u + 4v +

sin(πx).
As in Example 1, we verify that all conditions of Theorem 1 are satisfied with M = 3, L1 = 4 and L2 = 5.

Hence problem (37) has a unique solution, and the iterative method converges. Moreover, since in D3 we have
f ′u ≥ 0 and f ′v ≥ 0, the function f (x, u, v) is nondecreasing in both u and v. Take the initial approximation
ϕ0 = f (x, 0, 0) = sin(πx) ≥ 0, 0 ≤ x ≤ 1. By the positivity of the Green’s function and Lemma 3, we have

0 ≤ v0 := G 8
3

ϕ0 ≤ K 8
3

and 0 ≤ u0 := I1(G 8
3

ϕ0) ≤ M1, 8
3
.

Therefore form the iterative process (29), we obtain

ϕ1(x) = f (x, u0(x), v0(x))

= −3u2
0v2

0 + 3u0 + 4v0 + sin(πx)

= 3u0(1− u0v2
0) + 4v0 + sin(πx)

≥ sin(πx) = ϕ0.

By Proposition 2, (uk := Iα(Gβ ϕk))k≥0 is a nonnegative increasing sequence which converges to the
unique nonnegative solution u. Some iterations are depicted in Figure 5.
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Figure 5. The approximation of the solution of problem (37).
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Abstract: In this work by the index of fixed point and matrix theory, we discuss the positive solutions
for the system of Riemann–Liouville type fractional boundary value problems

Dα
0+u(t) + f1(t, u(t), v(t), w(t)) = 0, t ∈ (0, 1),

Dα
0+v(t) + f2(t, u(t), v(t), w(t)) = 0, t ∈ (0, 1),

Dα
0+w(t) + f3(t, u(t), v(t), w(t)) = 0, t ∈ (0, 1),

u(0) = u′(0) = · · · = u(n−2)(0) = 0, Dp
0+u(t)|t=1 =

∫ 1

0
h(t)Dq

0+u(t)dt,

v(0) = v′(0) = · · · = v(n−2)(0) = 0, Dp
0+v(t)|t=1 =

∫ 1

0
h(t)Dq

0+v(t)dt,

w(0) = w′(0) = · · · = w(n−2)(0) = 0, Dp
0+w(t)|t=1 =

∫ 1

0
h(t)Dq

0+w(t)dt,

where α ∈ (n− 1, n] with n ∈ N, n ≥ 3, p, q ∈ R with p ∈ [1, n− 2], q ∈ [0, p], Dα
0+ is the α order

Riemann–Liouville type fractional derivative, and fi(i = 1, 2, 3) ∈ C([0, 1]×R+ ×R+ ×R+,R) are
semipositone nonlinearities.

Keywords: Riemann–Liouville type fractional problem; positive solutions; the index of fixed point;
matrix theory

1. Introduction

In this work the positive solutions for the system of fractional boundary value problems involving
Riemann–Liouville type are considered:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Dα
0+u(t) + f1(t, u(t), v(t), w(t)) = 0, t ∈ (0, 1),

Dα
0+v(t) + f2(t, u(t), v(t), w(t)) = 0, t ∈ (0, 1),

Dα
0+w(t) + f3(t, u(t), v(t), w(t)) = 0, t ∈ (0, 1),

u(0) = u′(0) = · · · = u(n−2)(0) = 0, Dp
0+u(t)|t=1 =

∫ 1
0 h(t)Dq

0+u(t)dt,

v(0) = v′(0) = · · · = v(n−2)(0) = 0, Dp
0+v(t)|t=1 =

∫ 1
0 h(t)Dq

0+v(t)dt,

w(0) = w′(0) = · · · = w(n−2)(0) = 0, Dp
0+w(t)|t=1 =

∫ 1
0 h(t)Dq

0+w(t)dt,

(1)
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where Dα
0+ is the α order Riemann–Liouville type fractional derivative, the constants α, p, q, n, and the

functions h, fi(i = 1, 2, 3) satisfy the assumptions
(C0) n ∈ N, n ≥ 3, α ∈ (n− 1, n], p ∈ [1, n− 2], q ∈ [0, p],
(C1) there exists h with h(t) ≥ 0( �≡ 0) on [0, 1] such that A := Γ(α)

Γ(α−p) −
Γ(α)

Γ(α−q)

∫ 1
0 h(t)tα−q−1dt > 0,

(C2) fi(i = 1, 2, 3) ∈ C([0, 1]×R+ ×R+ ×R+,R), and there is a M > 0 such that

fi(t, x1, x2, x3) ≥ −M, for (t, x1, x2, x3) ∈ [0, 1]×R+ ×R+ ×R+, i = 1, 2, 3.

Fractional calculus theory shows undoubted advantages in aerodynamics, electrodynamics in
complex medium, the theory of control, signal and image processing, rheology, and many other issues,
see the books [1–3]. The study of such kind of problems has received considerable attention in the
previous studies, see for instance [4–79] and the references therein.

In [4] by the fixed point theorem of Guo–Krasnosel’skii, the authors discussed the positive
solutions for the multi-point Riemann–Liouville fractional boundary value problems⎧⎪⎪⎨⎪⎪⎩

Dα
0+u(t) + λ f (t, u(t)) = 0, t ∈ (0, 1),

u(0) = u′(0) = · · · = u(n−2)(0) = 0,

Dp
0+u(t)|t=1 = ∑m

i=1 aiD
q
0+u(t)|t=ξi

(2)

where f is a sign-changing nonlinearity. In [5], the authors studied the multiple positive solutions for
the problem (2) (λ = 1), where f is a sign-changing nonlinearity, and permits singularities on t and
u. In [6], by means of the index of fixed point, the authors researched the positive solutions for the
boundary value problems of Hadamard fractional equations{

−H Dαu(t) = f (t, u(t)), t ∈ [1, e],

u(1) = δu(1) = δu(e) = 0,
(3)

where f is a sign-changing nonlinearity, and may grow superlinearly and sublinearly at ∞.
The fractional-order equations in systems have also been widely investigated in the literature, see

for example [52–79]. In [52], the authors studied the system of Hadamard fractional integral boundary
value problems ⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

H Dβu(t) + f1(t, u(t), v(t)) = 0, 1 < t < e,
H Dβv(t) + f2(t, u(t), v(t)) = 0, 1 < t < e,
u(1) = v(1) = u′(1) = v′(1) = 0,
u(e) =

∫ e
1 h(s)v(s) ds

s ,
v(e) =

∫ e
1 g(s)u(s) ds

s ,

(4)

where the nonlinearities fi(i = 1, 2) ∈ C([1, e]×R+ ×R+,R+).
In [53], by means of the alternative of Leray–Schauder, the authors obtained the uniqueness and

existence of solutions for the system of fractional integral boundary value problems⎧⎨⎩Dαx(t) = f (t, x(t),y(t), Dγy(t)) ,t ∈ [0, T],

Dβy(t) = g(t, x(t),Dδx(t),y(t)), t ∈ [0, T],
(5)

with the integral boundary conditions{
x(0) = h(y),

∫ T
0 y(s)ds = μ1x(η),

y(0) = φ(x),
∫ T

0 x(s)ds = μ2y(ξ),

where Dα, Dβ, Dδ, Dγ are the fractional derivatives of Caputo type.

306



Mathematics 2019, 7, 970

In [54], the authors studied the positive solutions of the abstract fractional semipositone
differential system with integral boundary conditions, which arises from HIV infection models⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

Dα
0+u(t) + λ f

(
t, u(t), Dβ

0+u(t), v(t)
)
= 0,

Dγ
0+v(t) + λg(t, u(t)) = 0, 0 < t < 1,

Dβ
0+u(0) = Dβ+1

0+ u(0) = 0, Dβ
0+u(1) =

∫ 1
0 Dβ

0+u(s)dA(s),
v(0) = v′(0) = 0, v(1) =

∫ 1
0 v(s)dB(s),

(6)

where f , g are the semipositone nonlinearities (so-called semipositone problems), which originally
modeled nonlinear phenomena of chemical reactions by Dutch chemist Aris [80]. For some relevant
work, we refer the reader to [4–7,71–75].

Motivated by the works aforementioned, in this work we use the index of fixed point and
nonnegative matrix theory to study the positive solutions for the system of Riemann–Liouville type
fractional boundary value problems (1). We first transform our problem into the equivalent system of
Hammerstein type integral equations, and establish some nonnegative operator equations. Then, using
some superlinear and sublinear conditions for our nonlinearities, we obtain two existence theorems.
Finally, we offer two examples to explain our main theorems.

2. Preliminaries

Now, we offer the definition of the α(> 0) order Riemann–Liouville type fractional derivative,
which is given by

Dα
0+ f (t) =

1
Γ(n− α)

(
d
dt

)n ∫ t

0
(t− s)n−α−1 f (s)ds,

where f : (0,+∞) → (−∞,+∞) is a continuous function, and n = [α] + 1. For more materials, we
refer to the books [1–3].

Lemma 1. lSuppose that (C0)–(C1) hold. Let f ∈ C[0, 1], then the problem{
Dα

0+u(t) + f (t) = 0, t ∈ (0, 1),

u(0) = u′(0) = · · · = u(n−2)(0) = 0, Dp
0+u(t)|t=1 =

∫ 1
0 h(t)Dq

0+u(t)dt,
(7)

has a solution, which can take the form

u(t) =
∫ 1

0
G(t, s) f (s)ds,

where

G(t, s) = g1(t, s) +
tα−1

A

∫ 1

0
h(t)g2(t, s)dt,

and

g1(t, s) =
1

Γ(α)

{
tα−1(1− s)α−p−1 − (t− s)α−1, 0 ≤ s ≤ t ≤ 1,
tα−1(1− s)α−p−1, 0 ≤ t ≤ s ≤ 1,

(8)

g2(t, s) =
1

Γ(α− q)

{
tα−q−1(1− s)α−p−1 − (t− s)α−q−1, 0 ≤ s ≤ t ≤ 1,
tα−q−1(1− s)α−p−1, 0 ≤ t ≤ s ≤ 1.

(9)

Proof. Using similar arguments in ([4], [Lemma 1 and 2]), we have

u(t) = c1tα−1 + c2tα−2 + · · ·+ cntα−n −
∫ t

0

(t− s)α−1

Γ(α)
f (s)ds,
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where ci ∈ R, i = 1, 2, ..., n. Note that u(0) = u′(0) = · · · = u(n−2)(0) = 0, and thus c2 = · · · = cn = 0.
Consequently, we get

u(t) = c1tα−1 −
∫ t

0

(t− s)α−1

Γ(α)
f (s)ds.

Therefore, we find

Dp
0+u(t) = c1

Γ(α)
Γ(α− p)

tα−p−1 − Iα−p
0+ f (t), Dq

0+u(t) = c1
Γ(α)

Γ(α− q)
tα−q−1 − Iα−q

0+ f (t).

Using the condition Dp
0+u(t)|t=1 =

∫ 1
0 h(t)Dq

0+u(t)dt, we have

c1
Γ(α)

Γ(α− p)
− 1

Γ(α− p)

∫ 1

0
(1− s)α−p−1 f (s)ds = c1

Γ(α)
Γ(α− q)

∫ 1

0
h(t)tα−q−1dt− 1

Γ(α− q)

∫ 1

0
h(t)

∫ t

0
(t− s)α−q−1 f (s)dsdt.

Solving this equation, we obtain

c1 =
1

AΓ(α− p)

∫ 1

0
(1− s)α−p−1 f (s)ds− 1

AΓ(α− q)

∫ 1

0
h(t)

∫ t

0
(t− s)α−q−1 f (s)dsdt.

As a result, we get

u(t) =
1

AΓ(α− p)

∫ 1

0
tα−1(1− s)α−p−1 f (s)ds− tα−1

AΓ(α− q)

∫ 1

0
h(t)

∫ t

0
(t− s)α−q−1 f (s)dsdt−

∫ t

0

(t− s)α−1

Γ(α)
f (s)ds

=
1

Γ(α)

∫ 1

0
tα−1(1− s)α−p−1 f (s)ds−

∫ t

0

(t− s)α−1

Γ(α)
f (s)ds +

[
1

AΓ(α− p)
− 1

Γ(α)

] ∫ 1

0
tα−1(1− s)α−p−1 f (s)ds

− tα−1

AΓ(α− q)

∫ 1

0
h(t)

∫ t

0
(t− s)α−q−1 f (s)dsdt

=
∫ 1

0
g1(t, s) f (s)ds +

tα−1

AΓ(α− q)

[∫ 1

0

∫ 1

0
h(t)tα−q−1(1− s)α−p−1 f (s)dsdt−

∫ 1

0
h(t)

∫ t

0
(t− s)α−q−1 f (s)dsdt

]
=
∫ 1

0
g1(t, s) f (s)ds +

tα−1

A

∫ 1

0

∫ 1

0
h(t)g2(t, s)dt f (s)ds

=
∫ 1

0
G(t, s) f (s)ds.

Lemma 2. (see ([4], [Lemma 3])). Suppose that (C0) holds. The functions gi(i = 1, 2) have the properties
(i) gi ∈ C([0, 1]× [0, 1],R+), and gi(t, s) > 0 for t, s ∈ (0, 1), i = 1, 2,
(ii) tα−1 ϕ̃(s) ≤ g1(t, s) ≤ ϕ̃(s) for all t, s ∈ [0, 1], where

ϕ̃(s) =
(1− s)α−p−1 (1− (1− s)p)

Γ(α)
, s ∈ [0, 1],

(iii) g1(t, s) ≤ tα−1(1−s)α−p−1

Γ(α) , t, s ∈ [0, 1].

Lemma 3. Suppose that (C0)–(C1) hold. The Green’s function G has the properties
(i) G ∈ C([0, 1]× [0, 1],R+), and G(t, s) > 0 for t, s ∈ (0, 1),
(ii) tα−1 ϕ(s) ≤ G(t, s) ≤ ϕ(s), ∀t, s ∈ [0, 1], where

ϕ(s) = ϕ̃(s) +
1
A

∫ 1

0
h(t)g2(t, s)dt, s ∈ [0, 1],

(iii) G(t, s) ≤ tα−1
[
(1−s)α−p−1

Γ(α) + 1
A
∫ 1

0 h(t)g2(t, s)dt
]
, ∀t, s ∈ [0, 1].

This is a direct result of Lemma 2, so we omit its proof.
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Lemma 4. Let κ1 =
∫ 1

0 tα−1 ϕ(t)dt, κ2 =
∫ 1

0 ϕ(t)dt. Then we have the following inequalities

κ1 ϕ(s) ≤
∫ 1

0
G(t, s)ϕ(t)dt ≤ κ2 ϕ(s), ∀s ∈ [0, 1]. (10)

From Lemma 3(ii), we easily obtain (10).
Next we will consider the problem{

Dα
0+u(t) + f̃ (t, u(t)) = 0, t ∈ (0, 1),

u(0) = u′(0) = · · · = u(n−2)(0) = 0, Dp
0+u(t)|t=1 =

∫ 1
0 h(t)Dq

0+u(t)dt,
(11)

where f̃ satisfies the condition
(C2)′ f̃ ∈ C([0, 1]×R+,R), and there is a M > 0 such that

f̃ (t, x1) ≥ −M, for (t, x1) ∈ [0, 1]×R+.

Lemma 5. Suppose that (C0)–(C1) and (C2)′. Then the problem (11) is equivalent to

u(t) =
∫ 1

0
G(t, s) f̃ (s, u(s))ds, (12)

where G is defined in Lemma 1.
Now, we take care of the following auxiliary problem associated with (11):{

Dα
0+u(t) + F̃(t, u(t)− z(t)) = 0, t ∈ (0, 1),

u(0) = u′(0) = · · · = u(n−2)(0) = 0, Dp
0+u(t)|t=1 =

∫ 1
0 h(t)Dq

0+u(t)dt,
(13)

where F̃(t, x1) =

{
f̃ (t, x1) + M, t ∈ [0, 1], x1 ≥ 0,

f̃ (t, 0) + M, t ∈ [0, 1], x1 < 0,
and z(t) = M

∫ 1
0 G(t, s)ds, for t ∈ [0, 1]. Then F̃ is

nonnegative continuous on [0, 1]×R+, and from Lemma 5 we have (13) is equivalent to

u(t) =
∫ 1

0
G(t, s)F̃(s, u(s)− z(s))ds, (14)

where G is as in Lemma 1.

Lemma 6. (i) If (11) has a positive solution u∗, then (13) has a solution u∗ + z.
(ii) If u∗ is a solution for (13), and u∗(t) ≥ z(t) for t ∈ [0, 1], then u∗ − z is a positive solution for (11).

Proof. Note that z satisfies the fractional boundary value problem{
Dα

0+z(t) + M = 0, t ∈ (0, 1),

z(0) = z′(0) = · · · = z(n−2)(0) = 0, Dp
0+z(t)|t=1 =

∫ 1
0 h(t)Dq

0+z(t)dt.
(15)

Substituting u∗ + z into (13), we have

Dα
0+(u

∗ + z)(t) + F̃(t, u∗(t) + z(t)− z(t)) = 0 =⇒ Dα
0+u∗(t) + Dα

0+(z)(t) + f̃ (t, u∗(t)) + M = 0.

Using Dα
0+(z)(t) = −M, we have Dα

0+u∗(t) + f̃ (t, u∗(t)) = 0, and note that u∗, z satisfy the boundary
conditions in (11), (15), we obtain Lemma 6(i) holds.

Next, substituting u∗ − z into (11), and using Dα
0+(z)(t) = −M we have

Dα
0+(u

∗ − z)(t) + f̃ (t, u∗(t)− z(t)) = 0 =⇒ Dα
0+u∗(t)− Dα

0+z(t) + f̃ (t, u∗(t)− z(t)) = 0,
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and
Dα

0+u∗(t) + F̃(t, u∗(t)− z(t)) = 0.

Note that u∗, z satisfy the boundary conditions in (13), (15), we obtain Lemma 6(ii) holds.
Lemma 6 implies that we only need to seek the solution u∗ for (13), which is greater than z, we

can obtain the positive solution u∗ − z for (11).
Let E := C[0, 1], ‖u‖ := max

t∈[0,1]
|u(t)|, P := {u ∈ E : u(t) ≥ 0, ∀t ∈ [0, 1]}, P0 = {u ∈ P : u(t) ≥

tα−1‖u‖, ∀t ∈ [0, 1]}. Then (E, ‖ · ‖) is a real Banach space, and P, P0 are cones on E. Note that the
relations between (13) and (14), we let an operator T : P → P as follows:

(Tu)(t) =
∫ 1

0
G(t, s)F̃(s, u(s)− z(s))ds, for u ∈ P, t ∈ [0, 1].

From the continuity of G, F̃ we obtain T : P → P is a completely continuous operator, and if there
exists u ∈ P\{0} such that Tu = u, then this u is a positive solution for (13).

Lemma 7. T(P) ⊂ P0.
By Lemma 3(ii) we can easily obtain this conclusion, so we omit its proof.
Note that if u is a positive fixed point of T, from Lemma 7 we have u ∈ P0. Moreover, when

‖u‖ ≥ M̃ = M
∫ 1

0

[
(1− s)α−p−1

Γ(α)
+

1
A

∫ 1

0
h(t)g2(t, s)dt

]
ds > 0,

we have

u(t)− z(t) ≥ tα−1‖u‖ −M
∫ 1

0
G(t, s)ds

≥ tα−1‖u‖ −M
∫ 1

0
tα−1

[
(1− s)α−p−1

Γ(α)
+

1
A

∫ 1

0
h(t)g2(t, s)dt

]
ds

≥ 0.

Then from Lemma 6 we have u− z is a positive solution for (11). Therefore, we only need to study the positive
fixed point u∗ for T, which the norm is greater than M̃, then u∗ − z is a positive solution for (11).

In the following two lemmas, we let X be a real Banach space and P a cone on X.

Lemma 8. (see [81]). Let Ω ⊂ X be a bounded open set, and T : Ω ∩ P → P a continuous compact operator. If
there exists μ0 ∈ P\{0} such that

u− Tu �= λμ0, ∀λ ≥ 0, u ∈ ∂Ω ∩ P,

then i(T, Ω ∩ P, P) = 0, where i is the index of fixed point on P.

Lemma 9. (see [81]). Let Ω ⊂ X be a bounded open set with 0 ∈ Ω, and T : Ω ∩ P → P a continuous
compact operator. If

u− λTu �= 0, ∀λ ∈ [0, 1], u ∈ ∂Ω ∩ P,

then i(T, Ω ∩ P, P) = 1.

In what follows, in order to build our main theorems, we need to introduce some basic knowledge
for nonnegative matrices, for more details see [82,83].

Definition 1. LetM be a real matrix. If all elements ofM are nonnegative, thenM is called to be nonnegative.
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Definition 2. A real square matrix M = (mij)n×n is called Rn
+-monotone, if for every column vector

x ∈ Rn,Mx ∈ Rn
+ =⇒ x ∈ Rn

+.

Lemma 10. A real square matrixM is Rn
+-monotone⇐⇒ detM �= 0, andM−1 is nonnegative.

Remark 1. Note that our boundary condition at t = 1 is integral and generalizes multi-point fractional
boundary conditions. However, our problem (7) can be considered as a perturbation of the two-point boundary
value problem {

Dα
0+u(t) + f (t) = 0, t ∈ (0, 1),

u(0) = u′(0) = · · · = u(n−2)(0) = Dp
0+u(t)|t=1 = 0,

(16)

which is equivalent to

u(t) =
∫ 1

0
g1(t, s) f (s)ds,

where g1 is defined by (8). Therefore, our method, by making good use of the original Green’s function for the
problem (16), will dispense with constructing a new Green’s function, in contrast to some papers dealing with
multi-point boundary value problems. For example, in [50] the author studied the problem{

Dα
0+u(t) + f (t, u(t)) = 0, 0 < t < 1,

u(0) = 0, βu(η) = u(1),
(17)

where α ∈ (1, 2], βηα−1, η ∈ (0, 1). The author obtained the Green’s function associated with (17) is

GBai(t, s) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

[t(1−s)]α−1−βtα−1(η−s)α−1−(t−s)α−1(1−βηα−1)
(1−βηα−1)Γ(α)

, 0 ≤ s ≤ t ≤ 1, s ≤ η,

[t(1−s)]α−1−(t−s)α−1(1−βηα−1)
(1−βηα−1)Γ(α)

, 0 < η ≤ s ≤ t ≤ 1,

[t(1−s)]α−1−βtα−1(η−s)α−1

(1−βηα−1)Γ(α)
, 0 ≤ t ≤ s ≤ η < 1,

[t(1−s)]α−1

(1−βηα−1)Γ(α)
, 0 ≤ t ≤ s ≤ 1, η ≤ s.

(18)

This function is very complicated. However, we note that this function can be expressed by

GBai(t, s) = gBai(t, s) +
βtα−1

1− βηα−1 gBai(η, s),

gBai(t, s) =
1

Γ(α)

{
[t(1− s)]α−1 − (t− s)α−1, 0 ≤ s ≤ t ≤ 1,
[t(1− s)]α−1 0 ≤ t ≤ s ≤ 1,

where gBai is the Green’s function for the problem{
Dα

0+u(t) + f (t, u(t)) = 0, 0 < t < 1,
u(0) = u(1) = 0.

(19)

Compared with GBai, gBai is much simpler.

3. Main Results

From the discission of Section 2, we can define the operators Ti(i = 1, 2, 3) : P× P× P → P and
T : P× P× P → P× P× P as follows:

Ti(u, v, w)(t) =
∫ 1

0
G(t, s)Fi(s, u(s)− z(s), v(s)− z(s), w(s)− z(s))ds,

T(u, v, w)(t) = (T1, T2, T3)(u, v, w)(t), for t ∈ [0, 1],

311



Mathematics 2019, 7, 970

where Fi(t, x1, x2, x3) =

{
fi(t, x1, x2, x3) + M, t ∈ [0, 1], for xi ≥ 0, i = 1, 2, 3,

fi(t, 0, 0, 0) + M, t ∈ [0, 1], for else cases.
Consequently, if there

exists (u, v, w) is a positive fixed pint of T with ‖u‖, ‖v‖, ‖w‖ ≥ M̃, then we obtain (u− z, v− z, w− z)
is a positive solution for (1).

Now, we list our assumptions for Fi(i = 1, 2, 3):
(C3) There exist aji, bji ≥ 0 and lj > 0(i, j = 1, 2, 3) such that⎛⎜⎝ F1(t, x1, x2, x3)

F2(t, x1, x2, x3)

F3(t, x1, x2, x3)

⎞⎟⎠ ≥
⎛⎜⎝ a11x1 + a12x2 + a13x3 − l1

a21x1 + a22x2 + a23x3 − l2
a31x1 + a32x2 + a33x3 − l3

⎞⎟⎠ , ∀(t, x1, x2, x3) ∈ [0, 1]×R+ ×R+ ×R+,

and the matrixM1 is a R3
+-monotone matrix, where

M1 =

⎛⎜⎝ κ1a11 − 1 κ1a12 κ1a13

κ1a21 κ1a22 − 1 κ1a23

κ1a31 κ1a32 κ1a33 − 1

⎞⎟⎠ .

(C4) There exists Qi(t) in [0, 1] such that

∫ 1

0
ϕ(t)Qi(t)dt < M̃, and Fi(t, x1, x2, x3) ≤ Qi(t), ∀(t, x1, x2, x3) ∈ [0, 1]×

[
0, M̃

]3
, i = 1, 2, 3.

(C5) There exist ãji, b̃ji ≥ 0 and l̃j > 0(i, j = 1, 2, 3) such that⎛⎜⎝ F1(t, x1, x2, x3)

F2(t, x1, x2, x3)

F3(t, x1, x2, x3)

⎞⎟⎠ ≤
⎛⎜⎝ ã11x1 + ã12x2 + ã13x3 + l̃1

ã21x1 + ã22x2 + ã23x3 + l̃2
ã31x1 + ã32x2 + ã33x3 + l̃3

⎞⎟⎠ , ∀(t, x1, x2, x3) ∈ [0, 1]×R+ ×R+ ×R+,

and the matrixM2 is a R3
+-monotone matrix, where

M2 =

⎛⎜⎝ 1− κ2 ã11 −κ2 ã12 −κ2 ã13

−κ2 ã21 1− κ2 ã22 −κ2 ã23

−κ2 ã31 −κ2 ã32 1− κ2 ã33

⎞⎟⎠ .

(C6) There exists Q̃i(t) in [0, 1], and t0 ∈ (0, 1) such that

∫ 1

0
ϕ(t)Q̃i(t)dt > M̃t1−α

0 , and Fi(t, x1, x2, x3) ≥ Q̃i(t), ∀(t, x1, x2, x3) ∈ [1, e]×
[
0, M̃

]3
, i = 1, 2, 3.

Let Bρ = {u ∈ P : ‖u‖ < ρ} for ρ > 0 in the sequel. Then we easily have ∂Bρ = {u ∈ P : ‖u‖ =
ρ}, Bρ = {u ∈ P : ‖u‖ ≤ ρ}.

Theorem 1. Suppose that (C0)–(C4) hold. Then (1) has a positive solution.

Proof. We first show that:

(u, v, w) �= T(u, v, w) + λ(φ1, φ2, φ3), for u, v, w ∈ ∂BR1 ∩ P, λ ≥ 0, (20)

where φi(i = 1, 2, 3) are given elements in cone P0, and R1 > M̃. Argument by contrary, there exists
u, v, w ∈ ∂BR1 ∩ P and λ0 ≥ 0 such that

(u, v, w) = T(u, v, w) + λ0(φ1, φ2, φ3), for u, v, w ∈ ∂BR1 ∩ P, λ ≥ 0. (21)
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This implies that

⎛⎜⎝ u(t)
v(t)
w(t)

⎞⎟⎠ =

⎛⎜⎝ T1(u, v, w)(t) + λ0φ1(t)
T2(u, v, w)(t) + λ0φ2(t)
T3(u, v, w)(t) + λ0φ3(t)

⎞⎟⎠ ≥
⎛⎜⎜⎜⎜⎜⎜⎜⎝

∫ 1

0
G(t, s)F1(s, u(s)− z(s), v(s)− z(s), w(s)− z(s))ds∫ 1

0
G(t, s)F2(s, u(s)− z(s), v(s)− z(s), w(s)− z(s))ds∫ 1

0
G(t, s)F3(s, u(s)− z(s), v(s)− z(s), w(s)− z(s))ds

⎞⎟⎟⎟⎟⎟⎟⎟⎠
.

Note that Lemma 7 we have
u, v, w ∈ P0. (22)

From (C3) we have

⎛⎜⎝ u(t)
v(t)
w(t)

⎞⎟⎠ ≥
⎛⎜⎜⎜⎜⎜⎜⎝

∫ 1

0
G(t, s)(a11(u(s)− z(s)) + a12(v(s)− z(s)) + a13(w(s)− z(s))− l1)ds∫ 1

0
G(t, s)(a21(u(s)− z(s)) + a22(v(s)− z(s)) + a23(w(s)− z(s))− l2)ds∫ 1

0
G(t, s)(a31(u(s)− z(s)) + a32(v(s)− z(s)) + a33(w(s)− z(s))− l3)ds

⎞⎟⎟⎟⎟⎟⎟⎠ .

Multiplying by ϕ(t) for the above both sides, and integrating on [0, 1], by Lemma 4 we get⎛⎜⎜⎜⎜⎜⎜⎝

∫ 1

0
u(t)ϕ(t)dt∫ 1

0
v(t)ϕ(t)dt∫ 1

0
w(t)ϕ(t)dt

⎞⎟⎟⎟⎟⎟⎟⎠ ≥
⎛⎜⎜⎜⎜⎜⎜⎝

∫ 1

0
κ1 ϕ(t)(a11(u(t)− z(t)) + a12(v(t)− z(t)) + a13(w(t)− z(t)))dt− l1κ2

2∫ 1

0
κ1 ϕ(t)(a21(u(t)− z(t)) + a22(v(t)− z(t)) + a23(w(t)− z(t)))dt− l2κ2

2∫ 1

0
κ1 ϕ(t)(a31(u(t)− z(t)) + a32(v(t)− z(t)) + a33(w(t)− z(t)))dt− l3κ2

2

⎞⎟⎟⎟⎟⎟⎟⎠ .

Consequently, we find

⎛⎜⎝ κ1a11 − 1 κ1a12 κ1a13

κ1a21 κ1a22 − 1 κ1a23

κ1a31 κ1a32 κ1a33 − 1

⎞⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎝

∫ 1

0
u(t)ϕ(t)dt∫ 1

0
v(t)ϕ(t)dt∫ 1

0
w(t)ϕ(t)dt

⎞⎟⎟⎟⎟⎟⎟⎠ ≤
⎛⎜⎜⎜⎜⎜⎜⎝

κ1(a11 + a12 + a13)
∫ 1

0
ϕ(t)z(t)dt + l1κ2

2

κ1(a21 + a22 + a23)
∫ 1

0
ϕ(t)z(t)dt + l2κ2

2

κ1(a31 + a32 + a33)
∫ 1

0
ϕ(t)z(t)dt + l3κ2

2

⎞⎟⎟⎟⎟⎟⎟⎠

≤

⎛⎜⎜⎜⎝
κ1(a11 + a12 + a13)Mκ2

2 + l1κ2
2

κ1(a21 + a22 + a23)Mκ2
2 + l2κ2

2

κ1(a31 + a32 + a33)Mκ2
2 + l3κ2

2

⎞⎟⎟⎟⎠ .
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Therefore, we obtain⎛⎜⎜⎜⎜⎜⎜⎜⎝

∫ 1

0
u(t)ϕ(t)dt∫ 1

0
v(t)ϕ(t)dt∫ 1

0
w(t)ϕ(t)dt

⎞⎟⎟⎟⎟⎟⎟⎟⎠
≤

⎛⎜⎜⎝
κ1a11 − 1 κ1a12 κ1a13

κ1a21 κ1a22 − 1 κ1a23

κ1a31 κ1a32 κ1a33 − 1

⎞⎟⎟⎠
−1
⎛⎜⎜⎜⎝

κ1(a11 + a12 + a13)Mκ2
2 + l1κ2

2

κ1(a21 + a22 + a23)Mκ2
2 + l2κ2

2

κ1(a31 + a32 + a33)Mκ2
2 + l3κ2

2

⎞⎟⎟⎟⎠

=
1

Δ1

⎛⎜⎜⎝
(κ1a22 − 1)(κ1a33 − 1)− κ2

1a23a32 κ2
1a13a32 − κ1a12(κ1a33 − 1) κ2

1a12a23 − κ1a13(κ1a22 − 1)

κ2
1a23a31 − κ1a21(κ1a33 − 1) (κ1a11 − 1)(κ1a33 − 1)− κ2

1a13a31 κ2
1a13a21 − κ1a23(κ1a11 − 1)

κ2
1a21a32 − κ1a31(κ1a22 − 1) κ2

1a12a31 − κ1a32(κ1a11 − 1) (κ1a11 − 1)(κ1a22 − 1)− κ2
1a12a21

⎞⎟⎟⎠

·

⎛⎜⎜⎜⎝
κ1(a11 + a12 + a13)Mκ2

2 + l1κ2
2

κ1(a21 + a22 + a23)Mκ2
2 + l2κ2

2

κ1(a31 + a32 + a33)Mκ2
2 + l3κ2

2

⎞⎟⎟⎟⎠ ,

where

Δ1 = det

⎛⎜⎝ κ1a11 − 1 κ1a12 κ1a13

κ1a21 κ1a22 − 1 κ1a23

κ1a31 κ1a32 κ1a33 − 1

⎞⎟⎠ .

As a result of this, there exist Ni > 0(i = 1, 2, 3) such that⎛⎜⎜⎜⎜⎜⎜⎝

∫ 1

0
u(t)ϕ(t)dt∫ 1

0
v(t)ϕ(t)dt∫ 1

0
w(t)ϕ(t)dt

⎞⎟⎟⎟⎟⎟⎟⎠ ≤
⎛⎜⎜⎝
N1

N2

N3

⎞⎟⎟⎠ ,

where N1 = 1
Δ1
[((κ1a22 − 1)(κ1a33 − 1) − κ2

1a23a32)(κ1(a11 + a12 + a13)Mκ2
2 + l1κ2

2) + (κ2
1a13a32 −

κ1a12(κ1a33 − 1))(κ1(a21 + a22 + a23)Mκ2
2 + l2κ2

2) + (κ2
1a12a23 − κ1a13(κ1a22 − 1))(κ1(a31 + a32 +

a33)Mκ2
2 + l3κ2

2)], N2 = 1
Δ1
[(κ2

1a23a31 − κ1a21(κ1a33 − 1))(κ1(a11 + a12 + a13)Mκ2
2 + l1κ2

2) + ((κ1a11 −
1)(κ1a33− 1)− κ2

1a13a31)(κ1(a21 + a22 + a23)Mκ2
2 + l2κ2

2) + (κ2
1a13a21− κ1a23(κ1a11− 1))(κ1(a31 + a32 +

a33)Mκ2
2 + l3κ2

2)],N3 = 1
Δ1
[(κ2

1a21a32− κ1a31(κ1a22− 1))(κ1(a11 + a12 + a13)Mκ2
2 + l1κ2

2) + (κ2
1a12a31−

κ1a32(κ1a11 − 1))(κ1(a21 + a22 + a23)Mκ2
2 + l2κ2

2) + ((κ1a11 − 1)(κ1a22 − 1)− κ2
1a21a21)(κ1(a31 + a32 +

a33)Mκ2
2 + l3κ2

2)].
Note that (22), we have ⎛⎜⎜⎝

‖u‖
‖v‖
‖w‖

⎞⎟⎟⎠ ≤
⎛⎜⎜⎝
N1κ−1

1

N2κ−1
1

N3κ−1
1

⎞⎟⎟⎠ .

Therefore, we can choose R1 > max{M̃,N1κ−1
1 ,N2κ−1

1 ,N3κ−1
1 } such that when u, v, w ∈ ∂BR1 ∩ P, (21)

is not satisfied. This also indicates that (20) holds for u, v, w ∈ ∂BR1 ∩ P, and Lemma 8 indicates that

i(T, BR1 ∩ (P× P× P), P× P× P) = 0. (23)

On the other hand, we prove that

(u, v, w) �= λT(u, v, w), for u, v, w ∈ ∂BM̃ ∩ P, λ ∈ [0, 1]. (24)
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If this claim is not true, there exist u, v, w ∈ ∂BM̃ ∩ P, λ1 ∈ [0, 1] such that

(u, v, w) = λ1T(u, v, w).

This implies that

‖u‖ ≤ ‖T1(u, v, w)‖, ‖v‖ ≤ ‖T2(u, v, w)‖, and ‖w‖ ≤ ‖T3(u, v, w)‖.

However, from (C4) we have

T1(u, v, w)(t) =
∫ 1

0
G(t, s)F1(s, u(s)− z(s), v(s)− z(s), w(s)− z(s))ds

≤
∫ 1

0
ϕ(s)Q1(s)

ds
s

< M̃.

Note that by (C4), ‖u‖ = M̃. Hence, we obtain ‖T1(u, v, w)‖ < ‖u‖. Similarly, ‖T2(u, v, w)‖ < ‖v‖
and ‖T3(u, v, w)‖ < ‖w‖. This has a contradiction. Hence (24) holds. By Lemma 9 we get

i(T, BM̃ ∩ (P× P× P), P× P× P) = 1. (25)

By use of (23) and (25) we can calculate

i(T,(BR1\BM̃) ∩ (P× P× P), P× P× P)

= i(T, BR1 ∩ (P× P× P), P× P× P)− i(T, BM̃ ∩ (P× P× P), P× P× P)

= −1.

Therefore, T has a fixed point (u∗, v∗, w∗) on (BR1\BM̃) ∩ (P× P× P). Consequently, (u∗ − z, v∗ −
z, w∗ − z) is a positive solution for (1), i.e., (1) has a positive solution.

Theorem 2. Suppose that (C0)–(C2), (C5)–(C6) hold. Then (1) has a positive solution.

Proof. We first claim that:

(u, v, w) �= λT(u, v, w), for u, v, w ∈ ∂BR2 ∩ P, λ ∈ [0, 1], (26)

where R2 > M̃. If this claim does not hold, there exist u, v, w ∈ ∂BR2 ∩ P, λ2 ∈ [0, 1] such that

(u, v, w) = λ2T(u, v, w). (27)

This indicates that

⎛⎜⎝ u(t)
v(t)
w(t)

⎞⎟⎠ =

⎛⎜⎝ λ2T1(u, v, w)(t)
λ2T2(u, v, w)(t)
λ2T3(u, v, w)(t)

⎞⎟⎠ ≤
⎛⎜⎜⎜⎜⎜⎜⎝

∫ 1

0
G(t, s)F1(s, u(s)− z(s), v(s)− z(s), w(s)− z(s))ds∫ 1

0
G(t, s)F2(s, u(s)− z(s), v(s)− z(s), w(s)− z(s))ds∫ 1

0
G(t, s)F3(s, u(s)− z(s), v(s)− z(s), w(s)− z(s))ds

⎞⎟⎟⎟⎟⎟⎟⎠ .
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Using Lemma 7, we know u, v, w ∈ P0. By virtue of (C5), we obtain

⎛⎜⎝ u(t)
v(t)
w(t)

⎞⎟⎠ ≤
⎛⎜⎜⎜⎜⎜⎜⎝

∫ 1

0
G(t, s)(ã11(u(s)− z(s)) + ã12(v(s)− z(s)) + ã13(w(s)− z(s)) + l̃1)ds∫ 1

0
G(t, s)(ã21(u(s)− z(s)) + ã22(v(s)− z(s)) + ã23(w(s)− z(s)) + l̃2)ds∫ 1

0
G(t, s)(ã31(u(s)− z(s)) + ã32(v(s)− z(s)) + ã33(w(s)− z(s)) + l̃3)ds

⎞⎟⎟⎟⎟⎟⎟⎠ .

Multiplying by ϕ(t), and integrating over [0, 1], Lemma 4 enables us to get⎛⎜⎜⎜⎜⎜⎜⎝

∫ 1

0
u(t)ϕ(t)dt∫ 1

0
v(t)ϕ(t)dt∫ 1

0
w(t)ϕ(t)dt

⎞⎟⎟⎟⎟⎟⎟⎠ ≤
⎛⎜⎜⎜⎜⎜⎜⎝

∫ 1

0
κ2 ϕ(t)(ã11(u(t)− z(t)) + ã12(v(t)− z(t)) + ã13(w(t)− z(t)) + l̃1)dt∫ 1

0
κ2 ϕ(t)(ã21(u(t)− z(t)) + ã22(v(t)− z(t)) + ã23(w(t)− z(t)) + l̃2)dt∫ 1

0
κ2 ϕ(t)(ã31(u(t)− z(t)) + ã32(v(t)− z(t)) + ã33(w(t)− z(t)) + l̃3)dt

⎞⎟⎟⎟⎟⎟⎟⎠

≤

⎛⎜⎜⎜⎜⎜⎜⎝

∫ 1

0
κ2 ϕ(t)(ã11u(t) + ã12v(t) + ã13w(t))dt + l̃1κ2

2∫ 1

0
κ2 ϕ(t)(ã21u(t) + ã22v(t) + ã23w(t))dt + l̃2κ2

2∫ 1

0
κ2 ϕ(t)(ã31u(t) + ã32v(t) + ã33w(t))dt + l̃3κ2

2

⎞⎟⎟⎟⎟⎟⎟⎠ .

Therefore, we find

⎛⎜⎝ 1− κ2 ã11 −κ2 ã12 −κ2 ã13

−κ2 ã21 1− κ2 ã22 −κ2 ã23

−κ2 ã31 −κ2 ã32 1− κ2 ã33

⎞⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎝

∫ 1

0
u(t)ϕ(t)dt∫ 1

0
v(t)ϕ(t)dt∫ 1

0
w(t)ϕ(t)dt

⎞⎟⎟⎟⎟⎟⎟⎠ ≤
⎛⎜⎜⎝

l̃1κ2
2

l̃2κ2
2

l̃3κ2
2

⎞⎟⎟⎠ ,

and⎛⎜⎜⎜⎜⎜⎜⎜⎝

∫ 1

0
u(t)ϕ(t)dt∫ 1

0
v(t)ϕ(t)dt∫ 1

0
w(t)ϕ(t)dt

⎞⎟⎟⎟⎟⎟⎟⎟⎠
≤

⎛⎜⎜⎝
1− κ2 ã11 −κ2 ã12 −κ2 ã13

−κ2 ã21 1− κ2 ã22 −κ2 ã23

−κ2 ã31 −κ2 ã32 1− κ2 ã33

⎞⎟⎟⎠
−1
⎛⎜⎜⎜⎝

l̃1κ2
2

l̃2κ2
2

l̃3κ2
2

⎞⎟⎟⎟⎠

=
1

Δ2

⎛⎜⎜⎝
(1− κ2 ã22)(1− κ2 ã33)− κ2

2 ã23 ã32 κ2
2 ã13 ã32 + κ2 ã12(1− κ2 ã33) κ2

2 ã12 ã23 + κ2 ã13(1− κ2 ã22)

κ2
2 ã23 ã31 + κ2 ã21(1− κ2 ã33) (1− κ2 ã11)(1− κ2 ã33)− κ2

2 ã13 ã31 κ2
2 ã13 ã21 + κ2 ã23(1− κ2 ã11)

κ2
2 ã21 ã32 + κ2 ã31(1− κ2 ã22) κ2

2 ã12 ã31 + κ2 ã32(1− κ2 ã11) (1− κ2 ã11)(1− κ2 ã22)− κ2
2 ã12 ã21

⎞⎟⎟⎠

·

⎛⎜⎜⎜⎝
l̃1κ2

2

l̃2κ2
2

l̃3κ2
2

⎞⎟⎟⎟⎠ ,

where

Δ2 = det

⎛⎜⎝ 1− κ2 ã11 −κ2 ã12 −κ2 ã13

−κ2 ã21 1− κ2 ã22 −κ2 ã23

−κ2 ã31 −κ2 ã32 1− κ2 ã33

⎞⎟⎠ .
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Hence, there exist Ni > 0(i = 4, 5, 6) such that⎛⎜⎜⎜⎜⎜⎜⎝

∫ 1

0
u(t)ϕ(t)dt∫ 1

0
v(t)ϕ(t)dt∫ 1

0
w(t)ϕ(t)dt

⎞⎟⎟⎟⎟⎟⎟⎠ ≤
⎛⎜⎜⎝
N4

N5

N6

⎞⎟⎟⎠ ,

where N4 =
κ2

2
Δ2
[l̃1((1− κ2 ã22)(1− κ2 ã33)− κ2

2 ã23 ã32) + l̃2(κ2
2 ã13 ã32 + κ2 ã12(1− κ2 ã33)) + l̃3(κ2

2 ã12 ã23 +

κ2 ã13(1− κ2 ã22))], N5 =
κ2

2
Δ2
[l̃1(κ2

2 ã23 ã31 + κ2 ã21(1− κ2 ã33)) + l̃2((1− κ2 ã11)(1− κ2 ã33)− κ2
2 ã13 ã31) +

l̃3(κ2
2 ã13 ã21 + κ2 ã23(1 − κ2 ã11))], N6 =

κ2
2

Δ2
[l̃1(κ2

2 ã21 ã32 + κ2 ã31(1 − κ2 ã22)) + l̃2(κ2
2 ã12 ã31 + κ2 ã32(1 −

κ2 ã11)) + l̃3((1− κ2 ã11)(1− κ2 ã22)− κ2
2 ã12 ã21)]. Note that u, v, w ∈ P0, we have⎛⎜⎜⎝
‖u‖
‖v‖
‖w‖

⎞⎟⎟⎠ ≤
⎛⎜⎜⎝
N4κ−1

1

N5κ−1
1

N6κ−1
1

⎞⎟⎟⎠ .

Therefore, we can choose R2 > max{M̃,N4κ−1
1 ,N5κ−1

1 ,N6κ−1
1 } such that when u, v, w ∈ ∂BR2 ∩ P, (27)

is not satisfied. This also indicates that (26) holds for u, v, w ∈ ∂BR2 ∩ P, and by Lemma 9 we get

i(T, BR2 ∩ (P× P× P), P× P× P) = 1. (28)

On the other hand, we prove that

(u, v, w) �= T(u, v, w) + λ(φ̃1, φ̃2, φ̃3), for u, v, w ∈ ∂BM̃ ∩ P, ∀λ ≥ 0, (29)

where φ̃i ∈ P(i = 1, 2, 3) are fixed elements. Otherwise, there exist u, v, w ∈ ∂BM̃ ∩ P, λ3 ≥ 0 such that

(u, v, w) = T(u, v, w) + λ3(φ̃1, φ̃2, φ̃3).

This implies that ⎛⎜⎜⎝
‖u‖
‖v‖
‖w‖

⎞⎟⎟⎠ ≥
⎛⎜⎜⎝
‖T1(u, v, w)‖
‖T2(u, v, w)‖
‖T3(u, v, w)‖

⎞⎟⎟⎠ . (30)

However, from (C6) we have

Ti(u, v, w)(t0) =
∫ 1

0
G(t0, s)Fi(s, u(s)− z(s), v(s)− z(s), w(s)− z(s))ds

≥ tα−1
0

∫ 1

0
ϕ(s)Q̃i(s)ds

> M̃, i = 1, 2, 3.

Note that from (C6), we have ‖u‖ = M̃. Hence, we obtain⎛⎜⎜⎝
‖T1(u, v, w)‖
‖T2(u, v, w)‖
‖T3(u, v, w)‖

⎞⎟⎟⎠ ≥
⎛⎜⎜⎝

T1(u, v, w)(t0)

T2(u, v, w)(t0)

T3(u, v, w)(t0)

⎞⎟⎟⎠ >

⎛⎜⎜⎝
‖u‖
‖v‖
‖w‖

⎞⎟⎟⎠ .
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This has a contradiction with (30), and thus (29) holds. By Lemma 8 we find

i(T, BM̃ ∩ (P× P× P), P× P× P) = 0. (31)

From (28) and (31) we can calculate

i(T,(BR2\BM̃) ∩ (P× P× P), P× P× P)

= i(T, BR2 ∩ (P× P× P), P× P× P)− i(T, BM̃ ∩ (P× P× P), P× P× P)

= 1.

Therefore T has a fixed point (u∗, v∗, w∗) on (BR2\BM̃)∩ (P× P× P). Therefore, (u∗ − z, v∗ − z, w∗ − z)
is a positive solution for (1), i.e., (1) has a positive solution.

Let n = 4, α = 3.5, p = 1.5, q = 0.5, and h(t) = t, t ∈ [0, 1]. Then we have A = 2.91, and∫ 1
0 h(t)g2(t, s)dt = 5

24 s − 1
4 s2 + 1

24 s4, s ∈ [0, 1]. This implies that (C0)–(C1) hold. Moreover, we
can calculate

κ1 = 0.017, κ2 = 0.075, M̃ = 0.16M.

Example 1. Let κ1a11 − 1 = κ1a22 − 1 = κ1a33 − 1 = κ1, and we have a11 = a22 = a33 = κ1+1
κ1

= 59.82.
Moreover, we take the matrix⎛⎜⎝ a11 a12 a13

a21 a22 a23

a31 a32 a33

⎞⎟⎠ =

⎛⎜⎝ 59.82 0 0
0 59.82 0
0 0 59.82

⎞⎟⎠ ,

and⎛⎜⎝ F1(t, x1, x2, x3)

F2(t, x1, x2, x3)

F3(t, x1, x2, x3)

⎞⎟⎠ =

⎛⎜⎝ 2M(9.57M)−γ1 (a11x1 + a12x2 + a13x3)
γ1

1.8M(9.57M)−γ2 (a21x1 + a22x2 + a23x3)
γ2

1.5M(9.57M)−γ3 (a31x1 + a32x2 + a33x3)
γ3

⎞⎟⎠ , ∀(t, x1, x2, x3) ∈ [0, 1]×R+×R+×R+,

where γi > 1(i = 1, 2, 3). Note that

M1 =

⎛⎜⎝ κ1a11 − 1 κ1a12 κ1a13

κ1a21 κ1a22 − 1 κ1a23

κ1a31 κ1a32 κ1a33 − 1

⎞⎟⎠ =

⎛⎜⎝ κ1 0 0
0 κ1 0
0 0 κ1

⎞⎟⎠ .

Hence,M1 is a R3
+-monotone matrix. Furthermore, for all t ∈ [0, 1] we have

lim inf
a11x1+a12x2+a13x3→+∞

F1(x1, x2, x3)

a11x1 + a12x2 + a13x3
= lim inf

a11x1+a12x2+a13x3→+∞

2M(9.57M)−γ1 (a11x1 + a12x2 + a13x3)
γ1

a11x1 + a12x2 + a13x3
= +∞,

lim inf
a21x1+a22x2+a23x3→+∞

F2(x1, x2, x3)

a21x1 + a22x2 + a23x3
= lim inf

a21x1+a22x2+a23x3→+∞

1.8M(9.57M)−γ2 (a21x1 + a22x2 + a23x3)
γ2

a21x1 + a22x2 + a23x3
= +∞,

lim inf
a31x1+a32x2+a33x3→+∞

F3(x1, x2, x3)

a31x1 + a32x2 + a33x3
= lim inf

a31x1+a32x2+a33x3→+∞

1.5M(9.57M)−γ3 (a31x1 + a32x2 + a33x3)
γ3

a31x1 + a32x2 + a33x3
= +∞.

On the other hand, if (t, x1, x2, x3) ∈ [0, 1]× [0, 0.16M]3, we have

F1 ≤ 2M, F2 ≤ 1.8M, F3 ≤ 1.5M.

318



Mathematics 2019, 7, 970

If we choose Q1(t) ≡ 2M, Q2(t) ≡ 1.8M, Q3(t) ≡ 1.5M for t ∈ [0, 1], and we have

∫ 1

0
ϕ(t)Qi(t)dt ≤

∫ 1

0
ϕ(t)Q1(t)dt = 2κ2M = 0.15M < M̃, i = 1, 2, 3.

Therefore, (C3)–(C4) hold.

Example 2. Let t0 = 0.5, Q̃1(t) = 13M, Q̃2(t) = 14M, Q̃3(t) = 15M for t ∈ [0, 1], and⎛⎜⎝ ã11 ã12 ã13

ã21 ã22 ã23

ã31 ã32 ã33

⎞⎟⎠ =

⎛⎜⎝ 2 5 3
8 3 4
6 3 4

⎞⎟⎠ ,

and⎛⎜⎝ F1(t, x1, x2, x3)

F2(t, x1, x2, x3)

F3(t, x1, x2, x3)

⎞⎟⎠ =

⎛⎜⎝ 13Me1.6Me−2x1−5x2−3x3

14Me2.4Me−8x1−3x2−4x3

15Me2.08Me−6x1−3x2−4x3

⎞⎟⎠ , ∀(t, x1, x2, x3) ∈ [0, 1]×R+ ×R+ ×R+.

Then if (t, x1, x2, x3) ∈ [0, 1] × [0, 0.16M]3, we have F1 ≥ 13M, F2 ≥ 14M, F3 ≥ 15M, and∫ 1
0 ϕ(t)Q̃i(t)dt ≥

∫ 1
0 ϕ(t)Q̃1(t)dt = 13κ2M > 0.16× 5.6569M.

On the other hand, we can calculate

detM2 = det

⎛⎜⎝ 1− 0.075× 2 −0.075× 5 −0.075× 3
−0.075× 8 1− 0.075× 3 −0.075× 4
−0.075× 6 −0.075× 3 1− 0.075× 4

⎞⎟⎠ = 0.0868,

and

M−1
2 =

1
0.0868

⎛⎜⎝ 0.475 0.313 0.287
0.555 0.494 0.39
0.484 0.36 0.434

⎞⎟⎠ .

Consequently,M2 is a R3
+-monotone matrix. Furthermore, for all t ∈ [0, 1] we have

lim sup
ã11x1+ã12x2+ã13x3→+∞

F1(t, x1, x2, x3)

ã11x1 + ã12x2 + ã13x3
= lim sup

ã11x1+ã12x2+ã13x3→+∞

13Me1.6Me−ã11x1−ã12x2−ã13x3

ã11x1 + ã12x2 + ã13x3
= 0,

lim sup
ã21x1+ã22x2+ã23x3→+∞

F2(t, x1, x2, x3)

ã21x1 + ã22x2 + ã23x3
= lim sup

ã21x1+ã22x2+ã23x3→+∞

14Me2.4Me−ã21x1−ã22x2−ã23x3

ã21x1 + ã22x2 + ã23x3
= 0,

lim sup
ã31x1+ã32x2+ã33x3→+∞

F3(t, x1, x2, x3)

ã31x1 + ã32x2 + ã33x3
= lim sup

ã31x1+ã32x2+ã33x3→+∞

15Me2.08Me−ã31x1−ã32x2−ã33x3

ã31x1 + ã32x2 + ã33x3
= 0.

As a result, (C5)–(C6) hold.

4. Conclusions

In this paper, we utilize the index of fixed point to research the positive solutions for the
system of Riemann–Liouville type fractional boundary value problems (1). We first investigate
corresponding operator equations for (1), and then establish some coupling behaviors for our
nonlinearities fi(i = 1, 2, 3) by virtue of nonnegative matrix theory, which ensure that our nonlinearities
can grow superlinearly and sublinearly at ∞.
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Abstract: We establish sufficient criteria for the existence of solutions for a nonlinear generalized
Langevin-type nonlocal fractional-order integral multivalued problem. The convex and non-convex
cases for the multivalued map involved in the given problem are considered. Our results rely on
Leray–Schauder nonlinear alternative for multivalued maps and Covitz and Nadler’s fixed point
theorem. Illustrative examples for the main results are included.
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1. Introduction

Fractional calculus is the extension of classical calculus which deals with differential and integral
operators of fractional order. It has evolved into a significant and popular branch of mathematical
analysis owing to its extensive applications in the mathematical modeling of applied and technical
problems. The literature on fractional calculus is now much enriched and covers a wide range of
interesting results, for instance [1–6]. For a comprehensive treatment of Hadamard-type fractional
differential equations and inclusions, we refer the reader to the text [7].

The Langevin equation is found to be an effective tool to describe stochastic problems in
fluctuating situations. A modified type of this equation is used in various functional approaches
for fractal media. A variety of boundary value problems involving the Langevin equation have been
investigated by several authors. In [8], existence and uniqueness results for a nonlinear Langevin
equation involving two fractional orders supplemented with three-point boundary conditions were
obtained. An impulsive boundary value problem for a nonlinear Langevin equation involving
two different fractional derivatives was investigated in [9]. Some existing results for Langevin fractional
differential inclusions with two indices were derived in [10]. In [11], the authors proved the existence of
and uniqueness results for an anti-periodic boundary value problem of a system of Langevin fractional
differential equations. In [12], the authors investigated a nonlinear fractional Langevin equation with
anti-periodic boundary conditions by applying coupled fixed point theorems. In a recent work [13],
the authors obtained some existence results for a fractional Langevin equation with nonlinearity
depending on Riemann–Liouville fractional integral, and complemented with nonlocal multi-point
and multi-strip boundary conditions.

In the present paper, we study the existence of solutions for a nonlinear generalized Langevin
type nonlocal fractional-order integral multivalued problem given by⎧⎨⎩

ρ
c Dα

a+(
ρ
c Dβ

a+ + λ)x(t) ∈ F(t, x(t)), t ∈ J := [a, T], λ ∈ R,

x(a) = 0, x(η) = 0, x(T) = μ ρ Iγ
a+x(ξ), a < η < ξ < T, μ ∈ R,

(1)
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where ρ
c Dα

a+, ρ
c Dβ

a+ denote the Caputo-type generalized fractional differential operators of order
1 < α ≤ 2, 0 < β < 1, ρ > 0, respectively, F : [a, T] × R → P(R) is a multi-valued map (P(R)
is the family of all nonempty subsets of R), ρ Iγ

a+ is the generalized fractional integral operator of
order γ > 0 and ρ > 0. Here we emphasize that the single-valued analogue of the problem (1) was
discussed in [14].

The rest of the paper is arranged as follows. The background material related to our work is
outlined in Section 3. The existence results for the problem (1) are presented in Section 3. The first
result for the problem (1), associated with the convex valued mutivalued map, is derived with the
aid of Leray–Schauder nonlinear alternative for multivalued maps, while the result for non-convex
valued map for the problem (1) is proved by applying a fixed point theorem due to Covitz and Nadler.
Section 4 contains the illustrative examples for the main results. We summarize the work established
in this paper, and its implications, in the last section.

2. Preliminaries

Define by Xp
c (a, b) the space of all complex-valued Lebesgue measurable functions φ on (a, b)

equipped with the norm:

‖φ‖Xp
c
=
( ∫ b

a
|xcφ(x)|p dx

x

)1/p
< ∞, c ∈ R, 1 ≤ p ≤ ∞.

Let ACn
δ [a, b] denote the class of all absolutely continuous functions g possessing δn−1-derivative

(δn−1g ∈ AC([a, b],R)), endowed with the norm ‖g‖ACn
δ
= ∑n−1

k=0 ‖δkg‖C.

Definition 1. The left-sided and right-sided generalized fractional integrals for g ∈ Xp
c (a, b) of order β > 0

and ρ > 0, denoted by ρ Iβ
a+g and ρ Iβ

b−g respectively, are defined by [15]

(ρ Iβ
a+g)(t) =

ρ1−β

Γ(β)

∫ t

a

sρ−1

(tρ − sρ)1−β
g(s)ds, −∞ < a < t < b < ∞, (2)

(ρ Iβ
b−g)(t) =

ρ1−α

Γ(β)

∫ b

t

sρ−1

(sρ − tρ)1−β
g(s)ds, −∞ < a < t < b < ∞. (3)

Definition 2. Let β > 0, n = [β] + 1 and ρ > 0. We define the generalized fractional derivatives, associated
with the generalized fractional integrals (2) and (3), for 0 ≤ a < t < b < ∞, as follows [16]:

(ρDβ
a+g)(t) =

(
t1−ρ d

dt

)n
(ρ In−β

a+ g)(t) =
ρβ−n+1

Γ(n− β)

(
t1−ρ d

dt

)n ∫ t

a

sρ−1

(tρ − sρ)β−n+1 g(s)ds, (4)

(ρDβ
b−g)(t) =

(
− t1−ρ d

dt

)n
(ρ In−β

b− g)(t) =
ρβ−n+1

Γ(n− β)

(
− t1−ρ d

dt

)n ∫ b

t

sρ−1

(sρ − tρ)β−n+1 g(s)ds, (5)

provided the integrals in the above expressions exist.

Definition 3. Let g ∈ ACn
δ [a, b] and β > 0, n = [β] + 1. Then the Caputo-type generalized fractional

derivatives ρ
c Dβ

a+g and ρ
c Dβ

b−g are respectively defined via (4) and (5) by [17]

ρ
c Dβ

a+g(x) = ρDβ
a+

[
g(t)−

n−1

∑
k=0

δkg(a)
k!

( tρ − aρ

ρ

)k]
(x), δ = x1−ρ d

dx
, (6)

ρ
c Dβ

b−g(x) = ρDβ
b−
[

g(t)−
n−1

∑
k=0

(−1)kδkg(b)
k!

( bρ − tρ

ρ

)k]
(x), δ = x1−ρ d

dx
. (7)
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Remark 1. The left and right generalized Caputo derivatives of order β for g ∈ ACn
δ [a, b], are respectively

given by [17]
ρ
c Dβ

a+g(t) =
1

Γ(n− β)

∫ t

a

( tρ − sρ

ρ

)n−β−1 (δng)(s)ds
s1−ρ

, (8)

ρ
c Dβ

b−g(t) =
1

Γ(n− β)

∫ b

t

( sρ − tρ

ρ

)n−α−1 (−1)n(δng)(s)ds
s1−ρ

. (9)

Lemma 1. Let g ∈ ACn
δ [a, b] or Cn

δ [a, b]. Then, for β ∈ R, the following results hold [17]:

ρ Iβ
a+

ρ
c Dβ

a+g(x) = g(x)−
n−1

∑
k=0

(δkg)(a)
k!

( xρ − aρ

ρ

)k
,

ρ Iβ
b−

ρ
c Dβ

b−g(x) = g(x)−
n−1

∑
k=0

(−1)k(δkg)(a)
k!

( bρ − xρ

ρ

)k
.

In particular, for 0 < β ≤ 1, we have

ρ Iβ
a+

ρ
c Dβ

a+g(x) = g(x)− g(a), ρ Iβ
b−

ρ
c Dβ

b−g(x) = g(x)− g(b).

We need the following known lemma [14] in the sequel.

Lemma 2. Let h ∈ C([a, T],R) and x ∈ AC3
δ(J). Then the unique solution of linear problem:⎧⎨⎩

ρ
c Dα

a+(
ρ
c Dβ

a+ + λ)x(t) = h(t), t ∈ J := [a, T],

x(a) = 0, x(η) = 0, x(T) = μρ Iγ
a+x(ξ), a < η < ξ < T,

(10)

is given by:

x(t) = ρ Iα+β
a+ h(t)− λρ Iβ

a+x(t) +
(tρ − aρ)β(ηρ − tρ)

ρβ+1Γ(β + 2)Ω

{
ρ Iα+β

a+ h(T)− λρ Iβ
a+x(T)

−μρ Iα+β+γ
a+ h(ξ) + μλρ Iβ+γ

a+ x(ξ)
}
− (tρ − aρ)β

Ω(ηρ − aρ)β

( (Tρ − aρ)β(Tρ − tρ)

ρβ+1Γ(β + 2)

−μ(ξρ − aρ)β+γ[(β + 1)(ξρ − tρ)− γ(tρ − aρ)]

ρβ+γ+1Γ(β + γ + 2)(β + 1)

){
ρ Iα+β

a+ h(η)− λρ Iβ
a+x(η)

}
, (11)

where it is assumed that

Ω =
[ (Tρ − aρ)β(Tρ − ηρ)

ρβ+1Γ(β + 2)
− μ(ξρ − aρ)β+γ[(β + 1)(ξρ − ηρ)− γ(ηρ − aρ)]

ρβ+γ+1Γ(β + γ + 2)(β + 1)

]
�= 0. (12)

3. Main Results

We begin this section with the definition of a solution for the multi-valued problem (1).

Definition 4. A function x ∈ C(J,R) is called a solution of the problem (1) if we can find a function
v ∈ L1(J,R) with v(t) ∈ F(t, x) a.e. on J such that x(a) = 0, x(η) = 0, x(T) = μρ Iγ

a+x(ξ) and

x(t) = ρ Iα+β
a+ v(t)− λρ Iβ

a+x(t) +
(tρ − aρ)β(ηρ − tρ)

ρβ+1Γ(β + 2)Ω

{
ρ Iα+β

a+ v(T)− λρ Iβ
a+x(T)

−μρ Iα+β+γ
a+ v(ξ) + μλρ Iβ+γ

a+ x(ξ)
}
− (tρ − aρ)β

Ω(ηρ − aρ)β

( (Tρ − aρ)β(Tρ − tρ)

ρβ+1Γ(β + 2)

−μ(ξρ − aρ)β+γ[(β + 1)(ξρ − tρ)− γ(tρ − aρ)]

ρβ+γ+1Γ(β + γ + 2)(β + 1)

){
ρ Iα+β

a+ v(η)− λρ Iβ
a+x(η)

}
. (13)
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For the sake of computational convenience, we set

Λ1 =
(Tρ − aρ)α+β

ρα+βΓ(α + β + 1)

[
1 +

ζ1

ρβ+1Γ(β + 2)|Ω|
]
+

|μ|(ξρ − aρ)α+β+γζ1

ρα+2β+γ+1Γ(α + β + γ + 1)Γ(β + 2)|Ω|

+
(ηρ − aρ)αζ2

ρα+βΓ(α + β + 1)|Ω| , (14)

Λ2 =
|λ|(Tρ − aρ)β

ρβΓ(β + 1)

[
1 +

ζ1

ρβ+1Γ(β + 2)|Ω|
]
+

|μ||λ|(ξρ − aρ)β+γζ1

ρ2β+γ+1Γ(β + γ + 1)Γ(β + 2)|Ω|

+
|λ|ζ2

ρβΓ(β + 1)|Ω| , (15)

where
ζ1 := max

t∈[a,T]

∣∣∣(tρ − aρ)β(ηρ − tρ)
∣∣∣, (16)

ζ2 := max
t∈[a,T]

∣∣∣(tρ − aρ)β
[ (Tρ − aρ)β(Tρ − tρ)

ρβ+1Γ(β + 2)
− μ(ξρ − aρ)β+γ[(β + 1)(ξρ − tρ)− γ(tρ − aρ)]

ρβ+γ+1Γ(β + γ + 2)(β + 1)

]∣∣∣. (17)

We define the set of selections of F by SF,x := {y ∈ L1(J,R) : y(t) ∈ F(t, x(t)) on J} for each
x ∈ C(J,R).

3.1. The Upper Semicontinuous Case

In the following result, we assume that the multivalued map F is convex-valued and apply
Leray–Schauder nonlinear alternative for multivalued maps [18] to prove the existence of solutions for
the problem at hand.

Theorem 1. Assume that:

(A1) F : J ×R→ Pcp,c(R) is L1-Carathéodory, where Pcp,c(R) = {Y ∈ P(R) : Y is compact and convex};
(A2) there exist a function P ∈ C(J,R+) and a continuous nondecreasing function Q : [0, ∞)→ (0, ∞) such

that ‖F(t, x)‖P := sup{|y| : y ∈ F(t, x)} ≤ P(t)Q(|x|) for each (t, x) ∈ J ×R;
(A3) there exists a constant M > 0 such that

(1−Λ2)M
Λ1‖P‖Q(M)

> 1, Λ2 < 1,

where Λ1 and Λ2 are respectively given by (14) and (15).

Then the problem (1) has at least one solution on J.

Proof. Let us first convert the problem (1) into a fixed point problem by introducing a multivalued
map: N : C(J,R)→ P(C(J,R)) as

N(x) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

h ∈ C(J,R) :

h(t) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ρ Iα+β
a+ v(t)− λρ Iβ

a+x(t)

+
(tρ − aρ)β(ηρ − tρ)

ρβ+1Γ(β + 2)Ω

{
ρ Iα+β

a+ v(T)− λρ Iβ
a+x(T)

−μρ Iα+β+γ
a+ v(ξ) + μλρ Iβ+γ

a+ x(ξ)
}
− (tρ − aρ)β

Ω(ηρ − aρ)β

( (Tρ − aρ)β(Tρ − tρ)

ρβ+1Γ(β + 2)

−μ(ξρ − aρ)β+γ[(β + 1)(ξρ − tρ)− γ(tρ − aρ)]

ρβ+γ+1Γ(β + γ + 2)(β + 1)

){
ρ Iα+β

a+ v(η)− λρ Iβ
a+x(η)

}
,

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
for v ∈ SF,x.
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It is clear that fixed points of N are solutions of problem (1). So we need to verify that the
operator N satisfies all the conditions of Leray–Schauder nonlinear alternative [18]. This will be done
in several steps.

Step 1. N(x) is convex for each x ∈ C(J,R).

Indeed, if h1, h2 belongs to N(x), then there exist v1, v2 ∈ SF,x such that, for each t ∈ J, we have

hi(t) = ρ Iα+β
a+ vi(t)− λρ Iβ

a+x(t) +
(tρ − aρ)β(ηρ − tρ)

ρβ+1Γ(β + 2)Ω

{
ρ Iα+β

a+ vi(T)− λρ Iβ
a+x(T)

−μρ Iα+β+γ
a+ vi(ξ) + μλρ Iβ+γ

a+ x(ξ)
}
− (tρ − aρ)β

Ω(ηρ − aρ)β

( (Tρ − aρ)β(Tρ − tρ)

ρβ+1Γ(β + 2)

−μ(ξρ − aρ)β+γ[(β + 1)(ξρ − tρ)− γ(tρ − aρ)]

ρβ+γ+1Γ(β + γ + 2)(β + 1)

){
ρ Iα+β

a+ vi(η)− λρ Iβ
a+x(η)

}
, i = 1, 2.

Let t ∈ J and θ ∈ (0, 1). Then

[θh1 + (1− θ)h2](t)

= ρ Iα+β
a+ [θv1(s) + (1− θ)v2(s)](t)− λρ Iβ

a+x(t)

+
(tρ − aρ)β(ηρ − tρ)

ρβ+1Γ(β + 2)Ω

{
ρ Iα+β

a+ [θv1(s) + (1− θ)v2(s)](T)− λρ Iβ
a+x(T)

−μρ Iα+β+γ
a+ [θv1(s) + (1− θ)v2(s)](ξ) + μλρ Iβ+γ

a+ x(ξ)
}
− (tρ − aρ)β

Ω(ηρ − aρ)β

( (Tρ − aρ)β(Tρ − tρ)

ρβ+1Γ(β + 2)

−μ(ξρ − aρ)β+γ[(β + 1)(ξρ − tρ)− γ(tρ − aρ)]

ρβ+γ+1Γ(β + γ + 2)(β + 1)

){
ρ Iα+β

a+ [θv1(s) + (1− θ)v2(s)](η)− λρ Iβ
a+x(η)

}
.

Since F has convex values (SF,x is convex), therefore, θh1 + (1− θ)h2 ∈ N(x).

Step 2. N(x) maps bounded sets (balls) into bounded sets in C(J,R).

Let Br = {x ∈ C(J,R) : ‖x‖ ≤ r} be a bounded ball in C(J,R), where r is a positive number.
Then, for each h ∈ N(x), x ∈ Br, there exists v ∈ SF,x such that

h(t) = ρ Iα+β
a+ v(t)− λρ Iβ

a+x(t) +
(tρ − aρ)β(ηρ − tρ)

ρβ+1Γ(β + 2)Ω

{
ρ Iα+β

a+ v(T)− λρ Iβ
a+x(T)

−μρ Iα+β+γ
a+ v(ξ) + μλρ Iβ+γ

a+ x(ξ)
}
− (tρ − aρ)β

Ω(ηρ − aρ)β

( (Tρ − aρ)β(Tρ − tρ)

ρβ+1Γ(β + 2)

−μ(ξρ − aρ)β+γ[(β + 1)(ξρ − tρ)− γ(tρ − aρ)]

ρβ+γ+1Γ(β + γ + 2)(β + 1)

){
ρ Iα+β

a+ v(η)− λρ Iβ
a+x(η)

}
.
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In view of (H2), for each t ∈ J, we find that

|h(t)| ≤ ρ Iα+β
a+ |v(t)|+ |λ| ρ Iβ

a+|x(t)|+
|(tρ − aρ)β(ηρ − tρ)|

ρβ+1Γ(β + 2)|Ω|
{

ρ Iα+β
a+ |v(T)|+ λρ Iβ

a+|x(T)|

+|μ| ρ Iα+β+γ
a+ |v(ξ)|+ |μλ| ρ Iβ+γ

a+ |x(ξ)|
}
+
∣∣∣ (tρ − aρ)β

Ω(ηρ − aρ)β

( (Tρ − aρ)β(Tρ − tρ)

ρβ+1Γ(β + 2)

+
μ(ξρ − aρ)β+γ[(β + 1)(ξρ − tρ)− γ(tρ − aρ)]

ρβ+γ+1Γ(β + γ + 2)(β + 1)

)∣∣∣{ρ Iα+β
a+ |v(η)|+ |λ| ρ Iβ

a+|x(η)|
}

≤ ‖P‖Q(‖x‖)
( (Tρ − aρ)α+β

ρα+βΓ(α + β + 1)

[
1 +

ζ1

ρβ+1Γ(β + 2)|Ω|
]

+
|μ|(ξρ − aρ)α+β+γζ1

ρα+2β+γ+1Γ(α + β + γ + 1)Γ(β + 2)|Ω| +
(ηρ − aρ)αζ2

ρα+βΓ(α + β + 1)|Ω|
)

+‖x‖
( |λ|(Tρ − aρ)β

ρβΓ(β + 1)

[
1 +

ζ1

ρβ+1Γ(β + 2)|Ω|
]

+
|μ||λ|(ξρ − aρ)β+γζ1

ρ2β+γ+1Γ(β + γ + 1)Γ(β + 2)|Ω| +
|λ|ζ2

ρβΓ(β + 1)|Ω|
)

= Λ1‖P‖Q(‖x‖) + Λ2‖x‖,

which leads to ‖h‖ ≤ Λ1‖P‖Q(r) + Λ2r.

Step 3. N(x) maps bounded sets into equicontinuous sets of C(J,R).

Let x be any element in Br and h ∈ N(x). Then there exists a function v ∈ SF,x such that, for each
t ∈ J we have

h(t) = ρ Iα+β
a+ v(t)− λρ Iβ

a+x(t) +
(tρ − aρ)β(ηρ − tρ)

ρβ+1Γ(β + 2)Ω

{
ρ Iα+β

a+ v(T)− λρ Iβ
a+x(T)

−μρ Iα+β+γ
a+ v(ξ) + μλρ Iβ+γ

a+ x(ξ)
}
− (tρ − aρ)β

Ω(ηρ − aρ)β

( (Tρ − aρ)β(Tρ − tρ)

ρβ+1Γ(β + 2)

−μ(ξρ − aρ)β+γ[(β + 1)(ξρ − tρ)− γ(tρ − aρ)]

ρβ+γ+1Γ(β + γ + 2)(β + 1)

){
ρ Iα+β

a+ v(η)− λρ Iβ
a+x(η)

}
.
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Let τ1, τ2 ∈ J, τ1 < τ2. Then

|h(t2)− h(t1)|

≤
∣∣∣ ρ1−(α+β)

Γ(α + β)

[ ∫ t1

0
sρ−1[(tρ

2 − sρ)α+β−1 − (tρ
1 − sρ)α+β−1]v(s)ds +

∫ t2

t1

sρ−1(tρ
2 − sρ)α+β−1v(s)ds

]
+
[ (tρ

2 − aρ)β(ηρ − tρ
2)

ρβ+1Γ(β + 2)Ω
− (tρ

1 − aρ)β(ηρ − tρ
1)

ρβ+1Γ(β + 2)Ω

]{
ρ Iα+β

a+ v(T)− μρ Iα+β+γ
a+ v(ξ)

}
−
[ (tρ

2 − aρ)β

Ω(ηρ − aρ)β

[ (Tρ − aρ)β(Tρ − tρ
2)

ρβ+1Γ(β + 2)
− μ(ξρ − aρ)β+γ[(β + 1)(ξρ − tρ

2)− γ(tρ − aρ)]

ρβ+γ+1Γ(β + γ + 2)(β + 1)

]
− (tρ

1 − aρ)β

Ω(ηρ − aρ)β

[ (Tρ − aρ)β(Tρ − tρ
1)

ρβ+1Γ(β + 2)
− μ(ξρ − aρ)β+γ[(β + 1)(ξρ − tρ

1)− γ(tρ
1 − aρ)]

ρβ+γ+1Γ(β + γ + 2)(β + 1)

]]
×

×ρ Iα+β
a+ v(η)

∣∣∣
+
∣∣∣−λρ1−β

Γ(β)

[ ∫ t1

0
sρ−1[(tρ

2 − sρ)β−1 − (tρ
1 − sρ)β−1]x(s)ds +

∫ t2

t1

sρ−1(tρ
2 − sρ)β−1x(s)ds

]
+
[ (tρ

2 − aρ)β(ηρ − tρ
2)

ρβ+1Γ(β + 2)Ω
− (tρ

1 − aρ)β(ηρ − tρ
1)

ρβ+1Γ(β + 2)Ω

]{
− λ ρ Iβ

a+x(T) + μλρ Iβ+γ
a+ x(ξ)

}
+
[ λ(tρ

2 − aρ)β

Ω(ηρ − aρ)β

[ (Tρ − aρ)β(Tρ − tρ
2)

ρβ+1Γ(β + 2)
− μ(ξρ − aρ)β+γ[(β + 1)(ξρ − tρ

2)− γ(tρ − aρ)]

ρβ+γ+1Γ(β + γ + 2)(β + 1)

]
− λ(tρ

1 − aρ)β

Ω(ηρ − aρ)β

[ (Tρ − aρ)β(Tρ − tρ
1)

ρβ+1Γ(β + 2)
− μ(ξρ − aρ)β+γ[(β + 1)(ξρ − tρ

1)− γ(tρ
1 − aρ)]

ρβ+γ+1Γ(β + γ + 2)(β + 1)

]]
×

×ρ Iβ
a+x(η)

∣∣∣
≤ ‖P‖Q(r)

ρα+βΓ(α + β + 1)

{
|tρ(α+β)

2 − tρ(α+β)
1 |+ 2(tρ

2 − tρ
1)

α+β
}

+
∣∣∣ (tρ

2 − aρ)β(ηρ − tρ
2)

ρβ+1Γ(β + 2)Ω
− (tρ

1 − aρ)β(ηρ − tρ
1)

ρβ+1Γ(β + 2)Ω

∣∣∣
×‖P‖Q(r)

( (Tρ − aρ)α+β

ρα+βΓ(α + β + 1)
+ |μ| (ξρ − aρ)α+β+γ

ρα+β+γΓ(αβ + γ + 1)

)
+
∣∣∣ (tρ

2 − aρ)β

Ω(ηρ − aρ)β

[ (Tρ − aρ)β(Tρ − tρ
2)

ρβ+1Γ(β + 2)
− μ(ξρ − aρ)β+γ[(β + 1)(ξρ − tρ

2)− γ(tρ
2 − aρ)]

ρβ+γ+1Γ(β + γ + 2)(β + 1)

]
− (tρ

1 − aρ)β

Ω(ηρ − aρ)β

[ (Tρ − aρ)β(Tρ − tρ
1)

ρβ+1Γ(β + 2)
− μ(ξρ − aρ)β+γ[(β + 1)(ξρ − tρ

1)− γ(tρ
1 − aρ)]

ρβ+γ+1Γ(β + γ + 2)(β + 1)

]∣∣∣×
×‖P‖Q(r)

(ηρ − aρ)α+β

ρα+βΓ(α + β + 1)
+

r
ρβΓ(β + 1)

{
|tρβ

2 − tρβ
1 |+ 2(tρ

2 − tρ
1)

β
}

+
∣∣∣[ (tρ

2 − aρ)β(ηρ − tρ
2)

ρβ+1Γ(β + 2)Ω
− (tρ

1 − aρ)β(ηρ − tρ
1)

ρβ+1Γ(β + 2)Ω

]∣∣∣|λ|r( (Tρ − aρ)β

ρβΓ(β + 1)
+ |μ| (ξρ − aρ)β+γ

ρβ+γΓ(β + γ + 1)

)
+
∣∣∣ λ(tρ

2 − aρ)β

Ω(ηρ − aρ)β

[ (Tρ − aρ)β(Tρ − tρ
2)

ρβ+1Γ(β + 2)
− μ(ξρ − aρ)β+γ[(β + 1)(ξρ − tρ

2)− γ(tρ − aρ)]

ρβ+γ+1Γ(β + γ + 2)(β + 1)

]
− λ(tρ

1 − aρ)β

Ω(ηρ − aρ)β

[ (Tρ − aρ)β(Tρ − tρ
1)

ρβ+1Γ(β + 2)
− μ(ξρ − aρ)β+γ[(β + 1)(ξρ − tρ

1)− γ(tρ
1 − aρ)]

ρβ+γ+1Γ(β + γ + 2)(β + 1)

]∣∣∣×
× (ηρ − aρ)β

ρβΓ(β + 1)
→ 0 when t1 → t2, independently of x ∈ Br.

Combining the outcome of Steps 1–3 with Arzelá-Ascoli theorem leads to the conclusion that
N : C(J,R)→ P(C(J,R)) is completely continuous.

Next, we show that N has a closed graph. Then it will follow by Proposition 1.2 in [19] that the
operator N is u.s.c.
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Step 4. N has a closed graph.

Suppose that there exists xn → x∗, hn ∈ N(xn) and hn → h∗. Then we have to establish that
h∗ ∈ N(x∗). Since hn ∈ N(xn), there exists vn ∈ SF,xn . In consequence, for each t ∈ J, we get

hn(t) = ρ Iα+β
a+ vn(t)− λρ Iβ

a+xn(t) +
(tρ − aρ)β(ηρ − tρ)

ρβ+1Γ(β + 2)Ω

{
ρ Iα+β

a+ vn(T)− λρ Iβ
a+xn(T)

−μρ Iα+β+γ
a+ vn(ξ) + μλρ Iβ+γ

a+ xn(ξ)
}
− (tρ − aρ)β

Ω(ηρ − aρ)β

( (Tρ − aρ)β(Tρ − tρ)

ρβ+1Γ(β + 2)

−μ(ξρ − aρ)β+γ[(β + 1)(ξρ − tρ)− γ(tρ − aρ)]

ρβ+γ+1Γ(β + γ + 2)(β + 1)

){
ρ Iα+β

a+ vn(η)− λρ Iβ
a+xn(η)

}
.

Next we show that there exists v∗ ∈ SF,x∗ such that, for each t ∈ J,

h∗(t) = ρ Iα+β
a+ v∗(t)− λρ Iβ

a+x∗(t) +
(tρ − aρ)β(ηρ − tρ)

ρβ+1Γ(β + 2)Ω

{
ρ Iα+β

a+ v∗(T)− λρ Iβ
a+x∗(T)

−μρ Iα+β+γ
a+ v∗(ξ) + μλρ Iβ+γ

a+ x∗(ξ)
}
− (tρ − aρ)β

Ω(ηρ − aρ)β

( (Tρ − aρ)β(Tρ − tρ)

ρβ+1Γ(β + 2)

−μ(ξρ − aρ)β+γ[(β + 1)(ξρ − tρ)− γ(tρ − aρ)]

ρβ+γ+1Γ(β + γ + 2)(β + 1)

){
ρ Iα+β

a+ v∗(η)− λρ Iβ
a+x∗(η)

}
.

Consider the continuous linear operator Θ : L1(J,R)→ C(J,R) given by

v → Θ(v)(t) = ρ Iα+β
a+ v(t)− λρ Iβ

a+x(t) +
(tρ − aρ)β(ηρ − tρ)

ρβ+1Γ(β + 2)Ω

{
ρ Iα+β

a+ v(T)− λρ Iβ
a+x(T)

−μρ Iα+β+γ
a+ v(ξ) + μλρ Iβ+γ

a+ x(ξ)
}
− (tρ − aρ)β

Ω(ηρ − aρ)β

( (Tρ − aρ)β(Tρ − tρ)

ρβ+1Γ(β + 2)

−μ(ξρ − aρ)β+γ[(β + 1)(ξρ − tρ)− γ(tρ − aρ)]

ρβ+γ+1Γ(β + γ + 2)(β + 1)

){
ρ Iα+β

a+ v(η)− λρ Iβ
a+x(η)

}
.

Notice that ‖hn(t)− h∗(t)‖ → 0 as n → ∞. So we deduce by a closed graph result obtained in [20]
that Θ ◦ SF,x is a closed graph operator. Furthermore, hn ∈ Θ(SF,xn). Since xn → x∗, therefore we have

h∗(t) = ρ Iα+β
a+ v∗(t)− λρ Iβ

a+x∗(t) +
(tρ − aρ)β(ηρ − tρ)

ρβ+1Γ(β + 2)Ω

{
ρ Iα+β

a+ v∗(T)− λρ Iβ
a+x∗(T)

−μρ Iα+β+γ
a+ v∗(ξ) + μλρ Iβ+γ

a+ x∗(ξ)
}
− (tρ − aρ)β

Ω(ηρ − aρ)β

( (Tρ − aρ)β(Tρ − tρ)

ρβ+1Γ(β + 2)

−μ(ξρ − aρ)β+γ[(β + 1)(ξρ − tρ)− γ(tρ − aρ)]

ρβ+γ+1Γ(β + γ + 2)(β + 1)

){
ρ Iα+β

a+ v∗(η)− λρ Iβ
a+x∗(η)

}
,

for some v∗ ∈ SF,x∗

Step 5. There exists an open set V ⊆ C(J,R) with x /∈ θN(x) for any θ ∈ (0, 1) and all x ∈ ∂V .

Take θ ∈ (0, 1), x ∈ θN(x) and t ∈ J. Then we show that there exists v ∈ L1(J,R) with v ∈ SF,x
such that

x(t) = θρ Iα+β
a+ v(t)− θλρ Iβ

a+x(t) + θ
(tρ − aρ)β(ηρ − tρ)

ρβ+1Γ(β + 2)Ω

{
ρ Iα+β

a+ v∗(T)− λρ Iβ
a+x(T)

−μρ Iα+β+γ
a+ v(ξ) + μλρ Iβ+γ

a+ x(ξ)
}
− θ

(tρ − aρ)β

Ω(ηρ − aρ)β

( (Tρ − aρ)β(Tρ − tρ)

ρβ+1Γ(β + 2)

−μ(ξρ − aρ)β+γ[(β + 1)(ξρ − tρ)− γ(tρ − aρ)]

ρβ+γ+1Γ(β + γ + 2)(β + 1)

){
ρ Iα+β

a+ v(η)− λρ Iβ
a+x(η)

}
.
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Using the computations done in Step 2, for each t ∈ J, we get

|x(t)| ≤ Λ1‖P‖Q(‖x‖) + Λ2‖x‖,

which yields
(1−Λ2)‖x‖

Λ1‖P‖Q(‖x‖) ≤ 1.

By (A3), there exists M such that ‖x‖ �= M. Define a set

V = {x ∈ C(J,R) : ‖x‖ < M}.

Observe that the operator N : V → P(C(J, R)) is a compact multivalued map, u.s.c. with convex
closed values. With the given choice of V , it is not possible to find x ∈ ∂V satisfying x ∈ θN(x)
for some θ ∈ (0, 1). Consequently, by the nonlinear alternative of Leray–Schauder type [18], the
operator N has a fixed point x ∈ V , which corresponds to a solution of the problem (1). This finishes
the proof.

3.2. The Lipschitz Case

Let (X , d) denote a metric space induced from the normed space (X ; ‖ · ‖). Let Hd : P(X )×
P(X ) → R ∪ {∞} be defined by Hd(A1, A2) = max{supa1∈A1

d(a1, A2), supa2∈A2
d(A1, a2)},

where d(A1, a2) = infa1∈A1 d(a1; a2) and d(a1, A2) = infa2∈A2 d(a1; a2). Then (Pb,cl(X ), Hd) is a metric
space (see [21]), where Pb,cl(X ) = {Y ∈ P(X ) : Y is bounded and closed},

The following result deals with the non-convex valued case of the problem (1) and is based on
Covitz and Nadler’s fixed point theorem [22]: “If N : X → Pcl(X ) is a contraction, then FixN �= ∅,
where Pcl(X ) = {Y ∈ P(X ) : Y is closed}”.

Theorem 2. Assume that

(A4) F : J × R → Pcp(R) is such that F(·, x) : J → Pcp(R) is measurable for each x ∈ R, where
Pcp(R) = {Y ∈ P(R) : Y is compact};

(A5) Hd(F(t, x), F(t, x̂)) ≤ �(t)|x − x̂| for almost all t ∈ J and x, x̂ ∈ R with � ∈ C(J,R+) and
d(0, F(t, 0)) ≤ �(t) for almost all t ∈ J.

Then the problem (1) has at least one solution on J if

‖�‖Λ1 + Λ2 < 1, (18)

where Λ1 and Λ2 are respectively given by (14) and (15).

Proof. Let us verify that the operator N : C(J,R) → P(C(J,R)), defined in the proof of the last
theorem, satisfies the hypothesis of Covitz and Nadler fixed point theorem [22]. We establish it in
two steps.

Step I. N(x) is nonempty and closed for every v ∈ SF,x.

Since the set-valued map F(·, x(·)) is measurable, it admits a measurable selection v : J → R by
the measurable selection theorem ([23], Theorem III.6). By (A5), we have

|v(t)| ≤ �(t)(1 + |x(t)|),

that is, v ∈ L1(J,R). So F is integrably bounded. Therefore, SF,x �= ∅.
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Now we establish that N(x) is closed for each x ∈ C(J,R). Let {un}n≥0 ∈ N(x) be such that
un → u as n → ∞ in C(J,R). Then u ∈ C(J,R) and we can find vn ∈ SF,xn such that, for each t ∈ J,

un(t) = ρ Iα+β
a+ vn(t)− λρ Iβ

a+xn(t) +
(tρ − aρ)β(ηρ − tρ)

ρβ+1Γ(β + 2)Ω

{
ρ Iα+β

a+ v(T)− λρ Iβ
a+xn(T)

−μρ Iα+β+γ
a+ vn(ξ) + μλρ Iβ+γ

a+ xn(ξ)
}
− (tρ − aρ)β

Ω(ηρ − aρ)β

( (Tρ − aρ)β(Tρ − tρ)

ρβ+1Γ(β + 2)

−μ(ξρ − aρ)β+γ[(β + 1)(ξρ − tρ)− γ(tρ − aρ)]

ρβ+γ+1Γ(β + γ + 2)(β + 1)

){
ρ Iα+β

a+ vn(η)− λρ Iβ
a+xn(η)

}
.

As F has compact values, we can pass onto a subsequence (if necessary) to obtain that vn converges
to v in L1(J,R). So v ∈ SF,x. Then, for each t ∈ J, we get

un(t)→ v(t) = ρ Iα+β
a+ v(t)− λρ Iβ

a+x(t) +
(tρ − aρ)β(ηρ − tρ)

ρβ+1Γ(β + 2)Ω

{
ρ Iα+β

a+ v(T)− λρ Iβ
a+x(T)

−μρ Iα+β+γ
a+ v(ξ) + μλρ Iβ+γ

a+ x(ξ)
}
− (tρ − aρ)β

Ω(ηρ − aρ)β

( (Tρ − aρ)β(Tρ − tρ)

ρβ+1Γ(β + 2)

−μ(ξρ − aρ)β+γ[(β + 1)(ξρ − tρ)− γ(tρ − aρ)]

ρβ+γ+1Γ(β + γ + 2)(β + 1)

){
ρ Iα+β

a+ v(η)− λρ Iβ
a+x(η)

}
,

which implies that u ∈ N(x).

Step II. We establish that there exists 0 < θ̂ < 1 (θ̂ = Λ1‖�‖+ Λ2) satisfying

Hd(N(x), N(x̂)) ≤ θ̂‖x− x̂‖ for each x, x̂ ∈ C(J,R).

Let us take x, x̂ ∈ C(J,R) and h1 ∈ N(x). Then there exists v1(t) ∈ F(t, x(t)) such that,
for each t ∈ J,

h1(t) = ρ Iα+β
a+ v1(t)− λρ Iβ

a+x(t) +
(tρ − aρ)β(ηρ − tρ)

ρβ+1Γ(β + 2)Ω

{
ρ Iα+β

a+ v1(T)− λρ Iβ
a+x(T)

−μρ Iα+β+γ
a+ v1(ξ) + μλρ Iβ+γ

a+ x(ξ)
}
− (tρ − aρ)β

Ω(ηρ − aρ)β

( (Tρ − aρ)β(Tρ − tρ)

ρβ+1Γ(β + 2)

−μ(ξρ − aρ)β+γ[(β + 1)(ξρ − tρ)− γ(tρ − aρ)]

ρβ+γ+1Γ(β + γ + 2)(β + 1)

){
ρ Iα+β

a+ v1(η)− λρ Iβ
a+x(η)

}
.

By (A5), we have that Hd(F(t, x), F(t, x̂)) ≤ �(t)|x(t)− x̂(t)|. So, there exists w(t) ∈ F(t, x̂(t))
satisfying |v1(t)− w| ≤ �(t)|x(t)− x̂(t)|, t ∈ J.

DefineW : J → P(R) by

W(t) = {w ∈ R : |v1(t)− w| ≤ �(t)|x(t)− x̂(t)|}.

As the multivalued operator W(t) ∩ F(t, x̂(t)) is measurable by Proposition III.4 [23], we can
find a function v2(t) which is a measurable selection forW . So v2(t) ∈ F(t, x̂(t)) and for each t ∈ J,
we have |v1(t)− v2(t)| ≤ �(t)|x(t)− x̂(t)|. For each t ∈ J, we define

h2(t) = ρ Iα+β
a+ v2(t)− λρ Iβ

a+ x̂(t) +
(tρ − aρ)β(ηρ − tρ)

ρβ+1Γ(β + 2)Ω

{
ρ Iα+β

a+ v2(T)− λρ Iβ
a+ x̂(T)

−μρ Iα+β+γ
a+ v2(ξ) + μλρ Iβ+γ

a+ x̂(ξ)
}
− (tρ − aρ)β

Ω(ηρ − aρ)β

( (Tρ − aρ)β(Tρ − tρ)

ρβ+1Γ(β + 2)

−μ(ξρ − aρ)β+γ[(β + 1)(ξρ − tρ)− γ(tρ − aρ)]

ρβ+γ+1Γ(β + γ + 2)(β + 1)

){
ρ Iα+β

a+ v2(η)− λρ Iβ
a+ x̂(η)

}
.
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As a result, we get

|h1(t)− h2(t)|
=

∣∣∣ρ Iα+β
a+ [v2(s)− v1(s)](t)− λρ Iβ

a+[x(t)− x̂(t)]

+
(tρ − aρ)β(ηρ − tρ)

ρβ+1Γ(β + 2)Ω

{
ρ Iα+β

a+ [v2(s)− v1(s)](T)− λρ Iβ
a+[x(T)− x̂(T)]

−μρ Iα+β+γ
a+ [v2(s)− v1(s)](ξ) + μλρ Iβ+γ

a+ [x(ξ)− x̂(ξ)]
}
− (tρ − aρ)β

Ω(ηρ − aρ)β

( (Tρ − aρ)β(Tρ − tρ)

ρβ+1Γ(β + 2)

−μ(ξρ − aρ)β+γ[(β + 1)(ξρ − tρ)− γ(tρ − aρ)]

ρβ+γ+1Γ(β + γ + 2)(β + 1)

){
ρ Iα+β

a+ [v2(s)− v1(s)](η)− λρ Iβ
a+[x(η)− x̂(η)]

}∣∣∣
≤ ‖�‖‖x− x̂‖

( (Tρ − aρ)α+β

ρα+βΓ(α + β + 1)

[
1 +

ζ1

ρβ+1Γ(β + 2)|Ω|
]

+
|μ|(ξρ − aρ)α+β+γζ1

ρα+2β+γ+1Γ(α + β + γ + 1)Γ(β + 2)|Ω|

+
(ηρ − aρ)αζ2

ρα+βΓ(α + β + 1)|Ω|
)
+ ‖x− x̂‖

( |λ|(Tρ − aρ)β

ρβΓ(β + 1)

[
1 +

ζ1

ρβ+1Γ(β + 2)|Ω|
]

+
|μ||λ|(ξρ − aρ)β+γζ1

ρ2β+γ+1Γ(β + γ + 1)Γ(β + 2)|Ω| +
|λ|ζ2

ρβΓ(β + 1)|Ω|
)

= (‖�‖Λ1 + Λ2)‖x− x̂‖.

Hence
‖h1 − h2‖ ≤ (‖�‖Λ1 + Λ2)‖x− x̂‖.

Analogously, we can interchange the roles of x and x̂ to get

Hd(N(x), N(x̂)) ≤ (‖�‖Λ1 + Λ2)‖x− x̂‖,

which implies that N is a contraction by the condition (18). Hence, by the conclusion of Covitz
and Nadler fixed point theorem [22], N has a fixed point x, which corresponds to a solution of (1).
This finishes the proof.

4. Examples

We illustrate our main results by presenting a numerical example.

Example 1. Consider the following problem⎧⎨⎩
1/3

c D5/4
(

1/3
c D1/4 + 1/5

)
x(t) ∈ F(t, x(t)), t ∈ J := [1, 2],

x(1) = 0, x(3/2) = 0, x(2) = 2/7 1/3 I3/4x(7/4).
(19)

Here ρ = 1/3, α = 5/4, β = 1/4, λ = 1/5, a = 1, T = 2 η = 3/2, μ = 2/7, γ = 3/4, ξ = 7/4.
Using the given data, we find that ζ1 ≈ 0.082260, ζ2 ≈ 0.232036, |Ω| ≈ 0.293634, Λ1 ≈ 1.336009 and
Λ2 ≈ 0.673563, where ζ1, ζ2, Λ1 and Λ2 are given by (16), (17), (14) and (15) respectively.

(i) Let us consider the function

F(t, x(t)) =
[ 1√

t2 + 63

( |x(t)|
3

( |x(t)|
|x(t)|+ 1

+ 2
)
+ 1

)
,

e−t

9t + 8

(
sin x(t) +

1
80

)]
. (20)

We note that |F(t, x(t))| ≤ P(t)Q(‖x‖), where P(t) = 1√
t2+63

, Q(‖x‖) = ‖x‖ + 1. So the
assumption (A2) holds. Moreover, there exists M > 1.047447394 satisfying (A3). Thus the hypothesis
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of Theorem 1 holds true and hence there exists at least one solution for the problem (19) with F(t, x)
given by (20) on [1, 2].

(ii) To illustrate Theorem 2 we consider the function

F(t, x) =

[
e−t

19 + t
,

1
(t + 4)2

(
x + tan−1(x) +

1
15

)]
. (21)

Clearly Hd(F(t, x), F(t, x̄)) ≤ �(t)|x − x̄|, where �(t) = 2
(t+4)2 . Also d(0, F(t, 0)) ≤ �(t) for

almost all t ∈ [0, 1] and Λ1‖�‖+ Λ2 ≈ 0.7804433180 < 1. As the hypothesis of Theorem 2 is satisfied,
therefore we conclude that the multivalued problem (19) with F(t, x) given by (21) has at least one
solution on [1, 2].

5. Conclusions

We have introduced a new class of multivalued (inclusions) boundary value problems on
an arbitrary domain containing Caputo-type generalized fractional differential operators of different
orders and a generalized integral operator. We have considered convex as well as non-convex valued
cases for the multi-valued map involved in the given problem. Leray–Schauder nonlinear alternative for
multivalued maps plays a central role in proving the existence of solutions for convex valued case of the
given problem, while the existence result for the non-convex valued case is based on Covitz and Nadler
fixed point theorem. The work presented in this paper is not only new in the given configuration, but will
also lead to some new results as special cases. For example, fixing μ = 0 in the obtained results, we obtain
the ones for nonlocal three-point boundary conditions: x(a) = 0, x(η) = 0, x(T) = 0, 0 < η < T.
For ρ = 1, our results specialize to the ones for Liouville–Caputo type fractional differential inclusions
complemented with nonlocal generalized integral boundary conditions on an arbitrary domain.
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Abstract: We consider a time-fractional diffusion equation for an inverse problem to determine an
unknown source term, whereby the input data is obtained at a certain time. In general, the inverse
problems are ill-posed in the sense of Hadamard. Therefore, in this study, we propose a mollification
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the proposed regularized methods have been verified by a numerical experiment.
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1. Introduction

In this work, we study an inverse source problem for the time-fractional diffusion equation in a
infinite domain as follows:⎧⎪⎪⎪⎨⎪⎪⎪⎩

∂βu(x, t)
∂tβ

= uxx(x, t) + φ(t) f (x), (x, t) ∈ R× (0, T],

u(x, 0) = 0, x ∈ R,

u(x, T) = g(x), x ∈ R,

(1)

where the fractional derivative ∂βu
∂tβ is the Caputo derivative of order β (0 < β < 1) as defined by

dβ f (t)
dtβ

=
1

Γ(1− β)

t∫
0

d f (s)
ds

ds
(t− s)β

, (2)

and Γ(·) denotes the standard Gamma function.
The biggest motivation for developing the problem (1) is the inverse problems for the heat

equation; we recover the unknown source function under different assumptions on the smoothness
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of input data, which were proposed by Igor Malyshev in Reference [1]. The inverse problems of the
restoration of a source function in the heat equation with the classical derivative are studied by many
researchers, that is, Geng [2] and Shidfar [3].

The mathematical model (1) arising in control theory, physical, generalized voltage divider,
elasticity and the model of neurons in biology is studied in References [4–6].

According to our search, the fractional inverse source problems (1) are the subject of very few
works, for example, Sakamoto et al. [7] used the data u(x0, t)(x0 ∈ R) to determine φ(t) once f (x) was
given, where the authors obtained a Lipschitz stability for φ(t). In Problem (1) for a one-dimensional
problem with special coefficients, Wei et al. [8] used the Fourier truncation method to solve an inverse
source problem with φ(t) = 1. In Reference [9], using the mollification regularization method, Yang
and Fu determined the inverse spatial-dependent heat source problem. In Reference [10], Wei and
Wang considered a modified quasi boundary value regularization method for identifying this problem.
In Reference [11], using the quasi-reversibility regularization method, Yang and his group identified the
unknown source for a time fractional diffusion equation. In Reference [12], with the quasi-reversibility
regularization method, Wei and her group investigated a space-dependent source for the time
fractional diffusion equation. Actually, to our knowledge, in the case φ(t), dependent on time,
the results of the inverse source problem for the time-fractional diffusion equation still has a limited
achievement, if φ(t) �= 0, we know Huy and his group investigated this problem by way of the
Tikhonov regularization method, see Reference [13]. In these regularization methods, the priori
parameter choice rule depends on the noise level and the priori bound. But in practice, to know exactly
this is very difficult. In the above research, by using Morozov’s Discrepancy Principle for choosing the
regularization parameter in Tikhonov regularization, the authors show error estimation for both the
priori choice rule parameter and the posteriori choice rule parameter.

In this paper, we use the mollification method to solve the inverse source problem. Instead of
receiving the correct input data, we only get the approximate input data. We assume that the measured
data in functions couple

(
gε(x) ∈ L2(R), φε(t) ∈ C[0, T]

)
satisfies

‖g− gε‖L 2(R) ≤ ε, ‖φ− φε‖C[0,T] ≤ ε, (3)

where the constant ε > 0 represents a noise level. It is known that the inverse source problem
mentioned above is ill-posed in the sense of Hadamard, that is, a solution of this problem (1) does not
always exist, if the solution does exist, it is not dependent continuously on the given data, meaning
that the error of the initial data is small, the error of the solution will be large. This makes trouble for
the numerical solution; here a regularization is required. The Fourier transform of a function F is
defined by

F̂ (ξ) =
1√
2π

∫
R

e−iξxF (x)dx. (4)

We imposed an a priori bound on the input data, that is,∥∥F∥∥Hk(R) ≤M, k > 0, (5)

whereM≥ 0 is a constant,‖ · ‖Hk(R) denotes the norm in Sobolev space Hk(R) is defined

Hk(R) =
{
F ∈ L2(R),

∥∥F∥∥k ≤ ∞
}

, and
∥∥F∥∥Hk(R) =

(∫
R

∣∣∣(1 + ξ2)k/2F̂ (ξ)
∣∣∣2dξ

) 1
2

· (6)

The outline of this paper is divided into the following sections: Section 2 gives some auxiliary
results. In Section 3, by the priori bound assumption of the exact solution and the priori parameter
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choice rule, we present the convergence rate. In Section 4, we show the convergence rate between the
exact and regularized solutions under the posteriori parameter choice rule. Next, a numerical example
is proposed to show the illustration of the results in theory in Section 5. Finally, a conclusion is given
in Section 6.

2. Some Auxiliary Results

Before showing some lemmas, we recall the Mittag-Leffler function which is defined by

Eβ,κ(z) =
∞

∑
k=0

zk

Γ(βk + κ)
, z ∈ C, (7)

where β > 0 and κ ∈ R are arbitrary constant. In Reference [14], the properties of the Mittag-Leffler
function are discussed. Hereby, we present the following Lemmas of the Mittag-Leffler function which
can be found in Reference ([14], Chapter 1).

Lemma 1. Let 0 < β0 < β1 < 1. Then there exist the constants B1, B2, B3 depending only on β0, β1 such that
for all β ∈ [β0, β1],

B1

Γ(1− β)

1
1− x

≤ Eβ,1(x) ≤ B2

Γ(1− β)

1
1− x

, Eβ,α(x) ≤ B3

1− x
, ∀x ≤ 0, ∀α ∈ R. (8)

These estimates are uniform for all β ∈ [β0, β1]·

Lemma 2. (see Reference [7]) For 0 < β < 1, we have:

Eβ,β(−ζ) ≥ 0, ζ ≥ 0.

Proof. As for the proof, see Miller and Samko [15].

Lemma 3. (see Reference [7]) For ξ > 0, α > 0 and a positive integer n ∈ N, we have:

dn

dtn Eβ,1(−ξ2tβ) = −ξ2tβ−nEβ,β−n+1(−ξ2tβ), t > 0,

d
dt
(tEβ,2(−ξ2tβ)) = Eβ,1(−ξ2tβ), t ≥ 0. (9)

Lemma 4. (see Reference [7]) By Lemma 2 and Lemma 3, we have

�∫
0

∣∣∣tγ−1Eβ,β(−ξ2tγ)
∣∣∣dt =

�∫
0

tγ−1Eβ,β(−ξ2tγ)dt

= − 1
ξ2

�∫
0

d
dt

Eβ,1(−ξ2tγ)dt =
1
ξ2

(
1− Eα,1(−ξ2�α)

)
, � > 0. (10)

Lemma 5. (see Reference [16]) For 0 < α < 1, ξ ∈ R, the following inequalities hold:

sup
ξ∈R

∣∣∣∣(1 + ξ2)−k(1− e−
α2ξ2

4
)∣∣∣∣ ≤ max

{
α2k, α2

}
. (11)

Proof. The proof can be found in Reference [9].
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Lemma 6. Let β ∈ (0, 1) and ξ ∈ R, the following estimate holds

( T∫
0

sβ−1Eβ,β(−ξ2sβ)ds
)−1

=
ξ2

1− Eβ,1(−ξ2Tβ)
≤

⎧⎪⎪⎪⎨⎪⎪⎪⎩
ξ2

1− Eβ,1(−Tβ)
, if |ξ| ≥ 1,

1
1− Eβ,1(−Tβ)

, if |ξ| < 1.
(12)

Proof. If |ξ| ≥ 1 then since Eβ,1(−y) for 0 < β < 1 is a decreasing function for y > 0, we get
Eβ,1(−ξ2Tβ) ≤ Eβ,1(−Tβ). Whereupon

( T∫
0

sβ−1Eβ,β(−ξ2sβ)ds
)−1

=
ξ2

1− Eβ,1(−ξ2Tβ)
≤ ξ2

1− Eβ,1(−Tβ)
, for |ξ| ≥ 1. (13)

If |ξ| ≤ 1 then since Eβ,β(−y) with 0 < β < 1 is a decreasing function for y > 0, we get
Eβ,β(−ξ2sβ) ≥ Eβ,β(−sβ), so

( T∫
0

sβ−1Eβ,β(−ξ2sβ)ds
)−1

≤
( T∫

0

sβ−1Eβ,β(−sβ)ds
)−1

=
1

1− Eβ,1(−Tβ)
, for |ξ| ≤ 1. (14)

Lemma 7. For α ∈ (0, 1) and ξ ∈ R, from Lemma 6, one has:

1( T∫
0

sβ−1Eβ,β(−ξ2sβ)ds
)

e
α2ξ2

4

=
ξ2(

1− Eβ,1(−ξ2Tβ)
)

e
α2ξ2

4

≤

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

ξ2α2

4(
1− Eβ,1(−Tβ)

)
e

α2ξ2
4

≤
(

4
α2

) (
1

(1− Eβ,1(−Tβ)

)
, if |ξ| ≥ 1,

1(
1− Eβ,1(−Tβ)

)
e

α2ξ2
4

≤
(

4
α2

) (
1

1− Eβ,1(−Tβ)

)
, if |ξ| < 1.

(15)

This gives

1( T∫
0

sβ−1Eβ,β(−ξ2sβ)ds
)

e
α2ξ2

4

≤
(

4
α2

) (
1

1− Eβ,1(−Tβ)

)
. (16)

3. The Priori Parameter Choice

Next, the error estimate of the mollification regularization method will be derived under the
priori parameter choice rule in this section. We consider the Gauss function

ρα(x) :=
1

α
√

π
e−

x2

α2 , (17)

as the mollifer kernel, where α is a positive constant.
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We define an operator Kα as

Kα f (x) := ρα f (x) :=
∫
R

ρα(t) f (x− t)dt =
∫
R

ρα(x− t) f (t)dt, (18)

for f (x) ∈ L2(R). The original ill-posed problem is replaced by a new problem of searching its
approximation fε,α(x) which is defined by

fε,α(x) :=
1√
2π

∫
R

eixξ ρα f̂ε(ξ)dξ, (19)

The Inverse Source Problem

By using the Fourier transform, the problem (1) is formulated in the following frequency space⎧⎪⎪⎪⎨⎪⎪⎪⎩
∂βû(ξ, t)

∂tβ
+ ξ2û(ξ, t) = φ(t) f̂ (ξ), (ξ, t) ∈ R× (0, T],

û(ξ, 0) = 0, ξ ∈ R,

û(ξ, T) = ĝ(ξ), ξ ∈ R.

(20)

From the equation and the initial value in (20), we obtain

û(ξ, t) =
t∫

0

(t− s)β−1Eβ,β(−ξ2(t− s)β)φ(s) f̂ (ξ)ds. (21)

Or equivalently,

u(x, t) =
1√
2π

∫
R

eiξx
( t∫

0

(t− s)β−1Eβ,β(−ξ2(t− s)β)φ(s)ds
)

f̂ (ξ)dξ. (22)

Set

Dβ(ξ, t− s) = (t− s)β−1Eβ,β(−ξ2(t− s)β).

And û(ξ, T) = ĝ(ξ) in (20), one has

f̂ (ξ) =
ĝ(ξ)

T∫
0

Dβ(ξ, T − s)φ(s)ds

· (23)

Using the inverse Fourier transform, then we obtain the formula of the source function f

f (x) =
1√
2π

∫
R

eiξx ĝ(ξ)
T∫

0

Dβ(ξ, T − s)φ(s)ds

dξ. (24)

On the other hand, if φ(t) is bounded by inft∈[0,T]
∣∣φ(t)∣∣ ≤ φ(t) ≤ supt∈[0,T]

∣∣φ(t)∣∣ = ‖φ‖C[0,T],

we have
( T∫

0

Dβ(ξ, T − s)φ(s)ds
)−1

can be written then 1
inft∈[0,T] |φ(t)|

ξ2(
1−Eβ,1(−ξ2Tβ)

) . The unbounded
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function ξ2(
1−Eβ,1(−ξ2Tβ)

) can be seen as an amplification when ξ → ∞. From now on, putting

inft∈[0,T]
∣∣φ(t)∣∣ = A0, inft∈[0,T]

∣∣φε(t)
∣∣ = A1, supt∈[0,T]

∣∣φ(t)∣∣ = ‖φ‖C[0,T] = Φ. From (19) with α

is a regularization parameter and α depends on ε, we found the regularized solution

f̂ε,α(ξ) =
ĝε(ξ)( T∫

0

Dβ(ξ, T − s)φε(s)ds
)

e
α2ξ2

4

· (25)

Using inverse Fourier transform, we get

fε,α(x) =
1√
2π

∫
R

ĝε(ξ)( T∫
0

Dβ(ξ, T − s)φε(s)ds
)

e
α2ξ2

4

eiξxdξ· (26)

The main conclusion of this section are given below.

Theorem 1. Let f (x), given by (24), be the exact solution of (1) with exact data g ∈ L2(R), and fε,α(x) is
approximation solution of f (x) with measured data gε ∈ L2(R). Then we obtain

a. If 0 < k < 1, and choosing α(ε) =
( ε

M
) 1

2(k+1) , we have a convergence estimate

∥∥ f (.)− fε,α(.)
∥∥

L2(R)
≤ ε

k
k+1M 1

k+1

(
max

{
1,
( ε

M
) 1−k

k+1
}
+R(A0,A1, ĝ)

)
· (27)

b. If k > 1, by choosing α(ε) =
( ε

M
) 1

4 , we have a convergence estimate

∥∥ f (.)− fε,α(.)
∥∥

L2(R)
≤ ε

1
2M 1

2

(
1 +R(A0,A1, ĝ)

)
, (28)

in which

R(A0,A1, ĝ) =
4(

1− Eβ,1(−Tβ)
)( 1
A1

+
‖ĝ‖L2(R)
A1A0

)
. (29)

Proof. From (24) and (26), by the Parseval formula, the triangle inequality, we obtain∥∥ f (.)− fε,α(.)
∥∥

L2(R)
=
∥∥ f̂ (.)− f̂ε,α(.)

∥∥
L2(R)

=

∥∥∥∥∥ ĝ(ξ)
T∫

0

Dβ(ξ, T − s)φ(s)ds

− ĝε(ξ)( T∫
0

Dβ(ξ, T − s)φε(s)ds
)

e
α2ξ2

4

∥∥∥∥∥
L2(R)

=
∥∥I1

∥∥
L2(R)

+
∥∥I2

∥∥
L2(R)

+
∥∥I3

∥∥
L2(R)

, (30)
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in which

I1 =
ĝ(ξ)

T∫
0

Dβ(ξ, T − s)φ(s)ds

− ĝ(ξ)( T∫
0

Dβ(ξ, T − s)φ(s)ds
)

e
α2ξ2

4

,

I2 =
ĝ(ξ)( T∫

0

Dβ(ξ, T − s)φε(s)ds
)

e
α2ξ2

4

− ĝε(ξ)( T∫
0

Dβ(ξ, T − s)φε(s)ds
)

e
α2ξ2

4

,

I3 =
ĝ(ξ)( T∫

0

Dβ(ξ, T − s)φ(s)ds
)

e
α2ξ2

4

− ĝ(ξ)( T∫
0

Dβ(ξ, T − s)φε(s)ds
)

e
α2ξ2

4

· (31)

Next, we estimate the error by diving it into three steps as follows
Step 1: Estimate for

∥∥I1
∥∥2

L2(R)
, we have

∥∥I1
∥∥2

L2(R)
=

∥∥∥∥ ĝ(ξ)( T∫
0

Dβ(ξ, T − s)φ(s)ds
)(1− e−

α2ξ2
4
)∥∥∥∥2

L2(R)

=
∥∥∥(1 + ξ2)−k(1− e−

α2ξ2
4 )(1 + ξ2)k f̂ (ξ)

∥∥∥2

L2(R)

≤ sup
ξ∈R

∣∣∣(1 + ξ2)−k(1− e−
α2ξ2

4 )
∣∣∣2‖ f ‖2

Hk(R) ≤M
2 max

{
α4k, α4

}
·

Hence, ∥∥I1
∥∥

L2(R)
≤Mmax

{
α2k, α2

}
· (32)

Step 2: Estimate for
∥∥I2

∥∥2
L2(R)

, we get

∥∥I2
∥∥2

L2(R)
=

∥∥∥∥ ĝ(ξ)( T∫
0

Dβ(ξ, T − s)φε(s)ds
)

e
α2ξ2

4

− ĝε(ξ)( T∫
0

Dβ(ξ, T − s)φε(s)ds
)

e
α2ξ2

4

∥∥∥∥2

L2(R)

≤ A−2
1

∥∥ĝ(ξ)− ĝε(ξ)
∥∥2

L2(R)
sup
ξ∈R

∣∣∣∣∣
( T∫

0

(T − s)β−1Eβ,β(−ξ2(T − s)β)ds
)

e
α2ξ2

4

∣∣∣∣∣
−2

≤ A−2
1

∥∥ĝ(ξ)− ĝε(ξ)
∥∥2

L2(R)
sup
ξ∈R

∣∣∣∣ ξ2(
1− Eβ,1(−ξ2Tβ

)
e

α2ξ2
4

∣∣∣∣2

≤
(16ε2

α4

)(
A1
(
1− Eβ,1(−Tβ)

))−2
· (33)

Hence, we conclude that

∥∥I2
∥∥

L2(R)
≤
(

4ε

α2

) (
A1
(
1− Eβ,1(−Tβ)

))−1
. (34)

345



Mathematics 2019, 7, 1048

Step 3: Estimate for
∥∥I3

∥∥2
L2(R)

, we have

∥∥I3
∥∥2

L2(R)
=

∥∥∥∥∥ ĝ(ξ)( T∫
0

Dβ(ξ, T − s)φ(s)ds
)

e
α2ξ2

4

− ĝ(ξ)( T∫
0

Dβ(ξ, T − s)φε(s)ds
)

e
α2ξ2

4

∥∥∥∥∥
2

L2(R)

=

∥∥∥∥∥ ĝ(ξ)

e
α2ξ2

4

T∫
0

Dβ(ξ, T − s)
(

φε(s)− φ(s)
)

ds

( T∫
0

Dβ(ξ, T − s)φε(s)ds
)( T∫

0

Dβ(ξ, T − s)φ(s)ds
)
∥∥∥∥∥

2

L2(R)

· (35)

From (35), we get

∥∥I3
∥∥2

L2(R)
= A−2

1

∥∥φε − φ
∥∥2

C[0,T]

∥∥∥∥∥ ĝ(ξ)( T∫
0

Dβ(ξ, T − s)φ(s)ds
)

e
α2ξ2

4

∥∥∥∥∥
2

L2(R)

≤ A−2
1

∥∥φε − φ
∥∥2

C[0,T]

∥∥∥∥∥ ĝ(ξ)( T∫
0

Dβ(ξ, T − s)φ(s)ds
)

e
α2ξ2

4

∥∥∥∥∥
2

L2(R)

≤ (A0A1
)−2∥∥φε − φ

∥∥2
C[0,T]

∣∣∣∣ ξ2

(1− Eβ,1(−ξ2Tβ)) e
α2ξ2

4

∣∣∣∣2 ∫
R

|ĝ(ξ)|2dξ

≤
(

16
α4

)(
A0A1

(
1− Eβ,1(−Tβ)

))−2∥∥φε − φ
∥∥2

C[0,T]

∫
R

|ĝ(ξ)|2dξ· (36)

Hence,

∥∥I3
∥∥

L2(R)
≤
(

4ε

α2

)(
A0A1

(
1− Eβ,1(−Tβ)

))−1
‖ĝ‖L2(R). (37)

Combining (32), (34) and (37), we received

(a) If 0 ≤ k ≤ 1 by choosing α(ε) =

(
ε

M

) 1
2(k+1)

, we have a convergent estimation:

∥∥ f (.)− fε,α(.)
∥∥

L2(R)
is of order ε

k
k+1 . (38)

(b) If k > 1, by choosing α(ε) =

(
ε

M

) 1
4

, we have a convergent estimation:

∥∥ f (.)− fε,α(.)
∥∥

L2(R)
is of order ε

1
2 . (39)
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4. The Discrepancy Principle

Now, we present the posteriori regularization parameter choice rule. The most general of the
posteriori rules is the Morozov discrepancy principle [17]. Choosing the regularization parameter α as
the solution of the equation

l(α) =
∥∥∥e−

α2ξ2
4 ĝε(ξ)− ĝε(ξ)

∥∥∥
L2(R)

= ε + η

(
log

(
log

(
T
ε

)))−1

, (40)

where η > 1 is a constant.

Remark 1. To ensure the existence and uniqueness, we can choose η such that

0 < ε + η
(

log
(

log
(T

ε

)))−1
< ‖ĝε‖L2(R).

To establish the existence and uniqueness of the solution of Equation (40), we consider the
following lemmas

Lemma 8. If ε > 0 then there holds:

(a) l(α) is a continous function.
(b) limα→0+ l(α) = 0.
(c) limα→+∞ l(α) =

∥∥ĝε

∥∥
L2(R)

.
(d) l(α) is a strictly increasing function.

The proof is very easy and we omit it here.

Lemma 9. The following inequality holds:

∥∥e−
α2ξ2

4 ĝε(ξ)− ĝ(ξ)
∥∥

L2(R)
≤ 2ε + η

(
log

(
log

(
T
ε

)))−1

· (41)

Proof. Applying the triangle inequality and (40), we have

∥∥e−
α2ξ2

4 ĝε(ξ)− ĝ(ξ)
∥∥

L2(R)
≤
∥∥e−

α2ξ2
4 ĝε(ξ)− ĝε(ξ)

∥∥
L2(R)

+
∥∥ĝε(ξ)− ĝ(ξ)

∥∥
L2(R)

≤
∥∥e−

α2ξ2
4 ĝε(ξ)− ĝε(ξ)

∥∥
L2(R)

+
∥∥ĝε(ξ)− ĝ(ξ)

∥∥
L2(R)

≤ 2ε + η

(
log

(
log

(
T
ε

)))−1

. (42)

Lemma 10. For any 0 �= ξ ∈ R, let s, t ∈ [0, T] such that 0 ≤ s ≤ t ≤ T, making the substitution ξ2 and
using the inequality: B3sβ−1

1+ξ2sβ ≤ B3sβ−1, we have the following estimate

T∫
0

Dβ(ξ, T − s)ds =
T∫

0

(T − s)β−1Eβ,β(−ξ2(T − s)β)ds ≤ B3Tβ

β
· (43)

Lemma 11. If α is the solution of Equation (40), then the following inequality also holds:

4
α2 ≤

Hβ(B3, T, Φ,M)

η

(
log

(
log

(
T
ε

))
· (44)
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wherebyM≥
∥∥ f
∥∥
Hk(R)·

Proof. Due to (40), we receive

ε + η
(

log
(

log
(T

ε

)))−1
=
∥∥∥(1− e−

α2ξ2
4 )ĝε(ξ)

∥∥∥
L2(R)

≤
∥∥∥(1− e−

α2ξ2
4 )ĝε(ξ)− (1− e−

α2ξ2
4 )ĝ(ξ) + (1− e−

α2ξ2
4 )ĝ(ξ)

∥∥∥
L2(R)

≤ ε +
∥∥∥(1− e−

α2ξ2
4 )(1 + ξ2)−k

( T∫
0

Dβ(ξ, T − s)φ(s)ds
)
(1 + ξ2)k f̂ (ξ)

∥∥∥
L2(R)

≤ ε + sup
ξ∈R

∣∣∣∣(1− e−
α2ξ2

4 )(1 + ξ2)−k
( T∫

0

Dβ(ξ, T − s)φ(s)ds
)∣∣∣∣M

≤ ε +
α2

4
Hβ(B3, T, Φ,M), (45)

whereby

Hβ(B3, T, Φ,M) = (β)−1ΦB3TβM. (46)

So

4
α2 ≤

Hβ(B3, T, Φ,M)

η
log

(
log

(
T
ε

))
. (47)

Lemma 12. For 0 < α < 1, using the Lemma 7, the following inequality holds:

sup
ξ∈R

∣∣∣∣( ξ2

1− Eβ,1(−ξ2Tβ)

)k+1
e−

α2ξ2
4

∣∣∣∣ ≤ (
k + 1(

1− Eβ,1(−Tβ)
))k+1( 4

α2

)k+1
. (48)

The proof is similar to Lemma 7 and we omit it here.

Next, the main results of this section are shown under Theorem.

Theorem 2. Assume the condition ‖gε − g‖ ≤ ε where ‖.‖ denotes the L2(R)-norm with ε > 0 is a noise
level and the condition (5) holds, then there holds the following error estimate∥∥ f (.)− fε,α(.)

∥∥
L2(R)

=
∥∥ f̂ (.)− f̂ε,α(.)

∥∥
L2(R)

≤
(

ε

(
log

(
log

(
T
ε

))k+1(Lβ(k, T) Hβ(B3, T, Φ)

A0η

)k+1

Mk

+
Φ
Ak+1

0

(
1

1− Eβ,1(−Tβ)

)k
) 1

k+1

M 1
k+1 .

(
2ε + η

(
log

(
log

(
T
ε

)))−1
) k

k+1

+

(
ε log

(
log

(T
ε

)))( Hβ(B3, T, Φ,M)

ηA0
(
1− Eβ,1(−Tβ)

) +(Hβ(B3, T, Φ,M)‖ĝ‖L2(R)

η
(
1− Eβ,1(−Tβ)

)
A0A1

))
. (49)
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Proof. By the Parseval formula, we get∥∥ f (.)− fε,α(.)
∥∥

L2(R)
=
∥∥ f̂ (.)− f̂ε,α(.)

∥∥
L2(R)

≤
∥∥∥∥∥ e−

α2ξ2
4 ĝε(ξ)− ĝ(ξ)

T∫
0

Dβ(ξ, T − s)φ(s)ds

∥∥∥∥∥
L2(R)

+

∥∥∥∥∥ ĝε(ξ)( T∫
0

Dβ(ξ, T − s)φ(s)ds
)

e
α2ξ2

4

− ĝ(ξ)( T∫
0

Dβ(ξ, T − s)φ(s)ds
)

e
α2ξ2

4

∥∥∥∥∥
L2(R)

+

∥∥∥∥∥ ĝ(ξ)( T∫
0

Dβ(ξ, T − s)φ(s)ds
)

e
α2ξ2

4

− ĝ(ξ)( T∫
0

Dβ(ξ, T − s)φε(s)ds
)

e
α2ξ2

4

∥∥∥∥∥
L2(R)

≤
∥∥J1

∥∥
L2(R)

+
∥∥J2

∥∥
L2(R)

+
∥∥J3

∥∥
L2(R)

, (50)

We can divide the proof into three steps as follows:
Step 1: Estimate for

∥∥J1
∥∥2

L2(R)
, using the Hölder inequality, we obtain

∥∥J1
∥∥2

L2(R)
=

1( T∫
0

Dβ(ξ, T − s)φ(s)ds
)2

∥∥∥e−
α2ξ2

4 ĝε(ξ)− ĝ(ξ)
∥∥∥2

L2(R)

≤
∥∥∥ ξ2

A0(1− Eβ,1(−ξ2Tβ))

(
e−

α2ξ2
4 ĝε(ξ)− ĝ(ξ)

)∥∥∥2

L2(R)

≤ (C2
1 )

1
k+1 × (C2

2 )
k

k+1 , (51)

whereby

C2
1 =

(∫
R

(( ξ2

A0(1− Eβ,1(−ξ2Tβ))

)2(
e−

α2ξ2
4 ĝε(ξ)− ĝ(ξ)

) 2
k+1
)k+1

dξ

)
,

C2
2 =

(∫
R

((
e−

α2ξ2
4 ĝε(ξ)− ĝ(ξ)

) 2k
k+1
)k+1

dξ

)
· (52)

From (52), we can check that
(
C2

2
) k

k+1 as follows

(C2
2 )

k
k+1 =

( ∫
R

(
e−

α2ξ2
4 ĝε(ξ)− ĝ(ξ)

)2
dξ

) k
k+1

=
∥∥∥e−

α2ξ2
4 ĝε(ξ)− ĝ(ξ)

∥∥∥ 2k
k+1

L2(R)
≤
(

2ε + η

(
log

(
log

(
T
ε

)))−1
) 2k

k+1

. (53)
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On the other hand, we deduce

(C2
1 )

1
k+1 ≤

( +∞∫
−∞

( ξ2

A0
(
1− Eβ,1(−ξ2Tβ)

))2(k+1)(
e−

α2ξ2
4 ĝε(ξ)− ĝ(ξ)

)2
dξ

) 1
k+1

=

∥∥∥∥∥( ξ2

A0
(
1− Eβ,1(−ξ2Tβ)

))k+1(
e−

α2ξ2
4 ĝε(ξ)− ĝ(ξ)

)∥∥∥∥∥
2

k+1

L2(R)

≤
(∥∥∥( ξ2

A0
(
1− Eβ,1(−ξ2Tβ)

))k+1
e−

α2ξ2
4

(
ĝε(ξ)− ĝ(ξ)

)∥∥∥
L2(R)

+
∥∥∥( ξ2

A0
(
1− Eβ,1(−ξ2Tβ)

))k+1(
e−

α2ξ2
4 ĝ(ξ)− ĝ(ξ)

)∥∥∥
L2(R)

) 2
k+1

. (54)

To estimate C1, we give two Lemmas as follows:

Lemma 13. Assume that the condition
∥∥ĝε(ξ)− ĝ(ξ)

∥∥
L2(R)

≤ ε holds. Then we have the following estimate

∥∥∥( ξ2

A0
(
1− Eβ,1(−ξ2Tβ)

))k+1
e−

α2ξ2
4

(
ĝε(ξ)− ĝ(ξ)

)∥∥∥
L2(R)

≤ ε

(
log

(
log

(
T
ε

))k+1(Lβ(k, T) Hβ(B3, T, Φ,M)

A0η

)k+1

. (55)

Proof. Using the Lemma 12 and setting Lβ(k, T) =
(

k+1
(1−Eβ,1(−Tβ))

)
, we get

∥∥∥( ξ2

A0
(
1− Eβ,1(−ξ2Tβ)

))k+1
e−

α2ξ2
4

(
ĝε(ξ)− ĝ(ξ)

)∥∥∥
L2(R)

≤ ε
( 4

α2

)k+1
(

k + 1
A0
(
1− Eβ,1(−Tβ)

))k+1

≤ ε

(
log

(
log

(
T
ε

))k+1(Lβ(k, T) Hβ(B3, T, Φ,M)

A0η

)k+1

(56)

in whichHβ(B3, T, Φ, M) is defined in Lemma 11.

Lemma 14. Let ξ ∈ R and existM is a positive constant such thatM≥ ‖ f ‖Hk(R), we get

∥∥∥( ξ2

A0
(
1− Eβ,1(−ξ2Tβ)

))k+1(
e−

α2ξ2
4 ĝ(ξ)− ĝ(ξ)

)∥∥∥
L2(R)

≤ Φ
Ak+1

0

(
1

1− Eβ,1(−Tβ)

)k

M. (57)

Proof. Applying the Lemma 4, we receive
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∥∥∥( ξ2

A0
(
1− Eβ,1(−ξ2Tβ)

))k+1(
e−

α2ξ2
4 ĝ(ξ)− ĝ(ξ)

)∥∥∥
L2(R)

=

∥∥∥∥∥( ξ2(1− e−
α2ξ2

4
) 1

k+1

A0
(
1− Eβ,1(−ξ2Tβ)

))k+1
(1 + ξ2)−k(1 + ξ2)k f̂ (ξ)

T∫
0

Dβ(ξ, T − s)φ(s)ds

∥∥∥∥∥
L2(R)

≤ Φ
A0

sup
ξ∈R

∣∣∣( ξ2

A0(1− Eβ,1(−ξ2Tβ))

)k (1− e−
α2ξ2

4 )

(1 + ξ2)k

∣∣∣M
≤ Φ
Ak+1

0

sup
ξ∈R

∣∣∣( ξ2

(1 + ξ2)(1− Eβ,1(−ξ2Tβ))

)k
(1− e−

α2ξ2
4 )

∣∣∣M
≤ Φ
Ak+1

0

(
1

1− Eβ,1(−Tβ)

)k

M. (58)

Combining (54), (56) and (58), we have estimate (C2
1 )

1
k+1 as follows

(C2
1 )

1
k+1 ≤

(
ε

(
log

(
log

(
T
ε

))k+1(Lβ(k, T) Hβ(B3, T, Φ)

A0η

)k+1

Mk

+
Φ
Ak+1

0

(
1

1− Eβ,1(−Tβ)

)k
) 2

k+1

M 2
k+1 . (59)

From (51) to (59), so

∥∥J1
∥∥

L2(R)
≤
(

ε

(
log

(
log

(
T
ε

))k+1(Lβ(k, T) Hβ(B3, T, Φ)

A0η

)k+1

Mk

+
Φ
Ak+1

0

(
1

1− Eβ,1(−Tβ)

)k
) 1

k+1

M 1
k+1 .

(
2ε + η

(
log

(
log

(
T
ε

)))−1
) k

k+1

. (60)

Step 2: Estimate for
∥∥J2

∥∥2
L2(R)

, we have

∥∥J2
∥∥2

L2(R)
≤
∥∥∥∥

(
ĝε(ξ)− ĝ(ξ)

)
( T∫

0

Dβ(ξ, T − s)φ(s)ds
)

e
α2ξ2

4

∥∥∥∥2

L2(R)

=

∥∥∥∥ ξ2

A0

(
1− Eβ,1(−ξ2Tβ)

) e−
α2ξ2

4

(
ĝε(ξ)− ĝ(ξ)

)∥∥∥∥2

L2(R)

≤
(16

α4

)‖ĝε − ĝ‖2
L2(R)

A2
0

(
1

1− Eβ,1(−Tβ)

)2

· (61)

Applying the Lemmas 11 and 12 in case k = 0, we know that

∥∥J2
∥∥2

L2(R)
≤
(

ε log
(

log
(T

ε

)))2( Hβ(B3, T, Φ,M)

ηA0
(
1− Eβ,1(−Tβ)

))2

. (62)
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Hence, we conclude that

∥∥J2
∥∥

L2(R)
≤
(

ε log
(

log
(T

ε

)))( Hβ(B3, T, Φ,M)

ηA0
(
1− Eβ,1(−Tβ)

)). (63)

Step 3: Estimate for
∥∥J3

∥∥2
L2(R)

, we have :

∥∥J3
∥∥2

L2(R)
≤
∥∥∥∥∥ ĝ(ξ)( T∫

0

Dβ(ξ, T − s)φ(s)ds
)

e
α2ξ2

4

− ĝ(ξ)( T∫
0

Dβ(ξ, T − s)φε(s)ds
)

e
α2ξ2

4

∥∥∥∥∥
2

L2(R)

=

∥∥∥∥∥
(

e−
α2ξ2

4 ĝ(ξ)
) T∫

0

Dβ(ξ, T − s)(φε(s)− φ(s))ds

( T∫
0

Dβ(ξ, T − s)φ(s)ds
)( T∫

0

Dβ(ξ, T − s)φε(s)ds
)
∥∥∥∥∥

2

L2(R)

. (64)

From (64), it gives

∥∥J3
∥∥2

L2(R)
≤
∥∥∥∥∥
‖φε − φ‖C[0,T]

T∫
0

Dβ(ξ, T − s)ds

A0A1

( T∫
0

Dβ(ξ, T − s)ds
)2

(
e−

α2ξ2
4 ĝ(ξ)

)∥∥∥∥∥
2

L2(R)

≤
‖φ− φε‖2

C[0,T]

A2
0A2

1

∥∥∥∥ ξ2(
1− Eβ,1(−ξ2Tβ)

) e−
α2ξ2

4 ĝ(ξ)
∥∥∥∥2

L2(R)
. (65)

Applying Lemma 12 with k = 0 and Lemma 11 , we know that

∥∥J3
∥∥2

L2(R)
≤
(

16
α4

)(
1

1− Eβ,1(−Tβ)

)2 ‖φ− φε‖2
C[0,T]

A2
0A2

1
‖ĝ‖2

L2(R)

≤
(

ε log
(

log
(T

ε

)))2(Hβ(B3, T, Φ,M)‖ĝ‖L2(R)

η
(
1− Eβ,1(−Tβ)

)
A0A1

)2

· (66)

Therefore,

∥∥J3
∥∥

L2(R)
≤
(

ε log
(

log
(T

ε

)))(Hβ(B3, T, Φ,M)‖ĝ‖L2(R)

η
(
1− Eβ,1(−Tβ)

)
A0A1

)
. (67)

Combining (60), (63) and (67), we get:
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∥∥ f (.)− fε,α(.)
∥∥

L2(R)
=
∥∥ f̂ (.)− f̂ε,α(.)

∥∥
L2(R)

≤
(

ε

(
log

(
log

(
T
ε

))k+1(Lβ(k, T) Hβ(B3, T, Φ)

A0η

)k+1

Mk

+
Φ
Ak+1

0

(
1

1− Eβ,1(−Tβ)

)k
) 1

k+1

M 1
k+1 .

(
2ε + η

(
log

(
log

(
T
ε

)))−1
) k

k+1

+

(
ε log

(
log

(T
ε

)))( Hβ(B3, T, Φ,M)

ηA0
(
1− Eβ,1(−Tβ)

) +(Hβ(B3, T, Φ,M)‖ĝ‖L2(R)

η
(
1− Eβ,1(−Tβ)

)
A0A1

))
. (68)

Nohing that

lim
ε→0

ε
(

log
(

log
(T

ε

)))
= 0, lim

ε→0
ε

(
log

(
log

(T
ε

)))k+1

= 0. (69)

Combining (68) and (69), we conclude that∥∥ f (.)− fε,α(.)
∥∥

L2(R)
=
∥∥ f̂ (.)− f̂ε,α(.)

∥∥
L2(R)

→ 0, as ε → 0. (70)

The proof of Theorem 2 is completed.

5. Numerical Experiments

In this section, in order to illustrate the usefulness of the proposed methods, we consider the
numerical examples intended. We carry out numerically above regularization methods to verify our
proposed methods. The numerical examples with T = 1, and β = 0.4, β = 0.95 are shown in this
section, respectively. In the following, we give an example which had the exact expression of the
solutions (u(x, t), f (x)). We use the computations in Matlab codes which are given by Podlubny [18]
for computing the generalized Mittag-Leffler function and the accuracy control in computing is 10−10.
We will do the numerical tests with x ∈ [−7, 7] and η = 1.1. The couple of (φε, gε), which are
determined below, play as measured data with a random noise as follows:

φε(·) = φ(·) + ε
(
2rand(.)− 1

)
, gε(·) = g(·) + ε

(
2rand(.)− 1

)
. (71)

Following Reference [9], we know the function rand(·) generates arrays of random numbers
whose elements are normally distributed with mean 0, variance σ2 = 1 and standard deviation σ = 1,
and it gives rand(size(.)) and rand(size(.)) returns an array of random entries that is the same size as g
and φ, respectively. We can easily verify the validity of the inequality:

‖φε − φ‖C[0,T] ≤ ε, ‖gε − g‖L2(R) ≤ ε. (72)

In this example, we consider particularly a one-dimensional case of the problem (1) for f is an
exact data function. ⎧⎪⎪⎪⎨⎪⎪⎪⎩

∂βu(x, t)
∂tβ

= uxx(x, t) + φ(t) f (x), (x, t) ∈ R× (0, T],

u(x, 0) = 0, x ∈ R,

u(x, 1) = g(x), x ∈ R·

(73)

In this example, we choose the following solution

u(x, t) =
(

Eβ,1(tβ)− Eβ,1(−tβ)
)

sin
( x

2

)
. (74)
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Then a simple computation yields

φ(t) =
5
4

Eβ,1(tβ) +
3
4

Eβ,1(−tβ). (75)

and f (x) = sin
( x

2
)
. Moreover, we have u(x, 0) = u0(x) = 0 and

u(x, 1) = u1(x) = g(x) =
(

Eβ,1(1)− Eβ,1(−1)
)

sin
( x

2

)
. (76)

Next, for computing the integral in the latter equality, see Reference [19], we use the fact that

x∫
0

uκ−1Eβ,κ(yuβ)(x− u)β−1Eβ,β(z(x− u)β)du =
yEβ,κ+β(yxβ)− zEβ,β+κ(zxβ)

y− z
xβ+κ+1· (77)

From φε(.) = φ(.) + ε
(

2rand(.)− 1
)

, we have

1∫
0

sβ−1Eβ,β(−ξ2sβ)φε(1− s)ds =
1∫

0

sβ−1Eβ,β(−ξ2sβ)φ(1− s)ds

+ ε
(
2rand(.)− 1

) 1∫
0

sβ−1Eβ,β(−ξ2sβ)ds· (78)

Combining (72), (75) and (78), we have

1∫
0

sβ−1Eβ,β(−ξ2sβ−1)φε(1− s)ds =
5
4

(Eβ,β+1(1) + ξ2Eβ,β+1(−ξ2)

1 + ξ2

)

− 3
4

(Eβ,β+1(−1)− ξ2Eβ,β+1(−ξ2)

−1 + ξ2

)

+
ε
(

2rand(.)− 1
)

ξ2

(
1− Eβ,1(−ξ2)

)
. (79)

In general, the numerical methods referenced by References [20,21] are summarized in three steps
as follows.

Step 1: Choose N to generate the spatial and temporal discretization in such a manner as:

xi = iΔx, Δx =
π

N
, i = 0, N. (80)

Obviously, the higher value of N will provide numerical results that are more accurate and stable.
Here we choose N = 100 is satisfied.

Step 2: Setting fε,α(xi) = f i
ε,α and f (xi) = f i, constructing two vectors contained all discrete values

of fε,α and f denoted by Λε,α and Ψ, respectively.

Λε,α = [ f 0
ε,α f 1

ε,α ... f Q
ε,α] ∈ RQ+1,

Ψ = [ f 0 f 1 ... f Q−1 f Q] ∈ RQ+1· (81)

Step 3: The estimation is defined:
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Relative error estimation:

E1 =

√
N
∑

i=1
| fε,α(xi)− f (xi)|2L2(−7,7)√

N
∑

i=1
| f (xi)|2L2(−7,7)

· (82)

Absolute error estimation:

E2 =

√√√√ 1
N

N

∑
i=1
| fε,α(xi)− f (xi)|2L2(−7,7)· (83)

Figure 1 shows a 2D figures between the sought and its regularized solutions for N = 100 and
β = 0.95. All figures are presented with ε = 0.1, ε = 0.01 and ε = 0.001, respectively.

In Tables 1 and 2 of this example, we show the error estimation both the priori and the posteriori
within case N = 100, that is, in Table 1 we show the error estimation for both the priori and the
posteriori at β = 0.95 with ε ∈ {0.1, 0.01, 0.001}, respectively. In Table 2, we show the relative error
estimation and absolute error estimation both the priori and the posteriori with ε = 0.01 with the
different values of β ∈ {0.2, 0.4, 0.6, 0.8}, when ε is fixed and the mesh resolutions are increased,
the regularized solution convergence is better than that of the exact solution. From observing the
results from the tables and figures above, we conclude that when ε tends to zero, the regularized
solution approaches the exact solution.
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Figure 1. A comparison between the exact and regularized solutions for k = 1, β = 0.95 with N = 100.
(a) ε = 0.1. (b) ε = 0.01. (c) ε = 0.001.
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Table 1. The error estimation between the exact and regularized solutions of this example at β = 0.95
with N = 100.

ε E
βpri
1 E

βpos
1 E

βpri
2 E

βpos
2

0.1 0.279660141830880 0.163452531664322 0.188256991900635 0.110030273632189
0.01 0.167130513450332 0.146077554813055 0.112506156619184 0.098334073898654
0.001 0.144054212078375 0.144599158066180 0.096972033479447 0.097338871212350

Table 2. The error estimation between the exact and regularized solutions with the different values of
β, ε = 0.01 and N = 100.

β E
βpri
1 E

βpos
1 E

βpri
2 E

βpos
2

0.2 0.156401672575436 0.176079016470940 0.078962919638416 0.092189970426402
0.4 0.146364358305196 0.165153671589525 0.073895354649786 0.086469770247512
0.6 0.136338164832119 0.153413164488168 0.068833404246973 0.080322774289912
0.8 0.124692172130227 0.140316883268202 0.062953661590221 0.073465933522836

6. Conclusions

In this study, by using the mollification regularization method, we solved the inverse problem and
recovered the source term for time fractional diffusion equation with the time dependent coefficient.
In the theoretical results, which we have shown, we obtained the error estimates of both a priori and a
posteriori parameter choice rule methods based on a priori condition. In addition, in the numerical
results, it shows that the regularized solutions are converged to the exact solution. Furthermore, it also
shows that the smaller error of the input data, the better the convergence results.
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Abstract: In this article, we establish new Hermite–Hadamard-type inequalities via
Riemann–Liouville integrals of a function ψ taking its value in a fractal subset of R and possessing
an appropriate generalized s-convexity property. It is shown that these fractal inequalities give
rise to a generalized s-convexity property of ψ. We also prove certain inequalities involving
Riemann–Liouville integrals of a function ψ provided that the absolute value of the first or second
order derivative of ψ possesses an appropriate fractal s-convexity property.

Keywords: s-convex function; Hermite–Hadamard inequalities; Riemann–Liouville fractional integrals;
fractal space

1. Introduction

Convexity is considered to be an important property in mathematical analysis. The applications
of convex functions can be found in many fields of studies including economics, engineering and
optimization (see for example [1,2]). A well-known result which was identified as Hermite–Hadamard
inequalities is the reformulation through convexity. These inequalities, widely reported in the literature,
can be defined as follows:

Theorem 1. Suppose that ψ : [u, v] ⊂ R→ R is a convex function on [u, v] with u < v, then

ψ

(
u + v

2

)
≤ 1

v− u

∫ v

u
ψ(x)dx ≤ ψ(u) + ψ(v)

2
. (1)

These two inequalities, which are refinement of convexity, can be held in reverse order as concave.
Following this, many refinements of convex functions using Hermite–Hadamard inequalities have
been continuously studied [3–6]. Given the variation of Hermite–Hadamard inequalities, Dragomir
and Fitzpatrick [7] established a new generalization of s-convex functions in the second sense.

Theorem 2. Suppose that ψ : R+ → R+ is a s-convex function in the second sense, where 0 < s ≤ 1,
u, v ∈ R+ and u < v. If ψ ∈ L1([u, v]), then

2s−1ψ

(
u + v

2

)
≤ 1

v− u

∫ v

u
ψ(x)dx ≤ ψ (u) + ψ (v)

s + 1
. (2)
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Though the Hermite–Hadamard inequalities were established for classical integrals [8], the inequalities
can also hold for fractional calculus, such as Riemann–Liouville [9–11], Katugampola [12] and
local fractional integrals [13]. Some of these were studied through Mittag–Leffler function [14,15].
Other important generalizations include the work of Sarikaya et al. [16], who proved the
Hermite–Hadamard inequalities through fractional integrals as follows:

Theorem 3. Suppose that ψ : [u, v]→ R is a non-negative function with 0 ≤ u < v and ψ ∈ L1[u, v]. If ψ is
convex function on [u, v], we have:

ψ

(
u + v

2

)
≤ Γ(α + 1)

2(v− u)α

[
Jα
u+ψ(v) + Jα

v−ψ(u)
]
≤ ψ(u) + ψ(v)

2
,

where 0 < α ≤ 1.

The s-convexity mentioned in Hudzik and Maligranda [2] was also given as the generalization on
fractal sets.

Definition 1 ([17]). A function ψ : R+ → Rα is called generalized s-convex in the second sense if

ψ(γ1u + γ2v) ≤ γαs
1 ψ(u) + γαs

2 ψ(v), (3)

holds for all u, v ∈ R+, γ1, γ2 ≥ 0, with γ1 + γ2 = 1 and for some fixed s ∈ (0, 1]. The symbol GK2
s denotes

the class of this functions.

The Riemann–Liouville fractional integral is introduced here due to its importance.

Definition 2 ([18]). Suppose that ψ ∈ L1[u, v]. The Riemann–Liouville integrals Jα
u+ψ and Jα

v−ψ of order
α ∈ R+ are defined by

Jα
u+ψ(x) =

1
Γ(α)

∫ x

u
(x− γ)α−1ψ(γ)dγ, x > u,

and

Jα
v−ψ(x) =

1
Γ(α)

∫ v

x
(γ− x)α−1ψ(γ)dγ, x < v,

respectively.

The following lemma for differentiable function is given by Sarikaya et al. [16].

Lemma 1. Let ψ : [u, v]→ R be a differentiable function on (u, v) with u < v. If ψ′ ∈ L1[u, v], then we have:

ψ(u) + ψ(v)
2

− Γ(α + 1)
2(v− u)α

[Jα
u+ψ(v) + Jα

v−ψ(u)] =
v− u

2

∫ 1

0
[(1− γ)α − γα]ψ′(γu + (1− γ)v)dγ.

Wang et al. [9] extended Lemma 1 to include two cases, one of which involves the second
derivative of Riemann–Liouville fractional integrals.

360



Mathematics 2019, 7, 1065

Lemma 2. Let ψ : [u, v]→ R be a twice-differentiable function on (u, v) with u < v. If ψ′′ ∈ L1[u, v], then

ψ(u) + ψ(v)
2

− Γ(α + 1)
2(v− u)α

[Jα
u+ψ(v) + Jα

v−ψ(u)]

=
(v− u)2

2

∫ 1

0

1− (1− γ)α+1 − γα+1

α + 1
ψ′′(γu + (1− γ)v)dγ,

holds.

Even though studies were conducted on generalized Hermite–Hadamard inequality via
Riemann–Liouville fractional integrals for s-convexity [16,19–21], inequalities of this type for
generalized s-convexity are lacking. Therefore, this paper is aimed at establishing some new integral
inequalities via generalized s-convexity on fractal sets. We show that the newly established inequalities
are generalizations of Theorem 2. The new Hermite–Hadamard-type inequalities in the class of
functions with derivatives in absolute values are shown to be s-convex function on fractal sets. This was
achieved using Riemann–Liouville fractional integrals inequalities.

2. Main Results

Our first main result is obtained in the following theorem.

Theorem 4. Suppose that ψ : [u, v] ⊆ R+ → Rα
+ is a generalized s-convex on [u, v], where 0 < s < 1,

u, v ∈ R+ and u ≤ v. If ψ ∈ L1[u, v], then we obtain

2α(s−1)ψ

(
u+v

2

)
≤ Γ(α+1)

2(v−u)α [Jα
u+ψ(v) + Jα

v−ψ(u)] ≤
[

1
s+1 + Γ(αs+1)Γ(α+1)

Γ(α(s+1)+1)

]
[ψ(u)+ψ(v)]

2 . (4)

Proof. Since ψ ∈ GK2
s , we get

ψ

(
x + y

2

)
≤ ψ(x) + ψ(y)

2αs . (5)

Substituting x = γu + (1− γ)v and y = (1− γ)u + γv with γ ∈ [0, 1] in inequality (5), we obtain

2αsψ

(
x + y

2

)
≤ ψ(γu + (1− γ)v) + ψ(γv + (1− γ)u). (6)

Multiplying both sides of (6) by γα−1 and integrating the resulting inequality with respect to γ

over [0, 1] yields

2αs

α
ψ

(
x + y

2

)
≤
∫ 1

0
γα−1ψ(γu + (1− γ)v) +

∫ 1

0
γα−1ψ(γv + (1− γ)u)

=
Γ(α)

(v− u)α
[Jα

u+ψ(v) + Jα
v−ψ(u)]. (7)

Then the first inequality in (4) is proved.
To prove the second inequality in (4), since ψ ∈ GK2

s , we get

ψ(γu + (1− γ)v) ≤ γαsψ(u) + (1− γ)αsψ(v), (8)

and

ψ(γv + (1− γ)u) ≤ γαsψ(v) + (1− γ)αsψ(u). (9)
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Combining the inequalities (8) and (9), we obtain

ψ(γu + (1− γ)v) + ψ((1− γ)u + γv) ≤ γαsψ(u) + (1− γ)αsψ(v) + γαsψ(u) + (1− γ)αsψ(u)
= [γαs + (1− γ)αs][ψ(u) + ψ(v)].

(10)

A similar technique used in (6) is applied to inequality (10) to get the following:

Γ(α)
(v− u)α

[Jα
u+ψ(v) + Jα

v−ψ(u)] ≤
∫ 1

0
γα−1[γαs + (1− γ)αs][ψ(u) + ψ(v)]dγ

≤
[

1
α(s + 1)

+
Γ(αs + 1)Γ(α)

Γ(α(s + 1) + 1)

]
[ψ(u) + ψ(v), (11)

where ∫ 1

0
γαs+s−1dγ =

1
αs + α

,

and ∫ 1

0
γα−1(1− γ)αsdγ =

Γ(αs + 1)Γ(α)
Γ(αs + α + 1)

.

Using inequalities (7) and (11), we prove Theorem 4.

Remark 1. In the second inequality of Theorem 4, the expression 1
2

[
1

s+1 + Γ(αs+1)Γ(α+1)
Γ(α(s+1)+1)

]
for 0 < s ≤ 1 is the

best possible. The map ψ : [0, 1] → [0α, 1α] given by ψ(z) = zsα is generalized s-convex in the second sense,
and it satisfies the following equalities:

Γ(α + 1)
2

[Jα
u+ψ(1) + Jα

v−ψ(0)] =
Γ(α + 1)

2

[
1

Γ(α)

(
1

α(s + 1)
+

Γ(αs + 1)Γ(α)
Γ(αs + α + 1)

)]
=

Γ(α + 1)
2

[
1

αΓ(α)(s + 1)
+

Γ(αs + 1)Γ(α)
Γ(α)Γ(αs + α + 1)

]
=

1
2

[
1

s + 1
+

Γ(αs + 1)Γ(α + 1)
Γ(α(s + 1) + 1)

]
,

and [
1

s + 1
+

Γ(αs + 1)Γ(α + 1)
Γ(α(s + 1) + 1)

]
[ψ(0) + ψ(1)]

2
=

1
2

[
1

s + 1
+

Γ(αs + 1)Γ(α + 1)
Γ(α(s + 1) + 1)

]
.

Corollary 1. By taking α = 1 in Theorem 4, the inequalities in (2) of Theorem 2 are recovered.

This result is the same as Theorem 2.1 in Dragomir and Fitzpatrick [7].

Remark 2. The equality

β(u, v) =
Γ(u)Γ(v)
Γ(u + v)
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implies

2αs−1ψ(
u + v

2
) ≤ Γ(α + 1)

2(v− u)α
[Jα

u+ψ(v) + Jα
v−ψ(u)] ≤

[
1

s + 1
+

Γ(αs + 1)Γ(α + 1)
Γ(α(s + 1) + 1)

]
[ψ(u) + ψ(v)]

2

≤
[

1
s + 1

+ β(αs + 1, α + 1)(α(s + 1) + 1)
]

× [ψ(u) + ψ(v)]
2

.

Theorem 5. Suppose that M : [0, 1]→ Rα is the mapping given by

M(γ) =
Γ(α + 1)
(v− u)α

[
Jα
u+ψ

(
γv + (1− γ)

u + v
2

)
+ Jα

v−ψ

(
γu + (1− γ)

u + v
2

)]
, γ(0, 1),

where ψ : [u, v]→ Rα belongs to GK2
s , s ∈ (0, 1], u, v ∈ R+, u < v and ψ ∈ L1([u, v]). Then

(i) M ∈ GK2
s on [0, 1].

(ii) We have the following inequality:

M(γ) ≥ 2αsψ

(
u + v

2

)
. (12)

(iii) We have the following inequality:

M(γ) ≤ min{M1(γ), M2(γ)}, γ ∈ [0, 1], (13)

where

M1(γ) = γαs Γ(α + 1)
(v− u)α

[Jα
u+ψ(v) + Jα

v−ψ(u)] + (1− γ)αsψ

(
u + v

2

)
,

and

M2(γ) =

[
1

s + 1
+

Γ(αs + 1)Γ(α + 1)
Γ(α(s + 1) + 2)

][
ψ

(
γu + (1− γ)

u + v
2

)
+ ψ

(
γv + (1− γ)

u + v
2

)]
.

(iv) If M̃ = max{M1(γ), M2(γ)}, γ ∈ [0, 1], then we have

M̃ ≤
[

1
s + 1

+
Γ(αs + 1)Γ(α + 1)

Γ(α(s + 1) + 1)

][
γαs[ψ(u) + ψ(v)] + 2αs(1− γ)αsψ

(
u + v

2

)]
.

Proof.

(i) Let γ1, γ2 ∈ [0, 1] and μ1, μ2 ≥ 0 with μ1 + μ2 = 1, then

M(μ1γ1 + μ2γ2) = Γ(α+1)
(v−u)α

[
Jα
u+ψ((μ1γ1 + μ2γ2)

u+v
2 + (1− (μ1γ1 + μ2γ2))v)

+Jα
v−ψ

(
(μ1γ1 + μ2γ2)u + (1− (μ1γ1 + μ2γ2))

u+v
2

)]
≤ Γ(α+1)

(v−u)α

[
μαs

1

(
Jα
u+ψ

(
γ1

u+v
2 + (1− γ1)v

)
+ Jα

v−ψ

(
γ1u + (1− γ1)

u+v
2

))
+μαs

2

(
Jα
u+ψ

(
γ2

u+v
2 + (1− γ2)v

)
+ Jα

v−ψ

(
γ2u + (1− γ2)

u+v
2

))]
= μαs

1 M(γ1) + μαs
2 M(γ2).
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(ii) Assume that γ ∈ (0, 1]. Then by the change of variables q = γv + (1− γ) u+v
2 and p = γu + (1−

γ) u+v
2 , we have

M(γ) =
Γ(α + 1)

γα(v− u)α

[
Jα
(γv+(1−γ) u+v

2 )+
ψ

(
γu + (1− γ)

u + v
2

)
+ Jα

(γu+(1−γ) u+v
2 )−ψ

(
γv + (1− γ)

u + v
2

)]
=

Γ(α + 1)
(p− q)α

[Jα
q+ψ(p) + Jα

p−ψ(q)].

Applying the first generalized Hermite–Hadamard inequality, we obtain

Γ(α + 1)
(p− q)α

[Jα
q+ψ(p) + Jα

p−ψ(q)] ≥ 2αsψ

(
q + p

2

)
= 2αsψ

(
u + v

2

)
,

and inequality (12) is obtained.
If γ = 0, the inequality

ψ

(
u + v

2

)
≥ 2αs−1ψ

(
u + v

2

)
,

also holds.
(iii) Applying the second generalized Hermite–Hadamard inequality, we obtain

Γ(α + 1)
(v− u)α

[Jα
u+ψ(v) + Jα

v−ψ(u)] ≤
[

1
s + 1

+
Γ(αs + 1)Γ(α + 1)

Γ(α(s + 1) + 1)

]
[ψ(u) + ψ(v)]

=

[
1

s + 1
+

Γ(αs + 1)Γ(α + 1)
Γ(α(s + 1) + 1)

][
ψ

(
γu + (1− γ)

u + v
2

)
+ψ

(
γv + (1− γ)

u + v
2

)]
= A2(γ), ∀γ ∈ [0, 1].

Please note that if γ = 0, then the inequality

ψ

(
u + v

2

)
= M(0) ≤ M2(0) = 2α

[
1

s + 1
+

Γ(αs + 1)Γ(α + 1)
Γ(α(s + 1) + 1)

]
ψ

(
u + v

2

)
,

holds as it is equivalent to([
Γ(αs + α + 1)(s + 1)

Γ(αs + 1)Γ(α + 1)

]
− 2α

)
ψ

(
u + v

2

)
≤ 0α,

which is known to hold for s ∈ (0, 1].

Since for all γ ∈ [0, 1] and x ∈ [u, v] the inequalities

ψ

(
γu + (1− γ)

u + v
2

)
≤ γαsψ(u) + (1− γ)αsψ

(
u + v

2

)
,

and

ψ

(
γv + (1− γ)

u + v
2

)
≤ γαsψ(v) + (1− γ)αsψ

(
u + v

2

)
.
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are true, we obtain

M(γ) =
Γ(α + 1)
(v− u)α

[
Jα
u+ψ

(
γv + (1− γ)

u + v
2

)
+Jα

v−ψ

(
γu + (1− γ)

u + v
2

)]
� γαs Γ(α + 1)

(v− u)α

[
Jα
u+ψ(v) + Jα

v−ψ(u)
]
+ (1− γ)αsψ

(
u + v

2

)
=M1(γ)

and the inequality (13) is proved.
(iv) We have

M2(γ) =

[
1

s + 1
+

Γ(αs + 1)Γ(α + 1)
Γ(α(s + 1) + 2)

][
ψ

(
γu + (1− γ)

u + v
2

)
+ ψ

(
γv + (1− γ)

u + v
2

)]
≤
[

1
s + 1

+
Γ(αs + 1)Γ(α + 1)

Γ(α(s + 1) + 1)

][
γαsψ(u) + (1− γ)αsψ

(
u + v

2

)
+ γαsψ(v)

+ (1− γ)αsψ

(
u + v

2

)]
=

[
1

s + 1
+

Γ(αs + 1)Γ(α + 1)
Γ(α(s + 1) + 1)

][
γαs[ψ(u) + ψ(v)] + 2αs(1− γ)αsψ

(
u + v

2

)]
.

Since

Γ(α + 1)
2(v− u)α

[Jα
u+ψ(v) + Jα

v−ψ(u)] ≤
[

1
s + 1

+
Γ(αs + 1)Γ(α + 1)

Γ(α(s + 1) + 1)

]
[ψ(u) + ψ(v)]

2
,

and

(1− γ)αsψ

(
u + v

2

)
≤ 2α(1− γ)αs

[
1

s + 1
+

Γ(αs + 1)Γ(α + 1)
Γ(α(s + 1) + 1)

]
ψ

(
u + v

2

)
,

then

M1(γ) ≤ γαs
[

1
s + 1

+
Γ(αs + 1)Γ(α + 1)

Γ(α(s + 1) + 1)

]
(ψ(u) + ψ(v))

+ 2α(1− γ)αs
[

1
s + 1

+
Γ(αs + 1)Γ(α + 1)

Γ(α(s + 1) + 1)

]
ψ

(
u + v

2

)
,

and the proof of Theorem 5 is complete.

Corollary 2. Choosing s = 1 in Theorem 5, we have
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(i)

Γ(α + 1)
(v− u)α

[
Jα
u+ψ

(
γv + (1− γ)

u + v
2

)
+ Jα

v−ψ

(
γu + (1− γ)

u + v
2

)]
≤ min

{
γα Γ(α + 1)

(v− u)α
[Jα

u+ψ(v) + Jα
v−ψ(u)]

+ (1− γ)αψ

(
u + v

2

)
,
[

1
2
+

(Γ(α + 1))2

Γ(2(α + 1))

]
×
[

ψ

(
γu + (1− γ)

u + v
2

)
+ ψ

(
γv + (1− γ)

u + v
2

)]}
.

(ii) Since

M̃ = max
{

γα Γ(α + 1)
(v− u)α

[Jα
u+ψ(v) + Jα

v−ψ(u)] + (1− γ)αψ(
u + v

2
),[

1
2
+

(Γ(α + 1))2

Γ(2(α + 1))

][
ψ(γu + (1− γ)

u + v
2

) + ψ

(
γv + (1− γ)

u + v
2

)]}
,

we get

M̃ =

[
1
2
+

Γ(α + 1)Γ(α + 1)
Γ(2(α + 1))

](
γα(ψ(u) + ψ(v)) + 2α(1− γ)αψ

(
u + v

2

))
.

Theorem 6. Let ψ : [u, v] ⊂ R+ → Rα be a differentiable function on (u, v) where 0 ≤ u < v. For some fixed
q ≥ 1, if |ψ′|q is generalized s-convex on (u, v), we obtain

∣∣∣∣ψ(u) + ψ(v)
2

− Γ(α + 1)
2(v− u)α

[
Jα
u+ψ(v) + Jα

v−ψ(u)
] ∣∣∣∣ ≤ v− u

2

(
2

α + 1

)1− 1
q

×
([

β(α + 1, αs + 1) +
1

α(s + 1) + 1

]

× [|ψ′(u)|q + |ψ′(v)|q]
) 1

q

.

Proof. Applying Lemma 1, we obtain

∣∣∣∣ψ(u) + ψ(v)
2

− Γ(α + 1)
2(v− u)α

[
Jα
u+ψ(v) + Jα

v−ψ(u)
] ∣∣∣∣ = v− u

2

∣∣∣∣ ∫ 1

0
[(1− γ)α − γα]

× ψ′(γu + (1− γ)v)dγ

∣∣∣∣. (14)

First, suppose q = 1. Since the function |ψ′| is generalized s-convex on (u, v), we obtain

|ψ′(γu + (1− γ)vγ| ≤ γαs|ψ′(u)|+ (1− γ)αs|ψ′(v)|. (15)
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Therefore,∣∣∣∣ ∫ 1

0
[(1− γ)α − γα]ψ′(γu + (1− γ)v)dγ

∣∣∣∣ ≤ |ψ′(u)| ∫ 1

0
[(1− γ)αγαs + γαs+α]dγ

+ |ψ′(v)|
∫ 1

0
[(1− γ)αs+α + (1− γαs)γα]dγ

=

(
β(α + 1, αs + 1) +

1
αs + α + 1

)
[ψ′(u) + ψ′(v)]. (16)

Next suppose that q > 1. From the power mean inequality and the generalized s-convexity of the
function |ψ′|q we obtain∣∣∣∣ ∫ 1

0 [(1− γ)α − γα]ψ′(γu + (1− γ)v)dγ

∣∣∣∣ ≤
∣∣∣∣ ∫ 1

0 [(1− γ)α − γα]
1− 1

q [(1− γ)α − γα]
1
q

×ψ′(γu + (1− γ)v)dγ

∣∣∣∣
≤
( ∫ 1

0 |(1− γ)α − γα|dγ

)1− 1
q

×
( ∫ 1

0 |(1− γ)α − γα||ψ′(γu + (1− γ)v)|qdγ

) 1
q

≤
( ∫ 1

0 (1− γ)α + γαdγ

)1− 1
q

×
( ∫ 1

0 [(1− γ)α + γα][γαs|ψ′(u)|q + (1− γ)αs|ψ′(v)|q]dγ

) 1
q

=

(
2

α+1

)1− 1
q
([

β(α + 1, αs + 1) + 1
αs+α+1

]
×[|ψ′(u)|q + |ψ′(v)|q]

) 1
q

.

(17)

In view of inequalities (14), (16) and (17) the proof of Theorem 6 is complete now.

Corollary 3. Under the conditions of Theorem 6, we get

(i) If q = s = 1, then

∣∣∣ψ(u)+ψ(v)
2 − Γ(α+1)

2(v−u)α

[
Jα
u+ψ (v) + Jα

v−ψ (u)
]∣∣∣ ≤ v−u

2

[
1

2α+1 + β(α + 1, α + 1)
]
(|ψ′ (u)|+ |ψ′ (v)|) .

(ii) If q = α = s = 1, then∣∣∣∣ψ(u) + ψ(v)
2

− 1
v− u

∫ v

u
ψ(x)dx

∣∣∣∣ ≤ v− u
4

(|ψ′(u)|+ |ψ′(v)|).

(iii) If q > 1 and s = 1

∣∣∣∣ψ(u)+ψ(v)
2 − Γ(α+1)

2(v−u)α

[
Jα
u+ψ(v) + Jα

v−ψ(u)
] ∣∣∣∣ ≤ v−u

2

(
2

α+1

)1− 1
q
([

β(α + 1, αs + 1) + 1
αs+α+1

]
×[|ψ′(u)|q + |ψ′(v)|q]

) 1
q

.

(iv) If q > 1 and α = s = 1 then

∣∣∣∣ψ(u) + ψ(v)
2

− 1
v− u

∫ v

u
ψ(x)dx

∣∣∣∣ ≤ v− u
2

( |ψ′(u)|q + |ψ′(v)|q
2

) 1
q

.
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Theorem 7. Let ψ : [u, v] ⊂ R+ → Rα be a differentiable function on (u, v) where 0 ≤ u < v.
If |ψ′|q is generalized s-convex on (u, v) for q > 1, we get

∣∣∣∣ψ(u) + ψ(v)
2

− Γ(α + 1)
2(v− u)α

[
Jα
u+ψ(v) + Jα

v−ψ(u)
] ∣∣∣∣ ≤ v− u

2

(
2

α + 1

[
1− 1

2α

])1− 1
q

×
([

Γ(αs + 1)Γ(α + 1)
Γ(αs + α + 2)

+
1

αs + α + 1

]) 1
q

× [|ψ′(u)|q + |ψ′(v)|q]
1
q .

Proof. Since |ψ′| is generalized s-convex on (u, v), we obtain

|ψ′(γu + (1− γ)vγ| ≤ γαs|ψ′(u)|+ (1− γ)αs|ψ′(v)|.

From this fact and applying the Hölder’s inequality, we have∣∣∣∣ ∫ 1
0 [(1− γ)α − γα]ψ′(γu + (1− γ)v)dγ

∣∣∣∣ ≤
∣∣∣∣ ∫ 1

0 [(1− γ)α − γα]
1− 1

q [(1− γ)α − γα]
1
q ψ′(γu + (1− γ)v)dγ

∣∣∣∣
≤
( ∫ 1

2
0 [(1− γ)α − γα]dγ +

∫ 1
1
2
[γα − (1− γ)α]dγ

)1− 1
q

×
( ∫ 1

0 |(1− γ)α − γα||ψ′(γu + (1− γ)v)|qdγ

) 1
q

≤
( ∫ 1

2
0 [(1− γ)α − γα]dγ +

∫ 1
1
2
[γα − (1− γ)α]dγ

)1− 1
q

×
( ∫ 1

0 [(1− γ)α + γα][γαs|ψ′(u)|q + (1− γ)αs|ψ′(v)|q]dγ

) 1
q

=

(
2

α+1

[
1− 1

2α

])1− 1
q
([

Γ(αs+1)Γ(α+1)
Γ(αs+α+2) + 1

αs+α+1

]) 1
q

×[|ψ′(u)|q + |ψ′(v)|q]
1
q .

(18)

Thus, the inequalities (14) and (18) complete the proof of Theorem 7.

Theorem 8. Let ψ : [u, v] ⊂ R+ → Rα be a differentiable mapping on (u, v) with 0 ≤ u < v. For some fixed
q > 1, if |ψ′|q is generalized s-convex on [u, v], then we have:

∣∣∣∣ψ(u) + ψ(v)
2

− Γ(α + 1)
2(v− u)α

[
Jα
u+ψ(v) + Jα

v+ψ(u)
] ∣∣∣∣ ≤ v− u

2

(
2

αp + 1

[
1− 1

2αp

]) 1
p
(

1
αs + 1

) 1
q

×
(
|ψ′(u)|q + |ψ′(v)|q

) 1
q

.

Proof. By applying Hölder’s inequality and (15), we obtain

∣∣∣∣ ∫ 1
0 [(1− γ)α − γα]ψ′(γu + (1− γ)v)dγ

∣∣∣∣ ≤
( ∫ 1

0 |(1− γ)α − γα|pdγ

) 1
p

×
( ∫ 1

0 |ψ′(γu + (1− γ)v)|qdγ

) 1
q

≤
( ∫ 1

2
0 [(1− γ)α − γα]pdγ +

∫ 1
1
2
[γα − (1− γ)α]pdγ

) 1
p

×
( ∫ 1

0 [γ
αs|ψ′(u)|q + (1− γ)αs|ψ′(v)|q]dγ

) 1
q

≤
(

2
αp+1

[
1− 1

2αp

]) 1
p
(
|ψ′(u)|q+|ψ′(v)|q

αs+1

) 1
q

.

(19)

Finally, from (14) and (19) we get the desired result.
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Remark 3. From Theorems 6–8, we obtain the following inequality for q > 1∣∣∣∣ψ(u) + ψ(v)
2

− Γ(α + 1)
2(v− u)α

[
Jα
u+ψ(v) + Jα

v−ψ(u)
] ∣∣∣∣ ≤ min{S1, S2, S3}

(v− u)
2

[|ψ′(u)|q + |ψ′(v)|q]
1
q ,

where

S1 =

(
2

α + 1

)1− 1
q
([

β(α + 1, αs + 1) +
1

α(s + 1) + 1

]) 1
q

,

S2 =

(
2

α + 1

[
1− 1

2α

])1− 1
q
([

Γ(αs + 1)Γ(α + 1)
Γ(α(s + 1) + 2)

+
1

α(s + 1) + 1

]) 1
q

,

S3 =

(
2

αp + 1

[
1− 1

2αp

]) 1
p
(

1
αs + 1

) 1
q

.

Theorem 9. Let ψ : [u, v] ⊂ R+ → Rα be a twice-differentiable function on (u, v) with 0 ≤ u < v.
If, for some fixed q ≥ 1, the function |ψ′′|q is generalized s-convex on the interval [u, v], then we have

∣∣∣∣ψ(u) + ψ(v)
2

− Γ(α + 1)
2(v− u)α

[
Jα
u+ψ(v) + Jα

v−ψ(u)
] ∣∣∣∣ ≤ (v− u)2

2(α + 1)

(
α

α + 2

)1− 1
q

×
(

1
αs + 1

− β(αs + 1, α + 2)− 1
αs + α + 2

) 1
q

×
(
|ψ′′(u)|q + |ψ′′(v)|q

) 1
q

.

Proof. Applying Lemma 2, we have∣∣∣∣ψ(u) + ψ(v)
2

− Γ(α + 1)
2(v− u)α

[
Jα
u+ψ(v) + Jα

v−ψ(u)
] ∣∣∣∣

=
(v− u)2

2

∫ 1

0

1− (1− γ)α+1 − γα+1

α + 1
|ψ′′(γu + (1− γ)v)|dγ.

(20)

First, suppose that q = 1. Since the mapping |ψ′′| is generalized s-convex on (u, v), we obtain∣∣ψ′′(γu + (1− γ)v)
∣∣ ≤ γαs ∣∣ψ′′(u)∣∣+ (1− γ)αs ∣∣ψ′′(v)∣∣ . (21)

Therefore,∣∣∣∣ψ(u) + ψ(v)
2

− Γ(α + 1)
2(v− u)α

[
Jα
u+ψ(v) + Jα

v−ψ(u)
] ∣∣∣∣

≤ (v− u)2

2

∫ 1

0

1− (1− γ)α+1 − γα+1

α + 1

(
γαs|ψ′′(u)|+ (1− γ)αs|ψ′′(v)|

)
dγ

=
(v− u)2

2(α + 1)

(
1

αs + 1
− β(αs + 1, α + 2)− 1

αs + α + 2

)
(|ψ′′(u)|+ |ψ′′(v)|,

where

β(αs + 1, α + 2) = β(α + 2, αs + 1).
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Secondly, for q > 1. From Lemma 2 and the power mean inequality, we have∣∣∣∣ψ(u) + ψ(v)
2

− Γ(α + 1)
2(v− u)α

[
Jα
u+ψ(v) + Jα

v−ψ(u)
] ∣∣∣∣

≤ (v− u)2

2(α + 1)

( ∫ 1

0
(1− (1− γ)α+1 − γα+1)dγ

)1− 1
q

×
( ∫ 1

0

(
1− (1− γ)α+1 − γα+1|ψ′′(γu + (1− γ)v)|q

)
dγ

) 1
q

.

(22)

Hence, from inequalities (21) and (22), we obtain∣∣∣∣ψ(u) + ψ(v)
2

− Γ(α + 1)
2(v− u)α

[
Jα
u+ψ(v) + Jα

v−ψ(u)
] ∣∣∣∣

≤ (v− u)2

2(α + 1)

( ∫ 1

0
1− (1− γ)α+1 − γα+1

)1− 1
q
( ∫ 1

0
1− (1− γ)α+1 − γα+1|ψ′′(γu + (1− γ)v)|qdγ

) 1
q

≤ (v− u)2

2(α + 1)

( ∫ 1

0
1− (1− γ)α+1 − γα+1

)1− 1
q

×
( ∫ 1

0
1− (1− γ)α+1 − γα+1[γαs|ψ′′(u)|q + (1− γ)αs|ψ′′(v)|q]dγ

) 1
q

≤ (v− u)2

2(α + 1)

(
α

α + 2

)1− 1
q
(

1
αs + 1

− β(αs + 1, α + 2)− 1
αs + α + 2

) 1
q
(
|ψ′′(u)|q + |ψ′′(v)|q

) 1
q

.

This completes the proof of Theorem 9.

Theorem 10. Let 0 � u < v < ∞ and let the function ψ : [u, v] → Rα be twice-differentiable on the open
interval (u, v), and fix s ∈ (0, 1] and fix q > 1. If, in addition, the function |ψ′′|q is generalized s-convex on
[u, v], then

∣∣∣∣ψ(u) + ψ(v)
2

− Γ(α + 1)
2(v− u)α

[
Jα
u+ψ(v) + Jα

v−ψ(u)
] ∣∣∣∣ ≤ (v− u)2

2(α + 1)

(
1− 2

p(α + 1)+

) 1
p

×
( |ψ′′(u)|q + |ψ′′(v)|q

αs + 1

) 1
q

,

where 1
p + 1

q = 1.

Proof. From (20), (21) and the Hölder’s inequality, we have∣∣∣∣ψ(u) + ψ(v)
2

− Γ(α + 1)
2(v− u)α

[
Jα
u+ψ(v) + Jα

b−ψ(u)
] ∣∣∣∣

≤ (v− u)2

2(α + 1)

( ∫ 1

0
(1− (1− γ)α+1 − γα+1)pdγ

) 1
p
(
|ψ′′(γu + (1− γ)v)|qdγ

) 1
q

≤ (v− u)2

2(α + 1)

( ∫ 1

0
(1− (1− γ)p(α+1) − γp(α+1))dγ

) 1
p
(
|ψ′′(u)|q

∫ 1

0
γαsdγ + |ψ′′(v)|q

∫ 1

0
(1− γ)αsdγ

) 1
q

≤ (v− u)2

2(α + 1)

(
1− 2

p(α + 1)+

) 1
p
( |ψ′′(u)|q + |ψ′′(v)|q

αs + 1

) 1
q

.
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We use (
1− (1− γ)α+1 − γα+1

)q
≤ 1− (1− γ)q(α+1) − tq(α+1),

for any γ ∈ [0, 1], which follows from

(V − N)q ≤ Vq − Nq,

where
V > N ≥ 0 and q ≥ 1.

The proof of Theorem 10 is complete now.

The following result exhibits another Hermite–Hadamard type inequality in terms of the second
derivative of a function.

Theorem 11. Under the same assumptions of Theorem 10, we have∣∣∣∣ψ(u) + ψ(v)
2

− Γ(α + 1)
2(v− u)α

[
Jα
u+ψ(v) + Jα

v−ψ(u)
] ∣∣∣∣ ≤ (v− u)2

2(α + 1)

×
(

1
αs + 1

− β(αs + 1, q(α + s) + 1)

− 1
(α + 1)q + αs + 1

) 1
q

×
(
|ψ′′(u)|q + |ψ′′(v)|q

) 1
q

.

Proof. By applying Lemma 2 and the Hölder’s inequality, we obtain∣∣∣∣ψ(u) + ψ(v)
2

− Γ(α + 1)
2(v− b)α

[
Jα
u+ψ(v) + Jα

v−ψ(u)
] ∣∣∣∣

≤ (v− u)2

2(α + 1)

( ∫ 1

0
1dγ

) 1
p
( ∫ 1

0
(1− (1− γ)α+1 − γα+1)q|ψ′′(γu + (1− γ)v)|qdγ

) 1
q

≤ (v− u)2

2(α + 1)

(
|ψ′′(u)|q

∫ 1

0
(γαs − (1− γ)q(α+s)γαs − γq(α+1)+αs)dγ

+|ψ′′(v)|q
∫ 1

0
((1− γ)αs − (1− γ)q(α+1)+αs − γq(α+1)(1− γ)αs)dγ

) 1
q

≤ (v− u)2

2(α + 1)
×
(

1
αs + 1

− β(αs + 1, 1 + q(α + s))− 1
(α + 1)q + αs + 1

) 1
q

×
(
|ψ′′(u)|q + |ψ′′(v)|q

) 1
q

.

This completes the proof of Theorem 11.

Remark 4. From Theorems 9, 10 and 11, we have∣∣∣∣ψ(u) + ψ(v)
2

− Γ(α + 1)
2(v− u)α

[
Jα
u+ψ(v) + Jα

v−ψ(u)
] ∣∣∣∣ ≤ min{K1, K2, K3},
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where

K1 =
(v− u)2

2(α + 1)

(
α

α + 2

)1− 1
q
(

1
αs + 1

− β(αs + 1, α + 2)− 1
αs + α + 2

) 1
q
(
|ψ′′(u)|q + |ψ′′(v)|q

) 1
q

,

K2 =
(v− u)2

2(α + 1)

(
1− 2

p(α + 1)+

) 1
p
( |ψ′′(u)|q + |ψ′′(v)|q

αs + 1

) 1
q

,

K3 =
(v− u)2

2(α + 1)

(
1

αs + 1
− β(αs + 1, q(α + s) + 1)− 1

q(α + 1) + αs + 1

) 1
q
(
|ψ′′(u)|q + |ψ′′(v)|q

) 1
q

.

3. Applications to Special Means

Using the obtained results, we examine some applications to special means of non-negative
numbers u and v.

1. The arithmetic mean:
A = A(u, v) =

u + v
2

; u, v ∈ R, with u, v > 0.

2. The logarithmic mean:

L(u, v) =
v− u

log v− log u
; u, v ∈ R, with u, v > 0.

3. The generalized logarithmic mean:

Lr(u, v) =
[

vr+1 − ur+1

(v− u)(r + 1)

] 1
r

; r ∈ Z \ {−1, 0} u, v ∈ R, with u, v > 0.

Using the results obtained in Section 2, and the above applications of means, we get the
following proposition.

Proposition 1. Suppose that r ∈ Z, |r| ≥ 2 and u, v ∈ R such that 0 < u < v. Then we get the
following inequality: ∣∣∣∣A(ur, vr)− Lr

r(u, v)
∣∣∣∣ ≤ (v− u)|r|

2
A(|u|r−1, |v|r−1).

Proof. This result follows Corollary 3 (ii) applied to the function ψ(x) = xr.

Proposition 2. Suppose that n ∈ Z, |r| ≥ 2 and u, v ∈ R such that 0 < u < v. Then for q ≥ 1, we get
the following: ∣∣∣∣A(ur, vr)− Lr

r(u, v)
∣∣∣∣ ≤ (v− u)|r|

2
A

1
q (|u|q(r−1), |v|q(r−1)).

Proof. This result follows from Corollary 3 (iv) applied to the function ψ(x) = xr.

Proposition 3. Suppose that u, v ∈ R such that 0 < u < v, then∣∣∣∣A(u−1, v−1)− L(u, v)
∣∣∣∣ ≤ (v− u)|

2
A(|u|−2, |v|−2).

Proof. This result follows from Corollary 3 (ii) applied to the function ψ(x) = x−1.
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Proposition 4. Suppose that u, v ∈ R such that 0 < u < v, then∣∣∣∣A(u−1, v−1)− L(u, v)
∣∣∣∣ ≤ (v− u)|

2
A

1
q (|u|−2q, |v|−2q).

Proof. This result follows from Corollary 3 (iv) applied to the function ψ(x) = x−1.
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Abstract: We prove the existence of solutions for neutral functional differential inclusions involving
Hadamard fractional derivatives by applying several fixed point theorems for multivalued maps.
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1. Introduction

Fractional calculus has emerged as an important area of investigation in view of the application
of its tools in scientific and engineering disciplines. Examples include bio-medical sciences, ecology,
finance, reaction-diffusion systems, wave propagation, electromagnetics, viscoelasticity, material
sciences, and so forth. Fractional-order operators give rise to more informative and realistic
mathematical models in contrast to their integer-order counterparts. It has been due to the non-local
nature of fractional-order operators, which enables us to gain insight into the hereditary behavior
(past history) of the associated phenomena. For examples and recent development of the topic,
see References [1,2] and the references cited therein.

Differential inclusions—known as generalization of differential equations and inequalities—are
found to be of great utility in the study of dynamical systems, stochastic processes, optimal control
theory, and so forth. One can find a detailed account of the topic in Reference [3]. In recent years,
an overwhelming interest in the subject of fractional-order differential equations and inclusions has
been shown, for instance, see References [4–14] and the references cited therein.

In Reference [15], the authors obtained some existence results for sequential neutral differential
equations involving Hadamard derivatives:⎧⎨⎩ Dα[Dβy(t)− g(t, yt)] = f (t, y(t)), t ∈ J := [1, b],

y(t) = φ(t), t ∈ [1− r, 1], Dβy(1) = η ∈ R,
(1)

where Dα,Dβ are the Hadamard fractional derivatives of order 0 < α, β < 1, respectively and
f , g : J ×R→ R are continuous functions, J ⊆ R and φ ∈ C([1− r, 1],R).

In this paper, we cover the multivalued case of problem (1) and investigate the Hadamard type
neutral fractional differential inclusions given by⎧⎨⎩ Dα[Dβy(t)− g(t, yt)] ∈ F(t, y(t)), t ∈ J := [1, b],

y(t) = φ(t), t ∈ [1− r, 1], Dβy(1) = η ∈ R,
(2)

Mathematics 2019, 7, 1084; doi:10.3390/math7111084 www.mdpi.com/journal/mathematics375
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where F : J ×R→ P(R) is a multivalued map, P(R) represents the family of all nonempty subsets
of R, and the other quantities in (2) are the same as taken in (1). Here yt is an element of the Banach
space Cr := C([−r, 0],R) equipped with norm ‖φ‖C := sup{|φ(θ)| : −r ≤ θ ≤ 0}, and is defined by
yt(θ) = y(t + θ), θ ∈ [−r, 0], where y is a function defined on [1− r, b] and t ∈ J. The standard fixed
point theorems for multivalued maps are applied to establish the existence results for the problem (2).

The remaining content of the paper is composed as follows. In Section 2, we describe the necessary
background material needed for our work. Section 3 deals with the main theorems. In Section 4,
we construct illustrative examples for the obtained results.

2. Preliminaries

Let us begin this section with some necessary definitions of fractional calculus [1].

Definition 1. For a function h : [1, ∞)→ R, the Hadamard derivative of fractional order χ is defined by

Dχh(t) =
1

Γ(n− χ)

(
t

d
dt

)n ∫ t

1

(
log

t
s

)n−χ−1 h(s)
s

ds, n = [χ] + 1,

where [χ] denotes the integer part of the real number χ and log(·) = loge(·).

Definition 2. The Hadamard fractional integral of order χ for a function h is defined as

Iχh(t) =
1

Γ(χ)

∫ t

1

(
log

t
s

)χ−1 h(s)
s

ds, χ > 0,

provided the integral exists.

Now we state a known result [15], which plays a key role in the forthcoming analysis.

Lemma 1 (Lemma 2.3 in [15]). The function y is a solution of the problem⎧⎪⎨⎪⎩
Dα[Dβy(t)− g(t, yt)] = f (t, yt), t ∈ J := [1, b],
y(t) = φ(t), t ∈ [1− r, 1],
Dβy(1) = η ∈ R,

(3)

if and only if

y(t) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

φ(t), if t ∈ [1− r, 1],

{
φ(1) + (η − g(1, φ))

(log t)β

Γ(β + 1)
+

1
Γ(α)

∫ t

1

(
log

t
s

)α−1 g(s, ys)

s
ds

+
1

Γ(α + β)

∫ t

1

(
log

t
s

)α+β−1 f (s, ys)

s
ds
}

, if t ∈ J.

(4)

3. Existence Results

For a normed space (X, ‖ · ‖), we define Pcl(X) = {Y ∈ P(X) : Y is closed}, Pcp(X) =

{Y ∈ P(X) : Y is compact}, Pcl,b(X) = {Y ∈ P(X) : Y is closed and bounded}, Pcp,c(X) = {Y ∈
P(X) : Y is compact and convex} and Pb,cl,c(X) = {Y ∈ P(X) : Y is bounded, closed and convex}.
In passing, we remark that a closed and bounded set in a metric space is not necessarily compact in
general; however, it is true that a set in a metric space of real or complex numbers is compact if and
only if it is closed and bounded.

376



Mathematics 2019, 7, 1084

For each y ∈ C(J,R), define the set of selections of F by

SF,y := {ξ ∈ L1(J,R) : ξ(t) ∈ F(t, y(t)) on J}.

Denote by C(J,R) the Banach space of all continuous functions from J into R endowed with
the norm ‖y‖ := sup{|y(t)| : t ∈ J}. L1(J,R) represents the space of functions y : J → R such that
‖y‖L1 =

∫ b
1 |y(t)|dt.

Our first existence result deals with the case when F has convex values and is based on nonlinear
alternative for Kakutani maps [16] with the assumption that the multivalued map F is Carathéodory.

Definition 3 (Granas, Dugundji [16]). A multivalued map F : J ×R→ P(R) is said to be Carathéodory if

(i) t �−→ F(t, x) is measurable for each x ∈ R;
(ii) x �−→ F(t, x) is upper semicontinuous for almost all t ∈ J.

Further a Carathéodory function F is called L1−Carathéodory if

(iii) for each ρ > 0, there exists ϕρ ∈ L1(J,R+) such that

‖F(t, x)‖ = sup{|v| : v ∈ F(t, x)} ≤ ϕρ(t)

for all x ∈ R with ‖x‖ ≤ ρ and for almost everywhere t ∈ J.

Theorem 1. Assume that:

(H0) there exists a non-negative constant k < Γ(α + 1)(log b)−α such that

|g(t, u1)− g(t, u2)| ≤ k‖u1 − u2‖C, for t ∈ J and every u1, u2 ∈ Cr.

(H1) F : J ×R→ Pcp,c(R) is L1-Carathéodory;
(H2) there exists a continuous non-decreasing function Φ : [0, ∞) → (0, ∞) and a function p ∈ C(J,R+)

such that

‖F(t, x)‖P := sup{|y| : y ∈ F(t, x)} ≤ p(t)Φ(‖x‖) for each (t, x) ∈ J ×R;

(H3) there exists a constant ω > 0 such that (
1− k(log b)α

Γ(α + 1)

)
ω

‖φ‖C + (|η|+ k‖φ‖C + g0)
(log b)β

Γ(β + 1)
+

g0(log b)α

Γ(α + 1)
+

Φ(ω)‖p‖
Γ(α + β + 1)

(log b)α+β

> 1,

where g0 = |g(1, 0)|.

Then the problem (2) has at least one solution on [1− r, b].
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Proof. Let us first transform the problem (2) into a fixed point problem by introducing an operator
V : C([1− r, b],R) −→ P(C([1− r, b],R)) by

V(y) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

h ∈ C([1− r, b],R) :

h(t) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

φ(t), if t ∈ [1− r, 1],

{
φ(1) + (η − g(1, φ))

(log t)β

Γ(β + 1)

+
1

Γ(α)

∫ t

1

(
log

t
s

)α−1 g(s, ys)

s
ds

+
1

Γ(α + β)

∫ t

1

(
log

t
s

)α+β−1 ξ(s)
s

ds
}

, if t ∈ J,

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(5)

for ξ ∈ SF,x. It is obvious by Lemma 1 that the fixed points of the operator V are solutions of the
problem (2).

We verify the hypothesis of nonlinear alternative for Kakutani maps [16] in several steps.

Step 1. V(y) is convex for each y ∈ C([1− r, b],R). It directly follows from the fact that SF,y is convex (F
has convex values).

Step 2. V maps bounded sets (balls) into bounded sets in C([1− r, b],R). Let Bζ = {y ∈ C([1− r, b],R) :
‖y‖[1−r,b] ≤ ζ} be a bounded set in C([1− r, b],R). Then, for each h ∈ B(y), y ∈ Bζ , there
exists ξ ∈ SF,y such that

h(t) = φ(1) + (η − g(1, φ))
(log t)β

Γ(β + 1)
+

1
Γ(α)

∫ t

1

(
log

t
s

)α−1 g(s, ys)

s
ds

+
1

Γ(α + β)

∫ t

1

(
log

t
s

)α+β−1 ξ(s)
s

ds.

Then, for t ∈ J, we have

|h(t)| ≤ ‖φ‖C + (|η|+ k‖φ‖C + g0)
(log b)β

Γ(β + 1)
+

k‖y‖[1−r,b] + g0

Γ(α + 1)
(log b)α

+
Φ(‖y‖[1−r,b])‖p‖

Γ(α + β + 1)
(log b)α+β.

Thus,

‖h‖ ≤ ‖φ‖C + (|η|+ k‖φ‖C + g0)
(log b)β

Γ(β + 1)
+

kζ + g0

Γ(α + 1)
(log b)α +

Φ(ζ)‖p‖
Γ(α + β + 1)

(log b)α+β.

Step 3. V maps bounded sets into equicontinuous sets of C([1− r, b],R).

Let t1, t2 ∈ J with t1 < t2 and y ∈ Bζ . Then, for each h ∈ B(y), we obtain

|h(t2)− h(t1)| ≤ |η|+ k‖φ‖C + g0

Γ(β + 1)

[
(log t2)

β − (log t1)
β
]

+
kζ + g0

Γ(α + β)

∫ t1

1

∣∣∣ (log
t2

s

)α+β−1
−
(

log
t1

s

)α+β−1 ∣∣∣ds
s

+
kζ + g0

Γ(α + β)

∫ t2

t1

(
log

t2

s

)α+β−1 ds
s

+
Φ(ζ)‖p‖
Γ(α + β)

∫ t1

1

∣∣∣ (log
t2

s

)α+β−1
−
(

log
t1

s

)α+β−1 ∣∣∣ds
s
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+
Φ(ζ)‖p‖
Γ(α + β)

∫ t2

t1

(
log

t2

s

)α+β−1 ds
s

≤ |η|+ k‖φ‖C + g0

Γ(β + 1)

[
(log t2)

β − (log t1)
β
]

+

{
kζ + g0

Γ(α + β)
+

Φ(ζ)‖p‖
Γ(α + β + 1)

}[ ∣∣∣(log t2)
α+β − (log t1)

α+β
∣∣∣+ | log t2/t1|α+β

]
,

which tends to zero as t2 − t1 → 0 independently of y ∈ Bζ . For the cases t1 < t2 ≤ 0 and t1 ≤ 0 ≤ t2,
the equicontinuity can be established in a similar manner. Thus, by Arzelá-Ascoli theorem [17],
we deduce that V : C([1− r, b],R)→ P(C([1− r, b],R)) is completely continuous.

Now we show that V has a closed graph. Then it will follow by the Proposition 1.2 in Reference [18]
that V is upper semi-continuous, as it is already proved to be completely continuous.

Step 4. V has a closed graph. We need to show that h∗ ∈ V(y∗) when yn → x∗, hn ∈ V(yn) and hn → h∗.
Associated with hn ∈ V(yn), there exists ξn ∈ SF,yn such that, for each t ∈ J,

hn(t) = φ(1) + (η − g(1, φ))
(log t)β

Γ(β + 1)
+

1
Γ(α)

∫ t

1

(
log

t
s

)α−1 g(s, ys)

s
ds

+
1

Γ(α + β)

∫ t

1

(
log

t
s

)α+β−1 ξn(s)
s

ds.

Thus it suffices to show that there exists ξ∗ ∈ SF,y∗ such that, for each t ∈ J,

h∗(t) = φ(1) + (η − g(1, φ))
(log t)β

Γ(β + 1)
+

1
Γ(α)

∫ t

1

(
log

t
s

)α−1 g(s, ys)

s
ds

+
1

Γ(α + β)

∫ t

1

(
log

t
s

)α+β−1 ξ∗(s)
s

ds.

Let us introduce the linear operator Θ : L1(J,R)→ C(J,R) given by

ξ �→ Θ(ξ)(t) = φ(1) + (η − g(1, φ))
(log t)β

Γ(β + 1)
+

1
Γ(α)

∫ t

1

(
log

t
s

)α−1 g(s, ys)

s
ds

+
1

Γ(α + β)

∫ t

1

(
log

t
s

)α+β−1 ξ(s)
s

ds.

Notice that ‖hn(t)− h∗(t)‖ → 0, as n → ∞. Therefore, it follows from a result dealing with the closed
graph operators derived in Reference [19] that Θ ◦ SF is a closed graph operator. Further, we have
hn(t) ∈ Θ(SF,yn). Since yn → y∗, we have

h(t) = φ(1) + (η − g(1, φ))
(log t)β

Γ(β + 1)
+

1
Γ(α)

∫ t

1

(
log

t
s

)α−1 g(s, ys)

s
ds

+
1

Γ(α + β)

∫ t

1

(
log

t
s

)α+β−1 ξ∗(s)
s

ds,

for some ξ∗ ∈ SF,y∗ .

Step 5. We can find an open set U ⊆ C([1− r, b],R) with y /∈ νV(y) for any ν ∈ (0, 1) and all y ∈ ∂U.

Let ν ∈ (0, 1) and y ∈ νV(y). Then there exists ξ ∈ L1(J,R) with ξ ∈ SF,y such that for t ∈ J,

|y(t)| ≤ ‖φ‖C + (|η|+ k‖φ‖C + g0)
(log b)β

Γ(β + 1)
+

k‖y‖[1−r,b] + g0

Γ(α + 1)
(log b)α
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+
Φ(‖y‖[1−r,b])‖p‖

Γ(α + β + 1)
(log b)α+β, t ∈ J,

which implies that

‖y‖[1−r,b]

{
1− k(log b)α

Γ(α + 1)

}
≤ ‖φ‖C + (|η|+ k‖φ‖C + g0)

(log b)β

Γ(β + 1)

+
g0(log b)α

Γ(α + 1)
+

Φ(‖y‖[1−r,b])‖p‖
Γ(α + β + 1)

(log b)α+β.

Consequently (
1− k(log b)α

Γ(α + 1)

)
‖y‖[1−r,b]

‖φ‖C + (|η|+ k‖φ‖C + g0)
(log b)β

Γ(β + 1)
+

g0(log b)α

Γ(α + 1)
+

Φ(‖y‖[1−r,b])‖p‖
Γ(α + β + 1)

(log b)α+β

≤ 1.

By (H3), there exists a real number ω such that ‖y‖[1−r,b] �= ω. Let us consider an open set

U = {y ∈ C([1− r, b],R)) : ‖y‖[1−r,b] < ω},

with U = U ∪ ∂U. Notice that V : U → P(C([1− r, b],R)) is compact and upper semi-continuous
multivalued map with convex closed values. The choice of U implies that there does not exist any
y ∈ ∂U satisfying y ∈ νV(y) for some ν ∈ (0, 1). In consequence, we deduce from the nonlinear
alternative for Kakutani maps [16] that V has a fixed point y ∈ U which corresponds to a solution to
the problem (2). This finishes the proof.

In the following result, we make use of the nonlinear alternative for contractive maps ([20]
Corollary 3.8) to show the existence of solutions for the problem (2).

Lemma 2. (Nonlinear alternative [20]) Let D be a bounded neighborhood of 0 ∈ X, where X is a Banach space.
Let Z1 : X → Pcp,c(X) and Z2 : D̄ → Pcp,c(X) be multivalued operators such that (a) Z1 is contraction,
and (b) Z2 is upper semi-continuous and compact. Then, if G = Z1 + Z2, either (i) G has a fixed point in D or
(ii) there is a point u ∈ ∂D and λ ∈ (0, 1) with u ∈ λG(u).

Theorem 2. If the conditions (H0)− (H3) of Theorem 1 hold, then there exists at least one solution for the
problem (2) on [1− r, b].

Proof. In order to verify the hypotheses of Lemma 2, we introduce the operator Ψ1 : C([1− r, b],R) −→
C([1− r, b],R) by

Ψ1y(t) =

⎧⎪⎪⎨⎪⎪⎩
0, if t ∈ [1− r, 1],

(η − g(1, φ))
(log t)β

Γ(β + 1)
+

1
Γ(α)

∫ t

1

(
log

t
s

)α−1 g(s, ys)

s
ds, if t ∈ J.

(6)

and the multivalued operator Ψ2 : C([1− r, b],R) −→ P(C([1− r, b],R)) by

Ψ2y(t) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

h ∈ C([1− r, b],R) :

h(t) =

⎧⎪⎪⎨⎪⎪⎩
φ(t), if t ∈ [1− r, 1],

φ(1) +
1

Γ(α + β)

∫ t

1

(
log

t
s

)α+β−1 ξ(s)
s

ds, if t ∈ J,

⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
(7)
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for ξ ∈ SF,y. Observe that V = Ψ1 +Ψ2, where V is defined by (5). In the first step, it will be established
that the operators Ψ1 and Ψ2 define the multivalued operators Ψ1, Ψ2 : Bθ → Pcp,c(C([1− r, b],R)),
where Bθ = {y ∈ C([1− r, b],R) : ‖y‖[1−r,b] ≤ θ} is a bounded set in C([1− r, b],R). Let us show that
Ψ2 is compact-valued on Bθ . Observe that the operator Ψ2 is equivalent to the composition L ◦ SF,
where L is the continuous linear operator on L1(J,R) into C([1− r, b],R), defined by

L(v)(t) = φ(1) +
1

Γ(α + β)

∫ t

1

(
log

t
s

)α+β−1 v(s)
s

ds.

Let y ∈ Bθ be arbitrary and let {ξn} be a sequence in SF,y. Then it follows by the definition of SF,y
that ξn(t) ∈ F(t, y(t)) for almost all t ∈ J. As F(t, y(t)) is compact for all t ∈ J, we have a convergent
subsequence of {ξn(t)} (we denote it by {ξn(t)} again) that converges in measure to some ξ(t) ∈ SF,y
for almost all t ∈ J. On the other hand, L is continuous, so L(ξn)(t)→ L(ξ)(t) pointwise on J.

The convergence will be uniform once it is shown that {L(ξn)} is an equicontinuous sequence.
For t1, t2 ∈ J with t1 < t2, we have

|L(ξn)(t2)−L(ξn)(t1)| ≤ Φ(θ)‖p‖
Γ(α + β)

∫ t1

1

∣∣∣ (log
t2

s

)α+β−1
−
(

log
t1

s

)α+β−1 ∣∣∣ds
s

+
Φ(θ)‖p‖
Γ(α + β)

∫ t2

t1

(
log

t2

s

)α+β−1 ds
s

≤ Φ(θ)‖p‖
Γ(α + β + 1)

[∣∣∣(log t2)
α+β − (log t1)

α+β
∣∣∣+ | log t2/t1|α+β

]
→ 0,

as t2 → t1, which shows that the sequence {L(ξn)} is equicontinuous. As a consequence of the
Arzelá-Ascoli theorem, there exists a uniformly convergent subsequence of {ξn} (we denote it again
by {ξn}) such that L(ξn) → L(ξ). Noting that L(ξ) ∈ L(SF,y), we deduce that B(y) = L(SF,y) is
compact for all y ∈ Bθ . So Ψ2(y) is compact.

Now, we show that Ψ2(y) is convex for all y ∈ C([1− r, b],R). Let h1, h2 ∈ Ψ2(y). We select
ξ1, ξ2 ∈ SF,y such that

hi(t) = φ(1) +
1

Γ(α + β)

∫ t

1

(
log

t
s

)α+β−1 ξi(s)
s

ds, i = 1, 2,

for almost all t ∈ J. Then

[λh1 + (1− λ)h2](t) = φ(1) +
1

Γ(α + β)

∫ t

1

(
log

t
s

)α+β−1 [λξ1(s) + (1− λ)ξ2(s)]
s

ds,

where 0 ≤ λ ≤ 1. Since SF,y is convex (as F has convex values), λξ1(s) + (1− λ)ξ2(s) ∈ SF,y. Thus
λh1 + (1− λ)h2 ∈ Ψ2(y), which shows that Ψ2 is convex-valued.

On the other hand, it is easy to show that Ψ1 is compact and convex-valued. Next we prove that
Ψ1 is a contraction on C([1− r, b],R). For y, z ∈ C([1− r, b],R), we have

|Ψ1(y)(t)−Ψ1(z)(t)| ≤ 1
Γ(α)

∫ t

1

(
log

t
s

)α−1 |g(s, ys)− g(s, zs)|
s

ds

≤ k
Γ(α)

∫ t

1

(
log

t
s

)α−1 ‖ys − zs‖C
s

ds

≤ k(log t)α

Γ(α + 1)
‖y− z‖[1−r,b],

which implies that ‖Ψ1(y) − Ψ1(z)‖[1−r,b] ≤ k(log b)α

Γ(α+1) ‖y − z‖[1−r,b]. By the assumption (H0), we
conclude that Ψ1 is a contraction.
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As in the proof of Theorem 1, it can easily be shown that the operator Ψ2 is compact and
upper semi-continuous.

In view of the foregoing steps, we deduce that Ψ1 and Ψ2 satisfy the hypothesis of Lemma 2. So,
from the conclusion of Lemma 2, either condition (i) or condition (ii) holds. We show that conclusion
(ii) is not possible. If y ∈ λΨ1(y) + λΨ2(y) for λ ∈ (0, 1), then there exist ξ ∈ SF,y such that

y(t) = λ

(
φ(1) + (η − g(1, φ))

(log t)β

Γ(β + 1)
+

1
Γ(α)

∫ t

1

(
log

t
s

)α−1 g(s, ys)

s
ds

+
1

Γ(α + β)

∫ t

1

(
log

t
s

)α+β−1 ξ(s)
s

ds

)
, t ∈ J.

By our assumptions, we can obtain

|y(t)| ≤ ‖φ‖C + [|η|+ k‖φ‖C + g0]
(log b)β

Γ(β + 1)
+

k‖y‖[1−r,b] + g0

Γ(α)

∫ t

1

(
log

t
s

)α−1 ds
s

+
1

Γ(α + β)

∫ t

1

(
log

t
s

)α+β−1
p(s)Φ(‖ys‖C)

ds
s

≤ ‖φ‖C + [|η|+ k‖φ‖C + g0]
(log b)β

Γ(β + 1)
+

k‖y‖[1−r,b] + g0

Γ(α + 1)
(log b)α

+
‖p‖Φ(‖y‖[1−r,b])

Γ(α + β + 1)
(log b)α+β.

Thus (
1− k(log b)α

Γ(α + 1)

)
‖y‖[1−r,b]

‖φ‖C + [|η|+ k‖φ‖C + g0]
(log b)β

Γ(β + 1)
+

g0(log b)α

Γ(α + 1)
+

Φ(‖y‖[1−r,b])‖p‖
Γ(α + β + 1)

(log b)α+β

≤ 1. (8)

If condition (ii) of Lemma 2 is satisfied, then there exists λ ∈ (0, 1) and y ∈ ∂Bω with y = λV(y). Then,
y is a solution of (2) with ‖y‖[1−r,b] = ω. Now, by the inequality (8), we get(

1− k(log b)α

Γ(α + 1)

)
ω

‖φ‖C + [|η|+ k‖φ‖C + g0]
(log b)β

Γ(β + 1)
+

g0(log b)α

Γ(α + 1)
+

Φ(ω)‖p‖
Γ(α + β + 1)

(log b)α+β

≤ 1,

which contradicts (H3). Hence, V has a fixed point on [1− r, b] by Lemma 2, which implies that the
problem (2) has a solution. The proof is complete.

Our next result deals with the non-convex valued map in the problem (2) and is based on Covitz
and Nadler’s fixed point theorem [21] (If N : X → Pcl(X) is a contraction, then FixN �= ∅, where X is a
metric space).

For a metric space (X, d) induced from the normed space (X; ‖ · ‖), it is argued in Reference [22]
that (Pcl,b(X), Hd) is a metric space, where Hd : P(X)×P(X)→ R∪ {∞} is defined by Hd(A, B) =
max{supa∈A d(a, B), supb∈B d(A, b)}, d(A, b) = infa∈A d(a; b) and d(a, B) = infb∈B d(a; b).

Definition 4 (Granas, Dugundji [16]). A multivalued operator N : X → Pcl(X) is called

(a) γ−Lipschitz if and only if there exists γ > 0 such that

Hd(N(x), N(y)) ≤ γd(x, y) for each x, y ∈ X;

(b) a contraction if and only if it is γ−Lipschitz with γ < 1.
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Theorem 3. Assume that (H0) and the following conditions hold:

(A1) F : J ×R→ Pcp(R) is such that F(·, y) : J → Pcp(R) is measurable for each y ∈ R.
(A2) Hd(F(t, y), F(t, ȳ)) ≤ m(t)|y − ȳ| for almost all t ∈ J and y, ȳ ∈ R with m ∈ C(J,R+) and

d(0, F(t, 0)) ≤ m(t) for almost all t ∈ J.

Then there exists at least one solution for the problem (2) on J, provided that

δ :=
k

Γ(α + 1)
(log b)α +

‖m‖
Γ(α + β + 1)

(log b)α+β < 1. (9)

Proof. Observe that the set SF,y is nonempty for each y ∈ C(J,R) by the assumption (A1). Therefore
F has a measurable selection (see Theorem III.6 [23]). Next we consider the operator V given by (5)
and verify that it satisfies the hypothesis of the Covitz and Nadler theorem [21]. We show that
V(y) ∈ Pcl(C(J,R)) for each y ∈ C(J,R). Let {vn}n≥0 ∈ F (y) be such that vn → v (n → ∞) in C(J,R).
Then v ∈ C(J,R) and we can find ξn ∈ SF,yn such that, for each t ∈ J,

vn(t) = φ(1) + (η − g(1, φ))
(log t)β

Γ(β + 1)
+

1
Γ(α)

∫ t

1

(
log

t
s

)α−1 g(s, ys)

s
ds

+
1

Γ(α + β)

∫ t

1

(
log

t
s

)α+β−1 ξn(s)
s

ds.

Since F has compact values, we pass onto a subsequence (if necessary) such that ξn converges to ξ in
L1(J,R). So ξ ∈ SF,y and for each t ∈ J, we have

un(t)→ ξ(t) = φ(1) + (η − g(1, φ))
(log t)β

Γ(β + 1)
+

1
Γ(α)

∫ t

1

(
log

t
s

)α−1 g(s, ys)

s
ds

+
1

Γ(α + β)

∫ t

1

(
log

t
s

)α+β−1 ξ(s)
s

ds.

Hence, v ∈ V(y).
Next we prove that there exists 0 < δ < 1 (δ is defined by (9)) such that

Hd(V(y),V(ȳ)) ≤ δ‖y− ȳ‖ for each y, ȳ ∈ C2(J,R).

Let y, ȳ ∈ C2(J,R) and h1 ∈ V(y). Then there exists ξ1(t) ∈ F(t, y(t)) such that, for each t ∈ J,

h1(t) = φ(1) + (η − g(1, φ))
(log t)β

Γ(β + 1)
+

1
Γ(α)

∫ t

1

(
log

t
s

)α−1 g(s, ys)

s
ds

+
1

Γ(α + β)

∫ t

1

(
log

t
s

)α+β−1 ξ1(s)
s

ds.

By (A2), we have
Hd(F(t, y), F(t, ȳ)) ≤ m(t)|y(t)− ȳ(t)|.

So, there exists υ ∈ F(t, ȳ(t)) such that

|ξ1(t)− υ(t)| ≤ m(t)|y(t)− ȳ(t)|, t ∈ J.

Define V : J → P(R) by

V(t) = {υ ∈ R : |ξ1(t)− υ(t)| ≤ m(t)|y(t)− ȳ(t)|}.
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By Proposition III.4 in Reference [23], it follows that the multivalued operator V(t) ∩ F(t, ȳ(t)) is
measurable. So we can find a measurable selection ξ2(t) for V. So ξ2(t) ∈ F(t, ȳ(t)) and satisfying
|ξ1(t)− ξ2(t)| ≤ m(t)|y(t)− ȳ(t)| for each t ∈ J.

For each t ∈ J, we define

h2(t) = φ(1) + (η − g(1, φ))
(log t)β

Γ(β + 1)
+

1
Γ(α)

∫ t

1

(
log

t
s

)α−1 g(s, ȳs)

s
ds

+
1

Γ(α + β)

∫ t

1

(
log

t
s

)α+β−1 ξ2(s)
s

ds.

Thus,

|h1(t)− h2(t)| ≤ 1
Γ(α)

∫ t

1

(
log

t
s

)α−1 |g(s, ys)− g(s, ȳs)|
s

ds

+
1

Γ(α + β)

∫ t

1

(
log

t
s

)α+β−1 |ξ1(s)− ξ2(s)|
s

ds

≤
k‖y− ȳ‖[1−r,b]

Γ(α + 1)
(log b)α +

‖m‖
Γ(α + β + 1)

(log b)α+β‖y− ȳ‖[1−r,b].

Hence

‖h1 − h2‖ ≤
{

k
Γ(α + 1)

(log b)α +
‖m‖

Γ(α + β + 1)
(log b)α+β

}
‖y− ȳ‖[1−r,b].

On the other hand, interchanging the roles of y and ȳ leads to

Hd(F (y),F (ȳ)) ≤
{

k
Γ(α + 1)

(log b)α +
‖m‖

Γ(α + β + 1)
(log b)α+β

}
‖y− ȳ‖[1−r,b].

So V is a contraction. Therefore, from the conclusion of Covitz and Nadler theorem [21], the operator
V has a fixed point y which is indeed a solution of the problem (2). This finishes the proof.

Finally, we prove an existence result by applying the multivalued version of Krasnoselskii’s fixed
point theorem [24], which is stated below.

Lemma 3 (Krasnoselskii [24]). Let X be a Banach space, Y ∈ Pb,cl,c(X) and W1, W2 : Y → Pcp,c(X) be
multivalued operators satisfying the conditions: (i) W1y + W2y ⊂ Y for all y ∈ Y; (ii) W1 is contraction;
and (iii) W2 is upper semicontinuous and compact. Then there exists y ∈ Y such that y ∈ W1y + W2y.

Theorem 4. Suppose that (H0), (H1) and the following assumption are satisfied

(B1) there exists a function q ∈ C([1, b],R+) such that

‖F(t, u)‖P := sup{|y| : y ∈ F(t, u)} ≤ q(t), for each (t, u) ∈ [1, b]× Cr.

Then there exists at least one solution for the problem (2) on [1− r, b].

Proof. Let us consider the operators Ψ1 and Ψ2 defined by (6) and (7) respectively. As in Theorem 2,
one can show that Ψ1, Ψ2 : Bθ → Pcp,c(C([1− r, b],R)) are indeed multivalued operators, where
Bθ = {y ∈ C([1− r, b],R) : ‖y‖[1−r,b] ≤ θ} is a bounded set in C([1− r, b],R). Moreover, Ψ1 is a
contraction on C([1− r, b],R) and Ψ2 is upper semi-continuous and compact.
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Next we show that Ψ1(y) + Ψ2(y) ⊂ Bθ for all y ∈ Bθ . Let y ∈ Bθ and suppose that

θ

(
1− k(log b)α

Γ(α + 1)

)
> ‖φ‖C +

[|η|+ k‖φ‖C + g0](log b)β

Γ(β + 1)
+

g0(log b)α

Γ(α + 1)
+
‖q‖(log b)α+β

Γ(α + β + 1)
.

For h ∈ Ψ1, Ψ2 and ξ ∈ SF,y, we have

h(t) = φ(1) + (η − g(1, φ))
(log t)β

Γ(β + 1)
+

1
Γ(α)

∫ t

1

(
log

t
s

)α−1 g(s, ys)

s
ds

+
1

Γ(α + β)

∫ t

1

(
log

t
s

)α+β−1 ξ(s)
s

ds, t ∈ J.

With the given assumptions, one can obtain

|h(t)| ≤ ‖φ‖C + [|η|+ k‖φ‖C + g0]
(log b)β

Γ(β + 1)
+

k‖y‖[1−r,b] + g0

Γ(α + 1)
(log b)α

+
‖q‖

Γ(α + β + 1)
(log b)α+β.

Thus

‖h‖ ≤ ‖φ‖C + [|η|+ k‖φ‖C + g0]
(log b)β

Γ(β + 1)
+

kθ + g0

Γ(α + 1)
(log b)α +

‖q‖
Γ(α + β + 1)

(log b)α+β < θ,

which means that Ψ1(y) + Ψ2(y) ⊂ Bθ for all y ∈ Bθ .
Thus, the operators Ψ1 and Ψ2 satisfy the hypothesis of Lemma 3 and hence its conclusion implies

that y ∈ A(y) +B(y) in Bθ . Therefore the problem (2) has a solution in Bθ and the proof is finished.

4. Examples

In this section, we demonstrate the application of our main results by considering the following
Hadamard type neutral fractional differential inclusions:

D1/4
(

D2/3y(t)− g(t, yt)
)
∈ F(t, yt), t ∈ J = [1, e], (10)

y(t) = φ(t), t ∈ [1/2, 1], D2/3y(1) = 1/4. (11)

Here α = 1/4, β = 2/3, r = 1/2, b = e,

F(t, yt) =

[√
3 + ln t

4
sin(yt),

√
3|yt|3

8(1 + |yt|3)
sin(πt/2e) +

1
16

]
,

g(t, yt) =
1

4 + ln t
tan−1(yt) + sin(πt/2), φ(t) =

1

16
√

3
4 + t2

.

With the given data, it is easy to see that (H0) is satisfied with k < Γ(5/4), (H2) is satisfied with
p(t) =

√
3 + ln t/4, ‖p‖ = 1/2, Φ(‖u‖C) = ‖u‖C and (H3) holds true for M > 7.05996548 (M0 =

1.46447352, g0 = 1) with a particular choice of k = 1/4. Thus all the conditions of Theorem 1 hold true.
Hence the problem (10) and (11) has at least one solution on [1/2, e] by the conclusion of Theorem 1.
In a similar manner, one can check that the hypotheses of Theorem 2 hold with M > 1.71978641 and
consequently the conclusion of Theorem 2 applies to the problem (10) and (11).
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In order to illustrate Theorem 3, let us take

F(t, yt) =

[
0,

√
15 + (ln t)2

8
|yt|

(1 + |yt|)
+

1
4

]
(12)

in (10). Then ‖m‖ = 1/2 and from the condition (9), δ ≈ 0.74950391 < 1. Clearly the hypothesis of
Theorem 3 is satisfied. Therefore, there exists at least one solution for the problem (10) and (11) with
F(t, yt) given by (12) on [1/2, e].

5. Conclusions

In this paper, we have derived several existence results for an initial value problem of neutral
functional Hadamard-type fractional differential inclusions. In our first result (Theorem 1), we apply
a nonlinear alternative for Kakutani multivalued maps to prove the existence of solutions for the
problem at hand when the multivalued map F is assumed to be convex-valued. The nonlinear
alternative for contractive maps is applied to prove the existence of solutions for the given problem
in Theorem 2. In Theorem 3, we show the existence of solutions for the given problem involving
non-convex valued maps with the aid of Covitz and Nadler’s fixed point theorem. Our final existence
result (Theorem 4) relies on the multivalued version of Krasnoselskii’s fixed point theorem. In the
nutshell, we have presented a comprehensive study of neutral functional Hadamard-type fractional
differential inclusions by making use of different tools of fixed point theory for multivalued maps.
In our future work, we plan to investigate the existence of solutions to an initial value problem for
neutral functional fractional differential inclusions involving a combination of Caputo and Hadamard
fractional derivatives.
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Abstract: In this study, we establish new integral inequalities of the Hermite–Hadamard type for
s-convexity via the Katugampola fractional integral. This generalizes the Hadamard fractional
integrals and Riemann–Liouville into a single form. We show that the new integral inequalities of
Hermite–Hadamard type can be obtained via the Riemann–Liouville fractional integral. Finally, we give
some applications to special means.

Keywords: Katugampola fractional integrals; s-convex function; Hermite–Hadamard inequality; fractal space

1. Introduction

Fractional calculus, whose applications can be found in many disciplines including economics,
life and physical sciences, as well as engineering, can be considered as one of the modern branches of
mathematics [1–4]. Many problems of interests from these fields can be analyzed through fractional
integrals, which can also be regarded as an interesting sub-discipline of fractional calculus. Some of the
applications of integral calculus can be seen in the following papers [5–10], through which problems in
physics, chemistry, and population dynamics were studied. The fractional integrals were extended to
include the Hermite–Hadamard inequality, which is classically given as follows.

Consider a convex function, h : E ⊆ R→ R, w, z ∈ E if, and only if,

h
(

w + z
2

)
≤ 1

z− w

∫ z

w
h(x)dx ≤ h(w) + h(z)

2
. (1)

Following this, many important generalizations of Hermite–Hadamard inequality were
studied [11–17], some of which were formulated via generalized s-convexity, which is defined as follows.

Definition 1. Let 0 < s ≤ 1. The function h : [w, z] ⊂ R+ → Rα is said to be generalized s-convex on fractal sets
Rα (0 < α < 1) in the second sense if

h (tw + (1− t) z) ≤ (t)αs h (w) + (1− t)αs h (z) .

This class of function is denoted by GK2
s (see Mo and Sui [18]).
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Hermite–Hadamard-type inequalities have been extended to include fractional integrals. For example,
Chen and Katugampola [19] generalized Equation (1) via generalized fractional integrals. Other important
extensions of Equation (1) include the work of Mehran and Anwar [20], who studied the
Hermite–Hadamard-type inequalities for s-convex functions involving generalized fractional integrals.
The definitions of the generalized fractional integrals were given in [21], and we present them as follows.

Definition 2. Suppose [w, z] ⊂ R is a finite interval. For order α > 0, the two sides of Katugampola fractional
integrals for h ∈ Xp

c (w, z) are defined by

ρ Iα
w+h(x) =

ρ1−α

Γ(α)

∫ x

w
(xρ − tρ)α−1 tρ−1h(t)dt,

and
ρ Iα

z−h(x) =
ρ1−α

Γ(α)

∫ z

x
(tρ − xρ)α−1 tρ−1h(t)dt,

where w < x < z, ρ > 0, and Xp
c (w, z)(c ∈ R, 1 ≤ p ≤ ∞) represents the space of complex-valued Lebesgue

measurable functions h on [w, z] for ‖h‖Xp
c <∞. The norm is given as

‖h‖Xp
c
=

(∫ z

w
|tch(t)|p dt

t

)1/p
< ∞

for 1 ≤ p < ∞, c ∈ R. For the case p = ∞, we get

‖h‖X∞
c = ess sup

w≤t≤z
[tc|h(t)|] ,

whereby ess sup is the essential supremum.

Even though Katugampola fractional integrals have been used to generalize many inequalities, such as
Grüss [22,23], Hermite–Hadamard [24], and Lyapunov [25], this work generalizes Hermite–Hadamard
inequality involving Katugampola on fractal sets.

When improving the results in Mehran and Anwar [20], we used Definition 2 together with the
following lemma.

Lemma 1. [19] Suppose that h : [wρ, zρ] ⊂ R+ → R is a differentiable function on (wρ, zρ), where 0 ≤ w < z for
α > 0 and ρ > 0. If the fractional integrals exist, we get

h (wρ) + h (zρ)

2
− αραΓ(α + 1)

2 (zρ − wρ)α

[
ρ Iα

w+ h (zρ) +ρ Iα
z− h (wρ)

]
=

zρ − wρ

2

∫ 1

0

[
(1− tρ)α − (tρ)α] tρ−1h′ (tρwρ + (1− tρ) zρ) dt.

This paper is aimed at establishing some new integral inequalities for generalized s-convexity via
Katugampola fractional integrals on fractal sets linked with Equation (1). We presented some inequalities
for the class of mappings whose derivatives in absolute value are the generalized s-convexity. In addition,
we obtained some new inequalities linked with convexity and generalized s-convexity via classical integrals
as well as Riemann–Liouville fractional integrals in form of a corollary. As an application, the inequalities
for special means are derived.
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2. Main Results

Hermite–Hadamard inequality for s-convexity via generalized fractional integral can be written with
the aid of the following theorem.

Theorem 1. Let h : [wρ, zρ] ⊂ R+ → Rα be a positive function for 0 ≤ w < z and h ∈ Xp
c (wρ, zρ) for α > 0

and ρ > 0. If h is a generalized s-convex function on [wρ, zρ], then

2α(s−1)h
(

wρ + zρ

2

)
≤ ραΓ(α + 1)

2 (zρ − wρ)α

[
ρ Iα

w+h (zρ) +ρ Iα
z−h (wρ)

]
≤
[

1
ρ(1 + s)

+ αβ(α, αs + 1)
]

h (wρ) + h (zρ)

2
.

(2)

Proof. Since h is generalized s-convex function on [wρ, zρ], for t ∈ [0, 1], we get

h (tρwρ + (1− tρ) zρ) ≤ (tρ)αs h (wρ) + (1− tρ)αs h (zρ) ,

and
h (tρzρ + (1− tρ)wρ) ≤ (tρ)αs h (zρ) + (1− tρ)αs h (wρ) .

Combining the above inequalities, we have

h (tρwρ + (1− tρ) zρ) + h (tρzρ + (1− tρ)wρ) ≤
(
(tρ)αs + (1− tρ)αs) [h (wρ) + h (zρ)] . (3)

Multiplying both sides of Equation (3) by tαρ−1, for α > 0 and integrating it over [0, 1] with respect to
t, we obtain

ρα−1Γ(α)
(zρ − wρ)α

[
ρ Iα

w+h (zρ) +ρ Iα
z−h (wρ)

]
≤
∫ 1

0
tαρ−1 ((tρ)αs + (1− tρ)αs) [h (wρ) + h (zρ)] dt. (4)

Since ∫ 1

0
tαsρ+αρ−1dt =

1
αρ(s + 1)

,

applying the change of variable tρ = a gives the following

∫ 1

0
tαρ−1 (1− tρ)αs dt =

β(α, αs + 1)
ρ

.

Thus, Equation (4) becomes

ραΓ(α + 1)
2 (zρ − wρ)α

[
ρ Iα

w+h (zρ) +ρ Iα
z−h (wρ)

]
≤
[

1
ρ(1 + s)

+ αβ(α, αs + 1)
]

h (wρ) + h (zρ)

2
.

In order to prove the first part of Equation (2), since h is generalized s-convex function on [wρ, zρ],
the following inequality is obtained:

h
(

xρ + yρ

2

)
≤ h (xρ) + h (yρ)

2αs , (5)

for xρ, yρ ∈ [wρ, zρ], α ≥ 0.
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Consider xρ = tρwρ + (1− tρ) zρ and yρ = tρzρ + (1− tρ)wρ, where t ∈ [0, 1].
Applying Equation (5), we have

2αsh
(

wρ + zρ

2

)
≤ h (tρwρ + (1− tρ) zρ) + h (tρzρ + (1− tρ)wρ) . (6)

Multiplying both sides of the Equation (6) by tαρ−1, for α > 0 and integrating over [0, 1] with respect
to t gives the following:

2s

αρ
h
(

wρ + zρ

2

)
≤
∫ 1

0
tαρ−1h (tρwρ + (1− tρ) zρ) dt +

∫ 1

0
tαρ−1h (tρzρ + (1− tρ)wρ) dt

=
∫ w

z

(
zρ − xρ

zρ − wρ

)α−1
h (xρ)

xρ−1

wρ − zρ dx

+
∫ z

w

(
yρ − wρ

zρ − wρ

)α−1
h (yρ)

yρ−1

zρ − wρ dy

=
ρα−1Γ(α)
(zρ − wρ)α

[
Iα
w+h (zρ) +ρ Iα

z−h (wρ)
]

.

(7)

Then, it follows that

2α(s−1)h
(

wρ + zρ

2

)
≤ ραΓ(α + 1)

2 (zρ − wρ)α

[
ρ Iα

w+h (zρ) +ρ Iα
z−h (wρ)

]
,

where β(w, z) is the Beta function.

Remark 1. When substituting ρ = 1 and α = 1 in Equation (2), we obtained the results reported by
Dragomir and Fitzpatrick [11].

Example 1. Consider a function h : [wρ, zρ] ⊂ R+ → Rα, such that h(x) = xsα belongs to GK2
s , s ∈ (0, 1] with

h ∈ Xp
c (wρ, zρ), where α > 0 and ρ > 0. Suppose w = 0 and z = 1. For α = 2, s = 1

2 and ρ = 1, the first, second,
and third parts of Equation (2) give 0.25, 0.33 and 0.50, respectively. Thus, the Equation (2) holds. Similarly, when
α = 1, s = 1

2 and ρ = 2, we get 0.35, 0.50 and 0.80, respectively, which satisfies Theorem 1.

In the next theorem, the new upper bound for the right-hand side of Equation (1) for generalized
s-convexity is proposed. Thus, the generalized beta function is defined as

βρ(w, z) =
∫ 1

0
ρ(1− xρ)b−1(xρ)a−1xρ−1dx.

Note that, as ρ → 1, βρ(w, z)→ β(w, z).

Theorem 2. Let α > 0 and ρ > 0. Let h : [wρ, zρ] ⊂ R+ → Rα be a differentiable function on (wρ, zρ),
and h′ ∈ L1[w, z] with 0 ≤ w < z. If |h′|q is generalized s-convex on [wρ, zρ] for q ≥ 1, we obtain

∣∣∣∣ h(wρ)+h(zρ)
2 − αραΓ(α+1)

2(zρ−wρ)α

[
ρ Iα

w+h (zρ) +ρ Iα
z−h (wρ)

] ∣∣∣∣ ≤ zρ−wρ

2

(
1

(α+1)ρ

) q−1
q

×
[

βρ(αs+1,α+1)
ρ + 1

(αρ(s+1)+1)

] 1
q

×(|h′(wρ)|q + |h′(zρ)|q)
1
q .
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Proof. In view of Lemma 1, we have∣∣∣∣ h(wρ)+h(zρ)
2 − αραΓ(α+1)

2(zρ−wρ)α

[
ρ Iα

w+h (zρ) +ρ Iα
z−h (wρ)

] ∣∣∣∣ =

∣∣∣∣ zρ−wρ

2

∫ 1
0

[
(1− tρ)α − (tρ)α] tρ−1

×h′ (tρwρ + (1− tρ) zρ) dt
∣∣∣∣. (8)

For the first case, when q = 1, and |h′| is generalized s-convex on [wρ, zρ], we have

h′ (tρwρ + (1− tρ) zρ) ≤ (tρ)αs h′ (wρ) + (1− tρ)αs h′ (zρ) .

Therefore,∣∣∣∣ ∫ 1
0
[
(1− tρ)α − (tρ)α] tρ−1h′ (tρwρ + (1− tρ) zρ) dt

∣∣∣∣ ≤
∫ 1

0
[
(1− tρ)α + (tρ)α] tρ−1[(tρ)αs |h′(wρ|)

+ (1− tρ)αs |h′ (zρ|)]dt
= |h′(wρ)|

∫ 1
0
[
(tρ−1 (tρ)αs)((1− tρ)α + (tρ)α)

]
dt

+|h′(zρ)|
∫ 1

0
[
(tρ−1 (1− tρ)αs)((1− tρ)α + (tρ)α)

]
dt

= S1 + S2.

(9)

Calculating S1 and S2, we get

S1 = |h′(wρ|)
[ ∫ 1

0 (1− tρ)αtρ−1(tρ)αsdt +
∫ 1

0 (t
ρ)α(s+1)tρ−1dt

]
= |h′ (wρ) |

[
βρ(αs+1,α+1)

ρ + 1
ρ(αs+α+1)

]
,

(10)

and

S2 = |h′(zρ|)
[ ∫ 1

0 (1− tρ)α(s+1)tρ−1dt +
∫ 1

0 (t
ρ)αtρ−1(1− tρ)αsdt

]
= |h′(zρ)|

[
1

ρ(αs+α+1) +
βρ(α+1,αs+1)

ρ

]
.

(11)

Thus, if we use Equations (10) and (11) in (9), we obtain∣∣∣∣ ∫ 1
0

[
(1− tρ)α − (tρ)α] tρ−1h′ (tρwρ + (1− tρ) zρ) dt

∣∣∣∣ ≤ |h′ (wρ) |
[

βρ(αs+1,α+1)
ρ + 1

ρ(αs+α+1)

]
+|h′(zρ)|

[
1

ρ(αs+α+1) +
βρ(α+1,αs+1)

ρ

]
.

(12)
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Obtaining Equations (8) and (12) completes the proof for this case. Consider the second case, q > 1.
Using Equation (8) and the power mean inequality, we obtain

∣∣∣∣ ∫ 1
0

[
(1− tρ)α − (tρ)α] tρ−1h′ (tρwρ + (1− tρ) zρ) dt

∣∣∣∣ ≤
( ∫ 1

0 |(1− tρ)α − (tρ)α|tρ−1dt
)1− 1

q

×
( ∫ 1

0 |(1− tρ)α − (tρ)α|tρ−1|h′(tρwρ + (1− tρ)zρ)|qdt
) 1

q

≤
∫ 1

0

(
[(1− tρ)α + (tρ)α]tρ−1dt

)1− 1
q

×
( ∫ 1

0 [(1− tρ)α + (tρ)α]tρ−1[(tρ)αs|h′(wρ)|q

+(1− tρ)αs|h′(zρ)|q]dt
) 1

q

=

(
1

ρ(α+1)

) q−1
q

×
((

βρ(αs+1,α+1)
ρ + 1

ρ(αs+α+1)

)
|h′(wρ)|q

+ 1
ρ(αs+α+1) +

βρ(α+1,αs+1))
ρ |h′(zρ)|q

) 1
q

.

(13)

The Equations (8) and (13) complete the proof.

Corollary 1. Using the similar assumptions given in Theorem 2.

1. If ρ = 1, we get

∣∣∣∣ h(w) + h(z)
2

− αΓ(α + 1)
2(z− w)α

[Iα
w+h(z) + Iα

z−h(w)]

∣∣∣∣ ≤ z− w
2

(
1

α + 1

) q−1
q

×
[

β(αs + 1, α + 1) +
1

1 + α(s + 1)

] 1
q

× (|h′(w)|+ |h′(z)|).

2. If ρ = 1 and s = 1, then

∣∣∣∣h(w) + h(z)
2

− αΓ(α + 1)
2(z− w)α

[Iα
w+h(z) + Iα

z−h(w)]

∣∣∣∣ ≤ z− w
2

(
1

1 + α

) q−1
q

×
(

β(α + 1, α + 1) +
1

1 + 2α

) 1
q

× (|h′(w)|q + |h′(z)|q).

3. If ρ = 1, s = 1 and α = 1, we obtain

∣∣∣∣h(w) + h(z)
2

− 1
z− w

∫ z

w
h(x)dx

∣∣∣∣ ≤ z− w
2

(
1
2

) q−1
q
(

h′(w)|q + h′(z)|q
2

) 1
q

.
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Theorem 3. With the similar assumptions stated in Theorem 2, we get the following inequality:

∣∣∣∣ h(wρ)+h(zρ)
2 − αραΓ(α+1)

2(zρ−wρ)α

[
ρ Iα

w+h (zρ) +ρ Iα
z−h (wρ)

] ∣∣∣∣ ≤
(

1
ρ

)1− 1
q

zρ−wρ

2

×
[

βρ(αs+1,α+1)
ρ + 1

(α(s+1)+1)ρ

] 1
q

×
(
|h′(wρ)|q + |h′(zρ)|q

) 1
q

.

(14)

Proof. Using the fact |h′|q, a generalized s-convex on [wρ, zρ] with q ≥ 1, we get

h′ (tρwρ + (1− tρ) zρ) ≤ (tρ)αs h′ (wρ) + (1− tρ)αs h′ (zρ) .

Applying Equation (8) together with the power mean inequality, we get

∣∣∣∣ ∫ 1
0

[
(1− tρ)α − (tρ)α] tρ−1h′ (tρwρ + (1− tρ) zρ) dt

∣∣∣∣ ≤
( ∫ 1

0 tρ−1dt
)1− 1

q

×
( ∫ 1

0 |(1− tρ)α − (tρ)α|tρ−1|h′(tρwρ + (1− tρ)zρ)|qdt
) 1

q

≤
(

1
ρ

)1− 1
q
( ∫ 1

0 [(1− tρ)α + (tρ)α]tρ−1[(tρ)αs|h′(wρ)|q

+(1− tρ)αs|h′(zρ)|q]dt
) 1

q

≤
(

1
ρ

)1− 1
q
(
|h′(wρ)|q

∫ 1
0 [(1− tρ)α(tρ)αstρ−1 + (tρ)α(tρ)αstρ−1]dt

+|h′(zρ)|q
∫ 1

0 [(1− tρ)αtρ−1(1− tρ)αs + (tρ)α(1− tρ)αstρ−1]dt
) 1

q

=

(
1
ρ

)1− 1
q

×
(
|h′(wρ)|q

[
βρ(αs+1,α+1)

ρ + 1
ρ(αs+α+1)

]
+|h′(zρ)|q

[
βρ(α+1,αs+1)

ρ + 1
ρ(αs+α+1)

]) 1
q

.

Remark 2. Choosing ρ = 1 in Theorem 3, we get the following∣∣∣∣h(w) + h(z)
2

− αΓ(α + 1)
2(z− w)α

[Iα
w+h(z) + Iα

z−h(w)]

∣∣∣∣ ≤ z− w
2

×
[

β(αs + 1, α + 1) +
1

α(s + 1) + 1

] 1
q

× (|h′(w)|+ |h′(z)|).

Remark 3. When choosing ρ = 1 and s = 1
2 in Theorem 3, we get

∣∣∣∣h(w) + h(z)
2

− αΓ(α + 1)
2(z− w)α

[Iα
w+h(z) + Iα

z−h(w)]

∣∣∣∣ ≤ z− w
2

(
β

(
α

2
+ 1, α + 1

)
+

1
3
2 α + 1

) 1
q

× (|h′(w)|q + |h′(z)|q).
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Corollary 2. Choosing ρ = 1, s = 1 and α = 1in Theorem 3, we obtain

∣∣∣∣ h(w) + h(z)
2

− 1
z− w

∫ z

w
h(x)dx

∣∣∣∣ ≤ z− w
2

(
h′(w)|q + h′(z)|q

2

) 1
q

.

The other type is given by the next theorem.

Theorem 4. Let α > 0 and ρ > 0. Let h : [wρ, zρ] ⊂ R+ → Rα be a differentiable function on (wρ, zρ),
where h′ ∈ L1[w, z] with 0 ≤ w < z. For q > 1, if |h′|q is generalized s-convex on [wρ, zρ], we get

∣∣∣∣h (wρ) + h (zρ)

2
− αραΓ(α + 1)

2 (zρ − wρ)α

[
ρ Iα

w+h (zρ) +ρ Iα
z−h (wρ)

] ∣∣∣∣ ≤ zρ − wρ

2

(
1

p(ρ− 1) + 1

) 1
p

×
[

βρ(αs + 1, α + 1)
ρ

+
1

ρ(αs + α + 1)

] 1
q

×
(
|h′(wρ)|q + |h′(zρ)|q

) 1
q

,

with 1
p + 1

q = 1.

Proof. Using the Hölder’s inequality, we obtain the following:

∣∣∣∣ ∫ 1
0
[
(1− tρ)α − (tρ)α] tρ−1h′ (tρwρ + (1− tρ) zρ) dt

∣∣∣∣ ≤
( ∫ 1

0 (t
ρ−1)pdt

) 1
p

×
( ∫ 1

0 [(1− tρ)α + (tρ)α]tρ−1|h′(tρwρ + (1− tρ)zρ)|qdt
) 1

q

.

The fact |h′| is generalized s-convex, and it can be used to obtain the following:

∣∣∣∣ ∫ 1
0
[
(1− tρ)α − (tρ)α] tρ−1h′ (tρwρ + (1− tρ) zρ) dt

∣∣∣∣ ≤
(

1
p(ρ−1)+1

) 1
p

×
( ∫ 1

0 [(1− tρ)α + (tρ)α]tρ−1[(tρ)αs|h′(wρ)|q

+(1− tρ)αs|h′(zρ)|q]dt
) 1

q

≤
(

1
p(ρ−1)+1

) 1
p

×
(
|h′(wρ)|q

∫ 1
0 [t

ρ−1(tρ)αs(1− tρ)α + tρ−1(tρ)α(tρ)αs]dt

+|h′(zρ)|q
∫ 1

0 [t
ρ−1(1− tρ)α(1− tρ)αs

+tρ−1(tρ)α(1− tρ)αs]dt
) 1

q

=

(
1

p(ρ−1)+1

) 1
p

×
(
|h′(wρ)|q

[
βρ(αs+1,α+1)

ρ + 1
(α(s+1)+1)ρ

]
+|h′(zρ)|q

[
1

ρ(α(s+1)+1) +
βρ(α+1,αs+1)

ρ

]) 1
q

.

396



Mathematics 2020, 8, 53

Corollary 3. From Theorems 2–4, for q > 1, we obtain the following inequality:∣∣∣∣h (wρ) + h (zρ)

2
− αραΓ(α + 1)

2 (zρ − wρ)α

[
ρ Iα

w+h (zρ) +ρ Iα
z−h (wρ)

] ∣∣∣∣ ≤ min(M1, M2, M3)
(zρ − wρ)

2
,

where

M1 =

(
1

ρ(α + 1)

) q−1
q
[

βρ(αs + 1, α + 1)
ρ

+
1

((s + 1)α + 1)ρ

] 1
q

(|h′(wρ)|q + |h′(zρ)|q)
1
q ,

M2 =

(
1
ρ

) q−1
q
[

βρ(αs + 1, α + 1)
ρ

+
1

ρ(α(s + 1) + 1)

] 1
q

(|h′(wρ)|q + |h′(zρ)|q)
1
q ,

and

M3 =

(
1

1 + (ρ− 1)p

) 1
p
[

βρ(αs + 1, α + 1)
ρ

+
1

(α(s + 1) + 1)ρ

] 1
q

(|h′(wρ)|q + |h′(zρ)|q)
1
q .

3. Applications to Special Means

The applications to special means for positive real numbers w and z can be studied through the
results obtained.

1. The arithmetic mean:
A = A(w, z) = w+z

2 .
2. The logarithmic mean:

L(w, z) = z−w
log z−log w .

3. The generalized logarithmic mean:

Li(w, z) =
[

zi+1−wi+1

(z−w)(i+1)

] 1
i
; i ∈ Z \ {−1, 0}.

Applying the results in Section 2, together with the applications of means, gives the following propositions.

Proposition 1. Let i ∈ Z, |i| ≥ 2 and w, z ∈ R where 0 < w < z. For q ≥ 1, we obtain the following:∣∣∣∣A(wi, zi)− Li
i(w, z)

∣∣∣∣ ≤ (z− w)|i|
2

q−1
q +1

A
1
q (|w|q(i−1), |z|q(i−1)).

Proof. This follows from Corollary 1 (iii) when applied on h(w) = wi.

Proposition 2. Let i ∈ Z, |i| ≥ 2 and w, z ∈ R, where 0 < x < y. For q ≥ 1, we obtain the following:∣∣∣∣A(wi, zi)− Li
i(w, z)

∣∣∣∣ ≤ (z− w)|i|
2

A
1
q (|w|q(i−1), |z|q(i−1)).

Proof. This follows from Corollary 2 when applied on h(w) = wi.
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Proposition 3. Let w, z ∈ R, where 0 < w < z. For q ≥ 1, we obtain∣∣∣∣A(w−1, z−1)− L(w, z)
∣∣∣∣ ≤ (z− w)

2
q−1

q + 1
A

1
q (|w|−2q, |z|−2q).

Proof. This follows from Corollary 1 (iii) when applied on h(w) = 1
w .

Proposition 4. Let w, z ∈ R, where 0 < w < z. For q ≥ 1, we obtain∣∣∣∣A(w−1, z−1)− L(w, z)
∣∣∣∣ ≤ (z− w)

2
A

1
q (|w|−2q, |z|−2q).

Proof. This follows from Corollary 2 when applied for h(w) = 1
w .
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Abstract: In this paper, we study a class of Caputo fractional q-difference inclusions in Banach spaces.
We obtain some existence results by using the set-valued analysis, the measure of noncompactness,
and the fixed point theory (Darbo and Mönch’s fixed point theorems). Finally we give an illustrative
example in the last section. We initiate the study of fractional q-difference inclusions on infinite
dimensional Banach spaces.

Keywords: fractional q-difference inclusion; measure of noncompactness; solution; fixed point

1. Introduction

Fractional differential equations and inclusions have attracted much more interest of
mathematicians and physicists which provides an efficiency for the description of many practical
dynamical arising in engineering, vulnerability of networks (fractional percolation on random graphs),
and other applied sciences [1–8]. Recently, Riemann–Liouville and Caputo fractional differential
equations with initial and boundary conditions are studied by many authors; [2,9–14]. In [15–18] the
authors present some interesting results for classes of fractional differential inclusions.

q-calculus (quantum calculus) has a rich history and the details of its basic notions, results and
methods can be found in [19–21]. The subject of q-difference calculus, initiated in the first quarter of
20th century, has been developed over the years. Some interesting results about initial and boundary
value problems of ordinary and fractional q-difference equations can be found in [22–27].

Difference inclusions arise in the mathematical modeling of various problems in economics,
optimal control, and stochastic analysis, see for instance [28–30]. However q-difference inclusions
are studied in few papers; see for example [31,32]. In this article we consider the Caputo fractional
q-difference inclusion

(cDα
q u)(t) ∈ F(t, u(t)), t ∈ I := [0, T], (1)

with the initial condition
u(0) = u0 ∈ E, (2)

where (E, ‖ · ‖) is a real or complex Banach space, q ∈ (0, 1), α ∈ (0, 1], T > 0, F : I × E → P(E) is a
multivalued map, P(E) = {Y ⊂ E : y �= ∅}, and cDα

q is the Caputo fractional q-difference derivative
of order α.

This paper initiates the study of fractional q-difference inclusions on Banach spaces.

Mathematics 2020, 8, 91; doi:10.3390/math8010091 www.mdpi.com/journal/mathematics401



Mathematics 2020, 8, 91

2. Preliminaries

Consider the Banach space C(I) := C(I, E) of continuous functions from I into E equipped with
the supremum (uniform) norm

‖u‖∞ := sup
t∈I
‖u(t)‖.

As usual, L1(I) denotes the space of measurable functions v : I → E which are Bochner integrable
with the norm

‖v‖1 =
∫

I
‖v(t)‖dt.

For a ∈ R, we set

[a]q =
1− qa

1− q
.

The q-analogue of the power (a− b)n is

(a− b)(0) = 1, (a− b)(n) = Πn−1
k=0 (a− bqk); a, b ∈ R, n ∈ N.

In general,

(a− b)(α) = aαΠ∞
k=0

(
a− bqk

a− bqk+α

)
; a, b, α ∈ R.

Definition 1 ([21]). The q-gamma function is defined by

Γq(ξ) =
(1− q)(ξ−1)

(1− q)ξ−1 ; ξ ∈ R− {0,−1,−2, . . .}

Notice that Γq(1 + ξ) = [ξ]qΓq(ξ).

Definition 2 ([21]). The q-derivative of order n ∈ N of a function u : I → E is defined by (D0
qu)(t) = u(t),

(Dqu)(t) := (D1
qu)(t) =

u(t)− u(qt)
(1− q)t

; t �= 0, (Dqu)(0) = lim
t→0

(Dqu)(t),

and
(Dn

q u)(t) = (DqDn−1
q u)(t); t ∈ I, n ∈ {1, 2, . . .}.

Set It := {tqn : n ∈ N} ∪ {0}.

Definition 3 ([21]). The q-integral of a function u : It → E is defined by

(Iqu)(t) =
∫ t

0
u(s)dqs =

∞

∑
n=0

t(1− q)qn f (tqn),

provided that the series converges.

We note that (Dq Iqu)(t) = u(t), while if u is continuous at 0, then

(IqDqu)(t) = u(t)− u(0).
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Definition 4 ([33]). The Riemann–Liouville fractional q-integral of order α ∈ R+ := [0, ∞) of a function
u : I → E is defined by (I0

q u)(t) = u(t), and

(Iα
q u)(t) =

∫ t

0

(t− qs)(α−1)

Γq(α)
u(s)dqs; t ∈ I.

Lemma 1 ([34]). For α ∈ R+ and λ ∈ (−1, ∞) we have

(Iα
q (t− a)(λ))(t) =

Γq(1 + λ)

Γ(1 + λ + α)
(t− a)(λ+α); 0 < a < t < T.

In particular,

(Iα
q 1)(t) =

1
Γq(1 + α)

t(α).

Definition 5 ([35]). The Riemann–Liouville fractional q-derivative of order α ∈ R+ of a function u : I → E is
defined by (D0

qu)(t) = u(t), and

(Dα
q u)(t) = (D[α]

q I[α]−α
q u)(t); t ∈ I,

where [α] is the integer part of α.

Definition 6 ([35]). The Caputo fractional q-derivative of order α ∈ R+ of a function u : I → E is defined by
(CD0

qu)(t) = u(t), and

(CDα
q u)(t) = (I[α]−α

q D[α]
q u)(t); t ∈ I.

Lemma 2 ([35]). Let α ∈ R+. Then the following equality holds:

(Iα
q

CDα
q u)(t) = u(t)−

[α]−1

∑
k=0

tk

Γq(1 + k)
(Dk

qu)(0).

In particular, if α ∈ (0, 1), then

(Iα
q

CDα
q u)(t) = u(t)− u(0).

We define the following subsets of P(E) :

Pcl(E) = {Y ∈ P(E) : Y is closed},
Pbd(E) = {Y ∈ P(E) : Y is bounded},
Pcp(E) = {Y ∈ P(E) : Y is compact},
Pcv(E) = {Y ∈ P(E) : Y is convex},
Pcp,cv(E) = Pcp(E) ∩ Pcv(E).

Definition 7. A multivalued map G : E → P(E) is said to be convex (closed) valued if G(x) is convex (closed)
for all x ∈ E. A multivalued map G is bounded on bounded sets if G(B) = ∪x∈BG(x) is bounded in E for all
B ∈ Pb(E) (i.e. supx∈B{sup{|y| : y ∈ G(x)} exists).

Definition 8. A multivalued map G : E → P(E) is called upper semi-continuous (u.s.c.) on E if G(x0) ∈
Pcl(E); for each x0 ∈ E, and for each open set N ⊂ E with G(x0) ∈ N, there exists an open neighborhood
N0 of x0 such that G(N0) ⊂ N. G is said to be completely continuous if G(B) is relatively compact for every
B ∈ Pbd(E). An element x ∈ E is a fixed point of G if x ∈ G(x).

We denote by FixG the fixed point set of the multivalued operator G.
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Lemma 3 ([28]). Let G : X → P(E) be completely continuous with nonempty compact values. Then G is
u.s.c. if and only if G has a closed graph, that is,

xn → x∗, yn → y∗, yn ∈ G(xn) =⇒ y∗ ∈ G(x∗).

Definition 9. A multivalued map G : J → Pcl(E) is said to be measurable if for every y ∈ E, the function

t → d(y, G(t)) = inf{|y− z| : z ∈ G(t)}

is measurable.

Definition 10. A multivalued map F : I ×R→ P(E) is said to be Carathéodory if:

(1) t → F(t, u) is measurable for each u ∈ E;
(2) u → F(t, u) is upper semicontinuous for almost all t ∈ I.

F is said to be L1-Carathéodory if Equations (1) and (2) and the following condition holds:

(3) For each q > 0, there exists ϕq ∈ L1(I,R+) such that

‖F(t, u)‖P = sup{|v| : v ∈ F(t, u)} ≤ ϕq for all |u| ≤ q and for a.e. t ∈ I.

For each u ∈ C(I), define the set of selections of F by

SF◦u = {v ∈ L1(I) : v(t) ∈ F(t, u(t)) a.e. t ∈ I}.

Let (E, d) be a metric space induced from the normed space (E, | · |). The function Hd : P(E)×
P(E)→ R+ ∪ {∞} given by:

Hd(A, B) = max{sup
a∈A

d(a, B), sup
b∈B

d(A, b)}.

is known as the Hausdorff-Pompeiu metric. For more details on multivalued maps see the books of
Hu and Papageorgiou [28].

LetMX be the class of all bounded subsets of a metric space X.

Definition 11. A function μ : MX → [0, ∞) is said to be a measure of noncompactness on X if the following
conditions are verified for all B, B1, B2 ∈ MX .

(a) Regularity, i.e., μ(B) = 0 if and only if B is precompact,
(b) invariance under closure, i.e., μ(B) = μ(B),
(c) semi-additivity, i.e., μ(B1 ∪ B2) = max{μ(B1), μ(B2)}.

Definition 12 ([36,37]). Let E be a Banach space and denote by ΩE the family of bounded subsets of E. the map
μ : ΩE → [0, ∞) defined by

μ(M) = inf{ε > 0 : M ⊂ ∪m
j=1Mj, diam(Mj) ≤ ε}, M ∈ ΩE,

is called the Kuratowski measure of noncompactness.

Theorem 1 ([38]). Let E be a Banach space. Let C ⊂ L1(I) be a countable set with |u(t)| ≤ h(t) for a.e. t ∈ J
and every u ∈ C, where h ∈ L1(I,R+). Then φ(t) = μ(C(t)) ∈ L1(I,R+) and verifies

μ

({∫ T

0
u(s) ds : u ∈ C

})
≤ 2

∫ T

0
μ(C(s)) ds,

where μ is the Kuratowski measure of noncompactness on the set E.
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Lemma 4 ([39]). Let F be a Carathéodory multivalued map and Θ : L1(I) → C(I); be a linear continuous
map. Then the operator

Θ ◦ SF◦u : C(I)→ Pcv,cp(C(I)), u �→ (Θ ◦ SF◦u)(u) = Θ(SF◦u)

is a closed graph operator in C(I)× C(I).

Definition 13. Let E be Banach space. A multivalued mapping T : E → Pcl,b(E) is called k−set-Lipschitz
if there exists a constant k > 0, such that μ(T(X)) ≤ kμ(X) for all X ∈ Pcl,b(E) with T(X) ∈ Pcl,b(E). If
k < 1, then T is called a k−set-contraction on E.

Now, we recall the set-valued versions of the Darbo and Mönch fixed point theorems.

Theorem 2 ((Darbo fixed point theorem) [40]). Let X be a bounded, closed, and convex subset of a Banach
space E and let T : X → Pcl,b(X) be a closed and k−set-contraction. Then T has a fixed point.

Theorem 3 ((Mönch fixed point theorem) [41]). Let E be a Banach space and K ⊂ E be a closed and convex
set. Also, let U be a relatively open subset of K and N : U → Pc(K). Suppose that N maps compact sets into
relatively compact sets, graph(N) is closed and for some x0 ∈ U, we have

conv(x0 ∪ N(M)) ⊃ M ⊂ U and M = U (C ⊂ M countable) imply M is compact (3)

and
x /∈ (1− λ)x0 + λN(x) ∀x ∈ U\U, λ ∈ (0, 1). (4)

Then there exists x ∈ U with x ∈ N(x).

3. Existence Results

First, we state the definition of a solution of the problem found in Equations (1) and (2).

Definition 14. By a solution of the problem in Equations (1) and (2) we mean a function u ∈ C(I) that satisfies
the initial condition in Equation (2) and the equation (CDα

q u)(t) = v(t) on I, where v ∈ SF◦u.

In the sequel, we need the following hypotheses.

Hypothesis 1. (H1). The multivalued map F : I × E → Pcp,cv(E) is Carathéodory.

Hypothesis 2. (H2). There exists a function p ∈ L∞(I,R+) such that

‖F(t, u)‖P = sup{‖v‖C : v(t) ∈ F(t, u)} ≤ p(t);

for a.e. t ∈ I, and each u ∈ E,

Hypothesis 3. (H3). For each bounded set B ⊂ C(I) and for each t ∈ I, we have

μ(F(t, B(t)) ≤ p(t)μ(B(t)),

where B(t) = {u(t) : u ∈ B},

Hypothesis 4. (H4) The function φ ≡ 0 is the unique solution in C(I) of the inequality

Φ(t) ≤ 2p∗(Iα
q Φ)(t),
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where p is the function defined in (H3), and

p∗ = esssupt∈I p(t).

Remark 1. In (H3), μ is the Kuratowski measure of noncompactness on the space E.

Theorem 4. If the hypotheses (H1)–(H3) and the condition

L :=
p∗T(α)

Γq(1 + α)
< 1

hold, then the problem in Equations (1) and (2) has at least one solution defined on I.

Proof. Consider the multivalued operator N : C(I)→ P(C(I)) defined by:

N(u) =
{

h ∈ C(I) : h(t) = μ0 +
∫ t

0

(t− qs)(α−1)

Γq(α)
v(s)dqs; v ∈ SF◦u

}
. (5)

From Lemma 2, the fixed points of N are solutions of the problem in Equations (1) and (2). Set

R := ‖u0‖+
p∗T(α)

Γq(1 + α)
,

and let BR := {u ∈ C(I) : ‖u‖∞ ≤ R} be the bounded, closed and convex ball of C(I). We shall
show in three steps that the multivalued operator N : BR → Pcl,b(C(I)) satisfies all assumptions of
Theorem 2.

Step 1. N(BR) ∈ P(BR).
Let u ∈ BR, and h ∈ N(u). Then for each t ∈ I we have

h(t) = u0 +
∫ t

0

(t− qs)(α−1)

Γq(α)
v(s)dqs,

for some v ∈ SF◦u. On the other hand,

‖h(t)‖ ≤ ‖u0‖+
∫ t

0

(t− qs)(α−1)

Γq(α)
‖v(s)‖dqs

≤ ‖u0‖+
∫ t

0

(t− qs)(α−1)

Γq(α)
p(s)dqs

≤ ‖u0‖+ esssupt∈I p(t)
∫ T

0

(t− qs)(α−1)

Γq(α)
dqs

= ‖u0‖+
p∗T(α)

Γq(1 + α)
.

Hence
‖h‖∞ ≤ R, and so N(BR) ∈ P(BR).

Step 2. N(u) ∈ Pcl(BR) for each u ∈ BR.
Let {un}n≥0 ∈ N(u) such that un −→ ũ in C(I).Then, ũ ∈ BR and there exists fn(·) ∈ SF◦u be such
that, for each t ∈ I, we have

un(t) = u0 +
∫ t

0

(t− qs)(α−1)

Γq(α)
fn(s)dqs.
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From (H1), and since F has compact values, then we may pass to a subsequence if necessary to
get that fn(·) converges to f in L1(I), and then f ∈ SF◦u. Thus, for each t ∈ I, we get

un(t) −→ ũ(t) = u0 +
∫ t

0

(t− qs)(α−1)

Γq(α)
f (s)dqs.

Hence ũ ∈ N(u).

Step 3. N satisfies the Darbo condition.
Let U ⊂ BR, then for each t ∈ I, we have

μ((NU)(t)) = μ({(Nu)(t) : u ∈ U}).

Let h ∈ N(u). Then, there exists f ∈ SF◦u such that for each t ∈ I, we have

h(t) = u0 +
∫ t

0

(t− qs)(α−1)

Γq(α)
f (s)dqs.

From Theorem 1 and since U ⊂ BR ⊂ C(I), then

μ((NU)(t)) ≤ 2
∫ t

0
μ

({
(t− qs)(α−1)

Γq(α)
f (s) : u ∈ U

})
dqs.

Now, since f ∈ SF◦u and u(s) ∈ U(s), we have

μ({(t− qs)(α−1) f (s)}) = (t− qs)(α−1)p(s)μ(U(s)).

Then

μ((NU)(t)) ≤ 2
∫ t

0
μ

({
(t− qs)(α−1)

Γq(α)
f (s)

})
dqs.

Thus

μ((NU)(t)) ≤ 2p∗
∫ t

0

(t− qs)(α−1)

Γq(α)
μ(U(s))dqs.

Hence

μ((NU)(t)) ≤ 2p∗T(α)

Γq(1 + α)
μ(U).

Therefore,
μ(N(U)) ≤ Lμ(U),

which implies the N is a L−set-contraction.
As a consequence of Theorem 2, we deduce that N has a fixed point that is a solution of the problem in
Equations (1) and (2).

Now, we prove an other existence result by applying Theorem 3.

Theorem 5. If the hypotheses (H1) − (H4) hold, then there exists at least one solution of our problem in
Equations (1) and (2).

Proof. Consider the multivalued operator N : C(I) → P(C(I)) defined in Equation (5). We shall
show in five steps that the multivalued operator N satisfies all assumptions of Theorem 3.
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Step 1. N(u) is convex for each u ∈ C(I).
Let h1, h2 ∈ N(u), then there existv1, v2 ∈ SF◦u such that

hi(t) = μ0 +
∫ t

0

(t− qs)(α−1)

Γq(α)
vi(s)dqs; t ∈ I, i = 1, 2.

Let 0 ≤ λ ≤ 1. Then, for each t ∈ I, we have

(λh1 + (1− λ)h2)(t) =
∫ t

0

(t− qs)(α−1)

Γq(α)
(λv1(s) + (1− λ)v2(s))dqs.

Since SF◦u is convex (because F has convex values), we have λh1 + (1− λ)h2 ∈ N(u).

Step 2. For each compact M ⊂ C(I), N(M) is relatively compact.
Let (hn) be any sequence in N(M), where M ⊂ C(I) is compact.We show that (hn) has a convergent
subsequence from Arzéla–Ascoli compactness criterion in C(I). Since hn ∈ N(M) there are un ∈ M
and vn ∈ SF◦un such that

hn(t) = μ0 +
∫ t

0

(t− qs)(α−1)

Γq(α)
vn(s)dqs.

Using Theorem 1 and the properties of the measure μ, we have

μ({hn(t)}) ≤ 2
∫ t

0
μ

({
(t− qs)(α−1)

Γq(α)
vn(s)

})
dqs. (6)

On the other hand, since M is compact, the set {vn(s) : n ≥ 1} is compact. Consequently, μ({vn(s) :
n ≥ 1}) = 0 for a.e. s ∈ I. Furthermore

μ({(t− qs)(α−1)vn(s)}) = (t− qs)(α−1)μ({vn(s) : n ≥ 1}) = 0.

for a.e. t, s ∈ I. Now Equation (6) implies that {hn(t) : n ≥ 1} is relatively compact for each t ∈ I. In
addition, for each t1, t2 ∈ I; with t1 < t2, we have

‖hn(t2)− hn(t1)‖

≤
∥∥∥∥∥
∫ t2

0

(t2 − qs)(α−1)

Γq(α)
p(s)dqs−

∫ t1

0

(t1 − qs)(α−1)

Γq(α)
p(s)dqs

∥∥∥∥∥
≤
∫ t2

t1

(t2 − qs)(α−1)

Γq(α)
p(s)dqs

+
∫ t1

0

|(t2 − qs)(α−1) − (t1 − qs)(α−1)|
Γq(α)

p(s)dqs

≤ p∗Tα

Γq(1 + α)
(t2 − t1)

α

+ p∗
∫ t1

0

|(t2 − qs)(α−1) − (t1 − qs)(α−1)|
Γq(α)

dqs

→ 0 as t1 −→ t2.

(7)

This shows that {hn : n ≥ 1} is equicontinuous. Consequently, {hn : n ≥ 1} is relatively compact
in C(I).

Step 3. The graph of N is closed.
Let (un, hn) ∈ graph(N), n ≥ 1, with(‖un − u‖, ‖hn − h‖) → (0.0), as n → ∞. We have to show
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that (u, h) ∈ graph(N). (un, hn) ∈ graph(N) means that hn ∈ N(un), which implies that there exists
vn ∈ SF◦un , such that for each t ∈ I,

hn(t) = u0 +
∫ t

0

(t− qs)(α−1)

Γq(α)
vn(s)dqs.

Consider the continuous linear operator Θ : L1(I)→ C(I),

Θ(v)(t) �→ hn(t) = u0 +
∫ t

0

(t− qs)(α−1)

Γq(α)
vn(s)dqs.

Clearly, ‖hn(t) − h(t)‖ → 0 as as n → ∞. From Lemma 4 it follows that Θ ◦ SF is a closed graph
operator. Moreover, hn(t) ∈ Θ(SF◦un). Since un → u, Lemma 4 implies

h(t) = u0 +
∫ t

0

(t− qs)(α−1)

Γq(α)
v(s)dqs.

for some v ∈ SF◦u.

Step 4. M is relatively compact in C(I).
Let M ⊂ U; with M ⊂ conv({0} ∪ N(M)), and let M = C; for some countable set C ⊂ M. the set
N(M) is equicontinuous from Equation (7). Therefore,

M ⊂ conv({0} ∪ N(M)) =⇒ M is equicontinuous.

By applying the Arzéla–Ascoli theorem; the set M(t) is relatively compact for each t ∈ I. Since
C ⊂ M ⊂ conv({0} ∪ N(M)), then there exists a countable set H = {hn : n ≥ 1} ⊂ N(M) such that
C ⊂ conv({0} ∪ H). Thus, there exist un ∈ M and vn ∈ SF◦un such that

hn(t) = u0 +
∫ t

0

(t− qs)(α−1)

Γq(α)
vn(s)dqs.

From Theorem 1, we get

M ⊂ C ⊂ conv({0} ∪ H)) =⇒ μ(M(t)) ≤ μ(C(t)) ≤ μ(H(t)) = μ({hn(t) : n ≥ 1}).

Using now the inequality Equation (6) in step 2, we obtain

μ(M(t)) ≤ 2
∫ t

0
μ

({
(t− qs)(α−1)

Γq(α)
vn(s)

})
dqs.

Since vn ∈ SF◦un and un(s) ∈ M(s), we have

μ(M(t)) ≤ 2
∫ t

0
μ

({
(t− qs)(α−1)

Γq(α)
vn(s) : n ≥ 1

})
dqs.

Also, since vn ∈ SF◦un and un(s) ∈ M(s), then from (H3) we get

μ({(t− qs)(α−1)vn(s); n ≥ 1}) = (t− qs)(α−1)p(s)μ(M(s)).

Hence

μ(M(t)) ≤ 2p∗
∫ t

0

(t− qs)(α−1)

Γq(α)
μ(M(s))dqs.
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Consequently, from (H4), the function Φ given by Φ(t) = μ(M(t)) satisfies Φ ≡ 0; that is, μ(M(t)) = 0
for all t ∈ I. Finally, the Arzéla–Ascoli theorem implies that M is relatively compact in C(I).

Step 5. The priori estimate.
Let u ∈ C(I) such that u ∈ λN(u) for some 0 < λ < 1. Then

u(t) = λu0 + λ
∫ t

0

(t− qs)(α−1)

Γq(α)
v(s)dqs,

for each t ∈ I, where v ∈ SF◦u. On the other hand,

‖u(t)‖ ≤ ‖u0‖+
∫ t

0

(t− qs)(α−1)

Γq(α)
‖v(s)‖dqs

≤ ‖u0‖+
∫ t

0

(t− qs)(α−1)

Γq(α)
p(s)dqs

≤ ‖u0‖+
p∗T(α)

Γq(1 + α)
.

Then

‖u‖ ≤ ‖u0‖+
p∗T(α)

Γq(1 + α)
:= d.

Set
U = {u ∈ Cγ : ‖u‖ < 1 + d}.

Hence, the condition in Equation (4) is satisfied. Finally, Theorem 3 implies that N has at least one
fixed point u ∈ C(I) which is a solution of our problem in Equations (1) and (2).

4. An Example

Let

E = l1 =

{
u = (u1, u2, . . . , un, . . .),

∞

∑
n=1
|un| < ∞

}
be the Banach space with the norm

‖u‖E =
∞

∑
n=1
|un|.

Consider now the following problem of fractional 1
4−difference inclusion⎧⎨⎩(cD

1
2
1
4

un)(t) ∈ Fn(t, u(t)); t ∈ [0, e],

u(0) = (1, 0, . . . , 0, . . .),
(8)

where

Fn(t, u(t)) =
t2e−4−t

1 + ‖u(t)‖E
[un(t)− 1, un(t)]; t ∈ [0, e],

with u = (u1, u2, . . . , un, . . .). Set α = 1
2 , and F = (F1, F2, . . . , Fn, . . .).

For each u ∈ E and t ∈ [0, e], we have

‖F(t, u)‖P ≤ p(t),

with p(t) = t2e−t−4. Hence, the hypothesis (H2) is satisfied with p∗ = e−2. A simple computation
shows that conditions of Theorem 5 are satisfied. Hence, the problem in Equation (8) has at least one
solution defined on [0, e].
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5. Conclusions

We have provided some sufficient conditions guaranteeing the existence of solutions for
some fractional q-difference inclusions involving the Caputo fractional derivative in Banach spaces.
The achieved results are obtained using the fixed point theory and the notion of measure of
noncompactness. Such notion requires the use of the set-valued analysis conditions on the right-hand
side, like the upper semi-continuity. In the forthcoming paper we shall provide sufficient conditions
ensuring the existence of weak solutions by using the concept measure of weak noncompactness, the
Pettis integration and an appropriate fixed point theorem.
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1. Introduction

Integral inequalities play a vital role in the field of fractional differential equations. In the past few
decades, researchers have paid their valuable consideration to this area. The significant developments
in this area have been investigated, for example, [1–3], and [4] (cf. references cited therein). In [5],
Ngo et al. established the following inequalities

∫ 1

0
gσ+1(t)dt ≥

∫ 1

0
tσg(t)dt (1)

and ∫ 1

0
gσ+1(t)dt ≥

∫ 1

0
tgσ(t)dt, (2)

where σ > 0 and the positive continuous function g on [0, 1] such that

∫ 1

x
g(t)dt ≥

∫ 1

x
tdt, x ∈ [0, 1].

Later on, Liu et al. [6] established the following inequalities

∫ b

a
gσ+γ(t)dt ≥

∫ b

a
(t− a)σgγ(t)dt, (3)
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where σ > 0, γ > 0, and the positive continuous g on [a, b] is such that

∫ b

a
gδ(t)dt ≥

∫ b

a
(t− a)δdt, δ = min(1, γ), t ∈ [a, b].

Liu et al. [7] derived two theorems for integral inequalities as follows:

Theorem 1. Suppose that the functions f1 and g1 are positive and continuous on [a, b], (a < b) with f1 ≤ g1

on [a, b] such that the function f1
g1

, (g1 �= 0) is decreasing and the function f1 is increasing. Assume that the
function Φ is a convex with Φ(0) = 0. Then, the following inequality holds∫ b

a f1(t)dt∫ b
a g1(t)dt

≥
∫ b

a Φ ( f1(t)) dt∫ b
a Φ (g1(t)) dt

.

Theorem 2. Suppose that the functions f1, f2, and f3 be positive and continuous on [a, b], (a < b) with
f1 ≤ f2 on [a, b] such that the function f1

f2
, ( f2 �= 0) is decreasing and the functions f1 and f3 are increasing.

Assume that the function Φ is a convex with Φ(0) = 0. Then, the following inequality holds∫ b
a f1(t)dt∫ b
a f2(t)dt

≥
∫ b

a Φ ( f1(t)) f3(t)dt∫ b
a Φ ( f2(t)) f3(t)dt

.

The inequalities in Equations (1)–(3) and their various generalizations have gained attention of
the researchers [8–12].

Furthermore, the research of fractional integral inequalities is also of prominent importance.
In [13,14], the authors presented some weighted Grüss type and new inequalities involving
Riemann–Liouville (R-L) fractional integrals. In [15], Nisar et al. introduced many inequalities
for extended gamma and confluent hypergeometric k-functions. Certain Gronwall inequalities for
R-L and Hadamard k-fractional derivatives with applications are observed in [16]. The inequalities
concerning the generalized (k, ρ)-fractional integral operators can be seen in [17].

The generalized fractional integral and Grüss type inequalities via generalized fractional integrals
can be found in [18,19]. In [20], the authors examined the (k, s)-R-L fractional integral and its
applications. In [21], the authors presented generalized Hermite–Hadamard type inequalities through
fractional integral operators. Dahmani [22] introduced some classes of fractional integral inequalities by
employing a family of n positive functions. Further the applications of fractional integral inequalities
can be found [23,24].

In the last few decades, the researchers have paid their valuable consideration to the field
of fractional calculus. This field has received more attention from various researchers due to its
wide applications in various fields. In the growth of fractional calculus, researchers concentrate to
develop several fractional integral operators and their applications in distinct fields (see, e.g., [25–33]).
Zaher et al. [34] presented a new fractional nonlocal model.

Such types of these new fractional integral operators promote the future study to develop
certain new approaches to unify the fractional operators and secure fractional integral inequalities.
Especially, several striking inequalities, properties, and applicability for the fractional conformable
integrals and derivatives are recently studied by various researchers. We refer the interesting readers
to the works by [35–44], and [45]. The applications of conformable derivative can be found in [46–49]
(cf. references cited therein).
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2. Preliminaries

Jarad et al. [50] proposed the following left and right generalized proportional integral operators,
which are sequentially defined by(

aJ ξ,δ f
)
(τ) =

1
δξ Γ(ξ)

∫ τ

a
exp[

δ− 1
δ

(τ − t)](τ − t)ξ−1 f (t)dt, a < τ (4)

and (
J ξ,δ

b f
)
(τ) =

1
δξ Γ(ξ)

∫ b

τ
exp[

δ− 1
δ

(t− τ)](t− τ)ξ−1 f (t)dt, τ < b, (5)

where the proportional index δ ∈ (0, 1] and ξ ∈ C with Re(ξ) > 0 and Γ(τ) is the well-know gamma
function defined by Γ(τ) =

∫ ∞
0 tτ−1e−tdt [51–53].

Remark 1. Setting δ = 1 in Equations (4) and (5), we obtain the following left and right R-L:

(
aJ ξ f

)
(τ) =

1
Γ(ξ)

∫ τ

a
(τ − t)ξ−1 f (t)dt, a < τ,

and (
J ξ

b f
)
(τ) =

1
Γ(ξ)

∫ b

τ
(t− τ)ξ−1 f (t)dt, τ < b,

where ξ ∈ C with Re(ξ) > 0.

Recently, the generalized proportional derivative, and integral operators are established and
studied in [54,55]. Certain new classes of integral inequalities for a class of n (n ∈ N) positive
continuous and decreasing functions on [a, b] via generalized proportional fractional integrals can
be found in the work of Rahman et al. [56]. The generalized Hadamard proportional fractional
integrals and certain inequalities for convex functions by employing were recently proposed by
Rahman et al. [57]. The bounds of proportional integrals in the sense of another function can be found
in the work of Rahman et al. [58].

3. Main Results

In this section, we establish proportional fractional integral inequalities for convex functions by
employing proportional fractional integral operators.

Theorem 3. Suppose that the functions f and g are positive and continuous on the interval [a, b], (a < b) and
f ≤ g on [a, b]. If the function f

g , (g �= 0) is decreasing and the function f is increasing on [a, b], then, for any
convex function Φ with Φ(0) = 0, the following inequality satisfies the proportional fractional integral operator
given by Equation (4)

aJ ξ,δ [ f (τ)]
aJ ξ,δ [g(τ)]

≥ aJ ξ,δ [Φ( f (τ))]
aJ ξ,δ [Φ(g(τ))]

, (6)

where δ ∈ (0, 1], ξ ∈ C with Re(ξ) > 0.
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Proof. Since Φ is convex function with Φ(0) = 0, the function f (τ)
τ is increasing. As f is increasing,

the function Φ( f (τ))
f (τ) is also increasing. Obviously, f (τ)

g(τ) is decreasing function. Thus, for all ρ, θ ∈ [a, b],
we have (

Φ( f (ρ))
f (ρ)

− Φ( f (θ))
f (θ)

)(
f (θ)
g(θ)

− f (ρ)
g(ρ)

)
≥ 0.

It follows that

Φ( f (ρ))
f (ρ)

f (θ)
g(θ)

+
Φ( f (θ))

f (θ)
f (ρ)
g(ρ)

− Φ( f (θ))
f (θ)

f (θ)
g(θ)

− Φ( f (ρ))
f (ρ)

f (ρ)
g(ρ)

≥ 0. (7)

Multiplying Equation (7) by g(ρ)g(θ), we have

Φ( f (ρ))
f (ρ)

f (θ)g(ρ) +
Φ( f (θ))

f (θ)
f (ρ)g(θ)− Φ( f (θ))

f (θ)
f (θ)g(ρ)− Φ( f (ρ))

f (ρ)
f (ρ)g(θ) ≥ 0. (8)

Multiplying Equation (8) by
1

δξ Γ(ξ)
exp[

δ− 1
δ

(τ − ρ)](τ − ρ)ξ−1, and integrating with respect to

ρ over [a, τ], a < τ ≤ b, we have

1
δξ Γ(ξ)

∫ τ

a
exp[

δ− 1
δ

(τ − ρ)](τ − ρ)ξ−1 Φ( f (ρ))
f (ρ)

f (θ)g(ρ)dρ

+
1

δξ Γ(ξ)

∫ τ

a
exp[

δ− 1
δ

(τ − ρ)](τ − ρ)ξ−1 Φ( f (θ))
f (θ)

f (ρ)g(θ)dρ

− 1
δξ Γ(ξ)

∫ τ

a
exp[

δ− 1
δ

(τ − ρ)](τ − ρ)ξ−1 Φ( f (θ))
f (θ)

f (θ)g(ρ)dρ

− 1
δξ Γ(ξ)

∫ τ

a
exp[

δ− 1
δ

(τ − ρ)](τ − ρ)ξ−1 Φ( f (ρ))
f (ρ)

f (ρ)g(θ)dρ ≥ 0.

Then, it follows that

f (θ) aJ ξ,δ
(

Φ( f (τ))
f (τ)

g(τ)
)
+

(
Φ( f (θ))

f (θ)
g(θ)

)
aJ ξ,δ( f (τ))

−
(

Φ( f (θ))
f (θ)

f (θ)
)

aJ ξ,δ(g(τ))− g(θ) aJ ξ,δ
(

Φ( f (τ))
f (τ)

f (τ)
)
≥ 0. (9)

Again, multiplying both sides of Equation (9) by
1

δξ Γ(ξ)
exp[

δ− 1
δ

(τ − θ)](τ − θ)ξ−1,

and integrating the resultant inequality with respect to θ over [a, τ], a < τ ≤ b, we get

aJ ξ,δ( f (τ)) aJ ξ,δ
(

Φ( f (τ))
f (τ)

g(τ)
)
+ aJ ξ,δ

(
Φ( f (τ))

f (τ)
g(τ)

)
aJ ξ,δ ( f (τ))

≥ aJ ξ,δ (g(τ)) aJ ξ,δ (Φ( f (τ))) + aJ ξ,δ (Φ( f (τ))) aJ ξ,δ (g(τ)) .

It follows that

aJ ξ,δ ( f (τ))
aJ ξ,δ (g(τ))

≥ aJ ξ,δ (Φ( f (τ)))

aJ ξ,δ
(

Φ( f (τ))
f (τ) g(τ)

) . (10)

Now, since f ≤ g on [a, b] and Φ(τ)
τ is an increasing function, for ρ ∈ [a, τ], a < τ ≤ b, we have

Φ( f (ρ))
f (ρ)

≤ Φ(g(ρ))
g(ρ)

. (11)
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Multiplying both sides of Equation (11) by
1

δξ Γ(ξ)
exp[

δ− 1
δ

(τ − ρ)](τ − ρ)ξ−1g(ρ) and

integrating the resultant inequality with respect to ρ over [a, τ], a < τ ≤ b, we get

1
δξ Γ(ξ)

∫ τ

a
exp[

δ− 1
δ

(τ − ρ)](τ − ρ)ξ−1 Φ( f (ρ))
f (ρ)

g(ρ)dρ

≤ 1
δξ Γ(ξ)

∫ τ

a
exp[

δ− 1
δ

(τ − ρ)](τ − ρ)ξ−1 Φ(g(ρ))
g(ρ)

g(ρ)dρ,

which, in view of Equation (4), can be written as

aJ ξ,δ
(

Φ( f (τ))
f (τ)

g(τ)
)
≤ aJ ξ,δ (Φ(g(τ))) . (12)

Hence, from Equations (10) and (12), we get Equation (6).

Remark 2. Applying Theorem 3 for δ = 1, we get Theorem 3.1 proved by [59].

Remark 3. Applying Theorem 3 for ξ = δ = 1 and x = b, we get Theorem 1.

Theorem 4. Suppose that the functions f and g are positive and continuous on [a, b], (a < b) and f ≤ g on
[a, b]. If the function f

g , (g �= 0) is decreasing and the function f is increasing on [a, b], then, for any convex
function Φ with Φ(0) = 0, the following inequality satisfies the proportional fractional integral operator given
by Equation (4)

aJ ξ,δ [ f (τ)] aJ λ,δ [Φ(g(τ))] + aJ λ,δ [ f (τ)] aJ ξ,δ [Φ(g(τ))]
aJ ξ,δ [g(τ)] aJ λ,δ [Φ( f (τ))] + aJ λ,δ [g(τ)] aJ ξ,δ [Φ( f (τ))]

≥ 1,

where δ ∈ (0, 1], ξ, λ ∈ C with Re(ξ) > 0 and Re(λ) > 0.

Proof. Since Φ is convex function with Φ(0) = 0, the function f (τ)
τ is increasing. As f is increasing,

the function Φ( f (τ))
f (τ) is also increasing. Clearly, the function f (τ)

g(τ) is decreasing for all ρ, θ ∈ [a, τ], a <

τ ≤ b. Multiplying Equation (9) by
1

δλΓ(λ)
exp[

δ− 1
δ

(τ − θ)](τ − θ)λ−1 and integrating the resultant

inequality with respect to θ over [a, τ], a < τ ≤ b, we get

aJ λ,δ( f (τ)) aJ ξ,δ
(

Φ( f (τ))
f (τ)

g(τ)
)
+ aJ λ,δ

(
Φ( f (τ))

f (τ)
g(τ)

)
aJ ξ,δ ( f (τ))

≥ aJ ξ,δ (g(τ)) aJ λ,δ
(

Φ( f (τ)
f (τ)

f (τ)
)
+ aJ ξ,δ

(
Φ( f (τ)

f (τ)
f (τ)

)
aJ λ,δ (g(τ)) . (13)

Now, since f ≤ g on [a, b] and Φ(τ)
τ is an increasing function, for ρ ∈ [a, τ], a < τ ≤ b, we have

Φ( f (ρ))
f (ρ)

≤ Φ(g(ρ))
g(ρ)

. (14)

Multiplying both sides of Equation (14) by
1

δξ Γ(ξ)
exp[

δ− 1
δ

(τ − ρ)](τ − ρ)ξ−1g(ρ) and

integrating the resultant inequality with respect to ρ over [a, τ], a < τ ≤ b, we get

1
δξ Γ(ξ)

∫ τ

a
exp[

δ− 1
δ

(τ − ρ)](τ − ρ)ξ−1 Φ( f (ρ))
f (ρ)

g(ρ)dρ

≤ 1
δξ Γ(ξ)

∫ τ

a
exp[

δ− 1
δ

(τ − ρ)](τ − ρ)ξ−1 Φ(g(ρ))
g(ρ)

g(ρ)dρ,
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which, in view of Equation (4), can be written as

aJ ξ,δ
(

Φ( f (τ))
f (τ)

g(τ)
)
≤ aJ ξ,δ (Φ(g(τ))) . (15)

Similarly, one can obtain

aJ λ,δ
(

Φ( f (τ))
f (τ)

g(τ)
)
≤ aJ λ,δ (Φ(g(τ))) . (16)

Hence, from Equations (12), (13), (15), and (16), we get the desired result.

Remark 4. Setting ξ = λ, Theorem 4 leads to Theorem 3.

Remark 5. Applying Theorem 4 for δ = 1, we get Theorem 3.3 proved by Dahmani [59].

Theorem 5. Suppose that the functions f , h, and g are positive and continuous on [a, b], (a < b) and f ≤ h
on [a, b]. If the function f

g is decreasing and the functions f and h are increasing on [a, b], then, for any convex
function Φ with Φ(0) = 0, the following inequality satisfies the proportional fractional integral operator given
by Equation (4)

aJ ξ,δ [ f (τ)]
aJ ξ,δ [g(τ)]

≥ aJ ξ,δ [Φ( f (τ))h(τ)]
aJ ξ,δ [Φ(g(τ))h(τ)]

,

where δ ∈ (0, 1], ξ ∈ C with Re(ξ) > 0.

Proof. Since Φ is convex function such that Φ(0) = 0, the function Φ(τ)
τ is increasing. As the function

f is increasing, Φ( f (τ))
f (τ) is also increasing. Clearly, the function f (τ)

g(τ) is decreasing for all ρ, θ ∈ [a, τ], a <
τ ≤ b. (

Φ( f (ρ))
f (ρ)

h(ρ)− Φ( f (θ))
f (θ)

h(θ)
)
( f (θ)g(ρ)− f (ρ)g(θ)) ≥ 0.

It follows that

Φ( f (ρ))h(ρ)
f (ρ)

f (θ)g(ρ) +
Φ( f (θ))h(θ)

f (θ)
f (ρ)g(θ)− Φ( f (θ))h(θ)

f (θ)
f (θ)g(ρ)− Φ( f (ρ))h(ρ)

f (ρ)
f (ρ)g(θ) ≥ 0. (17)

Multiplying Equation (17) by
1

δξ Γ(ξ)
exp[

δ− 1
δ

(τ − ρ)](τ − ρ)ξ−1 and integrating the resultant

inequality with respect to ρ over [a, τ], a < τ ≤ b, we have

1
δξ Γ(ξ)

∫ τ

a
exp[

δ− 1
δ

(τ − ρ)](τ − ρ)ξ−1 Φ( f (ρ))
f (ρ)

f (θ)g(ρ)h(ρ)dρ

+
1

δξ Γ(ξ)

∫ τ

a
exp[

δ− 1
δ

(τ − ρ)](τ − ρ)ξ−1 Φ( f (θ))
f (θ)

f (ρ)g(θ)h(θ)dρ

− 1
δξ Γ(ξ)

∫ τ

a
exp[

δ− 1
δ

(τ − ρ)](τ − ρ)ξ−1 Φ( f (θ))
f (θ)

f (θ)h(θ)g(ρ)dρ

− 1
δξ Γ(ξ)

∫ τ

a
exp[

δ− 1
δ

(τ − ρ)](τ − ρ)ξ−1 Φ( f (ρ))
f (ρ)

f (ρ)h(ρ)g(θ)dρ ≥ 0.
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It follows that

f (θ) aJ ξ,δ
(

Φ( f (τ))
f (τ)

g(τ)h(τ)
)
+

(
Φ( f (θ))

f (θ)
g(θ)h(θ)

)
aJ ξ,δ( f (τ))

−
(

Φ( f (θ))
f (θ)

f (θ)h(θ)
)

aJ ξ,δ(g(τ))− g(θ) aJ ξ,δ
(

Φ( f (τ))
f (τ)

f (τ)h(τ)
)
≥ 0. (18)

Again, multiplying both sides of Equation (18) by
1

δξ Γ(ξ)
exp[

δ− 1
δ

(τ − θ)](τ − θ)ξ−1 and

integrating the resultant inequality with respect to θ over [a, τ], a < τ ≤ b, we get

aJ ξ,δ( f (τ)) aJ ξ,δ
(

Φ( f (τ))
f (τ)

g(τ)h(τ)
)
+ aJ ξ,δ

(
Φ( f (τ))

f (τ)
g(τ)h(τ)

)
aJ ξ,δ ( f (τ))

≥ aJ ξ,δ (g(τ)) aJ ξ,δ (Φ( f (τ))h(τ)) + aJ ξ,δ (Φ( f (τ))h(τ)) aJ ξ,δ (g(τ)) .

It follows that

aJ ξ,δ( f (τ))
aJ ξ,δ (g(τ))

≥ aJ ξ,δ (Φ( f (τ))h(τ))

aJ ξ,δ
(

Φ( f (τ))
f (τ) g(τ)h(τ)

) . (19)

In addition, since f ≤ g on [a, b] and Φ(τ)
τ is an increasing function, for η, θ ∈ [a, b], we have

Φ( f (η))
f (η)

≤ Φ(g(η))
g(η)

. (20)

Multiplying both sides of Equation (20) by
1

δξ Γ(ξ)
exp[

δ− 1
δ

(τ − η)](τ − η)ξ−1g(η)h(η) and

integrating the resultant inequality with respect to η over [a, τ], a < τ ≤ b, we get

1
δξ Γ(ξ)

∫ τ

a
exp[

δ− 1
δ

(τ − η)](τ − η)ξ−1 Φ( f (η))
f (η)

g(η)h(η)dη

≤ 1
δξ Γ(ξ)

∫ τ

a
exp[

δ− 1
δ

(τ − η)](τ − η)ξ−1 Φ(g(η))
g(η)

g(η)h(η)dη,

which, in view of Equation (4), can be written as

aJ ξ,δ
(

Φ( f (τ))
f (τ)

g(τ)h(τ)
)
≤ aJ ξ,δ (Φ(g(τ))h(τ)) . (21)

Hence, from Equations (21) and (19), we obtain the required result.

Remark 6. Applying Theorem 5 for δ = 1, we get Theorem 3.5 proved by Dahmani [59].

Remark 7. Applying Theorem 5 for δ = ξ = 1 and x = b, we get Theorem 2.

Theorem 6. Suppose that the functions f , h, and g are positive and continuous on [a, b], (a < b) and f ≤ g
on [a, b]. If the function f

g is decreasing and the functions f and h are increasing on [a, b], then, for any convex
function Φ with Φ(0) = 0, the following inequality satisfies the proportional fractional integral operator given
by Equation (4)

aJ ξ,δ [ f (τ)] aJ λ,δ [Φ(g(τ))h(τ)] + aJ λ,δ [ f (τ)] aJ ξ,δ [Φ(g(τ))h(τ)]
aJ ξ,δ [g(τ)] aJ λ,δ [Φ( f (τ))h(τ)] + aJ λ,δ [g(τ)] aJ ξ,δ [Φ( f (τ))h(τ)]

≥ 1, (22)

where δ ∈ (0, 1], ξ, λ ∈ C with Re(ξ) > 0 and Re(λ) > 0.
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Proof. Multiplying both sides of Equation (18) by
1

δλΓ(λ)
exp[

δ− 1
δ

(τ− θ)](τ− θ)λ−1 and integrating

the resultant inequality with respect to θ over [a, τ], a < τ ≤ b, we get

aJ λ,δ( f (τ)) aJ ξ,δ
(

Φ( f (τ))
f (τ)

g(τ)h(τ)
)
+ aJ λ,δ

(
Φ( f (τ))

f (τ)
g(τ)h(τ)

)
aJ ξ,δ ( f (τ))

≥ aJ ξ,δ (g(τ)) aJ λ,δ
(

Φ( f (τ))
f (τ)

f (τ)h(τ)
)
+ aJ ξ,δ

(
Φ( f (τ))

f (τ)
f (τ)h(τ)

)
aJ λ,δ (g(τ)) . (23)

Since f ≤ g on [a, b] and Φ(τ)
τ is an increasing function, for η, θ ∈ [1, x], a < τ ≤ b, we have

Φ( f (η))
f (η)

≤ Φ(g(η))
g(η)

. (24)

Multiplying both sides of Equation (24) by
1

δξ Γ(ξ)
exp[

δ− 1
δ

(τ − η)](τ − η)ξ−1g(η)h(η), η ∈
[a, x], a < τ ≤ b and integrating the resultant inequality with respect to η over [a, τ], a < τ ≤ b, we get

aJ ξ,δ
(

Φ( f (τ))
f (τ)

g(τ)h(τ)
)
≤ aJ ξ,δ (Φ(g(τ))h(τ))) . (25)

Similarly, one can obtain

aJ η,δ
(

Φ( f (τ))
f (τ)

g(τ)h(τ)
)
≤ aJ η,δ (Φ(g(τ))h(τ))) . (26)

Hence, from Equations (23), (25), and (26), we obtain the required inequality in Equation (22).

Remark 8. If we consider ξ = λ, then Theorem 6 leads to Theorem 5.

Remark 9. Applying Theorem 6 for δ = 1, we get Theorem 3.7 of Dahmani [59].

4. Concluding Remarks

Some interesting integral inequalities for convex functions were presented by Liu et al. ([7]
Theorems 9 and 10). Later, Dahmani [59] improved these integral inequalities by utilizing the R-L
fractional integral operator. Here, we present some new fractional proportional integral inequalities
for convex functions by utilizing the proportional fractional integrals. In fact, we established the
inequalities presented in Theorem 1 and Theorem 2 using the fractional proportional integrals, which
are nonlocal and their orders depend on two indices: δ, which is the proportional index, and ξ, which
is the iterated index.
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Abstract: In this paper, we study the existence of solutions for a new nonlocal boundary
value problem of integro-differential equations involving mixed left and right Caputo and
Riemann–Liouville fractional derivatives and Riemann–Liouville fractional integrals of different
orders. Our results rely on the standard tools of functional analysis. Examples are constructed to
demonstrate the application of the derived results.
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1. Introduction

In the last few decades, fractional-order single-valued and multivalued boundary value problems
containing different fractional derivatives such as Caputo, Riemann–Liouville, Hadamard, etc.,
and classical, nonlocal, integral boundary conditions have been extensively studied, for example,
see the articles [1–12] and the references cited therein.

In the study of variational principles, fractional differential equations involving both left and
right fractional derivatives give rise to a special class of Euler–Lagrange equations, for details, see [13]
and the references cited therein. Let us consider some works on mixed fractional-order boundary
value problems. In [14], the authors discussed the existence of an extremal solution to a nonlinear
system involving the right-handed Riemann–Liouville fractional derivative. In [15], a two-point
nonlinear higher order fractional boundary value problem involving left Riemann–Liouville and right
Caputo fractional derivatives was investigated, while a problem in terms of left Caputo and right
Riemann–Liouville fractional derivatives was studied in [16]. A nonlinear fractional oscillator equation
containing left Riemann–Liouville and right Caputo fractional derivatives was investigated in [17].
In a recent paper [18], the authors proved some existence results for nonlocal boundary value problems
of differential equations and inclusions containing both left Caputo and right Riemann–Liouville
fractional derivatives.

Integro-differential equations appear in the mathematical modeling of several real world problems
such as, heat transfer phenomena [19,20], forced-convective flow over a heat-conducting plate [21], etc.
In [22], the authors studied the steady heat-transfer in fractal media via the local fractional nonlinear
Volterra integro-differential equations. Electromagnetic waves in a variety of dielectric media with
susceptibility following a fractional power-law are described by the fractional integro-differential
equations [23].

Mathematics 2020, 8, 336; doi:10.3390/math8030336 www.mdpi.com/journal/mathematics425
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Motivated by aforementioned applications of integro-differential equations and [18], we introduce
a new kind of integro-differential equation involving right-Caputo and left-Riemann–Liouville
fractional derivatives of different orders and right-left Riemann–Liouville fractional integrals and
solve it subject to nonlocal boundary conditions. In precise terms, we prove existence and uniqueness
of solutions for the problem given by

CDα
1−

RLDβ
0+y(t) + λIp

1− Iq
0+h(t, y(t)) = f (t, y(t)), t ∈ J := [0, 1], (1)

y(0) = y(ξ) = 0, y(1) = δy(μ), 0 < ξ < μ < 1, (2)

where CDα
1− and RLDβ

0+ denote the right Caputo fractional derivative of order α ∈ (1, 2] and the left
Riemann–Liouville fractional derivative of order β ∈ (0, 1], Ip

1− and Iq
0+ denote the right and left

Riemann–Liouville fractional integrals of orders p, q > 0 respectively, f , h : [0, 1]×R→ R are given
continuous functions and δ, λ ∈ R. It is imperative to notice that the integro-differential equation in (1)
and (2) contains mixed type (integral and nonintegral) nonlinearities.

We organize the rest of the paper as follows. Section 2 contains some preliminary concepts related
to our work. In Section 3, we prove an auxiliary lemma for the linear variant of the problem (1) and (2).
Then we derive the existence results for the problem (1) and (2) by applying a fixed point theorem due
to Krasnoselski and Leray–Schauder nonlinear alternative, while the uniqueness result is established
via Banach contraction mapping principle. Examples illustrating the main results are also presented.

2. Preliminaries

In this section, we recall some related definitions of fractional calculus [1].

Definition 1. The left and right Riemann–Liouville fractional integrals of order β > 0 for an integrable
function g : (0, ∞)→ R are respectively defined by

Iβ
0+g(t) =

∫ t

0

(t− s)β−1

Γ(β)
g(s)ds and Iβ

1−g(t) =
∫ 1

t

(s− t)β−1

Γ(β)
g(s)ds.

Definition 2. The left Riemann–Liouville fractional derivative and the right Caputo fractional derivative of
order β ∈ (n− 1, n], n ∈ N for a function g : (0, ∞)→ R with g ∈ Cn((0, ∞),R) are respectively given by

Dβ
0+g(t) =

dn

dtn

∫ t

0

(t− s)n−β−1

Γ(n− β)
g(s)ds and cDβ

1−g(t) = (−1)n
∫ 1

t

(s− t)n−β−1

Γ(n− β)
g(n)(s)ds.

Lemma 1. If p > 0 and q > 0, then the following relations hold almost everywhere on [a, b]:

I p
1− Iq

1− f (x) = Ip+q
1− f (x), Ip

0+ Iq
0+ f (x) = Ip+q

0+ f (x).

3. Main Results

In the following lemma, we solve a linear variant of the problem (1) and (2).

Lemma 2. Let H, F ∈ C[0, 1] ∩ L(0, 1). Then the linear problem⎧⎨⎩
CDα

1−
RL

Dβ
0+y(t) + λIp

1− Iq
0+H(t) = F(t), t ∈ J := [0, 1],

y(0) = y(ξ) = 0, y(1) = δy(μ),
(3)
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is equivalent to the fractional integral equation:

y(t) =
∫ t

0

(t− s)β−1

Γ(β)

[
Iα
1−F(s)− λIα+p

1− Iq
0+H(s)

]
ds

+ a1(t)
{

δ
∫ μ

0

(μ− s)β−1

Γ(β)

[
Iα
1−F(s)− λIα+p

1− Iq
0+H(s)

]
ds (4)

−
∫ 1

0

(1− s)β−1

Γ(β)

[
Iα
1−F(s)− λIα+p

1− Iq
0+H(s)

]
ds
}

+ a2(t)
∫ ξ

0

(ξ − s)β−1

Γ(β)

[
Iα
1−F(s)− λIα+p

1− Iq
0+H(s)

]
ds,

where
a1(t) =

1
Λ

[
ξβ+1tβ − ξβtβ+1

]
, a2(t) =

1
Λ

[
tβ(1− δμβ+1)− tβ+1(1− δμβ)

]
, (5)

and it is assumed that
Λ = ξβ+1(1− δμβ)− ξβ(1− δμβ+1) �= 0. (6)

Proof. Applying the left and right fractional integrals Iα
1− and Iβ

0+ successively to the
integro-differential equation in (3), and then using Lemma 1, we get

y(t) = Iβ
0+ Iα

1−F(t)− λIβ
0+ Iα+p

1− Iq
0+H(t) + c0

tβ

Γ(β + 1)
+ c1

tβ+1

Γ(β + 2)
+ c2tβ−1, (7)

where c0, c1 and c2 are unknown arbitrary constants.
In view of the condition y(0) = 0, it follows from (7) that c2 = 0. Inserting c2 = 0 in (7) and then

using the nonlocal boundary conditions y(ξ) = 0, y(1) = δy(μ) in the resulting equation, we obtain
a system of equations in c0 and c1 given by

c0

( 1− δμβ

Γ(β + 1)

)
+ c1

(1− δμβ+1

Γ(β + 2)

)
= δA1 − A2,

c0

( ξβ

Γ(β + 1)
)
+ c1

( ξβ+1

Γ(β + 2)

)
= −A3,

(8)

where

A1 = Iβ
0+ Iα

1−F(μ)− λIβ
0+ Iα+p

1− Iq
0+H(μ), A2 = Iβ

0+ Iα
1−F(1)− λIβ

0+ Iα+p
1− Iq

0+H(1),

A3 = Iβ
0+ Iα

1−F(ξ)− λIβ
0+ Iα+p

1− Iq
0+H(ξ).

Solving the system (8), we find that

c0 =
Γ(β + 1)

Λ

[
ξβ+1(δA1 − A2

)
+ (1− δμβ+1)A3

]
,

c1 =
−Γ(β + 2)

Λ

[
ξβ
(
δA1 − A2

)
+ (1− δμβ)A3

]
,

where Λ is defined by (6). Substituting the values of c0 and c1 together with the notations (5) in (7),
we obtain the solution (4). The converse follows by direct computation. This completes the proof.
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LetX = C([0, 1],R) denote the Banach space of all continuous functions from [0, 1]→ R equipped
with the norm ‖y‖ = sup {|y(t)| : t ∈ [0, 1]}. By Lemma 2, we define an operator G : X → X associated
with the problem (1) and (2) as

Gy(t) =
∫ t

0

(t− s)β−1

Γ(β)

[
Iα
1− f (s, y(s))− λIα+p

1− Iq
0+h(s, y(s))

]
ds

+a1(t)

[
δ
∫ μ

0

(μ− s)β−1

Γ(β)

[
Iα
1− f (s, y(s))− λIα+p

1− Iq
0+h(s, y(s))

]
ds

−
∫ 1

0

(1− s)β−1

Γ(β)

[
Iα
1− f (s, y(s))− λIα+p

1− Iq
0+h(s, y(s))

]
ds

]

+a2(t)
∫ ξ

0

(ξ − s)β−1

Γ(β)

[
Iα
1− f (s, y(s))− λIα+p

1− Iq
0+h(s, y(s))

]
ds.

Notice that the fixed points of the operator G are solutions of the problem (1) and (2).
In the forthcoming analysis, we use the following estimates:

∫ t

0

(t− s)β−1

Γ(β)
Iα+p
1− Iq

0+ds =
∫ t

0

(t− s)β−1

Γ(β)

∫ 1

s

(u− s)α+p−1

Γ(α + p)

∫ u

0

(u− r)q−1

Γ(q)
dr du ds

≤ tβ

Γ(β + 1)Γ(α + p + 1)Γ(q + 1)
,

∫ t

0

(t− s)β−1

Γ(β)
Iα
1−ds =

∫ t

0

(t− s)β−1

Γ(β)

∫ 1

s

(u− s)α−1

Γ(α)
du ds ≤ tβ

Γ(α + 1)Γ(β + 1)
,

where we have used uq ≤ 1, (1− s)α+p < 1; p, q > 0, 1 < α ≤ 2.
In the sequel, we set

Ω1 =
Δ

Γ(α + 1)
, Ω2 =

|λ|Δ
Γ(α + p + 1)Γ(q + 1)

, (9)

where
Δ =

1
Γ(β + 1)

[
1 + a1(|δ|μβ + 1) + a2ξβ

]
,

a1 = max
t∈[0,1]

|a1(t)|, a2 = max
t∈[0,1]

|a2(t)|.

3.1. Existence Results

In the following, we prove our first existence result for the problem (1) and (2), which relies on
Krasnoselskii’s fixed point theorem [24].

Theorem 1. Assumed that:

(B1) There exist L > 0 such that | f (t, x)− f (t, y)| ≤ L|x− y|, ∀t ∈ [0, 1], x, y ∈ R;
(B2) There exist K > 0 such that |h(t, x)− h(t, y)| ≤ K|x− y|, ∀t ∈ [0, 1], x, y ∈ R;
(B3) | f (t, y)| ≤ σ(t) and |h(t, y)| ≤ ρ(t), where σ, ρ ∈ C([0, 1],R+).

Then the problem (1) and (2) has at least one solution on [0, 1] if Lγ1 + Kγ2 < 1, where

γ1 =
1

Γ(β + 1)Γ(α + 1)
, γ2 =

|λ|
Γ(β + 1)Γ(α + p + 1)Γ(q + 1)

. (10)
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Proof. Introduce the ball Bθ = {y ∈ X : ‖y‖ ≤ θ}, where ‖σ‖ = supt∈[0,1] |σ(t)|, ‖ρ‖ =

supt∈[0,1] |ρ(t)| and

θ ≥ ‖σ‖Ω1 + ‖ρ‖Ω2. (11)

Let us split the operator G : X → X on Bθ as G = G1 + G2, where

G1y(t) =
∫ t

0

(t− s)β−1

Γ(β)
Iα
1− f (s, y(s))ds− λ

∫ t

0

(t− s)β−1

Γ(β)
Iα+p
1− Iq

0+h(s, y(s))ds,

G2y(t) = a1(t)

[
δ

( ∫ μ

0

(μ− s)β−1

Γ(β)
Iα
1− f (s, y(s))ds− λ

∫ μ

0

(μ− s)β−1

Γ(β)
Iα+p
1− Iq

0+h(s, y(s))ds
)

−
( ∫ 1

0

(1− s)β−1

Γ(β)
Iα
1− f (s, y(s))ds− λ

∫ 1

0

(1− s)β−1

Γ(β)
Iα+p
1− Iq

0+h(s, y(s))ds
)]

+a2(t)
[ ∫ ξ

0

(ξ − s)β−1

Γ(β)
Iα
1− f (s, y(s))ds− λ

∫ ξ

0

(ξ − s)β−1

Γ(β)
Iα+p
1− Iq

0+h(s, y(s))ds
]

.

Now, we verify that the operators G1 and G2 satisfy the hypothesis of Krasnoselskii’s theorem [24]
in three steps.

(i) For y, x ∈ Bθ , we have

‖G1y + G2x‖

≤ sup
t∈[0,1]

{∫ t

0

(t− s)β−1

Γ(β)
Iα
1−| f (s, y(s))|ds + |λ|

∫ t

0

(t− s)β−1

Γ(β)
Iα+p
1− Iq

0+|h(s, y(s))|ds

+
∣∣a1(t)

∣∣{|δ|( ∫ μ

0

(μ− s)β−1

Γ(β)
Iα
1−| f (s, x(s))|ds + |λ|

∫ μ

0

(μ− s)β−1

Γ(β)
Iα+p
1− Iq

0+|h(s, x(s))|ds
)

+

( ∫ 1

0

(1− s)β−1

Γ(β)
Iα
1−| f (s, x(s))|ds + |λ|

∫ 1

0

(1− s)β−1

Γ(β)
Iα+p
1− Iq

0+|h(s, x(s))|ds
)}

+
∣∣a2(t)

∣∣{ ∫ ξ

0

(ξ − s)β−1

Γ(β)
Iα
1−| f (s, x(s))|ds + |λ|

∫ ξ

0

(ξ − s)β−1

Γ(β)
Iα+p
1− Iq

0+|h(s, x(s))|ds
}}

≤ ‖σ‖ sup
t∈[0,1]

{ ∫ t

0

(t− s)β−1

Γ(β)
Iα
1−ds +

∣∣a1(t)
∣∣[|δ| ∫ μ

0

(μ− s)β−1

Γ(β)
Iα
1−ds

+
∫ 1

0

(1− s)β−1

Γ(β)
Iα
1−ds

]
+
∣∣a2(t)

∣∣ ∫ ξ

0

(ξ − s)β−1

Γ(β)
Iα
1−ds

}
+‖ρ‖|λ| sup

t∈[0,1]

{ ∫ t

0

(t− s)β−1

Γ(β)
Iα+p
1− Iq

0+ds +
∣∣a1(t)

∣∣[|δ| ∫ μ

0

(μ− s)β−1

Γ(β)
Iα+p
1− Iq

0+ds

+
∫ 1

0

(1− s)β−1

Γ(β)
Iα+p
1− Iq

0+ds
]
+
∣∣a2(t)

∣∣ ∫ ξ

0

(ξ − s)β−1

Γ(β)
Iα+p
1− Iq

0+ds
}

≤
{ ‖σ‖

Γ(α + 1)
+

‖ρ‖|λ|
Γ(α + p + 1)Γ(q + 1)

}
Δ

= ‖σ‖Ω1 + ‖ρ‖Ω2 < θ,

where we used (11). Thus G1y + G2x ∈ Bθ .
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(ii) Using (B1) and (B2), it is easy to show that

‖G1y− G1x‖ ≤ sup
t∈[0,1]

{ ∫ t

0

(t− s)β−1

Γ(β)
Iα
1−| f (s, y(s))− f (s, x(s))|ds

+|λ|
∫ t

0

(t− s)β−1

Γ(β)
Iα+p
1− Iq

0+|h(s, y(s))− h(s, x(s))|ds
}

≤ (Lγ1 + Kγ2)‖y− x‖,

which, in view of the condition: Lγ1 + Kγ2 < 1, implies that the operator G1 is a contraction.
(iii) Continuity of the functions f , h implies that the operator G2 is continuous. In addition, G2 is

uniformly bounded on Bθ as

‖G2y‖ ≤ sup
t∈[0,1]

{∣∣a1(t)
∣∣{|δ| ∫ μ

0

(μ− s)β−1

Γ(β)

[
Iα
1−| f (s, y(s))|+ |λ|Iα+p

1− Iq
0+|h(s, y(s))|

]
ds

+
∫ 1

0

(1− s)β−1

Γ(β)

[
Iα
1−| f (s, y(s))|+ |λ|Iα+p

1− Iq
0+|h(s, y(s))|

]
ds
}

+
∣∣a2(t)

∣∣ ∫ ξ

0

(ξ − s)β−1

Γ(β)

[
Iα
1−| f (s, y(s))|+ |λ|Iα+p

1− Iq
0+|h(s, y(s))|

]
ds

}

≤ ‖σ‖ sup
t∈[0,1]

{∣∣a1(t)
∣∣[|δ| ∫ μ

0

(μ− s)β−1

Γ(β)
Iα
1−ds +

∫ 1

0

(1− s)β−1

Γ(β)
Iα
1−ds

]

+
∣∣a2(t)

∣∣ ∫ ξ

0

(ξ − s)β−1

Γ(β)
Iα
1−ds

}
+‖ρ‖|λ| sup

t∈[0,1]

{∣∣a1(t)
∣∣[|δ| ∫ μ

0

(μ− s)β−1

Γ(β)
Iα+p
1− Iq

0+ds +
∫ 1

0

(1− s)β−1

Γ(β)
Iα+p
1− Iq

0+ds
]

+
∣∣a2(t)

∣∣ ∫ ξ

0

(ξ − s)β−1

Γ(β)
Iα+p
1− Iq

0+ds
}

≤ ‖σ‖(Ω1 − γ1) + ‖ρ‖(Ω2 − γ2),

where Ωi, and γi (i = 1, 2) are defined by (9) and (10) respectively.
To show the compactness of G2, we fix sup(t,y)∈[0,1]×Bθ

| f (t, y)| = f , sup(t,y)∈[0,1]×Bθ
|h(t, y)| = h.

Then, for 0 < t1 < t2 < 1, we have

|(G2y)(t2)− (G2y)(t1)|

≤
∣∣a1(t2)− a1(t1)

∣∣{|δ| ∫ μ

0

(μ− s)β−1

Γ(β)

[
Iα
1−| f (s, y(s))|+ |λ|Iα+p

1− Iq
0+|h(s, y(s))|

]
ds

+
∫ 1

0

(1− s)β−1

Γ(β)

[
Iα
1−| f (s, y(s))|+ |λ|Iα+p

1− Iq
0+|h(s, y(s))|

]
ds
}

+
∣∣a2(t2)− a2(t1)

∣∣{ ∫ ξ

0

(ξ − s)β−1

Γ(β)

[
Iα
1−| f (s, y(s))|+ |λ|Iα+p

1− Iq
0+|h(s, y(s))|

]
ds
}

≤
(
γ1 f + γ2h

){(
ξβ+1|tβ

2 − tβ
1 |+ ξβ|tβ+1

1 − tβ+1
2 |

) (|δ|μβ + 1)
|Λ|

+
(
|1− δμβ+1||tβ

2 − tβ
1 |+ |1− δμβ||tβ+1

1 − tβ+1
2 |

) ξβ

|Λ|

}
,

which tends to zero independent of y as t2 → t1. This shows that G2 is equicontinuous. It is clear from
the foregoing arguments that the operator G2 is relatively compact on Bθ . Hence, by the Arzelá-Ascoli
theorem, G2 is compact on Bθ .
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In view of the foregoing arguments (i)-(iii), the hypothesis of the Krasnoselskii’s fixed point
theorem [24] holds true. Thus, the operator G1 + G2 = G has a fixed point, which implies that the
problem (1) and (2) has at least one solution on [0, 1]. The proof is finished.

Remark 1. If we interchange the roles of the operators G1 and G2 in the previous result, the condition Lγ1 +

Kγ2 < 1, is replaced with the following one:

L(Ω1 − γ1) + K(Ω2 − γ2) < 1,

where Ω1, Ω2 and γ1, γ2 are defined by (9), (10) respectively.

The following existence result relies on Leray–Schauder nonlinear alternative [25].

Theorem 2. Suppose that the following conditions hold:

(B4) There exist continuous nondecreasing functions φ, ψ : [0, ∞) → (0, ∞) such that ∀(t, y) ∈ [0, 1]×R,
| f (t, y)| ≤ ω1(t)φ(‖y‖) and |h(t, y)| ≤ ω2(t)ψ(‖y‖), where ω1, ω2 ∈ C([0, T],R+).

(B5) There exist a constant M > 0 such that

M
‖ω1‖φ(M)Ω1 + ‖ω2‖ψ(M)Ω2

> 1,

Then, the problem (1) and (2) has at least one solution on [0, 1].

Proof. First we show that the operator G is completely continuous. This will be established in
several steps.

(i) G maps bounded sets into bounded sets in X .

Let y ∈ Br = {y ∈ X : ‖y‖ ≤ r}, where r is a fixed number. Then, using the strategy employed in
the proof of Theorem 1, we obtain

‖Gy(t)‖ ≤
{‖ω1‖φ(r)

Γ(α + 1)
+

‖ω2‖ψ(r)|λ|
Γ(α + p + 1)Γ(q + 1)

}
Δ

= ‖ω1‖φ(r)Ω1 + ‖ω2‖ψ(r)Ω2 < ∞.

(ii) G maps bounded sets into equicontinuous sets.

Let 0 < t1 < t2 < 1 and y ∈ Br, where Br is bounded set in X . Then we obtain
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|Gy(t2)− Gy(t1)|

≤
∣∣∣∣ ∫ t1

0

(t2 − s)β−1 − (t1 − s)β−1

Γ(β)

[
Iα
1−| f (s, y(s))|+ |λ|Iα+p

1− Iq
0+|h(s, y(s))|

]
ds
∣∣∣∣

+

∣∣∣∣ ∫ t2

t1

(t2 − s)β−1

Γ(β)

[
Iα
1−| f (s, y(s))|+ |λ|Iα+p

1− Iq
0+|h(s, y(s))|

]
ds
∣∣∣∣

+
∣∣a1(t2)− a1(t1)

∣∣{|δ|( ∫ μ

0

(μ− s)β−1

Γ(β)

[
Iα
1−| f (s, y(s))|+ |λ|Iα+p

1− Iq
0+|h(s, y(s))|

]
ds
)

+

( ∫ 1

0

(1− s)β−1

Γ(β)

[
Iα
1−| f (s, y(s))|+ |λ|Iα+p

1− Iq
0+|h(s, y(s))|

]
ds
)}

+
∣∣a2(t2)− a2(t1)

∣∣{ ∫ ξ

0

(ξ − s)β−1

Γ(β)

[
Iα
1−| f (s, y(s))|+ |λ|Iα+p

1− Iq
0+|h(s, y(s))|

]
ds
}

≤
[ ‖ω1‖φ(r)

Γ(β + 1)Γ(α + 1)
+

‖ω2‖ψ(r)|λ|
Γ(β + 1)Γ(α + p + 1)Γ(q + 1)

]
×
{

2(t2 − t1)
β + |t2

β − t1
β|+ (|δ|μβ + 1)

|Λ|
(

ξβ+1|tβ
2 − tβ

1 |+ ξβ|tβ+1
2 − tβ+1

1 |
)

+
ξβ

|Λ|
(
|1− δμβ+1||tβ

2 − tβ
1 |+ |1− δμβ||tβ+1

2 − tβ+1
1 |

)}
.

Notice that the right-hand side of the above inequality tends to 0 as t2 → t1, independent of
y ∈ Br. In view of the foregoing arguments, it follows by the Arzelá–Ascoli theorem that G : X → X
is completely continuous.

The conclusion of the Leray–Schauder nonlinear alternative [25] will be applicable once it is
shown that there exists an open set U ⊂ C([0, 1],R) with y �= νGy for ν ∈ (0, 1) and y ∈ ∂U.
Let y ∈ C([0, 1],R) such that y = νGy for ν ∈ (0, 1). As argued in proving that the operator G is
bounded, one can obtain that

|y(t)| = |νGy(t)| ≤ |ω1(t)|φ(‖y‖)Ω1 + |ω2(t)|ψ(‖y‖)Ω2,

which can be written as

‖y‖
‖ω1‖φ(‖y‖)Ω1 + ‖ω2‖ψ(‖y‖)Ω2

≤ 1.

On the other hand, we can find a positive number M such that ‖y‖ �= M by assumption (B5).
Let us set

U = {y ∈ X : ‖y‖ < M}.

Clearly, ∂U contains a solution only when ‖y‖ = M. In other words, there is no solution y ∈ ∂U
such that y = νGy for some ν ∈ (0, 1). Therefore, G has a fixed point y ∈ U which is a solution of the
problem (1) and (2). The proof is finished.

3.2. Uniqueness Result

Here we prove a uniqueness result for the problem (1) and (2) with the aid of Banach contraction
mapping principle.

Theorem 3. If the conditions (B1) and (B2) hold, then the problem (1) and (2) has a unique solution on [0, 1] if

LΩ1 + KΩ2 < 1, (12)

where Ω1 and Ω2 are defined by (9).

432



Mathematics 2020, 8, 336

Proof. In the first step, we show that GBr ⊂ Br, where Br = {y ∈ X : ‖y‖ ≤ r} with

r ≥ f0Ω1 + h0Ω2

1− (LΩ1 + KΩ2)
, f0 = sup

t∈[0,1]
| f (t, 0)|, h0 = sup

t∈[0,1]
|h(t, 0)|.

For y ∈ Br and using the condition (B1), we have

| f (t, y)| = | f (t, y)− f (t, 0) + f (t, 0)| ≤ | f (t, y)− f (t, 0)|+ | f (t, 0)|
≤ L‖y‖+ f0 ≤ Lr + f0. (13)

Similarly, using (B2), we get

|h(t, y)| ≤ Kr + h0. (14)

In view of (13) and (14), we obtain

‖Gy‖ = sup
t∈[0,1]

|Gy(t)|

≤ sup
t∈[0,1]

{ ∫ t

0

(t− s)β−1

Γ(β)

[
Iα
1−| f (s, y(s))|+ |λ|Iα+p

1− Iq
0+|h(s, y(s))|

]
ds

+
∣∣a1(t)

∣∣{|δ| ∫ μ

0

(μ− s)β−1

Γ(β)

[
Iα
1−| f (s, y(s))|+ |λ|Iα+p

1− Iq
0+|h(s, y(s))|

]
ds

+
∫ 1

0

(1− s)β−1

Γ(β)

[
Iα
1−| f (s, y(s))|+ |λ|Iα+p

1− Iq
0+|h(s, y(s))|

]
ds
}

+
∣∣a2(t)

∣∣ ∫ ξ

0

(ξ − s)β−1

Γ(β)

[
Iα
1−| f (s, y(s))|+ |λ|Iα+p

1− Iq
0+|h(s, y(s))|

]
ds
}

≤ (Lr + f0) sup
t∈[0,1]

{ ∫ t

0

(t− s)β−1

Γ(β)
Iα
1−ds +

∣∣a1(t)
∣∣[|δ| ∫ μ

0

(μ− s)β−1

Γ(β)
Iα
1−ds

+
∫ 1

0

(1− s)β−1

Γ(β)
Iα
1−ds

]
+
∣∣a2(t)

∣∣ ∫ ξ

0

(ξ − s)β−1

Γ(β)
Iα
1−ds

}
+(Kr + h0)|λ| sup

t∈[0,1]

{ ∫ t

0

(t− s)β−1

Γ(β)
Iα+p
1− Iq

0+ds

+
∣∣a1(t)

∣∣[|δ| ∫ μ

0

(μ− s)β−1

Γ(β)
Iα+p
1− Iq

0+ds +
∫ 1

0

(1− s)β−1

Γ(β)
Iα+p
1− Iq

0+ds
]

+
∣∣a2(t)

∣∣ ∫ ξ

0

(ξ − s)β−1

Γ(β)
Iα+p
1− Iq

0+ds
}

≤
{
(Lr + f0)

Γ(α + 1)
+

(Kr + h0)|λ|
Γ(α + p + 1)Γ(q + 1)

}
Δ

= (Lr + f0)Ω1 + (Kr + h0)Ω2 < r,

which implies that Gy ∈ Br, for any y ∈ Br. Therefore, GBr ⊂ Br. Next, we prove that G is a
contraction. For that, let x, y ∈ X and t ∈ [0, 1]. Then, by the conditions (B1) and (B2), we obtain
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‖Gy− Gx‖ = sup
t∈[0,1]

∣∣(Gy)(t)− (Gx)(t)
∣∣

≤ sup
t∈[0,1]

{ ∫ t

0

(t− s)β−1

Γ(β)
Iα
1−| f (s, y(s))− f (s, x(s))|ds

+|λ|
∫ t

0

(t− s)β−1

Γ(β)
Iα+p
1− Iq

0+|h(s, y(s))− h(s, x(s))|ds

+
∣∣a1(t)

∣∣[|δ|( ∫ μ

0

(μ− s)β−1

Γ(β)
Iα
1−| f (s, y(s))− f (s, x(s))|ds

+|λ|
∫ μ

0

(μ− s)β−1

Γ(β)
Iα+p
1− Iq

0+|h(s, y(s))− h(s, x(s))|ds
)

+

( ∫ 1

0

(1− s)β−1

Γ(β)
Iα
1−| f (s, y(s))− f (s, x(s))|ds

+|λ|
∫ 1

0

(1− s)β−1

Γ(β)
Iα+p
1− Iq

0+|h(s, y(s))− h(s, x(s))|ds
)]

+
∣∣a2(t)

∣∣[ ∫ ξ

0

(ξ − s)β−1

Γ(β)
Iα
1−| f (s, y(s))− f (s, x(s))|ds

+|λ|
∫ ξ

0

(ξ − s)β−1

Γ(β)
Iα+p
1− Iq

0+|h(s, y(s))− h(s, x(s))|dr du ds
]}

≤ L‖y− x‖ sup
t∈[0,1]

{ ∫ t

0

(t− s)β−1

Γ(β)
Iα
1−ds

+
∣∣a1(t)

∣∣[|δ| ∫ μ

0

(μ− s)β−1

Γ(β)
Iα
1−ds +

∫ 1

0

(1− s)β−1

Γ(β)
Iα
1−ds

]
+
∣∣a2(t)

∣∣ ∫ ξ

0

(ξ − s)β−1

Γ(β)
Iα
1−ds

}
+K‖y− x‖|λ| sup

t∈[0,1]

{ ∫ t

0

(t− s)β−1

Γ(β)
Iα+p
1− Iq

0+ds

+
∣∣a1(t)

∣∣[|δ| ∫ μ

0

(μ− s)β−1

Γ(β)
Iα+p
1− Iq

0+ds +
∫ 1

0

(1− s)β−1

Γ(β)
Iα+p
1− Iq

0+ds
]

+
∣∣a2(t)

∣∣ ∫ ξ

0

(ξ − s)β−1

Γ(β)
Iα+p
1− Iq

0+ds
}

≤
{

LΔ
Γ(α + 1)

+
K|λ|Δ

Γ(α + p + 1)Γ(q + 1)

}
‖y− x‖

= (LΩ1 + KΩ2)‖y− x‖.

From the above inequality, it follows by the assumption (LΩ1 + KΩ2) < 1 that G is a contraction.
Therefore, we deduce by Banach contraction mapping principle that there exists a unique fixed point for
the operator G, which corresponds to a unique solution for the problem (1) and (2) on [0, 1]. The proof
is completed.

3.3. Examples

In this subsection, we construct examples to illustrate the existence and uniqueness results
obtained in the last two subsections. Let us consider the following problem:⎧⎨⎩ D3/2

1− D1/2
0+ y(t) + 2I4/3

1− I5/4
0+ h(t, y(t)) = f (t, y(t)), t ∈ J := [0, 1],

y(0) = y(2/3) = 0, y(1) = 1
2 y(3/4).

(15)
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Here α = 3/2, β = 1/2, λ = 2, p = 4/3, q = 5/4, μ = 3/4, δ = 1/2, ξ = 2/3, and

f (t, y) =
1

(t2 + 8)
(

tan−1 y + e−t), h(t, y) =
1

2
√

t2 + 9

( |y|
1 + |y| + e−t). (16)

Using the given data, it is found that L = 1/8, K = 1/6,

a1 = max
t∈[0,1]

|a1(t)| = |a1(t)|t=1 ≈ 1.121394517474712,

a2 = max
t∈[0,1]

|a2(t)| = |a2(t)|t=ta2
≈ 1.168623082364286,

where

ta2 =
β(1− δμβ+1)

(1− δμβ)(β + 1)
≈ 0.396975661732535.

In consequence, we get

Ω1 ≈ 3.022797441671726, Ω2 ≈ 1.451691300771574, |Λ| ≈ 0.242702744426469,

where Ω1,Ω2 are defined by (9) and Λ is given by (6).
(i) For illustrating Theorem 1, we have

| f (t, y)| ≤ σ(t) =
e−t + (π/2)

t2 + 8
, |h(t, y)| ≤ ρ(t) =

e−t + 1

2
√

t2 + 9
,

and that
Lγ1 + Kγ2 ≈ 0.174044436618777 < 1,

where γ1 ≈ 0.848826363156775 and γ2 ≈ 0.407646847345084. Clearly, the hypothesis of Theorem 1 is
satisfied and consequently its conclusion applies to the problem (15).
(ii) In order to explain Theorem 2, we take the following values (instead of (16)) in the problem (15):

f (t, y) =
1√

t2 + 25

(
y cos y + π/2

)
, h(t, y) =

1

5
√

t2 + 4

(
sin y + 1/4

)
, (17)

and note that ω1(t) = 1√
t2+25

,‖ω1‖ = 1/5, ω2(t) = 1
5
√

t2+4
, ‖ω2‖ = 1/10, φ(‖y‖) = ‖y‖+ π/2 and

ψ(‖y‖) = ‖y‖ + 1/4. By the condition (B5), we find that M > 3.939452045479877. Thus, all the
conditions of Theorem 2 are satisfied and, hence the problem (15) with f (t, y) and h(t, y) given by (17)
has at least one solution on [0, 1].
(iii) It is easy to show that f (t, y) and h(t, y) satisfy the conditions (B1) and (B2) respectively with
L = 1/8 and K = 1/6 and that LΩ1 + KΩ2 ≈ 0.619798230337561 < 1. Thus, all the assumptions of
Theorem 3 hold true and hence the problem (15) has a unique solution on [0, 1].

4. Conclusions

We considered a fractional differential equation involving left Caputo and right Riemann–Liouville
fractional derivatives of different orders and a pair of nonlinearities: Ip

1− Iq
0+h(t, y(t)) =∫ 1

t
(s−t)p−1

Γ(p)

∫ s
0

(s−v)q−1

Γ(q) h(v, y(v))dvds (integral type) and f (t, y(t)), equipped with four-point nonlocal
boundary conditions. Different criteria ensuring the existence of solutions for the given problem
are presented in Theorems 1 and 2, while the uniqueness of solutions is shown in Theorem 3.
An interesting and scientific feature of the fractional differential Equation (1) is that the integral
type of nonlinearity can describe composition of a physical quantity (like density) over two different
arbitrary subsegments of the given domain. In the case of p = q = 1, this composition takes the form

435



Mathematics 2020, 8, 336

∫ 1
t

∫ s
0 h(v, y(v))dvds. As pointed out in the introduction, fractional differential equations containing

mixed (left Caputo and right Riemann–Liouville) fractional derivatives appear as Euler–Lagrange
equations in the study of variational principles. So, such equations in the presence of the integral type
of nonlinearity of the form introduced in (1) enhances the scope of Euler–Lagrange equations studied
in [26]. Moreover, the fractional integro-differential Equation (1) can improve the description of the
electromagnetic waves in dielectric media considered in [23]. As a special case, our results correspond
to a three-point nonlocal mixed fractional order boundary value problem by letting δ = 0, which is
indeed new in the given configuration.
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1. Introduction and Notations

Fractional Calculus has a long history, but it has attracted considerable attention recently as an
important tool for modeling of various real problems, such as viscoelastic systems, diffusion processes,
signal and control processing, and seismic processes. Detailed information about the fractional calculus
theory and its applications can be found in the monographs [1–4]. Some results for fractional linear
systems with delays are in given in the book [5]. The monograph [6] is devoted to the impulsive
differential and functional differential equations with fractional derivatives, as well as to some of
their applications.

It is well known that the study of linear fractional equations (integral representation, several
types of stability, etc.) is an evergreen theme for research. Concerning these fields of fundamental
and qualitative investigations for linear fractional ordinary differential equations and systems we
refer to [2,4,7] and the references therein. Using the Laplace transform method, several interesting
results in this direction are obtained in [8,9] as well. Regarding works concerning fractional differential
systems with constant delays, we point out [10–13]. Concerning the retarded differential systems
with variable or distributed delays—fundamental theory and application (stability properties)—we
refer to [11,14–18]. Neutral fractional systems with distributed delays are essentially studied less
(see [19–21]). Stability properties of retarded fractional systems with derivatives of distributed order
are studied in [22]. One of the existing best applications of fractional order equations with delays is
modeling human manual control, in which perceptual and neuromuscular delays introduce a delay
term. As interesting studies, we refer to [23,24].

The problem of establishing an integral representation for the solutions for neutral or delayed
linear fractional differential equations and/or systems needs a theorem for the existence of a
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fundamental matrix, i.e., theorem for existence and uniqueness of the solution to the initial value
problem (IVP) in the case of discontinuous initial functions. As far as we know, there are only a few
results concerning the IVP for delayed and neutral systems with discontinuous initial function, for the
delayed case [14,15,25–27] and for the neutral case [28].

The aim of the work is to prove an integral representation formula for the general solution of
an autonomous linear fractional neutral system with Caputo type derivatives and distributed delays.
Note that our results extend and improve the results obtained in [10,12,15]. The proposed results
coincide with the corresponding ones for a first order neutral linear differential system with integer
order derivatives.

The paper is organized as follows. In Section 2, we recall some necessary definitions of
Riemann-Liouville and Caputo fractional derivatives, as well as part of their properties. In this section,
we also present the linear neutral fractional system under consideration together with some conditions.
In Section 3, as a main result, integral representations of the solutions of the IVP for autonomous linear
fractional neutral system with Caputo type derivatives and distributed delays are obtained for the
homogeneous and inhomogeneous case. In Section 4, we present an illustrative example. In Section 5
we explain the practical benefits and application options of the obtained theoretical results.

In what follows, we use the notations: N, R and C – the sets of natural, real and complex numbers,
respectively; 〈m, n〉 – the set of integers m, m + 1, . . . , n (m ≤ n); Rn×n – the space of real n× n matrices
A with elements Apq; Rn = Rn×1; A� – the transposed matrix A with elements (A�)pq = Aqp.
The elements of Rn are the real column n-vectors x = [x1; x2; . . . ; xn] with elements xk. The row
n-vectors are denoted as ξ = [ξ1, ξ2, . . . , ξn](note that the elements of a vector column and a vector row
are separated by “;” and “,”, respectively). The identity and the zero matrices are denoted by E and
Θ, respectively.

We also denote C+ = {p ∈ C|Re(p) > 0}, C+ = {p ∈ C|Re p ≥ 0}, C− = C \C+, R+ = (0, ∞),
and Js = [s, ∞). For p ∈ C, y = [y1; y2; . . . ; yn] ∈ Cn and β = (β1, β2, . . . , βn), βk ∈ [−1, 1] we
set Iβ(p) = diag

(
pβ1 , pβ2 , . . . , pβn

)
and Iβ(y) = diag

(
yβ1

1 , yβ2
2 , . . . , yβn

n

)
. The linear space of locally

Lebesgue integrable functions f : R→ R is denoted by Lloc
1 (R,R).

2. Preliminaries and Problem Statement

Below, the definitions of Riemann–Liouville and Caputo fractional derivatives and some of their
properties necessary for our exposition are described in order to avoid possible misunderstandings.
For more details and other properties, we refer to [2–4].

Let α ∈ (0, 1) be an arbitrary number. Then for a ∈ R, each t > a and f ∈ Lloc
1 (R,R) the left-sided

fractional integral operator, the left side Riemann-Liouville and Caputo fractional derivatives of order
α are defined by

(D−α
a+ f )(t) =

1
Γ(α)

t∫
a

(t− s)α−1 f (s)ds, RLDα
a+ f (t) =

d
dt

(
D−(1−α)

a+ f (t)
)

,

CDα
a+ f (t) = RLDα

a+[ f (s)− f (a)](t) =RL Dα
a+ f (t)− f (a)

Γ(1− α)
(t− a)−α,

respectively. The following relations [4] involving fractional derivatives will be used

(D0
a+ f )(t) = f (t), CDα

a+D−α
a+ f (t) = f (t), D−α

a+ CDα
a+ f (t) = f (t)− f (a).

Concerning the Laplace transform L,

L f (p) =
∫ ∞

0
exp(−pt) f (t)dt, p ∈ C,
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we shall need the relations

LD−α
0+ f (p) = p−α(L f )(p), LRLDα

0+ f (p) = pα(L f )(p)− [RLDα−1
0+ f (t)]t=0,

LCDα
0+ f (p) = pα(L f )(p)− pα−1 f (0).

In what follows, we consider the autonomous linear neutral fractional system with
distributed delay

Dα
(

X(t)−
r

∑
l=1

∫ 0

−τ

[
dθVl(θ)

]
X(t + θ)

)
=

m

∑
i=0

∫ 0

−σ

[
dθUi(θ)

]
X(t + θ) + F(t), (1)

as well as the corresponding homogeneous system

Dα
(

X(t)−
r

∑
l=1

∫ 0

−τ

[
dθVl(θ)

]
X(t + θ)

)
=

m

∑
i=0

∫ 0

−σ

[
dθUi(θ)

]
X(t + θ), (2)

where

X, F : J0 → Rn, Ui, Vl : R→ Rn×n, Ui(θ) =
[
ui

kj(θ)
]

, Vl(θ) =
[
vl

kj(θ)
]

,

τ, σ > 0, τr ∈ (0, τ], l ∈ 〈1, r〉 , σi ∈ (0, σ], i ∈ 〈1, m〉 , h = max(σ, τ), σ0 = 0,

α = (α1, α2, . . . , αn), αk ∈ (0, 1), k ∈ 〈1, n〉 , Js = [s, ∞).

For simplicity, Dαk denotes the left side Caputo fractional derivative CDαk
0+ in (1) and (2), and we

use the notations

DαX(t) = [Dα1 x1(t); Dα2 x2(t); . . . ; Dαn xn(t)] , Dα = diag(Dα1 , Dα2 , . . . , Dαn),

X(t) = [x1(t); x2(t); . . . ; xn(t)], F(t) = [ f1(t); f2(t); . . . ; fn(t)].

Denote by BV[−h, 0] the linear space of matrix valued functions

W : R→ Rn×n, W(θ) =
[
ωkj(θ)

]
with bounded variation in θ on [−h, 0],

Var[−h,0]W(.) =
n

∑
k,j=1

Var[−h,0]wkj(.), |W(θ)| =
n

∑
k,j=1

|wkj(θ)|.

As a space of initial functions, we use the Banach space C̃ = PC([−h, 0],Rn) of the piecewise
continuous on [−h, 0] vector functions Φ = [φ1; φ2; . . . ; φn] : [−h, 0]→ Rn with norm

‖Φ‖ =
n

∑
k=1

sup
s∈[−h,0]

|φk(s)| < ∞.

The initial condition for the system (1) or (2) is

X(t) = Φ(t), t ∈ [−h, 0]. (3)

Definition 1. The vector function X is a solution of the IVP (1), (3) in the interval J−h if X|J0 ∈ C(J0,Rn)

and if it satisfies the system (1) for t ∈ R+ and the initial condition (3) for t ∈ [−h, 0].

We say that for the kernels Ui : R→ Rn×n, Vl : R→ Rn×n the assumptions (SA) are fulfilled, if
for each i ∈ 〈0, m〉 and l ∈ 〈1, r〉 the following conditions hold.
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(SA1) The matrix valued functions θ �→ Ui(θ) and θ �→ Vl(θ) are measurable in θ ∈ R and
normalized so that Ui(θ) = 0 and Vl(θ) = 0 for θ ≥ 0, Ui(θ) = Ui(−σi) for θ ≤ −σi and Vl(θ) =

Vl(−τl) for θ ≤ −τl .
(SA2) The kernels Ui(θ) and Vl(θ) are left continuous for θ ∈ (−σ, 0) and θ ∈ (−τ, 0] and

Ui(·), Vl(·) ∈ BV[−h, 0].
(SA3) The Lebesgue decomposition of the kernels Ui(θ) and Vl(θ) for θ ∈ [−h, 0] is

Ui(θ) = ℵi(θ) +
∫ θ

−h
Bi(s)ds + Υi(θ),

Vl(θ) = ℵ̃l(θ) +
∫ θ

−h
B̃l(s)ds + Υ̃l(θ),

where Ai =
[

ai
kj

]
, Ãl =

[
ãl

kj

]
∈ Rn×n and

ℵi(θ) =
[

ai
kj H(θ + σi)

]
, ℵ̃l(θ) =

[
ãl

kj H(θ + τl)
]

,

Υi(θ) =
[

gi
kj(θ)

]
, Υ̃l(θ) =

[
g̃l

kj(θ)
]
∈ C(R,Rn×n),

Bi(θ) =
[
bi

kj(θ)
]

, B̃l(θ) =
[
b̃l

kj(θ)
]
∈ Lloc

1 (Rn×n,Rn×n).

Remark 1. The conditions (SA) are used essentially in the work [21] to establish an apriory estimate of all
solutions of the IP (1), (3), which estimate guaranties that the Laplace transform can be correct applied to System
(2) and to System (1) too, when the function F is exponentially bounded.

Let s ≥ 0 be an arbitrary number, Js = [s, ∞) and consider the matrix IVP

Dα

(
Q(t, s)−

r

∑
l=1

∫ 0

−τ

[
dθVl(θ)

]
Q(t + θ, s)

)
=

m

∑
i=0

∫ 0

−σ

[
dθUi(t, θ)

]
Q(t + θ, s) (4)

with initial condition
Q(t, t) = I; Q(t, s) = 0, t < s. (5)

Definition 2. For each s ≥ 0 the matrix valued function

t �→ Q(t, s) =
[
γkj(t, s)

]
, Q(·, s) : Js → Rn×n,

is called a solution of the IVP (4), (5) for t ∈ Js, if Q(·, s) is continuous in t on Js and satisfies the matrix
Equation (4) for t ∈ (s, ∞) and the initial condition (5).

It is well known that the problem of existence of a fundamental matrix for a linear homogeneous
fractional system (delayed or neutral) leads to establishing that the corresponding IVP (4), (5) with
discontinuous initial function has a unique solution. In the case when s = 0, the matrix Q(t) = Q(t, 0)
will be called fundamental (or Cauchy) matrix of system (2).

Following [20,21], we introduce the characteristic matrix of System (2)

G(p) = Iα(p)−W(p), (6)
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where

W(p) =
m

∑
i=0

Ui(p) + Iα(p)
r

∑
l=1

Vl(p), i ∈ 〈0, m〉, l ∈ 〈1, r〉,

Ui(p) =

[∫ 0

−h
exp(pθ)dui

kj(θ)

]
, Vl(p) =

[∫ 0

−h
exp(pθ)dvl

kj(θ)

]
.

3. Main Results

The results in this section are a generalization of the results concerning the autonomous case
obtained in [10,15,16,25].

Theorem 1. Let us assume the conditions (SA) are satisfied. Then the IVP (4), (5) has a unique solution Q(t, s)
in Js for every s ≥ 0 and the fundamental matrix Q(t, 0) = Q(t) of Equation (2) is

Q(t) = L−1
(

Iα−1(p)G−1(p)
)
(t). (7)

Proof. Using the results from [28], we obtain that the IVP (4), (5) has a unique solution Q(t, s) in Js

for every s ≥ 0, and hence, a fundamental matrix Q(t, 0) = Q(t). In virtue of Theorem 3 [21], we
can conclude that the Laplace transform can be applied to both sides of Equation (4). Substituting
t + θ = η we obtain

∫ ∞

0
exp(−pt)

m

∑
i=0

∫ 0

−h

[
dθUi(θ)

]
Q(t + θ)dt =

m

∑
i=0

∫ 0

−h

[
dθUi(θ)

] (
exp(pθ)

∫ 0

θ
exp(−pη)Q(η)dη

)
+
∫ ∞

0
exp(−pη)Q(η)dη

m

∑
i=0

∫ 0

−h
exp(pθ)dθUi(θ) = LQ(p)

m

∑
i=0

∫ 0

−h
exp(pθ)dθUi(θ).

In a similar way for the left-hand side of Equation (4), we have that

LDα

(
Q(t)−

r

∑
l=1

∫ 0

−τ

[
dθVl(θ)

]
Q(t + θ)

)
(p) = Iα(p)LQ(p)

[
E−

r

∑
l=1

∫ 0

−h
exp(pθ)dθVl(θ)

]

− Iα−1(p)

[
E−

r

∑
l=1

∫ 0

−τ

[
dθVl(θ)

]
Q(θ)

]
.

(8)

From Equation (8), it follows that

LQ(p)

[
Iα − Iα(p)

r

∑
l=1

∫ 0

−h
exp(pθ)dθVl(θ)−

m

∑
l=1

∫ 0

−h
exp(pθ)dθUi(θ)

]
= Iα−1(p)

and hence, LQ(p) = Iα−1(p)G−1(p), which completes the proof.

Let us introduce the following functions:

Φl(t) = Φ(t), t ∈ [−τl , 0], Φl(t) = 0, t ∈ R \ [−τl , 0], l ∈ 〈1, r〉,

and
Φi(t) = Φ(t), t ∈ [−σi, 0], Φi(t) = 0, t ∈ R \ [−σi, 0], i ∈ 〈1, m〉.
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Then, applying the Laplace transform second shifting theorem, we obtain

∫ 0

θ
exp(−p(η − θ))Φl(η)dη = exp(pθ)LΦl(t)(p),∫ 0

θ
exp(−p(η − θ))Φi(η)dη = exp(pθ)LΦi(t)(p).

(9)

Now we are in position to prove the following theorem.

Theorem 2. Let us assume the conditions (SA) are satisfied. Then for each Φ ∈ C̃ the IVP (2), (3) has a unique
solution XΦ(t) with the integral representation:

XΦ(t) = Q(t)

(
Φ(0)−

r

∑
l=1

∫ 0

−h

[
dθVl(θ)

]
Φl(θ)

)
+

r

∑
l=1

∫ 0

−h

[
dθVl(θ)

]
Φl(t + θ)

+
r

∑
l=1

∫ 0

−h

[
dθVl(θ)

]
D

1
2 Q(t) ∗ D

1
2 Φl(t + θ) +

m

∑
i=0

∫ 0

−h
[dθUi(θ)]D1−αQ(t) ∗Φi(t + θ)

+
m

∑
i=0

∫ 0

−h
[dθUi(θ)]D−αΦi(t + θ).

(10)

Proof. Let Φ ∈ C̃. Then using the results from [26], we can conclude that the IVP (2), (3) has a unique
solution XΦ(t). In virtue of Theorem 3 from [21], we can conclude that the Laplace transform can be
applied to both sides of Equation (2). Then, substituting XΦ(t) in Equation (2), applying the Laplace
transform to Equation (2) and substituting t + θ = η, we obtain for the right-hand side of Equation (2)

L

(
m

∑
i=0

∫ 0

−h
[dθUi(θ)]XΦ(t + θ)

)
(p) =

∫ ∞

0
exp(−pη)XΦ(η)dη

m

∑
i=0

∫ 0

−h
exp(pθ)dθUi(θ)

+
m

∑
i=0

∫ 0

−h
[dθUi(θ)](

∫ 0

θ
exp(p(θ − η))XΦ(η)dη) = LXΦ(t)(p)

m

∑
i=0

∫ 0

−h
exp(pθ)dθUi(θ)

+
m

∑
i=0

∫ 0

−h
[dθUi(θ)]

∫ 0

θ
exp(p(θ − η))Φi(η)dη.

(11)

Similarly, for the left-hand side of Equation (2), one obtains that

LDα

(
XΦ(t)−

r

∑
l=1

∫ 0

−h

[
dθVl(θ)

]
XΦ(t + θ)

)
(p) = −Iα−1(p)

(
Φ(0)−

r

∑
l=1

∫ 0

−h

[
dθVl(θ)

]
Φl(θ)

)

+ LXΦ(t)(p)

(
Iα(p)− Iα(p)

r

∑
l=1

∫ 0

−h
exp(pθ)dθVl(θ)

)

− Iα(p)
r

∑
l=1

∫ 0

−h
[dθVl(θ)]

∫ 0

θ
exp(p(θ − η))Φl(η)dη.

(12)

From Equations (11) and (12), it follows

LXΦ(p)

(
Iα(p)− Iα(p)

r

∑
l=1

∫ 0

−h
exp(pθ)dθVl(θ)−

m

∑
i=0

∫ 0

−h
exp(pθ)dθUi(θ)

)

= Iα−1(p)

(
Φ(0)−

r

∑
l=1

∫ 0

−h

[
dθVl(θ)

]
Φl(θ)

)
+ Iα(p)

r

∑
l=1

∫ 0

−h

[
dθVl(θ)

] ∫ 0

θ
exp(p(θ − η))Φl(η)dη

+
m

∑
i=0

∫ 0

−h

[
dθUi(θ)

] ∫ 0

θ
exp(p(θ − η))Φi(η)dη
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and hence,

LXΦ(p) = G−1(p)Iα−1(p)

(
Φ(0)−

r

∑
l=1

∫ 0

−h

[
dθVl(θ)

]
Φl(θ)

)

+ G−1(p)Iα(p) +
r

∑
l=1

∫ 0

−h

[
dθVl(θ)

] ∫ 0

θ
exp(p(θ − η))Φl(η)dη

+ G−1(p)
m

∑
i=0

∫ 0

−h

[
dθUi(θ)

] ∫ 0

θ
exp(p(θ − η))Φi(η)dη.

(13)

The representations of Equations (7) and (13) imply that

LXΦ(p) = LQ(t)(p)

(
Φ(0)−

r

∑
l=1

∫ 0

−h
[dθVl(θ)]Φl(θ)

)

+ I1(p)LQ(t)(p)
r

∑
l=1

∫ 0

−h

[
dθVl(θ)

] ∫ 0

θ
exp(p(θ − η))Φl(η)dη

+ I1−α(p)LQ(t)(p)
m

∑
i=0

∫ 0

−h

[
dθUi(θ)

] ∫ 0

θ
exp(p(θ − η))Φi(η)dη.

(14)

In view of Equation (9), we obtain for the second term in the right-hand side of Equation (14) that

I1(p)LQ(t)(p)
r

∑
l=1

∫ 0

−h

[
dθVl(θ)

] ∫ 0

θ
exp(p(θ − η))Φl(η)dη

= I 1
2
(p)LQ(t)(p)I 1

2
(p)

r

∑
l=1

∫ 0

−h

[
dθVl(θ)

]
LΦl(t + θ)(p)

= LD
1
2 Q(t)(p) + I− 1

2
(p)I 1

2
(p)

r

∑
l=1

∫ 0

−h

[
dθVl(θ)

]
LΦl(t + θ)(p)

= LD
1
2 Q(t)(p)

r

∑
l=1

∫ 0

−h

[
dθVl(θ)

]
I 1

2
(p)LΦl(t + θ)(p)

+
r

∑
l=1

∫ 0

−h

[
dθVl(θ)

]
LΦl(t + θ)(p).

(15)

For the first term in the right-hand side of Equation (15) we have

LD
1
2 Q(t)(p)

r

∑
l=1

∫ 0

−h

[
dθVl(θ)

]
I 1

2
(p)LΦl(t + θ)(p)

=
r

∑
l=1

∫ 0

−h

[
dθVl(θ)

]
LD

1
2 Q(t)(p)LD

1
2 Φl(t + θ)(p)

and hence, from Equation (15) it follows

I1(p)LQ(t)(p)
r

∑
l=1

∫ 0

−h

[
dθVl(θ)

] ∫ 0

θ
exp(p(θ − η))Φl(η)dη

=
r

∑
l=1

∫ 0

−h

[
dθVl(θ)

]
(LD

1
2 Q(t)(p)LD

1
2 Φl(t + θ)(p)

+
r

∑
l=1

∫ 0

−h
[dθVl(θ)]LΦl(t + θ)(p).

(16)

445



Mathematics 2020, 8, 364

Analogously, for the third term in the right-hand side of Equation (14), we have

I1−α(p)LQ(t)(p)
m

∑
i=0

∫ 0

−h

[
dθUi(θ)

] ∫ 0

θ
exp(p(θ − η))Φi(η)dη

= I1−α(p)LQ(t)(p)
m

∑
i=0

∫ 0

−h

[
dθUi(θ)

]
LΦi(t + θ)(p)

=
m

∑
i=0

∫ 0

−h

[
dθUi(θ)

]
LD1−αQ(t)(p)LΦi(t + θ)(p)

+
m

∑
i=0

∫ 0

−h
[dθUi(θ)]LD−αΦi(t + θ)(p)

(17)

From Equations (14), (16) and (17), it follows that

LXΦ(p) = LQ(t)(p)

(
Φ(0)−

r

∑
l=1

∫ 0

−h

[
dθVl(θ)

]
Φ(θ)

)
+

r

∑
l=1

∫ 0

−h

[
dθVl(θ)

]
LΦl(t + θ)(p)

+
r

∑
l=1

∫ 0

−h

[
dθVl(θ)

]
LD

1
2 Q(t)(p)LD

1
2 Φl(t + θ)(p)

+
m

∑
i=0

∫ 0

−h

[
dθUi(θ)

]
LD1−αQ(t)(p)LΦi(t + θ)(p) +

m

∑
i=0

∫ 0

−h

[
dθUi(θ)

]
LD−αΦi(t + θ)(p)

(18)

Applying the inverse Laplace transform to both sides of Equation (18), we obtain
Equation (10).

Theorem 3. Let the following conditions be satisfied:

(i) The conditions (SA) hold.
(ii) The function F ∈ Lloc

1 (R̄+,Rn) is exponentially bounded.

Then the solution XF(t) of the IVP (1), (3) with initial function Φ(t) ≡ 0, t ∈ [−h, 0] has the
following representation:

XF(t) =
∫ t

0
D1−αQ(t− s)F(s)ds + D−αF(t), (19)

where Q(t) is the fundamental matrix of System (2).

Proof. First we substitute XΦ(t) in Equation (1) and use the fact that XF(t) = 0, t ∈ [−h, 0]. Since the
function F is exponentially bounded, then we can apply to both sides the Laplace transform in order
to get

LXF(t)(p)

(
Iα(p)− Iα(p)

r

∑
l=1

∫ 0

−h
exp(pθ)dθVl(θ)−

m

∑
i=0

∫ 0

−h
exp(pθ)dθUi(θ)

)
= LXF(t)(p)G(p) = LF(t)(p).

(20)

Now it follows from the equality G−1(p) = I1−α(p)LQ(t)(p) that

LXF(t)(p) = I1−α(p)Iα−1(p)G−1(p)LF(t)(p)

= I1−α(p)LQ(t)(p)LF(t)(p) =
(
LD1−αQ(t)(p) + I−α(p)

)
LF(t)(p)

= LD1−αQ(t)(p)LF(t)(p) + LD−αF(t)(p).

(21)

Finally, we apply the inverse Laplace transform to Equation (21) and the representation
Equation (19) follows.
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Corollary 1. Let the conditions of Theorem 3 hold. Then for every initial function Φ ∈ C̃, the corresponding
unique solution XF

Φ(t) of the IVP (1), (3) has the integral representation

XF
φ(t) =

∫ t

0
D1−αQ(t− s)F(s)ds + D−αF(t) + Q(t)

(
Φ(0)−

r

∑
l=1

∫ 0

−h

[
dθVl(θ)

]
Φ(θ)

)

+
r

∑
l=1

∫ 0

−h

[
dθVl(θ)

]
Φ(t + θ) +

r

∑
l=1

∫ 0

−h

[
dθVl(θ)

]
D

1
2 Q(t) ∗ D

1
2 Φl(t + θ)

+
m

∑
i=0

∫ 0

−h

[
dθUi(θ)

]
D1−αQ(t) ∗Φi(t + θ) +

m

∑
i=0

∫ 0

−h

[
dθUi(θ)

]
D−αΦi(t + θ),

where Q(t) is the fundamental matrix of System (2).

Proof. Let Φ ∈ C̃ be an arbitrary initial function and let the functions XΦ(t) and XF(t) be defined by
the Equalities (9) and (19), respectively. Then, according to the superposition principle, the function
XΦ(t) + XF(t) is the unique solution of the IVP (1), (3). Now the statement of Corollary 1 follows
immediately from Theorems 2 and 3.

4. Example

First, we give some results needed for the illustrative example presented below:
The delayed Mittag-Leffler type matrix function EB,τ

α,1 : R→ Rn×n for every matrix B ∈ Rn×n and
for τ ∈ R+ is defined by

EBtα

τ (t) := I +
∞

∑
k=1

Bk(t− (k− 1)τ)α k

Γ(α k + 1)
H(kτ − t), t ≥ 0 (22)

with EBtα

τ (0) := I, EBtα

τ (t) := Θ for t < 0 and H(t) is the Heavyside function with H(0) = 1. This is
a slight modification of the original definition in [29], and note that for each t ≥ 0, the sum in
Equation (22) is finite and for τ = 0 we have

EBtα

0 (t) := Eα(Btα) =
∞

∑
k=0

Bktα k

Γ(α k + 1)
, t ≥ 0, (23)

where the right side is the standard Mittag-Leffler type matrix function.

Example 1. Consider the nonhomogeneous system for t > 0:

D0.5
0+ x1(t) = x1(t− 1) + 1

D0.5
0+ (x2(t) + x1(t− 1) + x2(t− 1)) = x2(t) + x2(t− 1) + x1(t− 2)

(24)

with the initial conditions

Φ(t) = (0, 2)T , t ∈ [−2, 0] i.e. x1(t) = 0, x2(t) = 2 for t ∈ [−2, 0]. (25)

The homogenious system has the form

D0.5
0+ x1(t) = x1(t− 1)

D0.5
0+ (x2(t) + x1(t− 1) + x2(t− 1)) = x2(t) + x2(t− 1) + x1(t− 2)

(26)

and introduce the following initial conditions necessary for the calculating the fundamental matrix Q(t):

1. x1(0) = 1, x2(0) = 0 and x1(t) = 0, x2(t) = 0 for t ∈ [−2, 0); (27)
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2. x1(0) = 0, x2(0) = 1 and x1(t) = 0, x2(t) = 0 for t ∈ [−2, 0). (28)

Let consider the IP (26), (27). Then the first Equation of (26) in virtue of Theorem 3.1 in [29]
has the solution xτ

1(t) = Et0.5

1 (τ = 1, α = 0.5). Taking into account Equation (27), it is simple to check
that (D0.5

0+ x1
1(s− 1))(t) = (D0.5

0+ x1
1(s))(t− 1), and then in virtue of Theorem 3.1 in [29] we have that

(D0.5
0+ x1

1)(t− 1) = x1
1(t− 2), and hense, from the second equation and Equation (27), we obtain that x1

2(t) ≡ 0

for t ∈ [−2, ∞). Thus the IP (26), (27) have the following solution x1
1(t) = Et0.5

1 , x1
2(t) ≡ 0 for t ∈ [−1, ∞).

Consider the IP (26), (28) . Then obviously x2
1(t) ≡ 0 for t ∈ [−2, ∞) and the second equation become the

form: D0.5
0+ (x2(t) + x2(t− 1)) = x2(t) + x2(t− 1) and by making the substitutuon y(t) = x2(t) + x2(t− 1)

we obtain the equations D0.5
0+ y(t) = y(t) with initial codition y(0) = 1, i.e., the following IP

D0.5
0+ y(t) = y(t), t > 0; y(0) = 1. (29)

Applying Lemma 2.23 in [2] for the case when λ = 1, τ = 1, α = 0.5 we obtain that the solution of the

IP (29) is the fuction y(t) = Et0.5

1 (t) =
∞

∑
k=0

tα k

Γ(α k + 1)
. Then, using the step method, we obtain for each k ∈ N

and t ∈ [k− 1, k)] that x2
2(t) =

∞

∑
k=1

(−1)k−1Et0.5

1 (t− (k− 1))H(k− t) for t > 0. Thus, we obtain that the

fundamental matrix have the form:

Q(t) =

(
Et0.5

1 (t) 0
0 ∑∞

k=1(−1)k−1Et0.5

1 (t− (k− 1))H(k− t)

)
. (30)

In the IP (24), (25) we have that: Φ(t) = (0, 2)T , t ∈ [−2, 0]; F(t) = (1, 0)T. Then from Equation (19),
we have

xF
1 (t) =

1
Γ(0.5)

∫ t

0

(∫ t−s

0
(t− s− η)−0.5

(
Et0.5

1

)′
(η)dη

)
ds +

√
t

Γ(1.5)
,

xF
2 (t) = 0.

From Equation (10), it follows

xΦ
1 (t) = 0,

xΦ
2 (t) = 2 + 2

∫ t

0

(∫ s

0
(s− η)−0.5

(
∞

∑
k=1

(−1)k−1Et0.5

1 (η − (k− 1))H(k− η)

)′
dη

)
ds +

2
√

t
Γ(1.5)

.

Then, the solution of the IP (24), (25), according Corollary 1, is

x1(t) = xΦ
1 (t) + xF

1 (t) =
1

Γ(0.5)

∫ t

0

(∫ t−s

0
(t− s− η)−0.5

(
Et0.5

1

)′
(η)dη

)
ds +

√
t

Γ(1.5)
,

x2(t) =xΦ
2 (t) + xF

2 (t) = 2 + 2
∫ t

0

(∫ s

0
(s− η)−0.5

(
∞

∑
k=1

(−1)k−1Et0.5

1 (η − (k− 1))H(k− η)

)′
dη

)
ds

+
2
√

t
Γ(1.5)

.

5. Conclusions

Following the investigations way in the case of functional differential systems with integer order
derivatives, we proved a formula for integral representation of the solutions of Cauchy problem for
fractional neutral systems, which improves and extends the corresponding former results obtained in
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the particular case of fractional systems with constant delays. However, the main idea is not only to
make a standard generalization of existing results, but as in the case of systems with integer derivatives,
the proved formula to be an useful tool for further study of different kinds stability properties of linear
neutral fractional systems, which have a lot of practical applications.

As examples in this direction, we refer to the works [29,30], where finite time stability is studied
by this approach, i.e., in the partial case of one constant delay. In the mentioned articles, first a formula
for integral representation of the solutions of Cauchy problem is proved, and then, using the obtained
result, sufficient conditions for finite time stability of the considered fractional delayed system are
established. Furthermore, applying the same approach, in [16], the asymptotic stability properties of
nonlinear perturbed linear fractional delayed systems are studied .
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In 1920, Hardy [1] established the inequality

∞

∑
n=1

(
1
n

n

∑
i=1

w(i)

)k

≤
(

k
k− 1

)k ∞

∑
n=1

wk(n), k > 1. (1)

where w(n) is a positive sequence defined for all n ≥ 1. After that, Hardy [2], by using the calculus of
variations, proved the continuous inequality of (1) which has the form

∫ ∞

0

(
1
x

∫ x

0
g(s)ds

)k
dx ≤

(
k

k− 1

)k ∫ ∞

0
gk(x)dx, (2)

for a given positive function g, which is integrable over (0, x), and gk is convergent and integrable over
(0, ∞) and k > 1. In (1) and (2), (k/ (k− 1))k is a sharp constant. As a generalization of (2), Hardy [3]
showed that when k > 1, then

∫ ∞

0
x−h

(∫ x

0
g(s)ds

)k
dx ≤

(
k

h− 1

)k ∫ ∞

0
xk−hgk(x)dx, for h > 1, (3)

and ∫ ∞

0
x−h

(∫ ∞

x
g(s)ds

)k
dx ≤

(
k

1− h

)k ∫ ∞

0
xk−hgk(x)dx, for h < 1. (4)
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The constants (k/(h− 1))k and (k/(1− h))k in (3) and (4) are the best possible. Copson [4] demonstrated
that if g(x) > 0, k > 1 and gk(x) is integrable on the interval (0, ∞), then

∫ ∞

x

(
g(s)

s

)
ds,

converges for x > 0 and ∫ ∞

0

(∫ ∞

x

g(s)
s

ds
)k

dx ≤ kk
∫ ∞

0
gk(x)dx, (5)

where kk is the best possible constant. Some of the generalizations of the discrete Hardy inequality (1)
and the discrete version of (5) and its extensions are due to Leindler, we refer to the papers the
papers [5–8]. For example, Leindler in [5] proved that if p > 1, λ(n), g(n) > 0, then

∞

∑
n=1

λ(n)

(
n

∑
s=1

g(s)

)p

≤ pp
∞

∑
n=1

λ1−p(n)

(
∞

∑
s=n

λ(s)

)p

gp(n), (6)

and
∞

∑
n=1

λ(n)

(
∞

∑
k=n

g(k)

)p

≤ pp
∞

∑
n=1

λ1−p(n)

(
n

∑
k=1

λ(k)

)p

gp(n). (7)

The converses of (6) and (7) are proved by Leindler in [6]. He proved that if 0 < p ≤ 1, then

∞

∑
n=1

λ(n)

(
n

∑
k=1

g(k)

)p

≥ pp
∞

∑
n=1

λ1−p(n)

(
∞

∑
k=n

λ(k)

)p

gp(n), (8)

and
∞

∑
n=1

λ(n)

(
∞

∑
k=n

g(k)

)p

≥ pp
∞

∑
n=1

λ1−p(n)

(
n

∑
k=1

λ(p)

)p

gp(n). (9)

For more generalization Copson in [9] showed that if k > 1, λ(j) ≥ 0, w(j) ≥ 0, ∀j ≥ 1,
Ω(m) = ∑m

j=1 λ(j), and h > 1, then

∞

∑
m=1

λ(m)

Ωh(m)

(
m

∑
j=1

w(j)λ(j)

)k

≤
(

k
h− 1

)k ∞

∑
m=1

λ(m)Ωk−h(m)wk(m), (10)

and if 0 ≤ h < 1and k > 1, then

∞

∑
m=1

λ(m)

Ωh(m)

(
∞

∑
j=m

w(j)λ(j)

)k

≤
(

k
1− h

)k ∞

∑
m=1

λ(m)Ωk−h(m)wk(m). (11)

The integral versions of the inequalities (10) and (11) was proved by Copson in [10] (Theorems 1
and 3). In particular, he proved that if k ≥ 1, h > 1, and Ω(s) =

∫ s
0 λ(t)dt, then

∫ ∞

0

λ(s)
Ωh(s)

Φk(s)ds ≤
(

k
h− 1

)k ∫ ∞

0

λ(s)
Ωh−k(s)

gk(s)ds, (12)

where Φ(s) =
∫ s

0 λ(t)g(t)dt, and if k > 1, 0 ≤ h < 1, then

∫ ∞

0

λ(s)
Ωh(s)

Φk(s)ds ≤
(

k
1− h

)k ∫ ∞

0

λ(s)
Ωh−k(s)

gk(s)ds, (13)
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where Φ(s) =
∫ ∞

s λ(t)g(t)dt. Leindler in [5] and Bennett in [11] presented interesting different
inequalities. Leindler established that if k > 1, Ω∗(m) = ∑∞

j=m λ(j) < ∞, and 0 ≤ h < 1, then

∞

∑
m=1

λ(m)

(Ω∗(m))h

(
m

∑
j=1

w(j)λ(j)

)k

≤
(

k
1− h

)k ∞

∑
m=1

λ(m)(Ω∗(m))k−hwk(m), (14)

and Bennett in [11] showed that if 1 < h ≤ k, then

∞

∑
m=1

λ(m)

(Ω∗(m))h

(
∞

∑
j=m

w(j)λ(j)

)k

≤
(

k
h− 1

)k ∞

∑
m=1

λ(m)(Ω∗(m))k−hwk(m). (15)

In last decades, studying the dynamic equations and inequalities on time scales become a main
field in applied and pure mathematics, we refer to [12–14] and the references they are cited. In fact, the
book [13] includes forms of the above inequalities on time-scale and their extensions. The timescales
idea is returned to Stefan Hilger [15], who investigated the research of dynamic equations on timescales.
The books by Bohner and Peterson in [16,17] summarized and organized most timescales calculus. The
three most common timescales calculuses are difference, differential, and quantum calculus (see [18]),
i.e., at T = N, T = R, and T = qN0 = {qs : s ∈ N0} where q > 1.

In recent years, a lot of work has been published for fractional inequalities and the subject becomes
an active field of research and several authors were interested in proving inequalities of fractional type
by using the Riemann-Liouville and Caputo derivative (see [19–21]).

On the other hand, the authors in [22,23] introduced a new fractional calculus called the
conformable calculus and gave a new definition of the derivative with the base properties of the
calculus based on the new definition of derivative and integrals. By using conformable calculus, some
authors have studied classical inequalities like Chebyshev’s inequality [24], Hermite-Hadamard’s
inequality [25–27], Opial’s inequality [28,29] and Steffensen’s inequality [30].

The main question that arises now is: Is it possible to prove new fractional inequalities on
timescales and give a unified approach of such studies? This in fact needs a new fractional calculus on
timescales. Very recently Torres and others, in [31,32], combined a time scale calculus and conformable
calculus and obtained the new fractional calculus on timescales. So, it is natural to look on new
fractional inequalities on timescales and give an affirmative answer to the above question.

In particular, in this paper, we will prove the fractional forms of the classical Hardy, Bennett,
Copson and Leindler inequalities. The paper is divided into two sections. Section 2 is an introduction
of basics of fractional calculus on timescales and Section 3 contains the main results.

1. Preliminaries and Basic Lemmas

We present the fundamental results about the fractional timescales calculus. The results are
adapted from [16,17,31,32]. A time-scale T is non-empty closed subset of R (R is the real numbers).
The operators of backward jump and forward jump express of the closest point t ∈ T on the right and
left of t is defined by, respectively:

ρ(t) := sup{s ∈ T : s < t}, (16)

σ(t) := inf{s ∈ T : s > t}, (17)

where sup φ = infT and inf φ = supT (φ denotes the empty set), for any t ∈ T the notation f σ(t) refer
to f (σ(t)), i.e., f σ = f ◦ σ. The graininess function μ : T→ [0, ∞), defined by μ(t) := σ(t)− t.
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Definition 1. The number TΔ
α ( f )(t) (provided it exists) of the function f : T→ R, for t > 0 and α ∈ (0, 1]

is the number which has the property that for any ε > 0, there exists a neighborhood U of t S. T.∣∣∣[ f σ(t)− f (s)]t1−α − TΔ
α ( f (t))(σ(t)− s)

∣∣∣ ≤ ε |σ(t)− s)| , for all t ∈ U

TΔ
α ( f (t)) is called the conformable α−fractional derivative of function f of order α at t , for conformable

fractional derivative on T at 0, we define it with TΔ
α ( f (0) = limt→0+ TΔ

α ( f (t)).

The conformable fractional derivative has the following properties

Theorem 1. Let v, u : T→ R are conformable fractional derivative from order α ∈ (0, 1], then the following
properties are hold:

(i) The v + u : T→ R is conformable fractional derivative and

TΔ
α (v + u) = TΔ

α (v) + TΔ
α (u).

(ii) Fora all k ∈ R, then kv : T→ R is α−fractional differentiable and

TΔ
α (kv) = kTΔ

α (v).

(iii) If v and u are α−fractional differentiable, we have vu : T→ R is α−fractional differentiable and

TΔ
α (vu) = TΔ

α (v) u + (v ◦ σ) TΔ
α (u) = TΔ

α (v) (u ◦ σ) + v TΔ
α (u).

(iv) If v is α−fractional differentiable, then 1/v is α−fractional differentiable with

T
(

1
v

)
= − TΔ

α (v)
v (v ◦ σ)

.

(v) If v and u are α−fractional differentiable, then v/u is α−fractional differentiable with

TΔ
α (v/u) =

TΔ
α (v)u− vTΔ

α (u)
u(u ◦ σ)

,

valid ∀ t ∈ Tk,where u(t)(u(σ(t)) �= 0.

Lemma 1. Let v : T→ R is continuous and α−fractional differentiable at t ∈ T for α ∈ (0, 1], and u : R→ R
is continuous and differentiable. Then there exists d ∈ [t, σ(t)] with

TΔ
α (u ◦ v)(t) = u

′
(v(d))TΔ

α (v(t)). (18)

Lemma 2. Let u : R→ R is continuously differentiable, α ∈ (0, 1], and v : T→ R be α−fractional
differentiable. Then (u ◦ v) : T→ R is α−fractional differentiable and we have

TΔ
α (u ◦ v)(s) =

⎛⎝ 1∫
0

u
′ (

v(s) + hμ(s)sα−1TΔ
α (v(s))

)
dh

⎞⎠ TΔ
α (v(s)). (19)

Definition 2. Let 0 < α ≤ 1, the α−fractional integral of f , is defined as∫
f (s)Δαs =

∫
f (s)sα−1Δs.

The conformable fractional integral satisfying the next properties
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Theorem 2. Assume a, b, c ∈ T, λ ∈ R. Let u, v : T→ R. Then

(i)
∫ b

a [v(s) + u(s)]Δαs =
∫ b

a v(s)Δαs +
∫ b

a u(s)Δαs.

(ii)
∫ b

a λv(s)Δαs = λ
∫ b

a v(s)Δαs.

(iii)
∫ b

a v(s)Δαs = −
∫ a

b v(s)Δαs.

(iv)
∫ b

a v(s)Δαs =
∫ c

a v(s)Δαs +
∫ b

c v(s)Δαs.
(v)

∫ a
a v(s)Δαs = 0.

Lemma 3. Assume T be a time-scale, a, b ∈ T where b > a. Let u, v are conformable α—fractional differentiable,
α ∈ (0, 1]. Then the formula of integration by parts is given by

∫ b

a
v(s)TΔ

α u(s)Δαs = [v(s)u(s)]ba −
∫ b

a
uσ(s)TΔ

α v(s)Δαs. (20)

Lemma 4. Assume T be a time-scale, a, b ∈ T and α ∈ (0, 1]. Let u, v : T→ R. Then

∫ b

a
|v(s)u(s)|Δαs ≤

[∫ b

a
|v(s)|kΔαs

] 1
k
[∫ b

a
|u(s)|lΔαs

] 1
l

, (21)

where k > 1 and 1/k + 1/l = 1.

2. Main Results

Throughout the paper, we will assume that the functions are nonnegative on [a, ∞)T and its
integrals exist and are finite. We start with the fractional time-scale inequality of Copson’s type.

Theorem 3. Assume 1 < c < k, define

Φ(x) :=
∫ x

a
λ(s)Δαs and Ω(x) :=

∫ x

a
λ(s)g(s)Δαs.

If

Ω(∞) < ∞, and
∫ ∞

a

λ(s)

(Φσ(s))c−α+1 Δαs < ∞,

then ∫ ∞

a

λ(x)

(Φσ(x))c−α+1 (Ωσ(x))k Δαx ≤
(

k
c− α

)k ∫ ∞

a

λ(x)Φk(α−c)(x)

(Φσ(x))(c−α+1)(1−k)
gk(x)Δαx. (22)

Proof. By employing the formula of integration by parts (20) on the term

∫ ∞

a

λ(x)

(Φσ(x))c−α+1 (Ωσ(x))k Δαx,

with uσ(x) = (Ωσ(x))k and xΔ
α v(x) = λ(x)

(Φσ(x))c−α+1 , we have that

∫ ∞

a

λ(x)

(Φσ(x))c−α+1 (Ωσ(x))k Δαx = v(x)Ωk(x)
∣∣∣∞
a
+
∫ ∞

a
−v(x)xΔ

α

(
Ωk(x)

)
Δαx, (23)

where

−v(x) =
∫ ∞

x

λ(s)

(Φσ(s))c−α+1 Δαs =
∫ ∞

x
xΔ

α Φ(s) (Φσ(s))α−c−1 Δαs.
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By using the chain rule (18), we obtain that

−xΔ
α

(
Φα−c(x)

)
= −(α− c)Φα−c−1(d)xΔ

α Φ(x), where d ∈ [x, σ(x)]

=
(c− α) xΔ

α Φ(x)
Φc−α+1(d)

≥ (c− α) xΔ
α (Φ(x))

(Φσ(x))c−α+1 .

Then we have
xΔ

α (Φ(x)) (Φσ(x))α−c−1 ≤ −1
c− α

xΔ
α Φα−c(x),

and thus

− v(x) =
∫ ∞

x

λ(s)

(Φσ(s))c−α+1 Δαs ≤ −1
c− α

∫ ∞

x
xΔ

α Φα−c−1(s)Δαs ≤ Φα−c(x)
c− α

. (24)

Again, by using the chain rule (18) to calculate

xΔ
α

(
Ωk(x)

)
= kΩk−1(d)xΔ

α (Ω(x)) , where d ∈ [x, σ(x)],

at xΔ
α (Ω(x)) = λ(x)g(x) ≥ 0 and d ≤ σ(x), we get that

xΔ
α

(
Ωk(x)

)
≤ kλ(x)g(x) (Ωσ(x))k−1 . (25)

Since Ω(a) = 0, v(∞) = 0 and from (24), (25) and (23) we have

∫ ∞

a

λ(x)

(Φσ(x))c−α+1 (Ωσ(x))k Δαx ≤ k
c− α

∫ ∞

a
Φα−c(x)λ(x)g(x) (Ωσ(x))k−1 Δαx,

which reformulated as ∫ ∞

a

λ(x)

(Φσ(x))c−α+1 (Ωσ(x))k Δαx

=
k

c− α

∫ ∞

a

λ(x)Φα−c(x)g(x)(
λ(x) (Φσ(x))α−c−1

) k−1
k

(
λ(x) (Ωσ(x))k

(Φσ(x))c−α+1

) k−1
k

Δαx.

Using Hölder’s inequality (21) on

∫ ∞

a

λ(x)Φα−c(x)g(x)(
λ(x) (Φσ(x))α−c−1

) k−1
k

(
λ(x) (Ωσ(x))k

(Φσ(x))c−α+1

) k−1
k

Δαx
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with indices k and k/(k− 1), we have

∫ ∞

a

λ(x)

(Φσ(x))c−α+1 (Ωσ(x))k Δαx ≤

k
c− α

⎡⎢⎢⎢⎢⎣
∫ ∞

a

⎡⎢⎢⎢⎣ λ(x)Φα−c(x)g(x)[
λ(x) (Φσ(x))α−c−1

] k−1
k

⎤⎥⎥⎥⎦
k

Δαx

⎤⎥⎥⎥⎥⎦
1
k

×

⎡⎢⎢⎢⎣
∫ ∞

a

⎡⎢⎣[λ(x) (Ωσ(x))k

(Φσ(x))c−α+1

] k−1
k
⎤⎥⎦

k
k−1

Δαx

⎤⎥⎥⎥⎦
k−1

k

,

then [∫ ∞

a

λ(x)

(Φσ(x))c−α+1 (Ωσ(x))k Δαx

] 1
k

≤ k
c− α

[∫ ∞

a

λ(x)Φk(α−c)(x)gk(x)

(Φσ(x))(c−α+1)(1−k)
Δαx

] 1
k

.

This leads to

∫ ∞

a

λ(x)

(Φσ(x))c−α+1 (Ωσ(x))k Δαx ≤
(

k
c− α

)k ∫ ∞

a

λ(x)Φk(α−c)(x)gk(x)

(Φσ(x))(c−α+1)(1−k)
Δαx,

that is the desired inequality (22). The proof is complete.

Corollary 1. At α = 1 in Theorem 3, we obtain the inequality

∫ ∞

a

λ(x)
(Φσ(x))c (Ω

σ(x))k Δx ≤
(

k
c− 1

)k ∫ ∞

a

Φk(1−c)(x)

(Φσ(x))c(1−k)
λ(x)gk(x)Δx.

that is the timescales version of inequality (2.8) in [33].

Corollary 2. At α = 1, and T = R (Φσ(x) = Φ(x)) in Theorem 3, we obtain the integral inequality

∫ ∞

a

λ(x)
Φc(x)

(∫ x

a
λ(s)g(s)ds

)k
dx ≤

(
k

c− 1

)k ∫ ∞

a
Φk−c(x)λ(x)gk(x)dx,

which is of Copson type.

Corollary 3. At α = 1, T= R, λ(x) = 1 and a = 0,
(
Φ(x) =

∫ x
0 λ(s)ds = x

)
in Theorem 3, we have

Hardy-Littlewood integral inequality (3)

∫ ∞

0

1
xc

(∫ x

0
g(s)ds

)k
dx ≤

(
k

c− 1

)k ∫ ∞

0

1
xc−k gk(x)dx.

Also, if c = k, we obtain the standard Hardy inequality (2)

∫ ∞

0

1
xk

(∫ x

0
g(s)ds

)k
dx ≤

(
k

k− 1

)k ∫ ∞

0
gk(x)dx.

Theorem 4. Let 0 ≤ c < 1 and k > 1. Define

Φ(x) :=
∫ x

a
λ(s)Δαs and Ω(x) :=

∫ ∞

x
λ(s)g(s)Δαs.
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If

Ω(a) < ∞, and
∫ ∞

a

λ(s)

(Φσ(s))c−α+1 Δαs < ∞,

then ∫ ∞

a

λ(x)

(Φσ(x))c−α+1 Ωk(x)Δαx ≤
(

k
α− c

)k ∫ ∞

a
(Φσ(x))k−c+α−1 λ(x)gk(x)Δαx. (26)

Proof. By using the formula of integration by parts (20) on

∫ ∞

a

λ(x)

(Φσ(x))c−α+1 Ωk(x)Δαx,

with v(x) = Ωk(x) and xΔ
α u(x) = λ(x)

(Φσ(x))c−α+1 , we have

∫ ∞

a

λ(x)

(Φσ(x))c−α+1 Ωk(x)Δαx = u(x)Ωk(x)
∣∣∣∞
a
+
∫ ∞

a
uσ(x)xΔ

α

(
−Ωk(x)

)
Δαx, (27)

where

u(x) =
∫ x

a

λ(s)

(Φσ(s))c−α+1 Δαs =
∫ x

a
xΔ

α Φ(s) (Φσ(s))α−c−1 Δαs.

By using chain rule (18), then for d ∈ [x, σ(x)], we get that

xΔ
α

(
Φα−c(x)

)
= (α− c)Φα−c−1(d)xΔ

α (Φ(x)) =
(α− c) xΔ

α (Φ(x))
Φc−α+1(d)

≥ (α− c) xΔ
α (Φ(x))

(Φσ(x))c−α+1 .

So
xΔ

α (Φ(x)) (Φσ(x))α−c−1 ≤ 1
α− c

xΔ
α

(
Φα−c(x)

)
,

and then,

uσ(x) =
∫ σ(x)

a
xΔ

α (Φ(s)) (Φσ(s))α−c−1 Δαs

≤ 1
α− c

∫ σ(x)

a
xΔ

α

(
Φα−c(s)

)
Δαs ≤ (Φσ(x))α−c

α− c
. (28)

Again, by using chain rule (18), we obtain

−xΔ
α

(
Ωk(x)

)
= −kΩk−1(d)xΔ

α (Ω(x)) , where d ∈ [x, σ(x)],

since xΔ
α (Ω(x)) = −λ(x)g(x) ≥ 0 and d ≥ x, then

− xΔ
α

(
Ωk(x)

)
≤ kλ(x)g(x)Ωk−1(x). (29)

Using Φ(a) = 0, Ω(∞) = 0 and (28), (29) and (27), we have that

∫ ∞

a

λ(x)

(Φσ(x))c−α+1 Ωk(x)Δαx ≤ k
α− c

∫ ∞

a
(Φσ(x))α−c λ(x)g(x)Ωk−1(x)Δαx,
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which reformulated as ∫ ∞

a

λ(x)

(Φσ(x))c−α+1 Ωk(x)Δαx =

k
α− c

∫ ∞

a

(Φσ(x))α−c λ(x)g(x)(
λ(x) (Φσ(x))α−c−1

) k−1
k

(
λ(x)Ωk(x)

(Φσ(x))c−α+1

) k−1
k

Δαx.

By employing Hölder’s inequality (21) on

∫ ∞

a

(Φσ(x))α−c λ(x)g(x)(
λ(x) (Φσ(x))α−c−1

) k−1
k

(
λ(x)Ωk(x)

(Φσ(x))c−α+1

) k−1
k

Δαx

with indices k and k/(k− 1), we have

∫ ∞

a

λ(x)

(Φσ(x))c−α+1 Ωk(x)Δαx ≤

k
α− c

⎡⎢⎢⎢⎢⎣
∫ ∞

a

⎡⎢⎢⎢⎣ (Φσ(x))1−c λ(x)g(x)[
λ(x) (Φσ(x))α−c−1

] k−1
k

⎤⎥⎥⎥⎦
k

Δαx

⎤⎥⎥⎥⎥⎦
1
k

×

⎡⎢⎢⎢⎣
∫ ∞

a

⎡⎢⎣[ λ(x)Ωk(x)

(Φσ(x))c−α+1

] k−1
k
⎤⎥⎦

k
k−1

Δαx

⎤⎥⎥⎥⎦
k−1

k

,

then we have [∫ ∞

a

λ(x)

(Φσ(x))c−α+1 Ωk(x)Δαx

] 1
k

≤ k
α− c

[∫ ∞

a

λ(x)gk(x)

(Φσ(x))c−k−α+1 Δαx

] 1
k

.

This leads to

∫ ∞

a

λ(x)
(Φσ(x))c Ωk(x)Δαx ≤

(
k

α− c

)k ∫ ∞

a
(Φσ(x))k−c+α−1 λ(x)gk(x)Δαx,

that is the desired inequality (26). The proof is complete.

Corollary 4. At α = 1 in Theorem 4, then

∫ ∞

a

λ(x)
(Φσ(x))c Ωk(x)Δx ≤

(
k

1− c

)k ∫ ∞

a
(Φσ(x))k−c λ(x)gk(x)Δx.

which is the timescales version inequality (2.22) in [33].

Corollary 5. At α = 1, and T= R in Theorem 4, we obtain the next integral inequality

∫ ∞

a

λ(x)
Φc(x)

(∫ ∞

x
λ(s)g(s)ds

)k
dx ≤

(
k

1− c

)k ∫ ∞

a
Φk−c(x)λ(x)gk(x)dx,
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which considered an extension of Hardy’s inequality (4) as in the following corollary.

Corollary 6. At α = 1, T= R, λ(x) = 1 and a = 0 in Theorem 4, we have Hardy-Littlewood integral
inequality (4) ∫ ∞

0

1
xc

(∫ ∞

x
g(s)ds

)k
dx ≤

(
k

1− c

)k ∫ ∞

0

1
xc−k gk(x)dx.

A generalization of Leindler’s inequality (14) on fractional time scales will be proved in the
next theorem.

Theorem 5. Assume 0 ≤ c < 1 < k, define

Φ(x) :=
∫ ∞

x
λ(s)Δαs and Ω(x) :=

∫ x

a
λ(s)g(s)Δαs.

If

Ω(∞) < ∞, and
∫ ∞

a

λ(s)
Φc−α+1(s)

Δαs < ∞,

then ∫ ∞

a

λ(x)
Φc−α+1(x)

(Ωσ(x))k Δαx ≤
(

k
α− c

)k ∫ ∞

a
Φk−c+α−1(x)λ(x)gk(x)Δαx. (30)

Proof. Using the formula of integration by parts (20) on

∫ ∞

a

λ(x)
Φc−α+1(x)

Ωk(x)Δαx,

with uσ(x) = (Ωσ(x))k and xΔ
α v(x) = λ(x)

Φc−α+1(x) , we have

∫ ∞

a

λ(x)
Φc−α+1(x)

(Ωσ(x))k Δαx = v(x)Ωk(x)
∣∣∣∞
a
+
∫ ∞

a
−v(x)xΔ

α

(
Ωk(x)

)
Δαx, (31)

where

v(x) = −
∫ ∞

x

λ(s)
Φc−α+1(s)

Δαs.

By chain rule (18), we see for d ∈ [x, σ(x)] that

−xΔ
α Φα−c(x) = −(α− c)Φα−c−1(d)xΔ

α (Φ(x)) =
−(α− c)(−λ(x))

Φc−α+1(d)

≥ (α− c) λ(x)
Φc−α+1(x)

.

Hence

− v(x) =
∫ ∞

x

λ(s)
Φc−α+1(s)

Δαs ≤ −1
α− c

∫ ∞

x
xΔ

α Φα−c(s)Δαs ≤ Φα−c(x)
α− c

, (32)

from chain rule (18), we obtain

xΔ
α

(
Ωk(x)

)
= kΩk−1(d)xΔ

α (Ω(x)) , where d ∈ [x, σ(x)],

since
xΔ

α (Ω(x)) = λ(x)g(x) ≥ 0 and d ≤ σ(x),

we get
xΔ

α

(
Ωk(x)

)
≤ kλ(x)g(x) (Ωσ(x))k−1 . (33)
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Using Ω(a) = 0, v(∞) = 0 and (32), (33) and (31 ), we get that

∫ ∞

a

λ(x)
Φc−α+1(x)

(Ωσ(x))k Δαx ≤ k
α− c

∫ ∞

a
Φα−c(x)λ(x)g(x) (Ωσ(x))k−1 Δαx,

which reformulated as ∫ ∞

a

λ(x)
Φc−α+1(x)

(Ωσ(x))k Δαx ≤

k
α− c

∫ ∞

a

Φ(c−α+1)( k−1
k )(x)

λ
k−1

k (x)Φc−α(x)
λ(x)g(x)

λ
k−1

k (x) (Ωσ(x))k−1

Φ(c−α+1)( k−1
k )(x)

Δαx.

Using Hölder’s inequality (21) on

∫ ∞

a

Φ(c−α+1)( k−1
k )(x)

λ
k−1

k (x)Φc−α(x)
λ(x)g(x)

λ
k−1

k (x) (Ωσ(x))k−1

Φ(c−α+1)( k−1
k )(x)

Δαx

with indices k and k/(k− 1), we have

∫ ∞

a

λ(x)
Φc−α+1(x)

(Ωσ(x))k Δαx ≤

k
α− c

⎡⎣∫ ∞

a

[
Φ(c−α+1)( k−1

k )(x)

λ
k−1

k (x)Φc−α(x)
λ(x)g(x)

]k

Δαx

⎤⎦
1
k

×

⎡⎣∫ ∞

a

[
λ

k−1
k (x)

(Ωσ(x))k−1

Φ(c−α+1)( k−1
k )(x)

] k
k−1

Δαx

⎤⎦
k−1

k

,

then [∫ ∞

a

λ(x)
Φc−α+1(x)

(Ωσ(x))k Δαx
] 1

k
≤ k

α− c

[∫ ∞

a
Φk−c+α−1(x)λ(x)gk(x)Δαx

] 1
k

.

This leads to

∫ ∞

a

λ(x)
Φc−α+1(x)

(Ωσ(x))k Δαx ≤
(

k
α− c

)k ∫ ∞

a
Φk−c+α−1(x)λ(x)gk(x)Δαx,

that is the desired inequality (30). The proof is complete.

Corollary 7. At α = 1 in Theorem 5, we get

∫ ∞

a

λ(x)
Φc(x)

(Ωσ(x))k Δx ≤
(

k
1− c

)k ∫ ∞

a
Φk−c(x)λ(x)gk(x)Δx,

which inequality (2.36) in [33].

A generalization of Bennett’s inequality (15) on fractional timescales will be proved in the
next theorem.

Theorem 6. Assume 0 < α ≤ 1, 1 < c ≤ k, and define

Φ(x) :=
∫ ∞

x
λ(s)Δαs and Ω(x) :=

∫ ∞

x
λ(s)g(s)Δαs.
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If

Ω(a) < ∞ and
∫ ∞

a

λ(s)
Φc−α+1(s)

Δαs < ∞,

then ∫ ∞

a

λ(x)
Φc−α+1(x)

Ωk(x)Δαx ≤
(

k
c− α

)k ∫ ∞

a
Φk−c+α−1(x)λ(x)gk(x)Δαx. (34)

Proof. Using the formula of integration by parts (20) on

∫ ∞

a

λ(x)
Φc−α+1(x)

Ωk(x)Δαx,

with v(x) = Ωk(x) and xΔ
α u(x) = λ(x)

Φc−α+1(x) , then

∫ ∞

a

λ(x)
Φc−α+1(x)

Ωk(x)Δαx = u(x)Ωk(x)
∣∣∣∞
a
+
∫ ∞

a
uσ(x)xΔ

α

(
−Ωk(x)

)
Δαx, (35)

where

u(x) =
∫ x

a

λ(s)
Φc−α+1(s)

Δαs.

By using chain rule (18), we see for d ∈ [x, σ(x)] that

xΔ
α

(
Φα−c(x)

)
= (α− c)Φα−c−1(d)xΔ

α (Φ(x)) =
(α− c)(−λ(x))

Φc−α+1(d)

≥ (c− α) λ(x)
Φc−α+1(x)

.

we get,

uσ(x) =
∫ σ(x)

a

λ(s)
Φc−α+1(s)

Δαs ≤ 1
c− α

∫ σ(x)

a
xΔ

α Φα−c(s)Δαs

=
(Φσ(x))α−c

c− α
− Φα−c(a)

c− α
≤ Φα−c(x)

c− α
, (36)

from chain rule (18), we find that

xΔ
α

(
Ωk(x)

)
= kΩk−1(d)xΔ

α Ω(x), where d ∈ [x, σ(x)],

since
xΔ

α (Ω(x)) = −λ(x)g(x) ≤ 0 and x ≤ d,

then
− xΔ

α

(
Ωk(x)

)
≤ kλ(x)g(x)Ωk−1(x). (37)

Using v(a) = 0, Ω(∞) = 0 and (36), (37) and (35), we get that

∫ ∞

a

λ(x)
Φc−α+1(x)

(Ωσ(x))k Δαx ≤ k
c− α

∫ ∞

a
Φα−c(x)λ(x)g(x)Ωk−1(x)Δαx,
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which reformulated as ∫ ∞

a

λ(x)
Φc−α+1(x)

Ωk(x)Δαx ≤

k
c− α

∫ ∞

a

Φ(c−α+1)( k−1
k )(x)

λ
k−1

k (x)Φc−α(x)
λ(x)g(x)λ

k−1
k (x)

Ωk−1(x)

Φ(c−α+1)( k−1
k )(x)

Δαx,

Using Hölder’s inequality (21) on

∫ ∞

a
λ(x)g(x)

Φ(c−α+1)( k−1
k )(x)

λ
k−1

k (x)Φc−α(x)

λ
k−1

k (x)Ωk−1(x)

Φ(c−α+1)( k−1
k )(x)

Δαx

with indices k and k/(k− 1), we have

∫ ∞

a

λ(x)
Φc−α+1(x)

Ωk(x)Δαx ≤

k
c− α

⎡⎣∫ ∞

a

[
λ(x)g(x)

Φ(c−α+1)( k−1
k )(x)

λ
k−1

k (x)Φc−α(x)

]k

Δαx

⎤⎦
1
k

×

⎡⎣∫ ∞

a

[
λ

k−1
k (x)

Ωk−1(x)

Φ(c−α+1)( k−1
k )(x)

] k
k−1

Δαx

⎤⎦
k−1

k

,

then [∫ ∞

a

λ(x)
Φc−α+1(x)

(Ω(x))k Δαx
] 1

k
≤ k

c− α

[∫ ∞

a
Φk−c+α−1(x)λ(x)gk(x)Δαx

] 1
k

.

This leads to

∫ ∞

a

λ(x)
Φc−α+1(x)

(Ωσ(x))k Δαx ≤
(

k
c− α

)k ∫ ∞

a
Φk−c+α−1(x)λ(x)gk(x)Δαx,

that is the desired inequality (34). The proof is complete.

Corollary 8. At α = 1 in Theorem 5, we have the inequality

∫ ∞

a

λ(x)
Φc(x)

(Ωσ(x))k Δx ≤
(

k
c− 1

)k ∫ ∞

a
Φk−c(x)λ(x)gk(x)Δx,

which the inequality (2.49) in [33].

3. Conclusions

The new fractional calculus on timescales is presented with applications to some new fractional
inequalities on timescales like Hardy, Bennett, Copson and Leindler types. Inequalities are considered
in rather general forms and contain several special integral and discrete inequalities. The technique is
based on the applications of well-known inequalities and new tools from fractional calculus.
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Abstract: In this paper, we propose sequential fractional delta-nabla sum-difference equations with
nonlocal fractional delta-nabla sum boundary conditions. The Banach contraction principle and the
Schauder’s fixed point theorem are used to prove the existence and uniqueness results of the problem.
The different orders in one fractional delta differences, one fractional nabla differences, two fractional
delta sum, and two fractional nabla sum are considered. Finally, we present an illustrative example.

Keywords: sequential fractional delta-nabla sum-difference equations; nonlocal fractional delta-nabla
sum boundary value problem; existence; uniqueness

JEL Classification: 39A05; 39A12

1. Introduction

Nowaday, fractional calculus is attractive knowledge for many reseachers in many fields.
In particular, the fractional calculus has been used in many research works related to biological,
biomechanics, magnetic fields, echanics of micro/nano structures, and physical problems (see [1–7]).
We can find fractional delta difference calculus and fractional nabla difference calculus in [8–24]
and [25–36], respectively. Definitions and properties of fractional difference calculus are presented in
the book [37].

We note that there are a few papers using the delta-nabla calculus as a tool. For example,
Malinowska and Torres [38] presented the delta-nabla calculus of variations. Dryl and Torres [39,40]
studied the delta-nabla calculus of variations for composition functionals on time scales, and a general
delta-nabla calculus of variations on time scales with application to economics. Ghorbanian and
Rezapour [41] proposed a two-dimensional system of delta-nabla fractional difference inclusions.
Liu, Jin and Hou [42] investigated existence of positive solutions for discrete delta-nabla fractional
boundary value problems with p-Laplacian.

In this paper, we aim to extend the study of delta-nabla calculus that has appeared in discrete
fractional boundary value problems. We have found that the research works related to delta-nabla
calculus were presented as above. However, the boundary value problem for sequential fractional
delta-nabla difference equation has not been studied before. Our problem is sequential fractional
delta-nabla sum-difference equations with nonlocal fractional delta-nabla sum boundary conditions as
given by

Mathematics 2020, 8, 476; doi:10.3390/math8040476 www.mdpi.com/journal/mathematics467
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Δα∇βu(t) = F
[
t + α− 1, u(t + α− 1),

(
Sθu

)
(t + α− 1),

(
T φu

)
(t + α− 1)

]
Δ−ωu(α + ω− 2) = κ∇−γu(α− 2)

u(T + α) = λu(η), η ∈ Nα−1,T+α−1 (1)

where t ∈ N0,T := {0, 1, . . . , T}; α ∈ (1, 2]; β, θ, φ, ω, γ ∈ (0, 1]; α + β ∈ (2, 3]; T > 0; κ, λ are given
constants; F ∈ C

(
Nα−2,T+α ×R3,R

)
; and for ϕ, ψ ∈ C

(
Nα−2,T+α ×Nα−2,T+α, [0, ∞)

)
, we define

(
Sθu

)
(t) :=

[
∇−θ ϕu

]
(t) =

1
Γ(θ)

t

∑
s=α−2

(t− ρ(s))θ−1 ϕ(t, s) u(s),

(
T φu

)
(t) :=

[
Δ−φψu

]
(t + φ) =

1
Γ(φ)

t−φ

∑
s=α−φ−2

(t− σ(s))φ−1 ψ(t, s + φ) u(s + φ).

The objective of this research is to investigate the solution of the boundary value problem (1).
The basic knowledge is disscussed in Section 2, the existence results are presented in Section 3, and an
example is provided in Section 4.

2. Preliminaries

We give the notations, definitions, and lemmas as follows. The forward operator and the backward
operator are defined as σ(t) := t + 1, and ρ(t) := t− 1, respectively.

For t, α ∈ R, we define the generalized falling and rising functions as follows:

• The generalized falling function

tα :=
Γ(t + 1)

Γ(t + 1− α)

for any t + 1− α is not a pole of the Gamma function. If t + 1− α is a pole and t + 1 is not a pole,
then tα = 0.

• The generalized rising function

tα :=
Γ(t + α)

Γ(t)

for any t is not a pole of the Gamma function. If t is a pole and t + α is not a pole, then tα = 0.

Definition 1. For α > 0 and f defined on Na := {a, a + 1, . . .}, the α-order fractional delta sum of f is
defined by

Δ−α f (t) :=
1

Γ(α)

t−α

∑
s=a

(t− σ(s))α−1 f (s), t ∈ Na+α.

The α-order fractional nabla sum of f is defined by

∇−α f (t) :=
1

Γ(α)

t

∑
s=a

(t− ρ(s))α−1 f (s), t ∈ Na.

Definition 2. For α > 0, N ∈ N where 0 ≤ N − 1 < α < N and f defined on Na, the α-order
Riemann-Liouville fractional delta difference of f is defined by

Δα f (t) := ΔNΔ−(N−α) f (t) =
1

Γ(−α)

t+α

∑
s=a

(t− σ(s))−α−1 f (s), t ∈ Na+N−α.
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The α-order Riemann-Liouville fractional nabla difference of f is defined by

∇α f (t) := ∇N∇−(N−α) f (t) =
1

Γ(−α)

t

∑
s=a

(t− ρ(s))−α−1 f (s), t ∈ Na+N .

Lemma 1 ([15]). Let 0 ≤ N − 1 < α ≤ N, N ∈ N and y : Na → R. Then,

Δ−αΔαy(t) = y(t) + C1(t− a)α−1 + C2(t− a)α−2 + . . . + CN(t− a)α−N ,

for some Ci ∈ R, with 1 ≤ i ≤ N.

Lemma 2 ([28]). Let 0 ≤ N − 1 < α ≤ N, N ∈ N and y : Na+1 → R. Then,

∇−α∇αy(t) =

⎧⎨⎩y(t), α /∈ N

y(t)−∑N−1
k=0

(t−a)k

k! ∇k f (a), α = N,

for some t ∈ Na+N .

We next provide a linear variant of our problem (1).

Lemma 3. Let Λ �= 0; α ∈ (1, 2]; β, ω, γ ∈ (0, 1); α + β ∈ (2, 3]; T > 0; κ, λ are given constants;
and h ∈ C

(
Nα−2,T+α,R

)
. Then the problem

Δα∇βu(t) = h(t + α− 1), t ∈ N0,T (2)

Δ−ωu(α + ω− 2) = κ∇−γu(α− 2) (3)

u(T + α) = λu(η), η ∈ Nα−1,T+α−1 (4)

has the unique solution

u(t) =
O[h]

ΛΓ(β)

t

∑
s=α−1

(t− ρ(s))β−1 sα−1

+
1

Γ(β)Γ(α)

t

∑
s=α

s−α

∑
r=0

(t− ρ(s))β−1 (s− σ(r))α−1 h(r + α− 1) (5)

where the functional O[h] and the constant Λ are defined by

O[h] =
λ

Γ(β)Γ(α)

η

∑
s=α

s−α

∑
r=0

(η − ρ(s))β−1 (s− σ(r))α−1 h(r + α− 1)

− 1
Γ(β)Γ(α)

T+α

∑
s=α

s−α

∑
r=0

(T + α− ρ(s))β−1 (s− σ(r))α−1 h(r + α− 1), (6)

Λ =
1

Γ(β)

T+α

∑
s=α−1

(T + α− ρ(s))β−1 sα−1 − λ

Γ(β)

η

∑
s=α−1

(η − ρ(s))β−1 sα−1. (7)

Proof. Using the fractional delta sum of order α for (2), we obtain

∇βu(t) = C1tα−1 + C2tα−2 +
1

Γ(α)

t−α

∑
s=0

(t− σ(s))α−1h(s + α− 1), (8)

for t ∈ Nα−2,T+α.
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Taking the fractional nabla sum of order β for (8), we get

u(t) =
1

Γ(β)

t

∑
s=α−2

(t− ρ(s))β−1
[
C1sα−1 + C2sα−2

]
(9)

+
1

Γ(β)Γ(α)

t

∑
s=α

s−α

∑
r=0

(t− ρ(s))β−1(s− σ(r))α−1h(r + α− 1),

for t ∈ Nα−2,T+α.

Using the fractional delta sum of order ω for (9), we have

Δ−ωu(t) =
t−ω

∑
s=α

s

∑
r=α

(t− σ(s))ω−1(s− ρ(r))β−1

Γ(ω)Γ(β)

[
C1rα−1 + C2rα−2

]
(10)

+
t−ω

∑
s=α

s

∑
r=α

r−α

∑
ξ=0

(t− σ(s))ω−1(s− ρ(r))β−1(r− σ(ξ))α−1

Γ(ω)Γ(β)Γ(α)
h(ξ + α− 1),

for t ∈ Nα+ω−1,T+α+ω.

Taking the fractional nabla sum of order γ for (9), we have

∇−γu(t) =
t

∑
s=α

s

∑
r=α−2

(t− ρ(s))γ−1(s− ρ(r))β−1

Γ(γ)Γ(β)

[
C1rα−1 + C2rα−2

]
(11)

+
t

∑
s=α

s

∑
r=α

r−α

∑
ξ=0

(t− ρ(s))γ−1(s− ρ(r))β−1(r− σ(ξ))α−1

Γ(ω)Γ(β)Γ(α)
h(ξ + α− 1),

for t ∈ Nα−2,T+α.
By substituting t = α + ω − 2 and t = α − 2 into (10) and (11), respectively; and using the

condition (3), we obtain
C2 = 0

Substitute C2 = 0 and apply the condition (4). Then, we obtain

C1 =
O[h]

Λ

where O[h] and Λ are defined by (6)–(7), respectively. Substituting the constants C1 and C2 into (9),
we obtain (5).

3. Existence and Uniqueness Result

Define C = C(Nα−2,T+α,R) is the Banach space of all function u and define the norm as

‖u‖C = ‖u‖+ ‖∇−θu‖+ ‖Δ−φu‖

where ‖u‖ = max
t∈Nα−2,T+α

|u(t)|, ‖∇−θu‖ = max
t∈Nα−2,T+α

|∇−θu(t)| and ‖Δ−φu‖ = max
t∈Nα−2,T+α

|Δ−φu(t + φ)|.
In addition, we define the operator F : C → C by

(Fu)(t) =
O[h]

ΛΓ(β)

t

∑
s=α−1

(t− ρ(s))β−1 sα−1 +
1

Γ(β)Γ(α)

t

∑
s=α

s−α

∑
r=0

(t− ρ(s))β−1 (s− σ(r))α−1 ×

F
[
r + α− 1, u(r + α− 1),

(
Sθu

)
(r + α− 1),

(
T φu

)
(r + α− 1)

]
, (12)
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where Λ �= 0 is defined by (7) and the functional O[F(u)] is defined by

O[F(u)] =
λ

Γ(β)Γ(α)

η

∑
s=α

s−α

∑
r=0

(η − ρ(s))β−1 (s− σ(r))α−1 ×

F
[
r + α− 1, u(r + α− 1),

(
Sθu

)
(r + α− 1),

(
T φu

)
(r + α− 1)

]
− 1

Γ(β)Γ(α)

T+α

∑
s=α

s−α

∑
r=0

(T + α− ρ(s))β−1 (s− σ(r))α−1 ×

F
[
r + α− 1, u(r + α− 1),

(
Sθu

)
(r + α− 1),

(
T φu

)
(r + α− 1)

]
. (13)

Obviously, the operator F has the fixed points if and only if the boundary value problem (1) has
solutions. Firstly, we show the existence and uniqueness result of the boundary value problem (1) by
using the Banach contraction principle.

Theorem 1. Assume that F : Nα−2,T+α × R3 → R is continuous, ϕ, ψ : Nα−2,T+α ×
Nα−2,T+α → [0, ∞) with ϕ0 = max {ϕ(t− 1, s) : (t, s) ∈ Nα−2,T+α ×Nα−2,T+α} and ψ0 =

max {ψ(t− 1, s) : (t, s) ∈ Nα−2,T+α ×Nα−2,T+α}. Suppose that the following conditions hold:

(H1) there exist constants L1, L2, L3 > 0 such that for each t ∈ Nα−2,T+α and u, v ∈ R∣∣∣F(t, u,
(
Sθu

)
,
(
T φu

) )
− F

(
t, v,

(
Sθv

)
,
(
T φv

) )∣∣∣
≤ L1|u− v|+ L2|

(
Sθu

)
−
(
Sθv

)
|+ L3|

(
T φu

)
−
(
T φv

)
|.

Then the problem (1) has a unique solution on Nα−2,T+α provided that

χ :=

{
L1 + L2 ϕ0

(T + 3)θ

Γ(θ + 1)
+ L3ψ0

(T + 2)φ

Γ(φ + 1)

}
[Ω1 + Ω2 + Ω3] < 1 (14)

where

Θ =
1

Γ(α + 1)Γ(β + 1)

[
ληα(η − α + 1)β + (T + α)α(T + 1)β

]
, (15)

Ω1 =
1

Γ(β + 1)

[
Θ
|Λ| (T + α)α−1(T + 2)β−1 +

(T + α)α

Γ(α + 1)
(T + 1)β

]
, (16)

Ω2 =
1

Γ(θ + 1)Γ(β + 1)

[
Θ
|Λ| (T + α)α−1(T + 2)β−1(T + 2)θ +

(T + α)α

Γ(α + 1)
(T + 1)β(T + 1)θ

]
, (17)

Ω3 =
1

Γ(φ + 1)Γ(β + 1)

[
Θ
|Λ| (T + α)α−1(T + 2)β−1(T + 1)φ +

(T + α)α

Γ(α + 1)
(T + 1)βTφ

]
. (18)

471



Mathematics 2020, 8, 476

Proof. We shall show that F is a contraction. For any u, v ∈ C and for each t ∈ Nα−2,T+α, we have

∣∣∣O[F(u)]−O[F(v)]
∣∣∣ ≤ ∣∣∣∣∣ λ

Γ(β)Γ(α)

η

∑
s=α

s−α

∑
r=0

(η − ρ(s))β−1 (s− σ(r))α−1×[
L1|u− v|+ L2

∣∣∣ (Sθu
)
−
(
Sθv

) ∣∣∣+ L3

∣∣∣ (T φu
)
−
(
T φv

) ∣∣∣]
− 1

Γ(β)Γ(α)

T+α

∑
s=α

s−α

∑
r=0

(T + α− ρ(s))β−1 (s− σ(r))α−1×[
L1|u− v|+ L2

∣∣∣ (Sθu
)
−
(
Sθv

) ∣∣∣+ L3

∣∣∣ (T φu
)
−
(
T φv

) ∣∣∣] ∣∣∣∣∣
≤ ‖u− v‖C

{
L1 + L2 ϕ0

(T+3)θ

Γ(θ+1) + L3ψ0
(T+2)φ

Γ(φ+1)

}∣∣∣∣∣λ η

∑
s=α

s−α

∑
r=0

(η−ρ(s))β−1

Γ(β)
×

(s−σ(r))α−1

Γ(α) −
T+α

∑
s=α

s−α

∑
r=0

(T+α−ρ(s))β−1(s−σ(r))α−1

Γ(β)Γ(α)

∣∣∣∣∣
≤ ‖u− v‖C

{
L1 + L2 ϕ0

(T+3)θ

Γ(θ+1) + L3ψ0
(T+2)φ

Γ(φ+1)

}
Θ,

(19)

and ∣∣(Fu)(t)− (Fv)(t)
∣∣

≤
∣∣∣∣O[F(u)]−O[F(v)]

Λ

∣∣∣∣ T+α

∑
s=α−1

(T + α− ρ(s))β−1 sα−1 +
T+α

∑
s=α

s−α

∑
r=0

(T + α− ρ(s))β−1

Γ(β)
×

(s− σ(r))α−1

Γ(α)

[
L1|u− v|+ L2

∣∣∣ (Sθu
)
−
(
Sθv

) ∣∣∣+ L3

∣∣∣ (T φu
)
−
(
T φv

) ∣∣∣]
≤ ‖u− v‖C

{
L1 + L2 ϕ0

(T + 3)θ

Γ(θ + 1)
+ L3ψ0

(T + 2)φ

Γ(φ + 1)

}{
Θ(T + α)α−1

|Λ| × (20)

T+α

∑
s=α−1

(T + α− ρ(s))β−1 +
T+α

∑
s=α

s−α

∑
r=0

(T + α− ρ(s))β−1 (s− σ(r))α−1

Γ(β)Γ(α)

}

≤ ‖u− v‖C
{

L1 + L2 ϕ0
(T + 3)θ

Γ(θ + 1)
+ L3ψ0

(T + 2)φ

Γ(φ + 1)

}
Ω1.

Next, we consider the following (∇−θFu) and (Δ−φFu) as

(∇−θFu)(t) =
O[F(u)]

Λ

t

∑
s=α

s

∑
r=α−1

(t− ρ(s))θ−1 (s− ρ(r))β−1

Γ(θ)Γ(β)
rα−1

+
t

∑
s=α

s

∑
r=α

r−α

∑
ξ=0

(t− ρ(s))θ−1 (s− ρ(r))β−1 (r− σ(ξ))α−1

Γ(θ)Γ(β)Γ(α)
× (21)

F
[
ξ + α− 1, u(ξ + α− 1), Δθu(ξ + α− θ + 1),∇γu(ξ + α + 1)

]
],

and

(Δ−φFu)(t + φ) =
O[F(u)]

Λ

t−φ

∑
s=α

s

∑
r=α−1

(t + φ− σ(s))φ−1 (s− ρ(r))β−1

Γ(φ)Γ(β)
rα−1

+
t−φ

∑
s=α

s

∑
r=α

r−α

∑
ξ=0

(t + φ− σ(s))φ−1 (s− ρ(r))β−1 (r− σ(ξ))α−1

Γ(φ)Γ(β)Γ(α)
× (22)

F
[
ξ + α− 1, u(ξ + α− 1), Δθu(ξ + α− θ + 1),∇γu(ξ + α + 1)

]
].

472



Mathematics 2020, 8, 476

Similarly to the above, we have

∣∣(∇−θFu)(t)− (∇−θFv)(t)
∣∣ ≤ ‖u− v‖C

{
L1 + L2 ϕ0

(T + 3)θ

Γ(θ + 1)
+ L3ψ0

(T + 2)φ

Γ(φ + 1)

}
Ω2, (23)

∣∣Δ−φFu)(t + φ)− Δ−φFv)(t + φ)
∣∣ ≤ ‖u− v‖C

{
L1 + L2 ϕ0

(T + 3)θ

Γ(θ + 1)
+ L3ψ0

(T + 2)φ

Γ(φ + 1)

}
Ω3. (24)

From (20), (23) and (24), we get

∥∥(Fu)− (Fv)
∥∥
C ≤ ‖u− v‖C

{
L1 + L2 ϕ0

(T + 3)θ

Γ(θ + 1)
+ L3ψ0

(T + 2)φ

Γ(φ + 1)

}
[Ω1 + Ω2 + Ω3]

= χ‖u− v‖C . (25)

By (14), we have
∥∥(Fu)(t)− (Fv)(t)

∥∥
C < ‖u− v‖C .

Consequently, F is a contraction. Therefore, by the Banach fixed point theorem, we get that F
has a fixed point which is a unique solution of the problem (1) on t ∈ Nα−2,T+α.

4. Existence of at Least One Solution

Next, we provide Arzelá-Ascoli theorem and Schauder’s fixed point theorem that will be used to
prove the existence of at least one solution of (1).

Lemma 4 ([43]). (Arzelá-Ascoli theorem) A set of function in C[a, b] with the sup norm is relatively compact if
and only it is uniformly bounded and equicontinuous on [a, b].

Lemma 5 ([43]). A set is compact if it is closed and relatively compact.

Lemma 6 ([44]). (Schauder’s fixed point theorem) Let (D, d) be a complete metric space, U be a closed convex
subset of D, and T : D → D be the map such that the set Tu : u ∈ U is relatively compact in D. Then the
operator T has at least one fixed point u∗ ∈ U: Tu∗ = u∗.

Theorem 2. Assuming that (H1) holds, problem (1) has at least one solution on Nα−3,T+α.

Proof. The proof is organized as follows.
Step I. Verify F map bounded sets into bounded sets in BR = {u ∈ C(Nα−2,T+α) : ‖u‖C ≤ R}.

Let max
t∈Nα−2,T+α

|F(t, 0, 0, 0)| = M and choose a constant

R ≥ M [Ω1 + Ω2 + Ω3]

1− [Ω1 + Ω2 + Ω3]
{

L1 + L2 ϕ0
(T+3)θ

Γ(θ+1) + L3ψ0
(T+2)φ

Γ(φ+1)

} . (26)
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For each u ∈ BR, we obtain∣∣∣O[F(u)]
∣∣∣

≤
∣∣∣∣∣λ η

∑
s=α

s−α

∑
r=0

(η − ρ(s))β−1 (s− σ(r))α−1

Γ(β)Γ(α)
−

T+α

∑
s=α

s−α

∑
r=0

(T + α− ρ(s))β−1 (s− σ(r))α−1

Γ(β)Γ(α)

∣∣∣∣∣[∣∣∣F[r + α− 1, u(r + α− 1),
(
Sθu

)
(r + α− θ + 1),

(
T φv

)
(r + α + 1)

]
(27)

−F(r + α− 1, 0, 0, 0)
∣∣∣+ ∣∣F(r + α− 1, 0, 0, 0)

∣∣]
≤

{[
L1 + L2 ϕ0

(T + 3)θ

Γ(θ + 1)
+ L3ψ0

(T + 2)φ

Γ(φ + 1)

]
‖u‖C + M

}
Θ

and ∣∣(Fu)(t)
∣∣

≤
∣∣∣∣O[F(u)]

Λ

∣∣∣∣ T+α

∑
s=α−1

(T + α− ρ(s))β−1 sα−1 +
T+α

∑
s=α

s−α

∑
r=0

(T + α− ρ(s))β−1

Γ(β)
×

(s− σ(r))α−1

Γ(α)

[∣∣∣F[r + α− 1, u(r + α− 1),
(
Sθu

)
(r + α− θ + 1), (28)(

T φv
)
(r + α + 1)

]
− F(r + α− 1, 0, 0, 0)

∣∣∣+ ∣∣F(r + α− 1, 0, 0, 0)
∣∣]

≤
{[

L1 + L2 ϕ0
(T + 3)θ

Γ(θ + 1)
+ L3ψ0

(T + 2)φ

Γ(φ + 1)

]
‖u‖C + M

}
Ω1.

In addition, we have

∣∣(∇−θFu)(t)
∣∣ ≤ {[

L1 + L2 ϕ0
(T + 3)θ

Γ(θ + 1)
+ L3ψ0

(T + 2)φ

Γ(φ + 1)

]
‖u‖C + M

}
Ω2, (29)

∣∣(Δ−φFu)(t + φ)
∣∣ ≤ {[

L1 + L2 ϕ0
(T + 3)θ

Γ(θ + 1)
+ L3ψ0

(T + 2)φ

Γ(φ + 1)

]
‖u‖C + M

}
Ω3. (30)

From (28), (29) and (30), we have

∥∥(Fu)(t)
∥∥
C ≤

{[
L1 + L2 ϕ0

(T + 3)θ

Γ(θ + 1)
+ L3ψ0

(T + 2)φ

Γ(φ + 1)

]
‖u‖C + M

}
[Ω1 + Ω2 + Ω3]

≤ R. (31)

So, ‖Fu‖C ≤ R. Therefore F is uniformly bounded.

Step II. Since F and H are continuous, the operator F is continuous on BR.

Step III. Prove that F is equicontinuous on BR. For any ε > 0, there exists a positive constant
ρ∗ = max{δ1, δ2, δ3, δ4, δ5, , δ6} such that for t1, t2 ∈ Nα−2,T+α∣∣∣(t2 − α + 2)β − (t1 − α + 2)β

∣∣∣ < εΓ(β+1)|Λ|
6(T+α)α−1Θ‖F‖ , where |t2 − t1| < δ1,∣∣∣(t2 − α + 1)β − (t1 − α + 1)β

∣∣∣ < εΓ(α+1)Γ(β+1)
6(T+α)α‖F‖ , where |t2 − t1| < δ2,

∣∣∣(t2 − α + 2)θ −

(t1 − α + 2)θ
∣∣∣ < εΓ(β+1)Γ(θ+1)|Λ|

6(T+2)β(T+α)α−1Θ‖F‖
, where |t2 − t1| < δ3,∣∣∣(t2 − α + 1)θ − (t1 − α + 1)θ

∣∣∣ < εΓ(α+1)Γ(β+1)Γ(θ+1)
6(T+1)β(T+α)αΘ‖F‖

, where |t2 − t1| < δ4,
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∣∣∣(t2 − α + 1)φ − (t1 − α + 1)φ
∣∣∣ < εΓ(β+1)Γ(φ+1)|Λ|

6(T+2)β(T+α)α−1Θ‖F‖
, where |t2 − t1| < δ5,∣∣∣(t2 − α)φ − (t1 − α)φ

∣∣∣ < εΓ(α+1)Γ(β+1)Γ(φ+1)
6(T+1)β(T+α)α‖F‖

, where |t2 − t1| < δ6.

Then we have∣∣(Fu)(t2)− (Fu)(t1)
∣∣

≤
∣∣∣∣O[F(u)]]

Λ

∣∣∣∣
∣∣∣∣∣ 1
Γ(β)

t2

∑
s=α−1

(t2 − ρ(s))β−1 sα−1 − 1
Γ(β)

t1

∑
s=α−1

(t1 − ρ(s))β−1 sα−1

∣∣∣∣∣∣∣∣∣∣ t2

∑
s=α

s−α

∑
r=0

(t2 − ρ(s))β−1 (s− σ(r))α−1

Γ(β)Γ(α)
×

F
[
r + α− 1, u(r + α− 1),

(
Sθu

)
(r + α− 1),

(
T φu

)
(r + α− 1)

]
−

t1

∑
s=α

s−α

∑
r=0

(t1 − ρ(s))β−1 (s− σ(r))α−1

Γ(β)Γ(α)
× (32)

F
[
r + α− 1, u(r + α− 1),

(
Sθu

)
(r + α− 1),

(
T φu

)
(r + α− 1)

]∣∣∣∣∣
<

Θ‖F‖(T + α)α−1

|Λ|Γ(β + 1)

∣∣∣(t2 − α + 2)β − (t1 − α + 2)β
∣∣∣+ ‖F‖(T + α)α

Γ(α + 1)Γ(β + 1)
×∣∣∣(t2 − α + 1)β − (t1 − α + 1)β

∣∣∣
<

ε

6
+

ε

6
=

ε

3
.

Similarly to the above, we have

∣∣(∇−θFu)(t2)− (∇−θFu)(t1)
∣∣ < Θ‖F‖(T+α)α−1(T+2)β

|Λ|Γ(β+1)Γ(θ+1)

∣∣∣(t2 − α + 2)θ − (t1 − α + 2)θ
∣∣∣

+ ‖F‖(T+α)α(T+1)β

Γ(α+1)Γ(β+1)Γ(θ+1)

∣∣∣(t2 − α + 1)θ − (t1 − α + 1)θ
∣∣∣

< ε
6 + ε

6 = ε
3 ,

(33)

∣∣(Δ−φFu)(t2 + φ)− (Δ−φFu)(t1 + φ)
∣∣ < Θ‖F‖(T+α)α−1(T+2)β

|Λ|Γ(β+1)Γ(φ+1)

∣∣∣(t2 − α + 2)φ − (t1 − α + 2)φ
∣∣∣

+ ‖F‖(T+α)α(T+1)β

Γ(α+1)Γ(β+1)Γ(φ+1)

∣∣∣(t2 − α)φ − (t1 − α)φ
∣∣∣

< ε
6 + ε

6 = ε
3 .

(34)

Hence ∥∥∥(Fu)(t2)− (Fu)(t1)
∥∥∥
C
<

ε

3
+

ε

3
+

ε

3
= ε. (35)

It implies that the setF (BR) is equicontinuous. By the results of Steps I to III and the Arzelá-Ascoli
theorem, F : C → C is completely continuous. By Schauder fixed point theorem, the boundary value
problem (1) has at least one solution.
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5. An Example

Here, we provide a sequential fractional delta-nabla sum-difference equations with nonlocal
fractional delta-nabla sum boundary conditions

Δ
3
2∇ 2

3 u(t) = e− sin2(t+ 1
2 )

(t+ 201
2 )

2 ·

⎡⎣ 2|u(t+ 1
2 )|

|u(t+ 1
2 )|+1

+

∣∣∣∣(S 1
5 u
)
(t+ 1

2 )
∣∣∣∣∣∣∣∣(S 1

5 u
)
(t+ 1

2 )
∣∣∣∣+1

+
3
∣∣∣∣(T 3

4 u
)
(t+ 1

2 )
∣∣∣∣∣∣∣∣(T 3

4 u
)
(t+ 1

2 )
∣∣∣∣+1

⎤⎦
Δ−

1
3 u
(
− 11

2

)
= 2∇− 2

5 u
(
− 1

2

)
u
(

15
2

)
= 3u

(
− 7

2
)

,

(36)

where

(
Sθu

)(
t +

1
2

)
=

1

Γ
(

1
5

) t+ 1
2

∑
s=− 1

2

(
t +

1
2
− ρ(s)

)− 4
5 e−(s+1)(

t + 21
2

)4 u(s),

(
T φu

) (
t +

1
2

)
=

1
Γ
( 3

4
) t− 1

4

∑
s=− 5

4

(
t +

1
2
− σ(s)

)− 1
4 e−(s+ 3

4 )(
t + 201

2

)2 u
(

s +
3
4

)
.

Letting α = 3
2 , β = 2

3 , θ = 1
5 , φ = 3

4 , ω = 1
3 , γ = 2

5 , η = 7
2 , κ = 2, λ =

3, T = 6, ϕ(t, s) = e−(s+1)

(t+10)4 , ψ(t, s + φ) = e−(s+ 3
4 )

(t+100)2 , and F
[
t, u(t), (Sθu)(t), (T φu)(t)

]
= e− sin2 t

(t+100)2 ·[
2|u(t)|

1+|u(t)| +

∣∣(S 1
5 u)(t)

∣∣∣∣(S 1
5 u)(t)

∣∣+1
+ 3

∣∣(T 3
4 u)(t)

∣∣∣∣(T 3
4 u)(t)

∣∣+1

]
, we find that

|Λ| = 3.29500, Θ = 29.34125, Ω1 = 57.88022, Ω2 = 246.53142, Ω3 = 699.50153.

where |Λ|, Θ, Ω1, Ω2, Ω3 are defined by (7), (15)–(18), respectively. In addition, for (t, s) ∈ N− 1
2 , 15

2
×

N− 1
2 , 15

2
, we find that

ϕ0 = max {ϕ(t− 1, s)} = 0.0000745 and ψ0 = max {ψ(t− 1, s)} = 0.0000787.

For each t ∈ N− 1
2 , 15

2
, we obtain

∣∣∣F [t, u(t),
(
Sθu

)
(t),

(
T φu

)
(t)
]
− F

[
t, v(t),

(
Sθv

)
(t),

(
T φv

)
(t)
] ∣∣∣

<
1(

− 1
2 + 100

)2 ·
[

2
|u| − |v|

[1 + |u|] [1 + |v|] +
∣∣ (Sθu

) ∣∣− ∣∣ (Sθv
) ∣∣[∣∣ (Sθu

) ∣∣+ 1
] [∣∣ (Sθv

) ∣∣+ 1
]

+ 3

∣∣ (T φu
) ∣∣− ∣∣ (T φv

) ∣∣[∣∣ (T φu)
∣∣+ 1

] [∣∣ (T φv)
∣∣+ 1

]]

≤ 8
39601

|u− v|+ 4
39601

∣∣∣(Sθu
)
−
(
Sθv

)∣∣∣+ 12
39601

∣∣(T φu
)
−
(
T φv

)∣∣ .

Therefore, (H1) holds with L1 =
8

39601
, L2 =

4
39601

, and L3 = 12
39601 .

Then, we can show that (25) is true as follows

χ =
{

L1 + L2 ϕ0
(9)

1
5

Γ( 6
5 )

+ L3ψ0
(8)

3
4

Γ( 7
4 )

}
[Ω1 + Ω2 + Ω3] ≈ 0.20294 < 1.
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Hence, by Theorem 1, the problem (36) has a unique solution.

6. Conclusions

We estabish the conditions for the existence and unique results of the solution for a fractional
delta-nabla difference equations with fractional delta-nabla sum-difference boundary value conditions
by using Banach contraction principle and the conditions for result of at least one solution by using the
Schauder’s fixed point theorem.
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Abstract: In this present paper we study the non-local Hadmard proportional integrals recently
proposed by Rahman et al. (Advances in Difference Equations, (2019) 2019:454) which containing
exponential functions in their kernels. Then we establish certain new weighted fractional integral
inequalities involving a family of n (n ∈ N) positive functions by utilizing Hadamard proportional
fractional integral operator. The inequalities presented in this paper are more general than the
inequalities existing in the literature.
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1. Introduction

The field of fractional integral inequalities play an important role in the field of differential
equations and applied mathematics. These inequalities have many applications in applied sciences
such as probability, statistical problems, numerical quadrature and transform theory. In the last few
decades, many mathematicians have paid their valuable considerations to this field and obtained
a bulk of various fractional integral inequalities and their applications. The interested readers are
referred to the work of [1–5] and the references cited therein. A variety of different kinds of certain
classical integral inequalities and their extensions have been investigated by considering the classical
Riemann–Liouville (RL) fractional integrals, fractional derivatives and their various extensions. In [6],
the authors presented integral inequalities via generalized (k, s)-fractional integrals. Dahmani and
Tabharit [7] proposed weighted Grüss-type inequalities by utilizing Riemann–Liouville fractional
integrals. Dahmani [8] presented several new inequalities in fractional integrals. Nisar et al. [9]
investigated several inequalities for extended gamma function and confluent hypergeometric
k-function. Gronwall type inequalities associated with Riemann–Liouville k and Hadamard k-fractional
derivative with applications can be found in the work of Nisar et al. [10]. Rahman et al. [11] presented
certain inequalities for generalized fractional integrals. Sarikaya and Budak [12] investigated Ostrowski
type inequalities by employing local fractional integrals. The generalized (k, s)-fractional integrals
and their applications can be found in the work of Sarikaya et al. [13]. In [14], Set et al. proposed
the generalized Grüss-type inequalities by employing generalized k-fractional integrals. Set et al. [15]
have introduced the generalized version of Hermite–Hadamard type inequalities via fractional
integrals. Agarwal et al. [16] studied the Hermite–Hadamard type inequalities by considering
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the Riemann–Liouville k-fractional integrals. Fractional integral inequalities via Hadamard fractional
integral, Saigo fractional integral and fractional q-integral operators are found in [17–19]. In [20],
Huang et al. investigated Hermite–Hadamard type inequalities for k-fractional conformable integrals.
Mubeen et al. [21] proposed the Minkowski’s inequalities involving the generalized k-fractional
conformable integrals. The chebyshev type inequalities involving generalized k-fractional conformable
integrals can be found in the work of Qi et al. [22]. Rahman et al. investigated Chebyshev type
inequalities by utilizing fractional conformable integrals [23,24]. In [25,26], Nisar et al. proposed
generalized Chebyshev-type inequalities and certain Minkowski’s type inequalities by employing
generalized conformable integrals. Recently, Tassaddiq et al. [27] investigated certain inequalities
for the weighted and the extended Chebyshev functionals by using fractional conformable integrals.
Nisar et al. [28] established certain new inequalities for a class of n(n ∈ N) positive continuous and
decreasing functions by employing generalized conformable fractional integrals. Certain generalized
fractional integral inequalities for Marichev–Saigo–Maeda (MSM) fractional integral operators were
recently established by Nisar et al. [29]. Rahman et al. [30] recently investigated Grüss type inequalities
for generalized k-fractional conformable integrals. In [31–33], Rahman et al. recently investigated
Minkowski’s inequalities, fractional proportional integral inequalities and fractional proportional
inequalities for convex functions by employing fractional proportional integrals.

Moreover, the recent research focuses to the development of the theory of fractional calculus
and its applications in multiple disciplines of sciences. In last three centuries, the field of fractional
calculus has earned more recognition due to its wide applications in diverse domains. Recently, several
kinds of various fractional integral and derivative operators have been investigated. The idea of
fractional conformable derivative operators with some drawbacks was proposed by Khalil et al. [34].
The properties of the fractional conformable derivative operators was investigated by Abdeljawad [35].
Abdeljawad and Baleanu [36] proposed several monotonicity results for fractional difference operators
with discrete exponential kernels. Abdeljawad and Baleanu [37] have presented fractional derivative
operator with exponential kernel and their discrete version. A new fractional derivative operator with
the non-local and non-singular kernel was proposed by Atangana and Baleanu [38]. Jarad et al. [39]
proposed the fractional conformable integral and derivative operators. The idea of conformable
derivative by employing local proportional derivatives was proposed by Anderson and Unless [40].
In [41], Caputo and Fabrizio proposed fractional derivative without a singular kernel. Later on,
Losada and Nieto [42] gave certain properties of fractional derivative without a singular kernel.

In [43], Liu et al. investigated several integral inequalities. Later on, Dahmani [44] proposed
certain classes of weighted fractional integral inequalities for a family of n positive increasing
and decreasing functions by utilizing Riemann–Liouville fractional integrals. Houas [45] utilized
Hadamard fractional integrals and established several weighted type integral inequalities. Recently,
Jarad et al. [46] and Rahman et al. [47] proposed the idea of non-local fractional proportional and
Hadamard proportional integrals which concerning exponential functions in their kernels. The aim
of this paper is to establish weighted type inequalities by using the non-local Hdamard proportional
integrals. The paper is organized as follows. In Section 2, we present some basic definitions and
mathematical formulas. In Section 3, we establish certain weighted Hadamard proportional fractional
integral inequalities. Section 4 containing concluding remarks.

2. Preliminaries

This section is devoted to some well-known definitions and mathematical preliminaries of
fractional calculus which will be used in this article. Jarad et al. [46] presented the left and right
proportional integral operators.
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Definition 1. The left and right sided proportional fractional integrals are respectively defined by

( aJ τ,νU ) (θ) = 1
ντΓ(τ)

∫ θ

a
exp[

ν− 1
ν

(θ − t)](θ − t)τ−1U (t)dt, a < θ (1)

and

(
J τ,ν

b U
)
(x) =

1
ντΓ(τ)

∫ b

θ
exp[

ν− 1
ν

(t− θ)](t− θ)τ−1U (t)dt, θ < b. (2)

where the proportionality index ν ∈ (0, 1] and τ ∈ C with �(τ) > 0.

Remark 1. If we consider ν = 1 in (1) and (2), then we get the well-known left and right Riemann–Liouville
integrals which are respectively defined by

( aJ τU ) (x) =
1

Γ(τ)

∫ θ

a
(θ − t)τ−1U (t)dt, a < θ (3)

and

(J τ
b U ) (θ) =

1
Γ(τ)

∫ b

θ
(t− θ)τ−1U (t)dt, θ < b (4)

where τ ∈ C with �(τ) > 0.

Recently, Rahman et al. [47] proposed the following generalized Hadamard proportional
fractional integrals.

Definition 2. The left sided generalized Hadamard proportional fractional integral of order τ > 0 and
proportional index ν ∈ (0, 1] is defined by

( aHτ,νU ) (θ) = 1
ντΓ(τ)

∫ θ

a
exp[

ν− 1
ν

(ln θ − ln t)](ln θ − ln t)τ−1U (t)
t

dt, a < θ. (5)

Definition 3. The right sided generalized Hadamard proportional fractional integral of order τ > 0 and
proportional index ν ∈ (0, 1] is defined by

(
Hτ,ν

b U
)
(θ) =

1
ντΓ(τ)

∫ b

θ
exp[

ν− 1
ν

(ln t− ln θ)](ln t− ln θ)τ−1U (t)
t

dt, θ < b. (6)

Definition 4. The one sided generalized Hadamard proportional fractional integral of order τ > 0 and
proportional index ν ∈ (0, 1] is defined by

(
Hτ,ν

1,θU
)
(θ) =

1
ντΓ(τ)

∫ θ

1
exp[

ν− 1
ν

(ln θ − ln t)](ln θ − ln t)τ−1U (t)
t

dt, θ > 1, (7)

where Γ(τ) is the classical well-known gamma function.

Remark 2. If we consider ν = 1, then (5)–(7) will led to the following well-known Hadamard fractional integrals

( aHτU ) (θ) = 1
Γ(τ)

∫ θ

a
(ln θ − ln t)τ−1U (t)

t
dt, a < θ, (8)

(Hτ
bU ) (θ) =

1
Γ(τ)

∫ b

θ
(ln t− ln θ)τ−1U (t)

t
dt, θ < b (9)

483



Mathematics 2020, 8, 504

and

(
Hτ

1,θU
)
(θ) =

1
Γ(τ)

∫ θ

1
(ln θ − ln t)τ−1U (t)

t
dt, θ > 1. (10)

One can easily prove the following results

Lemma 1. (
Hτ,ν

1,θ exp[
ν− 1

ν
(ln θ)](ln θ)λ−1

)
(θ) =

Γ(λ)
ντΓ(τ + λ)

exp[
ν− 1

ν
(ln θ)](ln θ)τ+λ−1 (11)

and the semi group property (
Hτ,ν

1,θ

) (
Hλ,ν

1,θ

)
U (θ) =

(
Hτ+λ,ν

1,θ

)
U (θ). (12)

Remark 3. If ν = 1, then (11) will reduce to the result of [48] as defined by(
Hτ

1,θ(ln θ)λ−1
)
(θ) =

Γ(λ)
Γ(τ + λ)

(ln θ)τ+λ−1. (13)

3. Main Results

In this section, we present certain new proportional fractional integral inequalities by utilizing
Hadamard proportional fractional integral. Employ the left generalized proportional fractional integral
operator to establish the generalization of some classical inequalities.

Theorem 1. Let the two functions U and V be positive and continuous on the interval [1, ∞) and satisfy

(Vσ(ζ)Uσ(ρ)− Vσ(ρ)Uσ(ζ))
(
U δ−ξ(ρ)− U δ−ξ(ζ)

)
≥ 0, (14)

where ρ, ζ ∈ (1, θ), θ > 1 and for any σ > 0, δ ≥ ξ > 0. Assume that the function W : [1, ∞) → R+ is
positive and continuous. Then for all θ > 1, the following inequality for Hadamard proportional fractional
integral operator (7) holds;

Hτ,ν
1,θ

[
W(θ)U δ+σ(θ)

]
Hτ,ν

1,θ

[
W(θ)Vσ(θ)U ξ(θ)

]
≥Hτ,ν

1,θ

[
W(θ)Uσ+ξ(θ)

]
Hτ,ν

1,θ

[
W(θ)Vσ(θ)U δ(θ)

]
, (15)

where δ ≥ ξ > 0, τ, ν, σ > 0.

Proof. Consider the function

F (θ, ρ) =
1

ντΓ(τ)
e

ν−1
ν (ln θ−ln ρ)(ln θ − ln ρ)τ−1W(ρ)U ξ(ρ)

ρ
, (16)

where τ > 0, ξ > 0 and ρ ∈ (1, θ), θ > 1.
Since the functions U and V satisfy (14) for all ρ, ζ ∈ (1, θ), θ > 1 and for any σ > 0, δ ≥ ξ > 0.

Therefore, from (14), we have

Vσ(ζ)Uσ+δ−ξ(ρ) + Vσ(ρ)Uσ+δ−ξ(ζ) ≥ Vσ(ζ)Uσ(ρ)U δ−ξ(ζ) + Vσ(ρ)Uσ(ζ)U δ−ξ(ρ). (17)

We observe that the function F (θ, ρ) remains positive for all ρ ∈ (1, θ), θ > 1. Therefore
multiplying (17) by F (θ, ρ) (where F (θ, ρ) is defined in (16)) and integrating the resultant estimates
with respect to ρ over (1, θ), we get
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Vσ(ζ)
1

ντΓ(τ)

∫ θ

1
e

ν−1
ν (ln θ−ln ρ)(ln θ − ln ρ)τ−1W(ρ)U ξ(ρ)

ρ
Uσ+δ−ξ(ρ)dρ

+Uσ+δ−ξ(ζ)
1

ντΓ(τ)

∫ θ

1
e

ν−1
ν (ln θ−ln ρ)(ln θ − ln ρ)τ−1W(ρ)U ξ(ρ)

ρ
Vσ(ρ)dρ

≥Vσ(ζ)U δ−ξ(ζ)
1

ντΓ(τ)

∫ θ

1
e

ν−1
ν (ln θ−ln ρ)(ln θ − ln ρ)τ−1W(ρ)U ξ(ρ)

ρ
Uσ(ρ)dρ

+Uσ(ζ)
1

ντΓ(τ)

∫ θ

1
e

ν−1
ν (ln θ−ln ρ)(ln θ − ln ρ)τ−1W(ρ)U ξ(ρ)

ρ
Vσ(ρ)U δ−ξ(ρ)dρ,

which in view of (7) becomes,

Vσ(ζ)Hτ,ν
1,θ

[
W(θ)Uσ+δ(θ)

]
+ Uσ+δ−ξ(ζ)Hτ,ν

1,θ

[
W(θ)Vσ(θ)U ξ(θ)

]
≥Vσ(ζ)U δ−ξ(ζ)Hτ,ν

1,θ

[
W(θ)Uσ+ξ(ρ)

]
+ Uσ(ζ)Hτ,ν

1,θ

[
W(θ)Vσ(θ)U δ(θ)

]
. (18)

Now, multiplying (18) by F (θ, ζ) (where F (θ, ζ) can be obtain from (16) by replacing ρ by ζ) and
integrating the resultant estimates with respect to ζ over (1, θ) and then by using (7), we obtain

Hτ,ν
1,θ

[
W(θ)Vσ(θ)U ξ(θ)

]
Hτ,ν

1,θ

[
W(θ)Uσ+δ(θ)

]
+Hτ,ν

1,θ

[
W(θ)Uσ+δ(θ)

]
Hτ,ν

1,θ

[
W(θ)Vσ(θ)U ξ(θ)

]
≥Hτ,ν

1,θ

[
W(θ)Vσ(θ)U δ(θ)

]
Hτ,ν

1,θ

[
W(θ)Uσ+ξ(ρ)

]
+Hτ,ν

1,θ

[
W(θ)Uσ+ξ(θ)

]
Hτ,ν

1,θ

[
W(θ)Vσ(θ)U δ(θ)

]
,

which gives the desired assertion (15).

Remark 4. If the inequality (14) reverses, then the inequality (15) will also reverse.

Theorem 2. Let the two functions U and V be positive and continuous on the interval [1, ∞) and satisfy (14).
Assume that the function W : [1, ∞) → R+ is positive and continuous. Then for all θ > 1, the following
inequality for Hadamard proportional fractional integral operator (7) holds;

Hτ,ν
1,θ

[
W(θ)Uσ+δ(θ)

]
Hλ,ν

1,θ

[
W(θ)Vσ(θ)U ξ(θ)

]
+Hτ,ν

1,θ

[
W(θ)Vσ(θ)U ξ(θ)

]
Hλ,ν

1,θ

[
W(θ)Uσ+δ(θ)

]
≥ Hτ,ν

1,θ

[
W(θ)Uσ+ξ(ρ)

]
Hλ,ν

1,θ

[
W(θ)Vσ(θ)U δ(θ)

]
+Hτ,ν

1,θ

[
W(θ)Vσ(θ)U δ(θ)

]
Hλ,ν

1,θ

[
W(θ)Uσ+ξ(θ)

]
,

(19)

where δ ≥ ξ > 0, τ, λ, ν, σ > 0.

Proof. Taking product on both sides of (18) by G(θ, ζ) =
1

νλΓ(λ)
e

ν−1
ν (ln θ−ln ζ)(ln θ −

ln ζ)λ−1W(ζ)U ξ(ζ)

ζ
, where λ > 0, ξ > 0 and ζ ∈ (1, θ), θ > 1. and integrating the resultant estimates

with respect to ζ over (1, θ), we have

Hτ,ν
1,θ

[
W(θ)Uσ+δ(θ)

] 1
νλΓ(λ)

∫ θ

1
e

ν−1
ν (ln θ−ln ζ)(ln θ − ln ζ)λ−1W(ζ)U ξ(ζ)

ζ
Vσ(ζ)dζ

+Hτ,ν
1,θ

[
W(θ)Vσ(θ)U ξ(θ)

] 1
νλΓ(λ)

∫ θ

1
e

ν−1
ν (ln θ−ln ζ)(ln θ − ln ζ)λ−1W(ζ)U ξ(ζ)

ζ
Uσ+δ−ξ(ζ)dζ

≥Hτ,ν
1,θ

[
W(θ)Uσ+ξ(ρ)

] 1
νλΓ(λ)

∫ θ

1
e

ν−1
ν (ln θ−ln ζ)(ln θ − ln ζ)λ−1W(ζ)U ξ(ζ)

ζ
Vσ(ζ)U δ−ξ(ζ)dζ

+Hτ,ν
1,θ

[
W(θ)Vσ(θ)U δ(θ)

] 1
νλΓ(λ)

e
ν−1

ν (ln θ−ln ζ)(ln θ − ln ζ)λ−1W(ζ)U ξ(ζ)

ζ
Uσ(ζ)dζ,
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which in view of (7) yields,

Hτ,ν
1,θ

[
W(θ)Uσ+δ(θ)

]
Hλ,ν

1,θ

[
W(θ)Vσ(θ)U ξ(θ)

]
+Hτ,ν

1,θ

[
W(θ)Vσ(θ)U ξ(θ)

]
Hλ,ν

1,θ

[
W(θ)Uσ+δ(θ)

]
≥Hτ,ν

1,θ

[
W(θ)Uσ+ξ(ρ)

]
Hλ,ν

1,θ

[
W(θ)Vσ(θ)U δ(θ)

]
+Hτ,ν

1,θ

[
W(θ)Vσ(θ)U δ(θ)

]
Hλ,ν

1,θ

[
W(θ)Uσ+ξ(θ)

]
,

which completes the proof of (19).

Remark 5. Applying Theorem 2 for τ = λ, we get Theorem 1.

Theorem 3. Let the two functions U and V be positive and continuous on the interval [1, ∞) such that the
function U is decreasing and the function V is increasing on [1, ∞) and assume that the functionW : [1, ∞)→
R+ is positive and continuous. Then for all θ > 1, the following inequality for Hadamard proportional fractional
integral operator (7) holds;

Hτ,ν
1,θ

[
W(θ)U δ(θ)

]
Hτ,ν

1,θ

[
W(θ)Vσ(θ)U ξ(θ)

]
≥Hτ,ν

1,θ

[
W(θ)U ξ(θ)

]
Hτ,ν

1,θ

[
W(θ)Vσ(θ)U δ(θ)

]
, (20)

where δ ≥ ξ > 0, τ, ν, σ > 0.

Proof. Since the two functions U and V are positive and continuous on [1, ∞) such that U is decreasing
and V is increasing on [1, ∞), then for all σ > 0, δ ≥ ξ > 0, ρ, ζ ∈ (1, θ), θ > 1, we have

(Vσ(ζ)− Vσ(ρ))
(
U δ−ξ(ρ)− U δ−ξ(ζ)

)
≥ 0,

which follows that

Vσ(ζ)U δ−ξ(ρ) + Vσ(ρ)U δ−ξ(ζ) ≥ Vσ(ζ)U δ−ξ(ζ) + Vσ(ρ)U δ−ξ(ρ). (21)

Multiplying (21) by F (θ, ρ) (where F (θ, ρ) is defined in (16)) and integrating the resultant
estimates with respect to ρ over (1, θ), we get

Vσ(ζ)
1

ντΓ(τ)

∫ θ

1
e

ν−1
ν (ln θ−ln ρ)(ln θ − ln ρ)τ−1W(ρ)U ξ(ρ)

ρ
U δ−ξ(ρ)dρ

+U δ−ξ(ζ)
1

ντΓ(τ)

∫ θ

1
e

ν−1
ν (ln θ−ln ρ)(ln θ − ln ρ)τ−1W(ρ)U ξ(ρ)

ρ
Vσ(ρ)dρ

≥Vσ(ζ)U δ−ξ(ζ)
1

ντΓ(τ)

∫ θ

1
e

ν−1
ν (ln θ−ln ρ)(ln θ − ln ρ)τ−1W(ρ)U ξ(ρ)

ρ
dρ

+
1

ντΓ(τ)

∫ θ

1
e

ν−1
ν (ln θ−ln ρ)(ln θ − ln ρ)τ−1W(ρ)U ξ(ρ)

ρ
Vσ(ρ)U δ−ξ(ρ)dρ,

which in view of (7) becomes,

Vσ(ζ)Hτ,ν
1,θ

[
W(θ)U δ(θ)

]
+ U δ−ξ(ζ)Hτ,ν

1,θ

[
W(θ)Vσ(θ)U ξ(θ)

]
≥Vσ(ζ)U δ−ξ(ζ)Hτ,ν

1,θ

[
W(θ)U ξ(θ)

]
+Hτ,ν

1,θ

[
W(θ)Vσ(θ)U δ(θ)

]
. (22)

Again, multiplying (22) by F (θ, ζ) (where F (θ, ζ) can be obtained from (16)) and integrating the
resultant estimates with respect to ζ over (1, θ) and then employing (7), we get
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Hτ,ν
1,θ

[
W(θ)Vσ(θ)U ξ(θ)

]
Hτ,ν

1,θ

[
W(θ)U δ(θ)

]
+Hτ,ν

1,θ

[
W(θ)U δ(θ)

]
Hτ,ν

1,θ

[
W(θ)Vσ(θ)U ξ(θ)

]
≥Hτ,ν

1,θ

[
W(θ)Vσ(θ)U δ(θ)

]
Hτ,ν

1,θ

[
W(θ)U ξ(θ)

]
+Hτ,ν

1,θ

[
W(θ)U ξ(θ)

]
Hτ,ν

1,θ

[
W(θ)Vσ(θ)U δ(θ)

]
,

which gives the desired assertion (20).

Theorem 4. Let the two functions U and V be positive and continuous on the interval [1, ∞) such that the
function U is decreasing and the function V is increasing on [1, ∞) and assume that the functionW : [1, ∞)→
R+ is positive and continuous. Then for all θ > 1, the following inequality for Hadamard proportional fractional
integral operator (7) holds;

Hτ,ν
1,θ

[
W(θ)U δ(θ)

]
Hλ,ν

1,θ

[
W(θ)Vσ(θ)U ξ(θ)

]
+Hλ,ν

1,θ

[
W(θ)U δ(θ)

]
Hτ,ν

1,θ

[
W(θ)Vσ(θ)U ξ(θ)

]
≥Hτ,ν

1,θ

[
W(θ)U ξ(θ)

]
Hλ,ν

1,θ

[
W(θ)Vσ(θ)U δ(θ)

]
+Hλ,ν

1,θ

[
W(θ)U ξ(θ)

]
Hτ,ν

1,θ

[
W(θ)Vσ(θ)U δ(θ)

]
, (23)

where δ ≥ ξ > 0, τ, λ, ν, σ > 0.

Proof. Taking product on both sides of (22) by G(θ, ζ) =
1

νλΓ(λ)
e

ν−1
ν (ln θ−ln ζ)(ln θ −

ln ζ)λ−1W(ζ)U ξ(ζ)

ζ
, where λ > 0, ξ > 0 and ζ ∈ (1, θ), θ > 1. and integrating the resultant estimates

with respect to ζ over (1, θ), we have

Hτ,ν
1,θ

[
W(θ)U δ(θ)

] 1
νλΓ(λ)

∫ θ

1
e

ν−1
ν (ln θ−ln ζ)(ln θ − ln ζ)λ−1W(ζ)U ξ(ζ)

ζ
Vσ(ζ)dζ

+Hτ,ν
1,θ

[
W(θ)Vσ(θ)U ξ(θ)

] 1
νλΓ(λ)

∫ θ

1
e

ν−1
ν (ln θ−ln ζ)(ln θ − ln ζ)λ−1W(ζ)U ξ(ζ)

ζ
U δ−ξ(ζ)dζ

≥Hτ,ν
1,θ

[
W(θ)U ξ(θ)

] 1
νλΓ(λ)

∫ θ

1
e

ν−1
ν (ln θ−ln ζ)(ln θ − ln ζ)λ−1W(ζ)U ξ(ζ)

ζ
Vσ(ζ)U δ−ξ(ζ)dζ

+Hτ,ν
1,θ

[
W(θ)Vσ(θ)U δ(θ)

] 1
νλΓ(λ)

∫ θ

1
e

ν−1
ν (ln θ−ln ζ)(ln θ − ln ζ)λ−1W(ζ)U ξ(ζ)

ζ
dζ.

Consequently, in view of (7) it can be written as,

Hτ,ν
1,θ

[
W(θ)U δ(θ)

]
Hλ,ν

1,θ

[
W(θ)Vσ(θ)U ξ(θ)

]
+Hτ,ν

1,θ

[
W(θ)Vσ(θ)U ξ(θ)

]
Hλ,ν

1,θ

[
W(θ)U δ(θ)

]
≥Hτ,ν

1,θ

[
W(θ)U ξ(θ)

]
Hλ,ν

1,θ

[
W(θ)Vσ(θ)U δ(θ)

]
+Hτ,ν

1,θ

[
W(θ)Vσ(θ)U δ(θ)

]
Hλ,ν

1,θ

[
W(θ)U ξ(θ)

]
,

which gives the desired inequality (23).

Remark 6. Applying Theorem 4 for τ = λ, we get Theorem 3.

Next, we present some fractional proportional inequalities for a family of n positive functions
defined on [1, ∞) by utilizing Hadamard proportional fractional integral (7).

Theorem 5. Let the functions Uj, (j = 1, 2, · · · , n) and V be positive and continuous on the interval [1, ∞).
Suppose that for any fixed k = 1, 2, · · · , n,

(Vσ(ζ)Uσ
k (ρ)− Vσ(ρ)Uσ

k (ζ))
(
U δ−ξk

k (ρ)− U δ−ξk
k (ζ)

)
≥ 0, (24)

where ρ, ζ ∈ (1, θ), θ > 1, σ > 0, δ > ξk > 0. Assume that the function W : [1, ∞) → R+ is positive
and continuous. Then for all θ > 1, the following inequality for Hadamard proportional fractional integral
operator (7) holds;
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Hτ,ν
1,θ

[
W(θ)U δ+σ

k (θ)
n

∏
j �=k
U ξ j

j (θ)

]
Hτ,ν

1,θ

[
W(θ)Vσ(θ)

n

∏
j=1
U ξ j

j (θ)

]

≥Hτ,ν
1,θ

[
W(θ)Uσ

k (θ)
n

∏
j=1
U ξ j

j (θ)

]
Hτ,ν

1,θ

[
W(θ)Vσ(θ)U δ

k (θ)
n

∏
j �=k
U ξ j

j (θ)

]
, (25)

where δ ≥ ξk > 0, τ, ν, σ > 0 and k = 1, 2, · · · , n.

Proof. Consider the function

F1(θ, ρ) =
1

ντΓ(τ)
e

ν−1
ν (ln θ−ln ρ)(ln θ − ln ρ)τ−1

W(ρ)∏n
j=1 U

ξ j
j (ρ)

ρ
, (26)

ξ j > 0, j = 1, 2, · · · , n, ρ ∈ (1, θ), θ > 1.

Since the functions Uj, (j = 1, 2, · · · , n) and V satisfy (24) for any fixed k = 1, 2, · · · , n. Therefore,
we can write

Vσ(ζ)U δ+σ−ξk
k (ρ) + Vσ(ρ)U δ+σ−ξk

k (ζ) ≥ Vσ(ζ)Uσ
k (ρ)U

δ−ξk
k (ζ) + Vσ(ρ)Uσ

k (ζ)U
δ−ξk
k (ρ). (27)

Multiplying (27) by F1(θ, ρ) (where F1(θ, ρ) is defined in (26)) and integrating the resultant
estimates with respect to ρ over (1, θ), θ > 1, we have

Vσ(ζ)
1

ντΓ(τ)

∫ ∞

1
e

ν−1
ν (ln θ−ln ρ)(ln θ − ln ρ)τ−1

W(ρ)∏n
j=1 U

ξ j
j (ρ)

ρ
U δ+σ−ξk

k (ρ)dρ

+U δ+σ−ξk
k (ζ)

1
ντΓ(τ)

∫ ∞

1
e

ν−1
ν (ln θ−ln ρ)(ln θ − ln ρ)τ−1

W(ρ)∏n
j=1 U

ξ j
j (ρ)

ρ
Vσ(ρ)dρ

≥Vσ(ζ)U δ−ξk
k (ζ)

1
ντΓ(τ)

∫ ∞

1
e

ν−1
ν (ln θ−ln ρ)(ln θ − ln ρ)τ−1

W(ρ)∏n
j=1 U

ξ j
j (ρ)

ρ
Uσ

k (ρ)dρ

+Uσ
k (ζ)

1
ντΓ(τ)

∫ ∞

1
e

ν−1
ν (ln θ−ln ρ)(ln θ − ln ρ)τ−1

W(ρ)∏n
j=1 U

ξ j
j (ρ)

ρ
Vσ(ρ)U δ−ξk

k (ρ)dρ,

which with aid of (7) gives

Vσ(ζ)Hτ,ν
1,θ

[
W(θ)U δ+σ

k (θ)
n

∏
j �=k
U ξ j

j (θ)

]
+ U δ+σ−ξk

k (ζ)Hτ,ν
1,θ

[
W(θ)Vσ(θ)

n

∏
j=1
U ξ j

j (θ)

]
(28)

≥Vσ(ζ)U δ−ξk
k (ζ)Hτ,ν

1,θ

[
W(θ)Uσ

k (θ)
n

∏
j=1
U ξ j

j (θ)

]
+ Uσ

k (ζ)Hτ,ν
1,θ

[
W(θ)Vσ(θ)U δ+σ

k (θ)
n

∏
j �=k
U ξ j

j (θ)

]
. (29)

Now, multiplying (28) by F1(θ, ζ) (where F1(θ, ζ) can be obtained from (26) by replacing ρ by ζ )
and integrating the resultant estimates with respect to ζ over (1, θ), θ > 1 and then by applying (7),
we obtain
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Hτ,ν
1,θ

[
W(θ)U δ+σ

k (θ)
n

∏
j �=k
U ξ j

j (θ)

]
Hτ,ν

1,θ

[
W(θ)Vσ(θ)

n

∏
j=1
U ξ j

j (θ)

]

+Hτ,ν
1,θ

[
W(θ)Vσ(θ)

n

∏
j=1
U ξ j

j (θ)

]
Hτ,ν

1,θ

[
W(θ)U δ+σ

k (θ)
n

∏
j �=k
U ξ j

j (θ)

]

≥Hτ,ν
1,θ

[
W(θ)Uσ

k (θ)
n

∏
j=1
U ξ j

j (θ)

]
Hτ,ν

1,θ

[
W(θ)Vσ(θ)U δ

k (θ)
n

∏
j �=k
U ξ j

j (θ)

]

+Hτ,ν
1,θ

[
W(θ)Vσ(θ)U δ

k (θ)
n

∏
j �=k
U ξ j

j (θ)

]
Hτ,ν

1,θ

[
W(θ)Uσ

k (θ)
n

∏
j=1
U ξ j

j (θ)

]
,

which completes the desired assertion (25).

Theorem 6. Let the functions Uj, (j = 1, 2, · · · , n) and V be positive and continuous on the interval [1, ∞)

and satisfy (24) for any fixed k = 1, 2, · · · , n. Assume that the function W : [1, ∞) → R+ is positive
and continuous. Then for all θ > 1, the following inequality for Hadamard proportional fractional integral
operator (7) holds;

Hτ,ν
1,θ

[
W(θ)U δ+σ

k (θ)
n

∏
j �=k
U ξ j

j (θ)

]
Hλ,ν

1,θ

[
W(θ)Vσ(θ)

n

∏
j=1
U ξ j

j (θ)

]

+Hλ,ν
1,θ

[
W(θ)U δ+σ

k (θ)
n

∏
j �=k
U ξ j

j (θ)

]
Hτ,ν

1,θ

[
W(θ)Vσ(θ)

n

∏
j=1
U ξ j

j (θ)

]

≥Hτ,ν
1,θ

[
W(θ)Uσ

k (θ)
n

∏
j=1
U ξ j

j (θ)

]
Hλ,ν

1,θ

[
W(θ)Vσ(θ)U δ

k (θ)
n

∏
j �=k
U ξ j

j (θ)

]
(30)

+Hλ,ν
1,θ

[
W(θ)Uσ

k (θ)
n

∏
j=1
U ξ j

j (θ)

]
Hτ,ν

1,θ

[
W(θ)Vσ(θ)U δ

k (θ)
n

∏
j �=k
U ξ j

j (θ)

]
,

where δ ≥ ξk > 0, τ, λ, ν, σ > 0 and k = 1, 2, · · · , n.

Proof. Taking product on both sides of (28) by G1(θ, ζ) =
1

νλΓ(λ)
e

ν−1
ν (ln θ−ln ζ)(ln θ −

ln ζ)λ−1
W(ζ)∏n

j=1 U
ξ j
j (ζ)

ζ
, where λ > 0, ξ j > 0 and ζ ∈ (1, θ), θ > 1, j = 1, 2, · · · , n and integrating

the resultant estimates with respect to ζ over (1, θ), we have

Hτ,ν
1,θ

⎡⎣W(θ)U δ+σ
k (θ)

n

∏
j �=k
U ξ j

j (θ)

⎤⎦ 1
νλΓ(λ)

∫ θ

1
e

ν−1
ν (ln θ−ln ζ)(ln θ − ln ζ)λ−1

W(ζ)∏n
j=1 U

ξ j

j (ζ)

ζ
Vσ(ζ)dζ

+Hτ,ν
1,θ

⎡⎣W(θ)Vσ(θ)
n

∏
j=1
U ξ j

j (θ)

⎤⎦ 1
νλΓ(λ)

∫ θ

1
e

ν−1
ν (ln θ−ln ζ)(ln θ − ln ζ)λ−1

W(ζ)∏n
j=1 U

ξ j

j (ζ)

ζ
U δ+σ−ξk

k (ζ)dζ

≥Hτ,ν
1,θ

⎡⎣W(θ)Uσ
k (θ)

n

∏
j=1
U ξ j

j (θ)

⎤⎦ 1
νλΓ(λ)

∫ θ

1
e

ν−1
ν (ln θ−ln ζ)(ln θ − ln ζ)λ−1

W(ζ)∏n
j=1 U

ξ j

j (ζ)

ζ
Vσ(ζ)U δ−ξk

k (ζ)dζ

+Hτ,ν
1,θ

⎡⎣W(θ)Vσ(θ)U δ+σ
k (θ)

n

∏
j �=k
U ξ j

j (θ)

⎤⎦ 1
νλΓ(λ)

∫ θ

1
e

ν−1
ν (ln θ−ln ζ)(ln θ − ln ζ)λ−1

W(ζ)∏n
j=1 U

ξ j

j (ζ)

ζ
Uσ

k (ζ)dζ,
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which in view of (7) yields the desired assertion

Hτ,ν
1,θ

[
W(θ)U δ+σ

k (θ)
n

∏
j �=k
U ξ j

j (θ)

]
Hλ,ν

1,θ

[
W(θ)Vσ(θ)

n

∏
j=1
U ξ j

j (θ)

]

+Hλ,ν
1,θ

[
W(θ)U δ+σ

k (θ)
n

∏
j �=k
U ξ j

j (θ)

]
Hτ,ν

1,θ

[
W(θ)Vσ(θ)

n

∏
j=1
U ξ j

j (θ)

]

≥Hτ,ν
1,θ

[
W(θ)Uσ

k (θ)
n

∏
j=1
U ξ j

j (θ)

]
Hλ,ν

1,θ

[
W(θ)Vσ(θ)U δ

k (θ)
n

∏
j �=k
U ξ j

j (θ)

]

+Hλ,ν
1,θ

[
W(θ)Uσ

k (θ)
n

∏
j=1
U ξ j

j (θ)

]
Hτ,ν

1,θ

[
W(θ)Vσ(θ)U δ

k (θ)
n

∏
j �=k
U ξ j

j (θ)

]
.

Remark 7. Applying Theorem 6 for τ = λ, we get Theorem 5.

Theorem 7. Let the functions Uj, (j = 1, 2, · · · , n) and V be positive and continuous on the interval [1, ∞)

such that the function V is increasing and the function Uj for j = 1, 2, · · · , n are decreasing on [1, ∞).
Assume that the function W : [1, ∞) → R+ is positive and continuous. Then for all θ > 1, the following
inequality for Hadamard proportional fractional integral operator (7) holds;

Hτ,ν
1,θ

[
W(θ)U δ

k (θ)
n

∏
j �=k
U ξ j

j (θ)

]
Hτ,ν

1,θ

[
W(θ)Vσ(θ)

n

∏
j=1
U ξ j

j (θ)

]

≥Hτ,ν
1,θ

[
W(θ)Vσ(θ)U δ

k (θ)
n

∏
j �=k
U ξ j

j (θ)

]
Hτ,ν

1,θ

[
W(θ)

n

∏
j=1
U ξ j

j (θ)

]
, (31)

where δ ≥ ξk > 0, τ, ν, σ > 0 and k = 1, 2, · · · , n.

Proof. Under the conditions stated in Theorem 7, we can write

(Vσ(ζ)− Vσ(ρ))
(
U δ−ξk

k (ρ)− U δ−ξk
k (ζ)

)
≥ 0 (32)

for any ρ, ζ ∈ (1, θ), θ > 1, σ > 0, δ > ξk > 0, k = 1, 2, 3, · · · , n.
From (32), we have

Vσ(ζ)U δ−ξk
k (ρ) + Vσ(ρ)U δ−ξk

k (ζ) ≥ Vσ(ζ)U δ−ξk
k (ζ) + Vσ(ρ)U δ−ξk

k (ρ). (33)

Multiplying (27) by F1(θ, ρ) (where F1(θ, ρ) is defined in (26)) and integrating the resultant
estimates with respect to ρ over (1, θ), θ > 1, we have

Vσ(ζ)
1

ντΓ(τ)

∫ θ

1
e

ν−1
ν (ln θ−ln ρ)(ln θ − ln ρ)τ−1

W(ρ)∏n
j=1 U

ξ j
j (ρ)

ρ
U δ−ξk

k (ρ)dρ

+U δ−ξk
k (ζ)

1
ντΓ(τ)

∫ θ

1
e

ν−1
ν (ln θ−ln ρ)(ln θ − ln ρ)τ−1

W(ρ)∏n
j=1 U

ξ j
j (ρ)

ρ
Vσ(ρ)dρ

≥Vσ(ζ)U δ−ξk
k (ζ)

1
ντΓ(τ)

∫ θ

1
e

ν−1
ν (ln θ−ln ρ)(ln θ − ln ρ)τ−1

W(ρ)∏n
j=1 U

ξ j
j (ρ)

ρ
dρ

+
1

ντΓ(τ)

∫ θ

1
e

ν−1
ν (ln θ−ln ρ)(ln θ − ln ρ)τ−1

W(ρ)∏n
j=1 U

ξ j
j (ρ)

ρ
Vσ(ρ)U δ−ξk

k (ρ)dρ,
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which in view of Hadamard proportional fractional integral (7) becomes

Vσ(ζ)Hτ,ν
1,θ

[
W(θ)U δ

k (θ)
n

∏
j �=k
U ξ j

j (θ)

]
+ U δ−ξk

k (ζ)Hτ,ν
1,θ

[
W(θ)Vσ(θ)

n

∏
j=1
U ξ j

j (θ)

]

≥Vσ(ζ)U δ−ξk
k (ζ)Hτ,ν

1,θ

[
W(θ)

n

∏
j=1
U ξ j

j (θ)

]
+Hτ,ν

1,θ

[
W(θ)Vσ(θ)U δ

k (θ)
n

∏
j �=k
U ξ j

j (θ)

]
. (34)

Now, multiplying (34) by F1(θ, ζ) (where F1(θ, ζ) can be obtained from (26) by replacing ρ by ζ )
and integrating the resultant estimates with respect to ζ over (1, θ), θ > 1 and then by applying (7),
we obtain

Hτ,ν
1,θ

[
W(θ)U δ

k (θ)
n

∏
j �=k
U ξ j

j (θ)

]
Hτ,ν

1,θ

[
W(θ)Vσ(θ)

n

∏
j=1
U ξ j

j (θ)

]

≥Hτ,ν
1,θ

[
W(θ)Vσ(θ)U δ

k (θ)
n

∏
j �=k
U ξ j

j (θ)

]
Hτ,ν

1,θ

[
W(θ)

n

∏
j=1
U ξ j

j (θ)

]
,

which is the desired assertion (31).

Theorem 8. Let the functions Uj, (j = 1, 2, · · · , n) and V be positive and continuous on the interval [1, ∞)

such that the function V is increasing and the function Uj for j = 1, 2, · · · , n are decreasing on [1, ∞).
Assume that the function W : [1, ∞) → R+ is positive and continuous. Then for all θ > 1, the following
inequality for Hadamard proportional fractional integral operator (7) holds;

Hτ,ν
1,θ

[
W(θ)U δ

k (θ)
n

∏
j �=k
U ξ j

j (θ)

]
Hλ,ν

1,θ

[
W(θ)Vσ(θ)

n

∏
j=1
U ξ j

j (θ)

]

+Hλ,ν
1,θ

[
W(θ)U δ

k (θ)
n

∏
j �=k
U ξ j

j (θ)

]
Hτ,ν

1,θ

[
W(θ)Vσ(θ)

n

∏
j=1
U ξ j

j (θ)

]

≥Hτ,ν
1,θ

[
W(θ)Vσ(θ)U δ

k (θ)
n

∏
j �=k
U ξ j

j (θ)

]
Hλ,ν

1,θ

[
W(θ)

n

∏
j=1
U ξ j

j (θ)

]
(35)

+Hτ,ν
1,θ

[
W(θ)Vσ(θ)U δ

k (θ)
n

∏
j �=k
U ξ j

j (θ)

]
Hλ,ν

1,θ

[
W(θ)

n

∏
j=1
U ξ j

j (θ)

]
,

where δ ≥ ξk > 0, τ, λ, ν, σ > 0 and k = 1, 2, · · · , n.

Proof. To obtain the desire assertion (35), we multiply (34) by G1(θ, ζ) =
1

νλΓ(λ)
e

ν−1
ν (ln θ−ln ζ)(ln θ −

ln ζ)λ−1
W(ζ)∏n

j=1 U
ξ j
j (ζ)

ζ
, where λ > 0, ξ j > 0 and ζ ∈ (1, θ), θ > 1, j = 1, 2, · · · , n and integrating

the resultant estimates with respect to ζ over (1, θ), we have
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1
νλΓ(λ)

∫ θ

1
e

ν−1
ν (ln θ−ln ζ)(ln θ − ln ζ)λ−1

W(ζ)∏n
j=1 U

ξ j
j (ζ)

ζ
Vσ(ζ)dζHτ,ν

1,θ

[
W(θ)U δ

k (θ)
n

∏
j �=k
U ξ j

j (θ)

]

+
1

νλΓ(λ)

∫ θ

1
e

ν−1
ν (ln θ−ln ζ)(ln θ − ln ζ)λ−1

W(ζ)∏n
j=1 U

ξ j
j (ζ)

ζ
U δ−ξk

k (ζ)dζHτ,ν
1,θ

[
W(θ)Vσ(θ)

n

∏
j=1
U ξ j

j (θ)

]

≥ 1
νλΓ(λ)

∫ θ

1
e

ν−1
ν (ln θ−ln ζ)(ln θ − ln ζ)λ−1

W(ζ)∏n
j=1 U

ξ j
j (ζ)

ζ
Vσ(ζ)U δ−ξk

k (ζ)dζHτ,ν
1,θ

[
W(θ)

n

∏
j=1
U ξ j

j (θ)

]

+Hτ,ν
1,θ

[
W(θ)Vσ(θ)U δ

k (θ)
n

∏
j �=k
U ξ j

j (θ)

]
1

νλΓ(λ)

∫ θ

1
e

ν−1
ν (ln θ−ln ζ)(ln θ − ln ζ)λ−1

W(ζ)∏n
j=1 U

ξ j
j (ζ)

ζ
.

which in view of Hadamard proportional fractional integral (7) gives

Hτ,ν
1,θ

[
W(θ)U δ

k (θ)
n

∏
j �=k
U ξ j

j (θ)

]
Hλ,ν

1,θ

[
W(θ)Vσ(θ)

n

∏
j=1
U ξ j

j (θ)

]

+Hλ,ν
1,θ

[
W(θ)U δ

k (θ)
n

∏
j �=k
U ξ j

j (θ)

]
Hτ,ν

1,θ

[
W(θ)Vσ(θ)

n

∏
j=1
U ξ j

j (θ)

]

≥Hτ,ν
1,θ

[
W(θ)Vσ(θ)U δ

k (θ)
n

∏
j �=k
U ξ j

j (θ)

]
Hλ,ν

1,θ

[
W(θ)

n

∏
j=1
U ξ j

j (θ)

]

+Hτ,ν
1,θ

[
W(θ)Vσ(θ)U δ

k (θ)
n

∏
j �=k
U ξ j

j (θ)

]
Hλ,ν

1,θ

[
W(θ)

n

∏
j=1
U ξ j

j (θ)

]
,

which completes the proof of (35).

Remark 8. Applying Theorem 8 for τ = λ, we get Theorem 7.

4. Concluding Remarks

Recently Jarad et al. [46] introduced the idea of generalized proportional fractional integral
operators which comprises exponential in their kernels. Later on, Rahman et al. [47] studied
these operators and defined Hadamard proportional fractional integrals. They established certain
inequalities for convex functions by employing Hadamard proportional fractional integrals. In [49],
the authors defined bounds of generalized proportional fractional integral operators for convex
functions and their applications. Motivated by the above, here we presented certain inequalities
by employing Hadamard proportional fractional integrals. The inequalities obtained in this paper
generalized the inequalities presented earlier by Houas [45].
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Abstract: In this paper, firstly we prove the relationship between interval h-convex functions
and interval harmonically h-convex functions. Secondly, several new Hermite–Hadamard type
inequalities for interval h-convex functions via interval Riemann–Liouville type fractional integrals
are established. Finally, we obtain some new fractional Hadamard–Hermite type inequalities for
interval harmonically h-convex functions by using the above relationship. Also we discuss the
importance of our results and some special cases. Our results extend and improve some previously
known results.

Keywords: Hermite–Hadamard type inequalities; interval-valued functions; fractional integrals

1. Introduction

Hermite–Hadamard inequality was firstly discovered by Hermite and Hadamard for convex
functions are considerable significant in the literature. Since Hermite–Hadamard inequality has been
regarded as one of the most useful inequalities in mathematical analysis and optimization, many papers
have provided generalizations, refinements and extensions, see [1–4]. Due to the fractional integral
has played a irreplaceable part in various scientific fields and importance of Hermite–Hadamard type
inequalities, Sarikaya et al. [5] presented Hermite–Hadamard type inequalities via fractional integrals.
Moreover, many papers relating to fractional integral inequalities have been obtained for different
classes of functions, see [6–8].

On the other hand, interval analysis was initially developed as an attempt to deal with
interval uncertainty that appears in computer graphics [9], automatic error analysis [10], and many
others. Recently, several authors have extended their research by combining integral inequalities
with interval-valued functions (IVFs), one can see Chalco-Cano et al. [11], Román-Flores et al. [12],
Flores-Franulič et al. [13], Zhao et al. [14,15], An et al. [16]. As a further extension, more and more
Hermite–Hadamard type inequalities involving interval Riemann–Liouville type fractional integral
have been obtained for different classes of IVFs, see for interval convex functions [17], for interval
harmonically convex functions [18] and the references therein.

Motivated by the ongoing research, We proved the relationship between interval
h-convex functions and interval harmonically h-convex functions, then we establish some new
Hermite–Hadamard type inequalities for interval h-convex functions and interval harmonically
h-convex functions via interval Riemann–Liouville type fractional integrals. Our results extend and
improve some known results. Also we discuss the importance of our results and some special cases.
In addition, results obtained in this paper may be extended for other classes of convex functions
including interval (h1, h2)-convex functions and interval Log-h-convex functions and used as a tool to
investigate the research of optimization and probability, among others.

Mathematics 2020, 8, 534; doi:10.3390/math8040534 www.mdpi.com/journal/mathematics495
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2. Preliminaries and Result

Let us denote by RI the collection of all nonempty closed intervals of the real line R. We call
[z] = [z, z] positive if z > 0. We denote by R+

I and R+ the set of all positive intervals and the set of all
positive numbers of R, respectively. For [z] = [z, z], [s] = [s, s] ∈ RI , the inclusion “⊆” is defined by

[z, z] ⊆ [s, s]⇔ s ≤ z, z ≤ s.

For λ ∈ R, the Minkowski addition and scalar multiplication are defined by

[z] + [s] = [z, z] + [s, s] = [z + s, z + s];

λ[z] = λ[z, z] =

⎧⎪⎨⎪⎩
[λz, λz] , λ > 0,
{0}, λ = 0,
[λz, λz] , λ < 0

respectively. The conception of Riemann integral for interval-valued function is introduced in [19].
Moreover, we have

Definition 1. [19] Let f : [a, b] → RI be an interval-valued function such that f = [ f , f ]. Then the f is
Riemann integrable on [a, b] iff f and f are Riemann integrable on [a, b] and

∫ b

a
f (t)dt =

[∫ b

a
f (t)dt,

∫ b

a
f (t)dt

]
.

The set of all Riemann integrable IVFs on [a, b] will be denoted by IR([a,b]). For more basic
notations with interval analysis, see [19,20]. Furthermore, we recall the following results in [17].

Definition 2. Let f : [a, b] → RI be an interval-valued function and f ∈ IR([a,b]). Then the interval
Riemann–Liouville type fractional integrals of f are defined by

J α
a+ f (t) =

1
Γ(α)

∫ t

a
(t− ν)α−1 f (ν)dν, t > a.

and

J α
b− f (t) =

1
Γ(α)

∫ b

t
(ν− t)α−1 f (ν)dν, t < b.

where α > 0 and Γ is the Gamma function.

Definition 3. [14] Let h : [0, 1] → R+ be a non-negative function. We say that f : [a, b] → R+
I is interval

h-convex function or that f ∈ SX(h, [a, b],R+
I ), if for all x, y ∈ [a, b] and ν ∈ [0, 1], we have

f (νx + (1− ν)y) ⊇ h(ν) f (x) + h(1− ν) f (y).

Definition 4. [15] Let h : [0, 1] → R+ be a non-negative function. We say that f : [a, b] → R+
I is interval

harmonically h-convex function or that f ∈ SHX(h, [a, b],R+
I ), if for all x, y ∈ [a, b] and ν ∈ [0, 1], we have

f
(

xy
νx + (1− ν)y

)
⊇ h(1− ν) f (x) + h(ν) f (y).

Next, we will present the relationship between interval h-convex functions and interval
harmonically h-convex functions which will be used in Section 4.

Theorem 1. f (x) ∈ SHX(h, [a, b],R+
I ) iff f

( 1
x
)
∈ SX(h, [a, b],R+

I ).

496



Mathematics 2020, 8, 534

Proof. Let ψ(x) = f
( 1

x
)
. Since f ∈ SHX(h, [a, b],R+

I ),

f
(

xy
νx + (1− ν)y

)
⊇ h(1− ν) f (x) + h(ν) f (y). (1)

By using A = 1
x and B = 1

y to replace x and y, respectively, applying (1)

f

( 1
xy

ν 1
x + (1− ν) 1

y

)
= f

(
1

(1− ν)x + νy

)
= ψ ((1− ν)x + νy)

⊇ h(ν) f
(

1
y

)
+ h(1− ν) f

(
1
x

)
= h(ν)ψ(y) + h(1− ν)ψ(x),

which gives that ψ ∈ SX(h, [a, b],R+
I ).

On the other hand, if ψ ∈ SX(h, [a, b],R+
I ), then

ψ (νx + (1− ν)y) ⊇ h(ν)ψ(x) + h(1− ν)ψ(y).

In the same way as above, we have

ψ

(
ν

1
x
+ (1− ν)

1
y

)
= f

(
1

ν 1
x + (1− ν) 1

y

)
= f

(
xy

(1− ν)x + νy

)
⊇ h(ν)ψ

(
1
x

)
+ h(1− ν)ψ

(
1
y

)
= h(ν) f (x) + h(1− ν) f (y),

which gives that f ∈ SHX(h, [a, b],R+
I ). We have completed the proof.

Remark 1. If h(ν) = ν and f = f , then we get the Lemma 2.1 of [6].

3. Fractional Hermite–Hadamard Type Inequalities of Interval h-Convex Functions

In this section, we will prove some new Hermite–Hadamard type inequalities for interval h-convex
functions via interval Riemann–Liouville type integrals.

Theorem 2. Let f : [a, b] → R+
I be an interval-valued function such that f = [ f , f ] and f ∈ IR([a,b]), h :

[0, 1]→ R+ be a non-negative function and h
(

1
2

)
�= 0. If f ∈ SX(h, [a, b],R+

I ), then

1
αh( 1

2 )
f
(

a + b
2

)
⊇ Γ(α)

(b− a)α

[
J α

a+ f (b) + J α
b− f (a)

]
⊇ [ f (a) + f (b)]

∫ 1

0
να−1[h(ν) + h(1− ν)

]
dν

(2)

with α > 0.

Proof. Since f ∈ SX(h, [a, b],R+
I ), we have

1
h( 1

2 )
f
( x + y

2

)
⊇ f (x) + f (y).
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Let x = νa + (1− ν)b, y = (1− ν)a + νb, ν ∈ [0, 1], then

1
h( 1

2 )
f
( a + b

2

)
⊇ f (νa + (1− ν)b) + f ((1− ν)a + νb). (3)

Multiplying both sides (3) by να−1 and integrating on [0, 1], we get

1
αh( 1

2 )
f
(

a + b
2

)
=

1
h( 1

2 )
f
(

a + b
2

) ∫ 1

0
να−1dν

⊇
[∫ 1

0
να−1 f (νa + (1− ν)b)dν +

∫ 1

0
να−1 f ((1− ν)a + νb)dν

]
=

[∫ 1

0
να−1

(
f (νa + (1− ν)b) + f ((1− ν)a + νb)

)
dν,∫ 1

0
να−1

(
f (νa + (1− ν)b) + f ((1− ν)a + νb)

)
dν

]
=

[∫ a

b
(τ(μ))α−1 f (μ)

dμ

a− b
+
∫ b

a
(1− τ(μ))α−1 f (μ)

dμ

b− a
,∫ a

b
(τ(μ))α−1 f (μ)

dμ

a− b
+
∫ b

a
(1− τ(μ))α−1 f (μ)

dμ

b− a

]
=

Γ(α)
(b− a)α

[
Jα
a+ f (b) + Jα

b− f (a), Jα
a+ f (b) + Jα

b− f (a)
]

=
Γ(α)

(b− a)α

[
J α

a+ f (b) + J α
b− f (a)

]
.

(4)

where τ(μ) = b−μ
b−a .

Similarly, since f ∈ SX(h, [a, b],R+
I ),

f
(
νa + (1− ν)b

)
+ f

(
(1− ν)a + νb

)
⊇
[
h(ν) + h(1− ν)

][
f (a) + f (b)

]
. (5)

Multiplying both sides (5) by να−1 and integrating on [0, 1], we have

Γ(α)
(b− a)α

[
J α

a+ f (b) + J α
b− f (a)

]
⊇ [ f (a) + f (b)]

∫ 1

0
να−1[h(ν) + h(1− ν)

]
dν. (6)

By combining (4) with (6), and the result follows.

Example 1. Suppose that [a, b] = [1, 2]. Let h(ν) = ν for all ν ∈ [0, 1] and α = 1
2 , f : [a, b]→ R+

I be defined by

f (t) =
[
−
√

t + 2,
√

t + 2
]
.

We obtain
1

αh( 1
2 )

f
(

a + b
2

)
=
[
8− 2

√
6, 8 + 2

√
6
]
,

Γ(α)
(b− a)α

[
J α

a+ f (b) + J α
b− f (a)

]
=
[
7−

√
2− π

2
− log(

√
2 + 1), 9 +

√
2 +

π

2
+ log(

√
2 + 1)

]
,

[
f (a) + f (b)

]∫ 1

0
να−1

[
h(ν) + h(1− ν)

]
dν =

[
6− 2

√
2, 6 + 2

√
2
]
.
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Then we get

[
8− 2

√
6, 8+ 2

√
6
]
⊇
[
7−
√

2− π

2
− log(

√
2+ 1), 9+

√
2+

π

2
+ log(

√
2+ 1)

]
⊇
[
6− 2

√
2, 6+ 2

√
2
]
.

Consequently, Theorem 2 is verified.

Remark 2. If α = 1, then we get Theorem 4.1 of [14]. If h(ν) = ν, then we get Theorem 2.5 of [17]. If f = f and
α = 1, then we get Theorem 6 of [4]. If f = f and h(ν) = ν, then we get Theorem 2 of [5].

Theorem 3. Let f , g : [a, b] → R+
I be two interval-valued functions such that f = [ f , f ], g = [g, g]

and f g ∈ IR([a,b]), h1, h2 : [0, 1] → R+ be non-negative functions. If f ∈ SX(h1, [a, b],R+
I ), g ∈

SX(h2, [a, b],R+
I ), then

Γ(α)
(b− a)α

[
J α

a+ f (b)g(b) + J α
b− f (a)g(a)

]
⊇M(a, b)

∫ 1

0
να−1[h1(ν)h2(ν) + h1(1− ν)h2(1− ν)

]
dν

+N (a, b)
∫ 1

0
να−1[h1(ν)h2(1− ν) + h1(1− ν)h2(ν)

]
dν

(7)

where
M(a, b) = f (a)g(a) + f (b)g(b), N (a, b) = f (a)g(b) + f (b)g(a).

Proof. By hypothesis, one has

f
(
νa + (1− ν)b

)
⊇ h1(ν) f (a) + h1(1− ν) f (b),

g
(
νa + (1− ν)b

)
⊇ h2(ν)g(a) + h2(1− ν)g(b).

Since f , g ∈ R+
I , we obtain

f
(
νa + (1− ν)b

)
g
(
νa + (1− ν)b

)
⊇h1(ν)h2(ν) f (a)g(a) + h1(1− ν)h2(1− ν) f (b)g(b)

+ h1(ν)h2(1− ν) f (a)g(b) + h1(1− ν)h2(ν) f (b)g(a).

(8)

In the same way as above, we have

f
(
(1− ν)a + νb

)
g
(
(1− ν)a + νb

)
⊇h1(1− ν)h2(1− ν) f (a)g(a) + h1(ν)h2(ν) f (b)g(b)

+ h1(1− ν)h2(ν) f (a)g(b) + h1(ν)h2(1− ν) f (b)g(a).

(9)

By adding (8) and (9), we obtain

f
(
νa + (1− ν)b

)
g
(
νa + (1− ν)b

)
+ f

(
(1− ν)a + νb

)
g
(
(1− ν)a + νb

)
⊇
[
h1(ν) f (a) + h1(1− ν) f (b)

][
h2(ν)g(a) + h2(1− ν)g(b)

]
+
[
h1(1− ν) f (a) + h1(ν) f (b)

][
h2(1− ν)g(a) + h2(ν)g(b)

]
=M(a, b)

[
h1(ν)h2(ν) + h1(1− ν)h2(1− ν)

]
+N (a, b)

[
h1(1− ν)h2(ν) + h1(ν)h2(1− ν)

]
.

(10)
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Multiplying both sides (10) by να−1 and integrating on [0, 1], we have

∫ 1

0
να−1 f

(
νa + (1− ν)b

)
g
(
νa + (1− ν)b

)
dν

+
∫ 1

0
να−1 f

(
(1− ν)a + νb

)
g
(
(1− ν)a + νb

)
dν

⊇M(a, b)
∫ 1

0
να−1[h1(ν)h2(ν) + h1(1− ν)h2(1− ν)

]
dν

+N (a, b)
∫ 1

0
να−1[h1(1− ν)h2(ν) + h1(ν)h2(1− ν)

]
dν.

(11)

By Definition 2, we obtain

∫ 1

0
να−1 f

(
νa + (1− ν)b

)
g
(
νa + (1− ν)b

)
dν =

Γ(α)
(b− a)α

J α
a+ f (b)g(b), (12)

∫ 1

0
να−1 f

(
(1− ν)a + νb

)
g
(
(1− ν)a + νb

)
dν =

Γ(α)
(b− a)α

J α
b− f (a)g(a). (13)

By substituting the equalities (12) and (13) in (11), then we have inequality (7).

Remark 3. If h(ν) = ν, then we get Theorem 3.5 of [17]. If α = 1, then we get Theorem 4.5 of [14]. If f = f and
α = 1, then we get Theorem 7 of [4].

Theorem 4. Let f , g : [a, b]→ R+
I be two interval-valued functions such that f = [ f , f ], g = [g, g] and f g ∈

IR([a,b]), h1, h2 : [0, 1]→ R+ be non-negative functions and h1(
1
2 )h2(

1
2 ) �= 0. If f ∈ SX(h1, [a, b],R+

I ), g ∈
SX(h2, [a, b],R+

I ), then

1
αh1(

1
2 )h2(

1
2 )

f
( a + b

2

)
g
( a + b

2

)
⊇ Γ(α)
(b− a)α

[
J α

a+ f (b)g(b) + J α
b− f (a)g(a)

]
+M(a, b)

∫ 1

0

[
να−1 + (1− ν)α−1]h1(ν)h2(1− ν)dν

+N (a, b)
∫ 1

0

[
να−1 + (1− ν)α−1]h1(1− ν)h2(1− ν)dν.

(14)

Proof. Since f ∈ SX(h1, [a, b],R+
I ), g ∈ SX(h2, [a, b],R+

I ), we get

f
( a + b

2

)
g
( a + b

2

)
= f

(νa + (1− ν)b
2

+
(1− ν)a + νb

2

)
g
(νa + (1− ν)b

2
+

(1− ν)a + νb
2

)
⊇h1(

1
2
)h2(

1
2
)
[

f
(
νa + (1− ν)b

)
+ f

(
(1− ν)a + νb

)][
q
(
νa + (1− ν)b

)
+ q

(
(1− ν)a + νb

)]
⊇h1(

1
2
)h2(

1
2
)
[

f
(
νa + (1− ν)b

)
g
(
νa + (1− ν)b

)
+ f

(
(1− ν)a + νb

)
g
(
(1− ν)a + νb

)]
+ h1(

1
2
)h2(

1
2
)
[(

h1(ν)h2(1− ν) + h1(1− ν)h2(ν)
)
M(a, b)

+
(

h1(ν)h2(ν) + h1(1− ν)h2(1− ν)
)
N (a, b)

]
.

(15)

Multiplying both sides (15) by να−1 and integrating on [0, 1], we have inequality (14).
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Remark 4. If h(ν) = ν, then we get Theorem 3.6 of [17]. If α = 1, then we get Theorem 4.6 of [14]. If f = f and
α = 1, then we get Theorem 8 of [4].

4. Fractional Hermite–Hadamard Type Inequalities of Interval Harmonically h-Convex Functions

In this section, we will use the above results to get some Hermite–Hadamard type inequalities
for interval harmonically h-convex functions via interval Riemann–Liouville type integrals and some
special cases are also discussed.

Theorem 5. Let f : [a, b] → R+
I be an interval-valued function such that f = [ f , f ] and f ∈ IR([a,b]), h :

[0, 1]→ R+ be a non-negative function and h
(

1
2

)
�= 0. If f ∈ SHX(h, [a, b],R+

I ), then

1

αh
(

1
2

) f
(

2ab
a + b

)

⊇Γ(α)
(

ab
b− a

)α [
J α
( 1

a )
−( f ◦ ξ)

(
1
b

)
+ J α

( 1
b )

+ ( f ◦ ξ)

(
1
a

)]
⊇ [ f (a) + f (b)]

∫ 1

0
να−1 [h(ν) + h(1− ν)] dν

(16)

where ξ(x) = 1
x .

Proof. Let ψ(x) = f
( 1

x
)
. By Theorem 1, we have ψ ∈ SX

(
h, [a, b],R+

I
)

and

1

h
(

1
2

)ψ

(
x + y
2xy

)
⊇ ψ

(
1
x

)
+ ψ

(
1
y

)
.

Let x = ab
νa+(1−ν)b , y = ab

(1−ν)a+νb , ν ∈ [0, 1]. Then

1

h
(

1
2

)ψ

(
a + b
2ab

)
⊇ ψ

(
νa + (1− ν)b

ab

)
+ ψ

(
(1− ν)a + νb

ab

)
, (17)

Multiplying both sides (17) by να−1 and integrating on [0, 1], we have

1

αh
(

1
2

)ψ

(
a + b
2ab

)

⊇
[∫ 1

0
να−1ψ

(
νa + (1− ν)b

ab

)
dν +

∫ 1

0
να−1ψ

(
(1− ν)a + νb

ab

)
dν

]
=Γ(α)

(
ab

b− a

)α [
J α
( 1

a )
−ψ

(
1
b

)
+ J α

( 1
b )

+ψ

(
1
a

)] (18)

Similarly, we have

ψ

(
νa + (1− ν)b

ab

)
⊇ h(ν)ψ

(
1
b

)
+ h(1− ν)ψ

(
1
a

)
,

ψ

(
(1− ν)a + νb

ab

)
⊇ h(ν)ψ

(
1
a

)
+ h(1− ν)ψ

(
1
b

)
.
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Then,

ψ
(νa + (1− ν)b

ab

)
+ ψ

( (1− ν)a + νb
ab

)
⊇ [h(ν) + h(1− ν)]

[
ψ

(
1
a

)
+ ψ

(
1
b

)]
. (19)

Multiplying both sides (19) by να−1 and integrating on [0, 1], we have

Γ(α)
(

ab
b− a

)α [
J α

( 1
a )
−ψ

(
1
b

)
+ J α

( 1
b )

+ψ

(
1
a

)]
⊇
[

ψ

(
1
a

)
+ ψ

(
1
b

)] ∫ 1

0
να−1 [h(ν) + h(1− ν)] dt.

(20)

By (18) and (20), we have inequality (16).

Remark 5. If h(ν) = ν, then we get Theorem 3.6 of [18]. If α = 1, then we get Theorem 2 of [15]. If f =

f and α = 1, then we get Theorem 3.2 of [3]. If f = f and h(ν) = ν, then we get Theorem 4 of [7].

Theorem 6. Let f , g : [a, b] → R+
I be two interval-valued functions such that f = [ f , f ], g = [g, g]

and f g ∈ IR([a,b]), h1, h2 : [0, 1] → R+ be non-negative functions. If f ∈ SHX(h1, [a, b],R+
I ), g ∈

SHX(h2, [a, b],R+
I ), then

Γ(α)
( ab

b− a

)α
[
J α

( 1
b )

+( f ◦ ξ)

(
1
a

)
(g ◦ ξ)

(
1
a

)
+ J α

( 1
a )
−( f ◦ ξ)

(
1
b

)
(g ◦ ξ)

(
1
b

)]
⊇M(a, b)

∫ 1

0

[
να−1 + (1− ν)α−1

]
h1(ν)h2(ν)dν

+N (a, b)
∫ 1

0

[
να−1 + (1− ν)α−1

]
h1(ν)h2(1− ν)dν

(21)

where ξ(x) = 1
x .

Proof. The proof is completed by combining Theorems 1, 3 and 5.

Remark 6. If h1(ν) = h2(ν) = ν, then

Γ(α)
( ab

b− a

)α
[
J α

( 1
b )

+( f ◦ ξ)

(
1
a

)
(g ◦ ξ)

(
1
a

)
+ J α

( 1
a )
−( f ◦ ξ)

(
1
b

)
(g ◦ ξ)

(
1
b

)]
⊇M(a, b)

∫ 1

0
ν2
[
να−1 + (1− ν)α−1

]
dν +N (a, b)

∫ 1

0
ν(1− ν)

[
να−1 + (1− ν)α−1

]
dν.

If α = 1, then we get Theorem 4 of [15]. If f = f and α = 1, then we get Theorem 3.6 of [3].

Theorem 7. Let f , g : [a, b] → R+
I be two interval-valued functions such that f = [ f , f ], g = [g, g]

and f g ∈ IR([a,b]), h1, h2 : [0, 1] → R+ be non-negative functions and h1(
1
2 )h2(

1
2 ) �= 0. If f ∈

SHX(h1, [a, b],R+
I ), g ∈ SHX(h2, [a, b],R+

I ), then

1

αh1(
1
2 )h2

(
1
2

) f
( 2ab

a + b

)
g
( 2ab

a + b

)
⊇Γ(α)

( ab
b− a

)α
[
J α

( 1
b )

+( f ◦ ξ)

(
1
a

)
(g ◦ ξ)

(
1
a

)
+ J α

( 1
a )
−( f ◦ ξ)

(
1
b

)
(g ◦ ξ)

(
1
b

)]
+
∫ 1

0

[
να−1 + (1− ν)α−1][h1(ν)h2(1− ν)M(a, b) + h1(ν)h2(ν)N (a, b)

]
dν
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where ξ(x) = 1
x .

Proof. The proof is completed by combining Theorem 1, 4 and 5.

Remark 7. If h1(ν) = h2(ν) = ν, then

4 f
( 2ab

a + b

)
g
( 2ab

a + b

)
⊇Γ(α + 1)

( ab
b− a

)α
[
J α

( 1
b )

+( f ◦ ξ)

(
1
a

)
(g ◦ ξ)

(
1
a

)
+ J α

( 1
a )
−( f ◦ ξ)

(
1
b

)
(g ◦ ξ)

(
1
b

)]
+
∫ 1

0

[
να−1 + (1− ν)α−1][ν(1− ν)M(a, b) + ν2N (a, b)

]
dν.

If α = 1, then we get Theorem 4 of [15].

5. Conclusions

This paper proved the relationship between interval h-convex functions and interval harmonically
h-convex functions. Further, we obtained some Hermite–Hadamard type inequalities for IVFs via
interval Riemann–Liouville type fractional integrals. The results obtained in this article are the
generalizations and refinements of the earlier works. Moreover, these results may be extended for
other kinds of convex functions including interval (h1, h2)-convex functions and interval Log-h-convex
functions and used as a method to establish the Hermite–Hadamard type inequalities for other types of
interval harmonically convex functions. As a future research direction, we intend to investigate
Hermite–Hadamard type inequalities for IVFs on time scales and some applications in interval
optimization, probability, among others.
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