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Preface to ”Integration of Renewables in Power

Systems by Multi-Energy System Interaction”

This Special Issue will focus on the interactions between different energy vectors, that is, between 
electrical, thermal, gas, and transportation systems, with the purpose of optimizing the future energy 
system. More and more renewable energy is integrated into the electrical system, and to optimize 
the usage and ensure that full production can be hosted and utilized, the power system has to be 
controlled in a more flexible manner—as an example, using excess electricity in the thermal system, 
using heat pumps or electrical boilers, and storing energy as thermal energy in storage tanks or in 
the district heating system. Another solution is to use and store electrical energy in the batteries 
of electrical vehicles, either to be used for transport or to be fed back to the power system again 
(V2G principle). The gas system can also be involved, using electrolyzers and storing hydrogen. 
In order not to overload the electrical distribution grid, the new large loads have to be controlled using 
demand response, perchance through a hierarchal control set-up where some controls are dependent 
on price signals from the spot and balancing market, but also where local real-time control and 
coordination are performed based on local voltage or frequency measurements where grid hosting 
limits are not violated. We welcome contributions on multienergy systems to explore the different 
possibilities for future smart energy systems with a high level of interaction among the different 
energy systems. The topics of interest include, but are not limited to:

• Modeling, optimization, and analysis of multienergy systems;

• Planning, operation, and control;

• Interaction and coupling between different energy supply systems and networks;

• Flexible demand and energy storages;

• Energy efficiency and management;

• Reliability and security of multienergy systems;

• Cyberphysical systems, information and communication infrastructure, and data analytics;

• Market, social, regulatory frameworks and policies for multienergy systems.

Birgitte Bak-Jensen, Jayakrishnan Radhakrishna Pillai

Editors
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Abstract: Active use of heat accumulators in the thermal system has the potential for achieving
flexibility in district heating with the power to heat (P2H) units, such as electric boilers (EB) and heat
pumps. Thermal storage tanks can decouple demand and generation, enhancing accommodation of
sustainable energy sources such as solar and wind. The overview of flexibility, using EB and storage,
supported by investigating the nature of thermal demand in a Danish residential area, is presented
in this paper. Based on the analysis, curve-fitting tools, such as neural net and similar day method,
are trained to estimate the residential thermal demand. Utilizing the estimated demand and hourly
market spot price of electricity, the operation of the EB is scheduled for storing and fulfilling demand
and minimizing energy cost simultaneously. This demonstrates flexibility and controlling the EB
integrated into a multi-energy system framework. Results show that the curve fitting tool is effectively
suitable to acknowledge thermal demands of residential area based on the environmental factor as
well as user behaviour. The thermal storage has the capability of operating as a flexible load to
support P2H system as well as minimize the effect of estimation error in fulfilling actual thermal
demand simultaneously.

Keywords: energy flexibility; power-to-heat; multi energy system; flexible demand; thermal storage;
electric boiler; estimation of thermal demand

1. Introduction

District heating (DH) supplied hot water to 63% of the private Danish houses in 2015 [1]. The concept
of 4th generation district heating/cooling system, supported by renewable, is presented in [2]. With the
goal to become carbon neutral in the heating sector by 2030, renewables need to contribute all the
heating demands. Thus, there is a possibility to integrate the thermal and electric networks to support
grid ancillary services by the flexible electrical loads, such as electric boilers (EBs) and heat pumps
(HPs), supporting the thermal system [2,3]. The electricity and heating network are coupled together
as power-to-heat (P2H) to utilize renewable electricity for district heating. Integrated heat storage
decouples demand and generation, to enhance flexibility for a better adaptation of energy requirements.
The concept of P2H in the multi-energy system requires minor expansion of grid and storage [4].

The objective of this paper is to acknowledge flexible operation of the thermal unit consisting
of an electric boiler (EB) and a storage tank modelled with stratified layers, as a part of P2H system.
This is primarily realized through analysis of metered thermal consumption data from the residential
area and estimating thermal demand using curve fitting, followed by an optimal schedule of the EB
based on the spot price. The multilayer stratified thermal storage tank model is suitably identified
for electric grid integration and flexible operation to compensate the error in estimation of thermal

Energies 2020, 13, 98; doi:10.3390/en13010098 www.mdpi.com/journal/energies1
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demand. The method could as well be applied for a heat-pump system. However, the application of
EB is quite significant nowadays in providing energy flexiblity as well as system frequency services [5].
As an example, an EB of 50 kW is used as a flexible load in LIVØ island, Denmark to increase the
self-consumption from wind and PV units installed in the island [6].

Advantages of centralized thermal storage in terms of operational flexibility of CHP (combined
heat and Power) for district heating is well-explored in [7]. The flexibility of a district heating network
for automatic frequency restoration reserve market is studied in [8]. The balancing markets provide an
opportunity for introducing more EBs into DH and increase its contribution to flexibility [9]. A crucial
aspect here is how system deployment can be realized effectively. Ref. [7] addresses the flexible
operation of heat pumps using predictive control strategy, neglecting consumption of hot water for
its highly randomized and hardly predictable nature. The predictive control of the heat pump by
estimating only outdoor temperature has been studied in [10]. Thus, there is a necessity to investigate
simple and effective methods to determine the influencing parameters for thermal demand prediction
to manage the flexible operation of the thermal units in P2H technology.

The perspective of heat electrification in a wind dominated market using resistive heating and
storage is the most carbon-intensive method [11] with lower investment cost compared to HP [9,12].
Further, large HPs take a long time from a cold start until they reach their optimal efficiency. Thus,
they are not very active at balancing markets between hours, due to short start–stop intervals. Rather,
they are mainly used as base load [9]. Hence, the flexibility in easy start–stop in balancing services is
the main driver for introducing more EBs into the system. EBs in district heating have the potential
for negative secondary control power by increasing consumption and supporting grid balance [13].
Reference [14] realized the benefit of demand-side management and the ability of demand response to
improve power system efficiency with integrated wind power and electric heating devices considering
constant heat load through the day. Higher potential of HPs in DH systems in the future is realized
in [15]. Integration of EB with storage in low voltage residential grid as flexible consumer load has been
presented in [16]. Hence, there is the potential of good harmony and flexibility between electrical and
thermal energy sector supporting each other in multi-energy systems.

The investigation of space heating and domestic hot water needs is presented in [17] based
on curve fitting and distribution functions. In [18] peak load ratio index of buildings are used for
determining the diversity in thermal loads to generate the thermal profile for residential buildings.
Reference [19] calculates the probability of domestic hot water drawn at a time(t) which depends upon
probability during the day, weekday, season and holiday as a function of time(t). Higher probability
step functions for weekends in comparison to weekdays are used to indicate higher consumption of
domestic hot water on weekends. The thermal demand for space heating in a typical winter day is
explored in [20]. However, the pattern of usage for the combined effect of space heating (SH) and
domestic hot water (DHW) still remains unrealized. Proper knowledge of demand pattern for space
heating and domestic use, as presented in this paper, is the key factor for developing a good and
applicable estimating tool for thermal demand. This is italic in the main text and equations. For the
consistence in the paper, please carefully check and change them to italic.

The possibility of estimating heat demand for space heating just a few hours in advance using
neural network based on heat consumption in Polish buildings is matched against weather conditions
over a 10-year period in [21]. In [21], the forecasting method is based on time series neural network with
temperature and thermal consumption at a particular hour, day and previous history are taken into
consideration. One month data from a DH network in Riga has been analysed for forecasting in [22]
with the comparison between methods using an artificial neural network, polynomial regression model
and the combination of both. With these methods, forecasts are performed by updating the statistics of
actual load and temperature of the previous measurement. DH from Czechia has been analysed in [23]
in a forecast model based on time series of outdoor temperature and time-dependent social components,
which may vary for different weekdays and seasons. The Box–Jenkins method is used to realize the
forecast of the social component. Reference [24] addresses issues on the selection of appropriate input
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variables from building energy management systems sensors. Ambient temperature and relative
humidity along with solar radiation are the predominant factors for the predictive model [24,25].
In [26], forecasting based on similar day method is well presented for day-ahead power output for
small scale solar PV system. However, none of the literature discussed regarding district heating in
both summer and winter, as well as thermal demand prediction based on a combined effect of the time
factor and environment variables (such as outdoor temperature, humidity, and wind velocity) together.
These aspects are significant to be studied in an integrated framework to clearly understand the
effective potential of thermal units like EBs. In this way, it is possible for such flexible units to render
energy flexibility necessary to support integration of renewable energy in future energy systems.

In this paper, the proposed methodology to obtain flexibility with EB in P2H is summarised in the
block diagram as shown in Figure 1. The significant contributions in this paper are the identification of
thermal demand pattern, estimation of thermal demand using curve fitting tool, and use of stratified
storage tank to verify flexible operation of EB. Actual thermal data from DH operator are analysed to
unleash the specific consumption pattern of residential areas associated with usage based on different
time factors such as hourly, weekdays, weekends, and seasonal. This information is useful while training
the curve fitting tool to estimate thermal demand. With reference to [21–23], thermal demand estimation
is based on the past and its current state for winter. A simple, yet effective curve fitting technique for
estimating the thermal demand in the residential area, based on dependent parameters such as time
factor (based on consumption profile) and environment variables (apparent temperature), has been
investigated and compared with actual data as well as results from existing literature. The analysis
is performed for thermal demand estimation during winter as well as summer. The curve fitting is
simple and overcomes the problem encountered with the update of measured data (due to the failure of
measuring equipment) as in time series estimation. The estimated demand is used to determine the
optimal schedule of the EB operation in P2H, for the planning of capacities to store and fulfil thermal
energy demand simultaneously, based on the spot price of electricity. The use of stratified storage tank
in combination with EB emulates the real operating condition where the temperature of hot water
being delivered is more realistic compared to ones from an average model of the storage tank, where
hot water temperature decreases gradually. The outcome is verified with actual thermal demand to
illustrate how the thermal storage copes up with the error in forecasting and contribute as an example
of a flexible load in the P2H concept.

Dependent 
Variables

Electricity 
Price and Grid 

Condition

Temperature 
and Level of 

Hot water

Figure 1. Block diagram of proposed system for flexible operation of electric boiler.

The paper is structured as follows. Analysis of thermal load consumption based on actual
measurements at one particular residential site in Denmark supplied with five feeders is analysed to
unleash the specific usage pattern and is identified in Section 2. Selection of parameters for effective
estimation of thermal demand using various tools such as neural net fitting, and similar day method
are discussed in Section 3. Overview of the modelling approach of the stratified hot water storage tank
and EB is presented in Section 4 along with validation of the model. In Section 5, the methodology for
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optimized operation schedule of EB is presented along with EB ON/OFF control strategy. Results of
the estimated demand are discussed in Section 6, followed with its application in flexible scheduling
of the EB for demand response. Finally, the paper is concluded with the outcome of the research work
in Section 7.

2. Analysis of Thermal Data

Thermal data measured at the terminal of five thermal distribution feeders (F1 − F5) supplying a
number of residential buildings, in one particular residential area of Aalborg, Denmark, are used for
analysis. Available measured data of hourly thermal consumption, from the period of 21 December
2015 to 4 December 2016 are analysed. Figure 2 shows the total annual consumption of thermal demand
(QDHW) for residences in feeders (F1 − F5) supplying residential buildings. The annual consumption
varies from 723.7 MWh as lowest consumption for F1 to 1278.5 MWh as the highest consumption in
F4. This variation is due to the different number of residents in the area and their level of comfort.
The total annual consumption was 5195.7 MWh. Figure 3a,b shows the plot of hourly consumption of
QDHW for feeders (F1 − F5) and their total consumptions respectively, throughout the year. Figure 3a,b
clearly shows that there is seasonal variation.

Figure 2. Yearly consumption of QDHW in different feeders.

Figure 3. (a) Yearly QDHW consumption pattern of all feeders. (b) Total yearly QDHW consumption
pattern of all feeders.

Figure 3b shows that there is a sudden transition in thermal consumption at certain time period
such as towards the end of January, mid of March, and beginning of May. However, there is a significant
difference in thermal consumption between mid-May to September end which is less than 35% of the
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peak winter consumption. Thus, to simplify the further analysis, the trend of thermal consumption
is roughly divided into two seasons, winter and summer, irrespective of autumn and spring. Hence,
October to April is considered as winter season and May to September is considered as summer season.
The transition period at the beginning of May and October is not considered in this analysis. It seems
that there is slightly more thermal demand in May than in September, due to transition from winter to
summer and is around 30 ± 5% of the peak winter consumption. It is interesting to see the analysis of
data from seasonal perspectives: winter and summer consumption. In the rest of the paper, analysis is
done taking the combined effect of all feeders. As a result, the maximum heat demand is likely to be
less than the sum of the individual feeder’s peak load. This also reduces the intermittent variation in
demand for individual feeders.

The average consumption per hour of QDHW for all the feeders, considering yearly consumption,
is 618.5 kWh. During winter, it is 881.8 kWh, which is 205.8% more than summer consumption of
288.4 kWh.

Figure 4a,c shows the graph of hourly average thermal consumption pattern of different days of
the week during winter and summer respectively. It is clearly seen that there exist a unique pattern
of average thermal consumption with peaks. The pattern is different on weekends (Saturday and
Sunday) in comparison to weekdays (Monday–Friday). To simplify the graphs shown in Figure 4a,c,
graphs with an average consumption of thermal energy during the week, weekdays and weekend
has been plotted in Figure 4b,d for winter and summer respectively. It is observed that there are some
definite patterns of hourly usage of an average QDHW . There are two peaks and two valleys. It is clear
that the amount of variation in thermal consumption with respect to minimum consumption is higher
for weekends than for weekdays indicating higher consumption of domestic hot water as mentioned
in [19].

Figure 4. Analysis of QDHW December 2015–December 2016. (a,c) Analysis of average thermal consumption
in hourly basis for different days of week for summer and winter respectively. (b,d) Analysis of
average thermal consumption in hourly basis for a week, weekdays and weekends.

Figure 5 shows the consumption pattern for the week, weekdays and weekends for the period of
Dec 2016 to Aug 2017 for winter and summer respectively.

Unlike in Figure 4b,d the total consumption at weekends are lower than weekdays. Thus,
the amount of thermal consumption based on weekend and weekdays are not much relevant. However,
the hourly pattern of consumption for weekdays and weekends are comparable with similar peaks
and valley at particular hours seen in Figure 4b,d. Hence, knowledge of these patterns of thermal
consumption during weekdays and weekend is much helpful to train the estimation tool to compensate
for the error due to temperature independent factors such as user behaviour. The lowest consumption
is during the period 03:00–04:59 h which rises gradually until 07:00–07:59 h during normal weekdays
when people get ready for their job (Figure 4b,d). On the weekend there is a shift in this peak which is
around 10:00–12:59 h. The shift in peak could be because people prefer to wake up late on the weekend.
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After the morning peak, there is decrement of thermal consumption until 2:00–3:59 h when people
are at work during weekdays. Throughout the week, the evening peak is around 18:00–20:59 which
gradually decreases to 4:59 h in the early morning. However, in summer there is a shift in evening peak
compared to that in winter. This analysis shows the relevance of time, day and season to determine
the usage pattern of thermal consumption and that it is significant for forecasting as seen in [21] for
thermal load similar to the forecasting of electrical load [27].

Figure 5. Average hourly thermal consumption of week, weekdays and weekends from period
(December 2016–August 2017) (a) Winter (b) Summer.

3. Thermal Demand Estimation

It is difficult to estimate thermal demand for the residential area, as it is not only largely depending
on the environmental variables (weather), but also on the user behaviour and building geometry.
In reality, analysis for occupancy and user level comfort is difficult and leads to challenges incorporated
with privacy issues of the individuals. This leads to a significant effort to compromise between errors
in estimated variable and dependent parameters. Analysis of thermal data from residential areas gives
remarkable information on the pattern of thermal demand, without compromising the privacy issue
of individuals. These informations are helpful in selecting effective variables for the estimation of
thermal demand from the perspective of user behaviour, which defines the pattern of demand. Time
of day and days of the week (weekdays or weekends) are the two major parameters associated with
the pattern of thermal consumption based on user level comfort.

The estimated parameters are subjected to identify the flexible operation of the thermal system
based on demand, supply, capacity, and energy prices. In this paper, for the estimation of thermal
consumption in the residential area, thermal data associated with Figure 5 are used.

3.1. Dependent Variables for Thermal Demand Estimation

Thermal demand is highly influenced by the environmental variable such as air temperature.
Figure 6a shows the hourly value of thermal demand and corresponding average external temperature
of the environment. It shows that decrease in temperature increases thermal demand. Beside air
temperature, cold air with high relative humidity increases the conduction of heat from the body
in comparison to dry air with the same temperature. In order to incorporate the combined effect of
relative humidity, wind and air temperature together, responsible for heat loss from a body, apparent
temperature is considered. The apparent temperature is calculated using (1) and (2) [28]. Figure 6b
shows the hourly value of thermal demand and corresponding apparent temperature. The correlation
coefficient of thermal demand with respect to external ambient temperature and apparent temperature,
is −0.88 and −0.89 respectively.

AT = Ta + 0.33e − 0.7v − 4.00 (1)
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e =
RH
100

6.105exp

(
17.27Ta

237.7 + Ta

)
(2)

where, AT = Apparent Temperature [◦C]. Ta = Dry bulb temperature of external environment [◦C]. e =
water vapour pressure [hpa]. v = wind speed [m/s]. RH = Relative humidity [%].

Figure 6. (a) Graph of thermal demand and external temperature; (b) thermal demand and
apparent temperature.

Figure 7a shows the graph of apparent temperature vs. thermal demand throughout the period of
December 2016 to August 2017. Figure 7b shows the distribution of thermal demand with respect to
apparent temperature during summer and winter only. It is clear from Figure 7b that thermal demand
during winter is inversely proportional to the apparent temperature. Whereas, during summer,
proportional relationship between each other is very small. This could be due to the reason that apart
from external temperature, thermal consumption is mostly for domestic purposes such as bathing,
washing, space heating for toilet/bathroom, and transmission losses. Thus, it is logical to conclude
that seasonal effect needs to be considered as input variable in the model for estimation.

Figure 7. (a) Thermal demand vs. apparent temperature throughout the period. (b) Thermal demand
vs. apparent temperature during winter and summer.

The parameters for estimation of thermal loads in residential areas are based on factors such as
user behaviour (hour, weekdays, and weekends), and environmental condition (apparent temperature
and season).

7
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3.2. Estimation Technique of Thermal Demand

Different approaches to estimating thermal demand based on curve fitting technique such as the
neural net fitting, and similar day method are considered as they are widely used. MATLAB inbuilt
tools and functions are used for developing the estimation model using the neural net tool. Different
scenarios based on the seasonal variations (summer and winter) are analysed.

For the neural net fitting tool, 50% of the seasonal data set are used for training, 25% for validating,
and 25% for testing to develop the model. The datasets are divided randomly for training, testing, and
validation of the model. After developing the model, 50% of the remaining seasonal data set are used
in estimation.

For the similar day approach, the hourly data of a day is arranged according to season (summer
and winter) and weekdays and weekends as shown in Figure 8.

Summer

Hour

1 [AT ] [Q DHW ] [AT ] [Q DHW ] [AT ] [Q DHW ] [AT ] [Q DHW ]

2 [AT ] [Q DHW ] [AT ] [Q DHW ] [AT ] [Q DHW ] [AT ] [Q DHW ]

3 [AT ] [Q DHW ] [AT ] [Q DHW ] [AT ] [Q DHW ] [AT ] [Q DHW ]

. . . . . . . . .

. . . . . . . . .

. . . . . . . . .

. . . . . . . . .

. . . . . . . . .

24 [AT ] [Q DHW ] [AT ] [Q DHW ] [AT ] [Q DHW ] [AT ] [Q DHW ]

Winter

Data Set

Weekdays Weekend Weekdays Weekend

Figure 8. Data set.

50% of each dataset (weekdays and weekends for summer and winter) are used as the historical
data to build a Euclidean distance (ED) for measure of similarity. In similar day method, it is assumed
that the thermal demand is associated with apparent temperature (AT) for similar day (weekdays and
weekends for summer or winter), and will result into similar thermal demand. EDs value based on
recorded normalised AT (ÃT) values at particular hour(h) of the day (d) are calculated for each and
every historical similar days(di) using (3) [26]

ED(ÃT, d, di) =
24

∑
h=1

(ÃT(d)
h − ÃT(di)

h )2 (3)

where, ED(ÃT, d, di) is the ED between day d and historical days di with respect to the value of ÃT.
Days with similar pattern of AT will have very small values of ED, hence corresponding value of
thermal demand is selected as the estimated value.The parameters for AT can be achieved from the
forecasted meteorology data.

4. Electric Boiler and Stratified Storage Tank

Modelling of the hot water storage tank for the electric boiler (EB) is equally important to be
able to analyze the flexibility in power to heat conversion with effective thermal demand and supply.
The EB and a storage tank with stratified layers as shown in Figure 9, has been well-defined and
theoretically verified in [29] based on the principle of conservation of energy in a control volume and
surface. The detailed derivation of EB and storage tank presented here is suitably adapted to utilize
flexibility in its synergy operation with the electricity network. Also, the single general equation is
derived which is suitable for charging and discharging of the storage tank, with and without discharge
of hot water from the tank.

8
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Figure 9. Stratification in hot water storage tank (b) energy flow in stratified layers.

In Figure 9, Ts = temperature of supply hot water in the tank [K], Tr = temperature of return water
in the tank [K], Ta = temperature of ambient environment [K], Ti = temperature of ith stratified layers,
(i = 1, 2, ...n) [K], ṁe= effective mass flow between the stratified layer [kg/s], ṁs and ṁd are the inlet
and demand mass flow [kg/s] of water from the heating source, and out of storage tank respectively.

4.1. Modelling of EB and Storage Tank

The EB is considered to be a constant impedance load [30] and is operated with constant power
(Pr,b = rated power of boiler [W]) as shown in (4). Here, Vr,b and Vpoc are rated voltage of boiler [V] and
voltage at point of coupling of boiler into the grid [V] respectively. η is the efficiency of boiler [%] and
Q̇heat is the heat flow rate of heating element [J/s]. Cw is the specific heat capacity of water [J/kg·K].
As per the manufacturer, the recommended flow of ṁs is produced at a ΔT = 10 ◦C (ΔT = Ts − Tn)
with the EB on full power. However, the allowable maximum flow of ṁs is produced at ΔT = 5 ◦C.

Q̇heat =
η

100

(
Vpoc

Vr,b

)2

Pr,b = ṁsCw(Ts − Tn) [W] (4)

The energy flow in different layers of stratification is shown in Figure 10. The amount of heat
exchanged by the layer i of thickness z with the surrounding layers (i − 1) and (i + 1) of same thickness
(z) and area (Aq) due to thermal conduction (Q̇exc) in vertical direction of the storage tank is calculated
using (5) [29].

Q̇exc,i = Q̇exc,i−1→i − Q̇exc,i→i+1

=
Aqλw

z
(Ti−1 − Ti) −

Aqλw

z
(Ti − Ti+1)

=
Aqλw

z
(Ti−1 + Ti+1 − 2Ti)

(5)

where, λw = effective vertical heat conductivity of water (1−1.5 W/mK) [29]. Q̇exc is heat exchange
due to natural convection and thermal conduction [W]. The effective mass flow of water between the
stratified layer (ṁe) is given by (6).

ṁe = ṁs − ṁd [kg/s] (6)

Let, δ+ (7) and δ− (8) indicate an effective flow of water inside the storage tank from top to bottom
or bottom to top respectively. δ+ = 1 represents that the heat transfer inside the storage tank due to the
water mixing is from top to bottom (downwards). Similarly, δ− = 1 indicates that the heat transfer
inside the storage tank due to the mixing of water is from bottom to top (upward).

9
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δ+ = 1 if ṁe > 0

= 0 if ṁe ≤ 0
(7)

δ− = 1 if ṁe < 0

= 0 if ṁe ≥ 0
(8)

Let, δ(X) be the conditional operator as defined in (9). δ(X) = 1 when conditions defined by X is
true, else, δ(X) = 0

δ(X) = 1 if X = True

= 0 if X = False
(9)

A general equation for n stratified layers, considering i = 1 as the top layer and i = n as the bottom
layer, is derived and given by (10).

mCw
dTi
dt

=ṁsCw(Ts − T1)δ(i=1) + ṁdCw(Tr − Tn)δ(i=n)

+ ṁeCw(Ti−1 − Ti)δ+δ(i �=1) + ṁeCw(Ti − Ti+1)δ−δ(i �=n)

− UAs(Ti − Ta) +
Aqλw

z
[(Ti−1 − Ti)δ(i �=1) − (Ti − Ti+1)δ(i �=n)]

(10)

Here, U = overall heat transfer coefficient [W/m2·K].

I (ith Layer)

(Ti-Ti+1)
Aq λ w

z

U As(Ti-Ta)

me Cw(Ti-1-Ti)δ+.

me Cw(Ti-Ti+1)δ-.

(Ti-1-Ti)
Aq λ w

z

i=1 (Top Layer)

ms Cw(Ts-T1)
.

me Cw(T1-T2)δ-.
(T1-T2)

Aq λ w
z

U As(T1-Ta)

i=n (Bottom Layer) U As(Tn-Ta)

me Cw(Tn-1-Tn)δ+.

md Cw(Tr-Tn).

(Tn-1-Tn)
Aq λ w

z

Figure 10. Energy flow in stratified layers.

4.2. Model Verification

The dynamic EB storage was verified based on three different scenarios as classified in Table 1.
These values were taken just to verify the model.

10
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Table 1. Electric boiler (EB) storage model verification scenarios.

Scenario Situation ṁd Ts Tr

Scenario 1 Discharging 10-L/s − 40 ◦C
Scenario 2 Charging 0-L/s 80 ◦C -
Scenario 2 Charging and Discharging 10-L/s 80 ◦C 40 ◦C

The technical parameters of EB and storage is presented in Table 2. The temperature distribution
for a 200-m3 hot water storage tank with 10 stratified layers are shown in Figure 11a for all three
scenarios mentioned in Table 1. Figure 11b represents the EB status (ON/OFF) and discharge of hot
water from the storage tank (L/s) corresponding to Figure 11a.

Table 2. Technical parameters of EB and storage.

Parameters Definition Value Units

V storage volume 200 [m3]
n number of stratified layers in storage tank 10 -

λw effective heat conductivity of water 0.644 [W/mK]
U heat transfer coeff. of the storage walls 0.12 [W/m2K]
x diameter to height ratio of storage 2.24 -
Ta ambient Temperature 10 [◦C]

x Ts supply Temperature 80 [◦C]
Tr return Temperature 40 [◦C]
Pb Rated Power of EB 2.4 [MW]
Cw specific heat capacity of water 4190 [J/kg·K]

Figure 11. Temperature gradient of stratified layers (a) during discharge, charge, and charge-discharge
of storage tank (b) discharge of water from the storage tank and status of the heater (ON/OFF).

Scenario 1 represents the temperature dynamic in the storage tank subjected to discharge of hot
water at a constant rate of 10-L/s and the constant return temperature of cold water (Tr = 40 ◦C).
Initially, the storage tank is fully charged and is filled with hot water with an initial temperature
of all layers (Ti(ini)) equal to 80 ◦C. The temperature gradient of each layer is different and falls
gradually until it reaches 40 ◦C and this situation is considered as a fully discharged storage tank.
The temperature of the bottom layer drops rapidly compared to the adjacent top layer.

Scenario 2 represents the temperature dynamic in the storage tank subjected to charging with hot
water from EB of power rating 2.4 MW based on Equation (4). The temperature of supply hot water is
maintained constant at Ts = 80 ◦C. The discharge from the storage tank during this period is 0-L/s.
The temperature of each layer in the storage tank gradually increases until T10 = 75 ◦C, so that the
allowable maximum flow from EB is not exceeded as discussed in Section 4.1. The temperature of the
top layer increases quickly compared to the adjacent bottom layer.

11
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Scenario 3 represents the temperature dynamic in the storage tank subjected to both charging and
discharging process to resemble an actual scenario. Initially, the storage is fully charged. It is then
discharged at the rate of 10-L/s with the heater turned off until the temperature of 7th layer is below
50 ◦C. Now, the heater is turned ON with discharge remaining 10-L/s from the storage tank. During
this period, the temperature of water in different layers rises at a slower rate compared to charging
without any discharge. The temperature of the bottom layer increases at a much slower rate compared
to its adjacent top layer. Hence, the mode of EB storage tank defined by (10) is verified using these
different scenarios.

5. Operation Schedule of EB for Flexibility

In order to schedule the time of operation of the EB to charge the hot water storage tank, the
optimization procedure given by (11) and (12) are followed. The objective function is to minimize the
cost of electricity for production of hot water to meet the demand and storage needs. The constraints
calculate the energy stored in storage tank and does not allow the storage tank to charge more than
its allowable maximum and minimum limit. The energy extracted from the grid is either 0 (when EB
is turned OFF) or is equal to the rated power of EB heater (Pb, when EB is turned ON). The energy
extracted from the grid must be able to charge the storage as well as fulfil the demand. Although there
are possibilities to control the EB power in several stages, the problem here is simplified with just ON
and OFF in order to demonstrate the flexibility in operation of EBs under dynamic tariff conditions,
with the help of estimated demand. Also, the operation of EB during peak hours in evening are
restricted to minimise problems related to grid congestion and under voltage in Danish low voltage
residential grid, due to integration and operation of electric boilers (EBs) [6]. The thermal energy stored
in the tank at the end of the day is maximized to illustrate that storage tank is not only providing
flexibility by supplying the thermal demand at the time of high electricity price and peak electricity
demand, but also stores energy during the period of low electricity price during the 24 hour period of
spot price in the electricity market.

Minimize
24

∑
t=1

CtPg,t (11)

Constraints

St+1 = St − QDHW,t + Pg,t

Smin ≤ St ≤ Smax

Pg,t ∈ [0, PbΔt]

Pg,t = 0 f or 17 ≤ t ≤ 20

(Smax − PbΔt) ≤ St ≤ Smax f or t = 24

(12)

Here, C = energy price[EUR/MWh]. Pg= energy extracted from the grid [MWh]. S = energy that can
be extracted from storage [MWh]. QDHW = thermal demand [MWh]. Pb = rated power of EB [2.4 MW].
Subscripts: t = time [h], min = minimum, max = maximum, ini = initial value. The maximum energy
that can be stored in hot water storage tank is given by (13)

Smax = MbCw(Ts − Tr)/(3600 × 106) [MWh] (13)

Smin = 0.4 × Smax [MWh] (14)

Here, Mb = Mass of water in storage [2 × 105kg]. Ts = temperature of supply hot water in the tank
[80 ◦C]. Tr = temperature of return water in the tank [40 ◦C]. Cw = specific heat capacity of water
[4190 J/kg·K].

The optimization problem was solved by minimizing the cost function using brute force
optimization in MATLAB. All possible candidates for the solutions are generated and then checked
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against the satisfaction of problem statement as given in (11) and (12). For more than one solutions,
the solution with less ON/OFF operation of EB is selected. The solutions were verified using “PuLP”,
linear programming modeller written in python.

Control of EB

The optimized schedule for operation of the EB is determined based on the estimated thermal
demand. On the other hand, the actual thermal demand would vary to some extent compared to the
estimated value. This leads to an estimation error. In case the error is large, it can lead storage tank
temperature to be away from the specified limit (T10 ≤ 75 ◦C when storage is charged and T7 ≥ 46 ◦C
to limit storage discharge up to 70% of its capacity). Thus, in order to compensate for the large error
in estimated demand with respect to the actual value, the optimized schedule for operation of EB is
reinforced with limit controllers based on hysteresis control, realized with RS flipflop, to turn ON/OFF
EB as shown in Figure 12. This ensures that the temperature of hot water in the storage tank is within
the specified limit.

Figure 12a shows that, when the temperature of bottom layer T10 ≥ 75 ◦C the EB needs to be
turned OFF as discussed in Section 4.1. It is turned OFF only for a short period until the temperature of
the seventh layer (T7) is less than 78 ◦C, so that it can further follow the schedule. Figure 12b ensures
that if T7 < 46 ◦C (storage is discharged more than 70% of its capacity), EB is turned ON until it is fully
charged (i.e., T10 ≥ 75 ◦C). Apart from these two conditions, the EB is operated as per the determined
schedule. The overall control strategy is shown in Table 3, where Ca is the Control signal for turning
ON and OFF of EB and Ca1 is the signal from scheduled ON/OFF of EB.

T10  ≥  75 oC
RS

Flipflop
S

R

Q

¯ Q

T7 < 78 oC
TOFF

(a)
T10 ≥ 75 oC

RS
Flipflop

S

R

Q

¯ Q

T7 < 46 oC TON 

(b)

Figure 12. Limit controller schematic for ON/OFF operation of EB (a) upper temperature limit (b)
lower temperature limit .

Table 3. Truth table for control of EB based on outputs of Figure 12.

TOFF TON Ca

1 x 0
x 1 1
0 0 Ca1

6. Result and Discussion

6.1. Thermal Demand Estimation

Figure 13a,b shows the estimated vs. actual demand and associated %error in estimation using
the neural net fitting tool are presented respectively. The range of %error associated with the neural net
tool is lower than for the similar day method. Figure 13c presents the histogram of %error normalized
with the frequency of occurrence as well as the probability density function. The normal distribution
of %error is well-defined with the mean and standard deviation of error as well as its deviation from
the mean. Finally, the average value of estimated data and actual data are compared with respect to
time of day, weekdays and weekend in Figure 13d. The estimated data closely follow the trend and
pattern associated with thermal demand.
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Figure 13. Forecasting of thermal demand using neural net fitting tool for summer and winter. Row (a):
actual data and estimated data. Row (b): % error associated with estimation of thermal demand.
Row (c): histogram of %error and its normal distribution. Row (d): Analysis of average thermal
demand (actual and estimated) in hourly basis for different weekdays and weekends.

Similar analysis has been conducted for a similar day method and is presented in Figure 14.
The range of percentage error between estimated and actual value(Figure 14(b1,b2)) is higher than
with the neural net fitting tool. However, with less number of the dataset, similar day approach is
equally reliable as a neural net fitting tool.
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Figure 14. EStimation of thermal demand using similar day method for summer and winter. Row
(a): actual data and estimated data. Row (b): % error associated with prediction of thermal demand.
Row (c): histogram of %error and its normal distribution. Row (d): Analysis of average thermal
demand (actual and estimated) in hourly basis for different weekdays and weekends.

Table 4 summarises the results of different methods of estimation. Root mean square error (RMSE)
is used to measure the difference between the estimated value by a model and the actual values
observed. Mean absolute percentage error (MAPE) estimates how close estimated values are to actual
values in percentage.
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Table 4. Errors from thermal demand estimations.

Neural Network Similar Day

Summer Winter Summer Winter

MAPE 5.459 7.30 9.57 9.72
RMSE 0.016 0.08 0.028 0.103

Mean (μ) %error 1.73 2.16 2.68 3.14
Std.Dev (σ) 6.73 9.31 11.56 11.77

Results in Figures 13 and 14 shows that the knowledge of apparent temperature, (which includes
the effect of wind, relative humidity, water vapour pressure, and ambient temperature) along with the
user pattern behaviour was good enough for the estimation of thermal demand, for both summer and
winter season, without considering user behaviour and geometry of the building. The consumption
pattern of thermal demand with peaks and valleys were well preserved with estimated demand as
seen in Figure 13d1,d2 and Figure 14d1,d2. This pattern is due to training of estimation tool based on
parameters such as time, day and season as well. However, the error in the magnitude of estimated
demand was expected from the thermal components that were not much dependent on the external
temperature, e.g., domestic hot water usage. Using a thermal storage tank, error in estimated demand
wes well compensated.

Results of thermal demand estimation using a curve fitting technique based on neural net fitting
were compared with the results from time series estimation, in existing literature, based on estimation
errors. Errors in the estimated value using the neural net fitting tool for winter season ranged between
−23 and 31 whereas, in [22] it ranged from −33 to 15 (with 10% less range) with use of time series
ANN. Further, the MAPE for 24 h ahead forecast according to [23] was 7.28% for winter which is
similar to 7.3% during winter using neural net fitting as discussed here. Also, in [25] the MAPE errors
for different machine learning technique and for different area varies between 5–27%. Hence, the curve
fitting techniques discussed here is a well effective and simple estimation tool for thermal demand
estimation using AT and hourly pattern with respect to weekdays and seasons.

6.2. Flexible Operation of Electric Boiler

One of the important applications of deploying thermal demand estimation is to prepare an
algorithm for energy management, to support the future smart grid system. An example of scheduling
thermal storage under dynamic tariff condition is introduced in [31] with an average model of the
storage tank. Here, a time series based concept for thermal demand forecast and the schedule is
proposed for heat pumps without considering ON/OFF delay for thermal production. It usually takes
around 10–15 min to achieve a steady state condition [32]. In [6] the models of EB and HP with a storage
tank having only two stratified layers, are briefly discussed in relation to the actual control and flexibility
based on grid condition and status of storage tank temperature or position of the stratified layer.

The EB with an n-stratified layered storage tank as modelled in Section 4 is used to acknowledge its
operational flexibility. The optimal schedule of the EB is based on estimated thermal demand using the
curve fitting technique. The temperature of hot water inside the storage tank at different layers (1, 7, and
10 as in Figure 9) gives the indication of flexibility performance of the storage tank to be able to supply the
demand. The operational flexibility in terms of ON and OFF of the EB under dynamic tariff conditions
based on estimated thermal demand is presented in this section. The storage is never scheduled to
discharge more than up to 40% of its maximum capacity in order to accommodate substantial error in
the estimation of thermal demand. Figure 15 shows the complete system methodology implemented
for flexible operation of the EB. Thermal demand estimation and optimized schedule for operation
of EB are determined using Matlab. Then the flexibility in the operation of the EB is verified using
DigSILENT power factory simulation tool.
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Figure 15. System implementation for flexible operation of EB.

Figure 16a shows the day-ahead hourly spot price of Denmark’s northern region for case 1: 6
January 2017 [33]. On this particular day, the price seems to be decreasing gradually according to the
time of the day. Sometimes the prices even go to negative as on case 2: 24 December 2016 [33]. This
is because of the high electricity generation from renewable sources such as wind or solar. With an
optimization problem to reduce energy cost, it is obviously beneficial to turn ON the boiler during low
electricity price to store thermal energy.

Figure 16b shows the estimated thermal demand based on the neural network on 6 January 2017
and is compared with actual demand on the same day. Here, the MAPE error is significantly less
compared to other days estimation. Based on the estimated thermal demand, the optimal schedule of
EB, as well as thermal energy storage status, is determined (0 = fully discharged, 1 = fully charged)
to avoid higher price and time of peak electrical demand as shown in Figure 16c for case 1. Using
this schedule for operation of the EB with actual demand, the storage temperature is monitored in
Figure 16d. It is observed from Figure 16c that the controller (Ca) follows the estimated schedule (Ca1).
The actual EB storage status (ASstatus) is also closer to estimated value (PSstatus). A similar observation
is made for case 2 as well. The storage temperature of the top layer confirms that demand has been
fulfilled taking care of grid flexibility and end-user satisfaction. The storage tanks are charged when
the electricity price is lower as seen from case 1 and case 2, where spot pricing is different whereas
demand remains the same for both cases.

Similarly, Figure 17a shows the electricity price of 23 March 2017. Here, the estimated value of
thermal demand has the maximum forecasting error as seen in Figure 17b. Estimated EB schedule
(Ca1) along with the controller action (Ca) is shown in Figure 17c. The controller turns OFF the EB
twice during, 6th and 24th hour as the storage tank is fully charged as seen in Figure 17d. This is due
to the over estimation of thermal demand. The temperature of the hot water as seen from Figure 17d
indicates that storage has been fully charged and heating element needs to be shut down.
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Figure 16. (a) Hourly spot prices of electricity in Denmark region DK1 case 1: 6 January 2017 and
case 2: 24 December 2016 (b) Actual and estimated thermal demand on 6 January 2017 (c) estimated
EB schedule based on estimated demand (Ca1), estimated EB storage status (PSstatus), and actual
schedule of EB based on actual demand (Ca), and actual EB storage status (ASstatus) (case 1). (d) Storage
temperature of various layers for actual demand and schedule (case 1). (e) estimated EB schedule
based on estimated demand (Ca1), estimated EB storage status (PSstatus), and actual schedule of EB
based on actual demand (Ca), and actual EB storage status (ASstatus) (case 2). (f) Storage temperature
of various layers for actual demand and schedule (case 2).

Figure 17. (a) Spot price of electricity in Denmark region DK1 on 23 March 2017; (b) actual and
estimated thermal demand on 23 March; (c) estimated EB schedule based on estimated demand
(Ca1), estimated EB storage status (PSstatus), and actual schedule of EB based on actual demand (Ca),
and actual EB storage status (ASstatus); (d) storage temperature of various layers for actual demand
and schedule.
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The knowledge of apparent temperature, and hourly pattern of thermal consumption during
weekdays or weekends has helped the estimation tool to estimate the thermal demand effectively. The
estimation of thermal demand has supported immensely in the decision-making process to schedule
flexible operation of the EB in the multi-energy system, where energy prices are lower during high
generation from renewable sources such as solar and wind. Despite a substantial error in estimation,
the thermal storage has the capability of operating as a flexible load by decoupling demand and
generation, and enhancing accommodation of renewable energy. The energy in the storage tank tries to
attain at its best status to fulfil evening thermal peak demand, as well as avoid EB operation to support
peak shaping during high electricity demand in the evening. The temperature of the top bottom and
middle layer of stratified hot water storage tank indicates that the thermal demand is fulfilled by
maintaining operational flexibility. The use of stratified layered storage tank has the advantage over
average temperature model of storage tank, as an average model is not able to illustrate the actual
condition of supply temperature which regulates the flow of hot water from the EB to storage tank
while charging process and monitor the status of storage tank as realized in practice.

7. Conclusions

This paper shows insight on the daily usage pattern of the thermal energy, during summer and
winter, in a residential area along with the factors influencing the estimation of thermal demand such
as user behaviour parameters and external environment parameters. Based on these factors, the neural
network model and the similar day method for estimation has been implemented. Using this model,
estimation of thermal usage for the same area can be achieved, but not for other areas. So, an already
available model is unlikely to be used for new subjects. However, the findings of this paper on the use
of input parameters for determining the thermal demand of a particular area and its influence on the
pattern of usage has been justified.

The findings of the data analysis of thermal consumption (QDHW) yields some important
conclusions on the pattern of energy demand based on time and day of usage reflecting user behaviour
without compromising the privacy issue of individuals. This valuable information is useful for
determining the generation of thermal demand and need for storage. When large CHP units are
replaced by small heat pumps or electric boilers and integrated to the electric grid network, it will
increase the electricity demand with the profile discussed in Figure 4. Thus, during off-peak hours,
when electricity demand is low, the thermal storage unit can be used to store the surplus electricity
generated by wind turbines and other renewable generation. This storage of thermal power can be
utilized during its peak hours reducing greenhouse emission on the production of hot water. Further,
the estimated value of thermal demand helps in determining the range of requirement of thermal
storage to meet the consumer demand as well as demand response to utilizing thermal storage unit as
flexible consumer load in the multi-energy system.
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Abstract: Next to building insulation, heat pumps driven by electrical compressors (eHPs) or by
gas engines (geHPs) can be used to reduce primary energy demand for heating. They come with
different investment requirements, operating costs and emissions caused. In addition, they affect
both the power and gas grids, which necessitates the assessment of both infrastructures regarding
grid expansion planning. To calculate costs and CO2 emissions, 2000 electrical load profiles and 180
different heat demand profiles for single-family homes were simulated and heat pump models were
applied. In a case study for a neighborhood energy model, the load profiles were assigned to buildings
in an example town using public data on locations, building age and energetic refurbishment variants.
In addition, the town’s gas distribution network and low voltage grid were modeled. Power and
gas flows were simulated and costs for required grid extensions were calculated for 11% and 16%
heat pump penetration. It was found that eHPs have the highest energy costs but will also have
the lowest CO2 emissions by 2030 and 2050. For the investigated case, power grid investments of
11,800 euros/year are relatively low compared to gas grid connection costs of 70,400 euros/year.
If eHPs and geHPs are combined, a slight reduction of overall costs is possible, but emissions would
rise strongly compared to the all-electric case.

Keywords: heat pumps; power grid; gas distribution; grid expansion planning; load-profiles

1. Introduction

One important aspect of mitigating climate change is the increase in energy efficiency, particularly
in the building sector. The European Union’s amended Directive on Energy Efficiency (2018/2002)
sets an energy efficiency target for 2030 of at least 32.5% improvement compared to the 2007
business-as-usual scenario [1,2]. The German government has set a goal of an 80% reduction in
primary energy consumption by 2050 compared to 2008 for the building sector [3]. The primary
energy consumption of the German building sector decreased by 18.8% from 2008 to 2017 while the
overall German primary energy consumption sunk by 5.5%. Space heating and domestic hot water
provision in private households accounted for 21.9% of the total final energy consumption in Germany
in 2017 [4].

The research field of future energy-efficient heat supply is manifold and consists of various
sub-research areas that overlap with other energy research questions. There are three main areas of
particular relevance for the present paper that are elaborated on later in this section. Firstly, heat pumps
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are an important technology with which primary energy consumption can be reduced [5]. They can be
evaluated in the light of energy management [6] and regarding their impact on grid infrastructure [7].
Secondly, this impact of heat pumps and other grid-connected heat generators can, in general,
lead to violations of operating limits in the respective infrastructure. Thus, grid expansion and
reinforcement planning is another relevant research area [8]. While past infrastructure was often
planned separately for different energy carriers, e.g., electricity and natural gas, integrated planning of
energy infrastructure has become increasingly important in recent publications [9]. Finally, an energy
system can be modeled with different spatial resolutions and levels of abstractions [10,11]. On a
regional level, geographical information (GIS) on buildings, streets, and existing infrastructure can be
included to find site-specific solutions and account for local characteristics.

One of the main instruments with which to reduce CO2 emissions is better insulation of
buildings, thereby leading to lower thermal demand for each building that can be coupled with
an efficient thermal energy system such as a heat pump (HP) [5]. Innovative concepts exist to build
low energy, zero energy, or even plus energy buildings [12]. For existing buildings, however, energetic
refurbishment measures have to be applied to achieve lower heat demand and low flow temperatures,
which are suitable for efficient heat pump operation [13]. For some historic buildings, particular
regulations on conservation principles limit the options for energetic refurbishments, such as insulation
measures [14]. For buildings with higher energy demands, efficient gas-based heating systems with
innovative energy management are discussed to help to reduce CO2 emissions at reasonable costs [15].
For instance, in [16], a combined control for hybrid systems consisting of photovoltaic solar panels
(PV) and combined heat and power (CHP) was introduced based on a model predictive control for
the electrical and thermal components and a short term, rule-based control for each component.
The new control can manage the PV-CHP system with higher efficiency, lower CO2 emissions,
and lower operational costs. The model predictive control was successfully tested in the laboratory [17].
In [18], the authors also showed the flexibility potential of thermal-electrical systems using a model
predictive control, which could be used for market or grid-friendly behavior. Nonetheless, even with
highly innovative optimized control algorithms, natural gas-fired CHP plants have unavoidable CO2

emissions. To improve the primary energy factor, ambient heat can be used by heat pumps. Usually,
the heat pumps’ refrigerant circuit is driven by electric motors, and auxiliary heating coils might be
used. Besides that, heat pump systems are also available with gas-powered engines and additional
waste heat recovery. The emission and combustion characteristics of gas engine heat pumps (geHPs)
are shown in [19].

Various studies on geHPs for industrial and residential use were reviewed in [20],
which concluded that efficiency gains can be reached by using geHPs not only for space heating
but also for hot water generation. In-depth energy efficiency analysis of a geHP was conducted
in [21,22]; a primary energy ratio up to 1.83 was reported.

In the present study, the idea is to use different heat pump systems as a flexibility option in grid
planning, not in energy management. The heat pump hot water storage systems are assumed to have
rule-based controls based on leveling the storage temperature to supply the necessary space heating
and domestic hot water during a year.

The impact of heat pumps on an electrical distribution grid has been studied in great detail in [23]
and corrected in [24] as a function of building type and district properties. It was found that cable
overloading can be expected for large rural feeders at heat pump penetrations as low as 30%, depending
on the cable, while voltage problems start usually at slightly higher percentages. Additionally, building
characteristics show high correlations with the examined grid performance indicators, revealing a
promising potential for statistical modeling of the studied indicators. Electrical heat pumps and grid
integration were also discussed in the context of flexibility options and demand-side management,
e.g., in [25]. The authors show that ground source heat pumps are a very high-efficiency technology for
space conditioning in buildings, and present a high potential for electric load management as a flexible
load when combined with the thermal storage capacity of the building. In addition, the authors in [26]
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demonstrate that the combined use of a grid-connected PV system for heat pump water heaters has
a larger economic benefit than solar thermal heaters when combined with optimal scheduling and
therefore helps with grid integration of PV systems. An energy index was introduced in [27] to assess
plants, such as a PV system and heat pump, capable of producing electricity from a renewable source.
The index evaluates the bidirectional energy flows on the external power grid, in comparison to the
electricity demand of a building. None of these studies considered the costs of a gas distribution grid
and the effects of the gas heating systems when building owners changed their heating systems to
electrical heat pumps. Such effects can include costs for dismantling existing gas network elements.

Even if electrical heat pump systems based on renewable electricity will be a zero-emission
solution in the future, a high number of newly installed electrical heat pumps will lead to problems
with the electrical power grid, such as undervoltage and line overloading [28]. As a result, power grid
reinforcement measures are required to stabilize the grid. In addition, the start-up characteristics of
heat pumps can affect the power grid on short time scales [29]. This can also result in need for expensive
grid expansion measures [30]. Frameworks for distribution grid planning are introduced in [31,32].
The latter can be also used for large-scale networks, as shown in [33]. In the past, several aspects of
distribution grid planning have been studied. A comparison of meta-heuristics for meshed power
grids is elaborated in [34]. Optimizations of low and medium voltage grids have been done [35,36].
A novel approach wherein grid expansion is modeled together with asset management is shown in [37].
A geographic information system (GIS)-based approach was developed by the authors of [38]. In the
present study, we also used a GIS-based approach, which includes not only the electrical but also the
thermal characteristic of energy demand and its influence on an existing gas distribution grid.

A comparison of optimization methods of gas distribution grids is presented in [39]. The uncertain
necessity of dismantling parts of the distribution grid in different ways due to a possibly declining
natural gas demand has been recently addressed in [40]. The effects of increasing grid charges for
natural gas that incentivize energetic refurbishment have been further investigated in [41].

More research has been done on coupled gas and power grids. A new model for optimal joint
scheduling of power-to-gas and gas-fired generation units in a power-gas embedded grid was studied
in [42]. This work dealt with operational aspects of a combined infrastructure, not with strategic
planning. The authors in [43] analyzed combined planning for enhancing the power grid resilience.
A co-simulation approach of gas and power grids was used in [44]. The possibility of using the
co-simulation for grid planning was mentioned but not run in detail. A simulation tool for combined
power and gas infrastructure (SAInt) was developed in [45] and applied on a 158-bus power grid and
a 352-node gas network. However, the case study focused on security-related events and planning
was a minor aspect.

A survey on models of integrated power and natural gas grid coordination is presented in [46].
A model for integrated generation, transmission, and gas expansion planning is shown in [47].
In [48], a co-optimization using mixed-integer non-linear programming for modeling a 6-bus power
system with a 6-node gas network was shown to be an effective tool for a small number of nodes.
Additionally, a mixed-integer linear programming model for optimized integrated planning of
power and gas networks was developed in [49] and applied in a case study with an 18 node-power
distribution grid that was interconnected with an 18 node-gas network. In the present study, however,
no co-optimization approach was used, due to the larger size of the low voltage grid with around 3000
nodes. The focus here is on a techno-economic analysis using a high number of electrical and thermal
household loads in a German town for three different cases. A heuristic optimization was used for
cost minimal expansion planning of the power grid.

A review of GIS-based modeling of urban energy systems and the FlexiGIS platform is
described in [50]. FlexiGIS is an open-source GIS-based platform for modeling urban energy systems.
The framework relies mainly on spatial features of urban objects extracted from open databases such
as OpenStreetMap. GIS-based studies in [51,52] use the platform to allocate distributed battery storage
optimally in urban areas. The simulation and planning of the coupled grid infrastructure is not part of
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the FlexiGIS model and not mentioned in the literature review. The platform was developed for the
optimization of generation and demand of flexibilities in urban regions. In the present paper, we go a
step further and add detailed modeling of the gas and power grid infrastructure to the neighborhood
energy model of an example town.

In the following, we model both topics in great detail so that it is possible to derive the total
costs for a future energy infrastructure that is able to supply electricity and heat in a German town
for the years 2030 and 2050. On the one hand, the building owners’ perspective regarding deciding
on insulation and the type of heating system is modeled. On the other hand, the grid operator’s
perspective toward investing in the power and gas distribution grid to assure a reliable and efficient
network infrastructure is modeled as well. The innovation in this paper is to analyze the costs and
emissions of heat generation under consideration of different building ages and energetic refurbishment
variants in combination with the related costs for grid reinforcement in both the natural gas and the
low voltage network of a German town. Using this approach, in contrast to other studies, a more
comprehensive assessment of different heating technologies can be conducted, including the cost for
heat pump systems and infrastructure costs together. The study shows where a significant number of
costs are located and which type of heat pump could be used to minimize the costs but also to reduce
CO2 emissions.

In the context of grid expansion planning, this study presents the following main innovations:

• The mutual investigation of power and natural gas distribution infrastructure for a whole town
using a pipe and power-flow grid analysis.

• Deriving open models from a large number and different types of public data only, creating a
highly diversified spatial and temporal resolution.

• Using a multi-perspective approach that considers electricity and natural gas grid investments,
heat pump costs, and CO2 emissions for three cases.

The structure of the paper is as follows: First, the steps to model the existing building stock in
the town and electric and gas grid infrastructure are described in Section 2. Second, fixed numbers of
heat pumps are assumed to be added to the infrastructure by 2030 and 2050. Three cases are studied,
including (1) only electric heat pump systems being installed, (2) only gas engine heat pump systems
being installed, and (3) a mix of electric and gas engine heat pump systems being installed. Heat pump
related costs and emissions are presented in Section 3.1 for individual building types with different
building ages and three energetic refurbishment variants. In Section 3.2, the costs for all heat pumps
that are assumed to be installed in the town are summarized. The costs for grid expansion of the
power and gas grid depending on the number of electric and gas engine heat pumps are presented in
Section 3.3. In Section 4, the results are discussed for the three cases, and the conclusion on the costs
and CO2 emissions of scenarios with different numbers of heat pump types are drawn.

2. Materials and Methods

The approach of evaluating the total costs and CO2 emissions of planning an urban power and
gas grid is based on detailed geographic information system (GIS) data. An overview of the different
steps is shown in Figure 1. The data used in this study are all publicly available on the Internet as
open-data or derived from assumptions based on studies mentioned in the following paragraphs.
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Figure 1. GIS-based approach for evaluating the total costs for an overall future infrastructure plan.

The analysis was performed for the German town “Schutterwald” in the geographical region of
“Oberrhein” in southern Germany. The basic model of the studied town was built from GIS data of
buildings and streets derived from OpenStreetMap (OSM) [53]. Additional information from public
sources [54,55] on building age and energetic refurbishment was connected to the buildings of the
town. From this geographical connected information, the load profiles and the grid models were
derived. All buildings were treated as residential buildings, since commercial buildings are rather rare
in the focus area. Most of the town’s commercial and industrial area is located in the northern part of
the town, which is not considered in this study. The load profiles cover electrical and thermal profiles.
While the electrical load profiles were modeled for each building, thermal profiles were modeled for 12
different building classes with three different renovation standards and five different household types.
The electrical load profiles were then geographically connected to the power grid model. The power
grid and the gas grid model were also based on GIS data and were modeled based on publicly available
information [53–57]. However, assumptions had to be made if the level of detail from the sources was
not sufficient. The grids in this study can therefore differ from the actual grid in features such as cable
type and exact routing or transformer parameters and location. The thermal profiles served as input for
the gas consumption profiles and the future electrical load profiles, which were modeled for the grid
planning in 2030 and 2050. The gas and power grid connection point profiles were based on a model
of heat pump and storage systems including a rule-based control to apply the thermal energy for
space heating and domestic hot water for a household. In future scenarios, additional loads may occur
in the grid, e.g., more air conditioning units due to global warming, and electric vehicles. However,
these effects are out of the scope of the present study and require further research. From the resulting
time-series, the operating costs and CO2 emissions for the buildings and thermal energy systems on
the one hand, and required grid infrastructure investments, on the other hand, were calculated.

2.1. GIS-Based Information

The GIS coordinates of the building were taken from OSM data. The buildings were classified in
accordance with the TABULA-building topology for Germany [58–60]. Twelve different periods were
classified according to their year of construction, as shown in Table 1 (“construction year classes”).
The state of energetic refurbishment was modeled by three different states:

• Variant 1: “standard (no refurbishment).”
• Variant 2: “moderate refurbishment.”
• Variant 3: “advanced refurbishment.”
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Table 1. Different construction year classes for Germany as defined in [59].

Name Years

A 1859 and earlier
B 1860–1918
C 1919–1948
D 1949–1957
E 1958–1968
F 1969–1978
G 1979–1983
H 1984–1994
I 1995–2001
J 2002–2009
K 2010–2015
L 2016 and later

Variant 1 refers to the requirements according to the applicable energy efficiency guideline
for buildings in the respective construction year. Moderate and advanced refurbishments differ in
thickness of wall insulation, number of insulated walls and other refurbishment measures. A detailed
overview is given in [58,59].

The houses’ construction year periods in the example town were derived from the technical
report [54]. The result is shown in Figure 2.

Figure 2. The region of the investigated town Schutterwald. Each colored square depicts a household.
The color code describes the construction year class of each building (see legend in the right upper
corner and, in the right lower corner, the inset for distribution of the number of houses for each period).
Classification of periods based on [54].

The refurbishment variants were randomly assigned to the houses, based on a probabilistic
distribution. The distribution of the three variants within each construction year class was based on
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statistics of German stock of buildings [55] as depicted in Figure 3. Different household types with
one to four residents were randomly assigned to the houses, weighted by the census data for the
municipality [61]; see Table 2. The household type is needed to calculate the electrical and domestic
hot water load profiles.
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Figure 3. Share of refurbished single-family and two-family homes of German stock of buildings
in 2009 per construction year class, adapted from [55]. Class A and B were not differentiated in the
reference. As no data for classes K and L were given in the reference, equal distributions to class J
were assumed.

Table 2. Shares of different household types in the investigated municipality, based on [61] (summarized).

Household Type Code Number Share

single, retired SRa 172 6%
single, employed SOa 537 18%

couple, employed, 0 children POa 1030 35%
couple, employed, 1 child P1a 520 18%

couple, employed, 2 children or more * P2a 686 23%

* Other, bigger households were assigned to household type P2a, too.

In total, the model included 1506 houses; twelve construction year classes with three variants of
refurbishment, each completed by five household types.

The temperature and solar radiation data were taken from the weather year 2009.

2.2. Class-Based Electrical and Thermal Load Profiles

To reduce complexity, all buildings were assumed single-family homes. The electrical load profiles
without heat generators were generated using a bottom up load profile generator, which is presented
in [62]. The profile generator was based on adding up single household devices, such as a television,
coffee machine, and washing machine. The devices’ operating times were based on probability
functions so that each resulting profile was different from the others. The probability functions were
specific for different types of household members, e.g., children use the bathroom lightning earlier in
the evening than adults. To account for different usage patterns of electrical appliances and different
household sizes, five main household types were implemented representing the statistical distribution
of singles (employed/retired) and couples with one, two, or without children in the municipality
(Table 2). In total, 2000 different electrical load profiles for one year with a resolution of 10 minutes
have been computed using the load profile generator.

Space heating (SH) demand and domestic hot water (DHW) demand were computed using
another load profile generator that was developed in [63], similar to the method in [64]. It uses
occupation models for the five different household types for each of the 36 building types. The profiles
for space heating depending on the construction year class and the domestic hot water demand with a
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10 min resolution were also computed for one year. Based on those profiles, models of heat pumps
and thermal storage systems were applied to derive “grid connection point profiles”, i.e., electricity
and gas load profiles from the heat demand time-series that affect the power grid and natural gas
network (see Figure 1).

2.3. GIS-Based Grid Connection Point Profiles

A heating system was modeled by a heat generator unit and two insulated hot water tanks,
one for space heating and one for domestic hot water. The distribution of the heat within the house,
including radiators, in-house pipes, and ventilation systems, was not modeled explicitly in this study.
Distribution losses were taken into account by a loss factor. Three heat generator options were
considered to cover the heat demand

• Natural gas-fired boiler;
• Electric heat pumps with auxiliary heating coils (eHPs);
• Gas engine heat pumps (geHPs).

The gas boiler models were based on Equations (1)–(4).

ηPn = (A + B · log10(Pn))/100 (1)

ηPpart = (C + D · log10(Pn))/100 (2)

qP0 = (E · PF
n )/100 (3)

Paux = (G + H · PK
n )/1000 (4)

with rated power Pn; efficiency at rated and partial power ηPn and ηPpart; standby heat loss qP0; electric
auxiliary power Paux; and factors A–H and K according to standard DIN V 18599:5.

The coefficient of performance (COP) for electric heat pumps εeHP was calculated from the ideal
COP and a system efficiency factor ηHP = 0.36 using Equation (5).

εeHP =
Tc

Tc − Te
· ηHP (5)

with temperatures at the condenser Tc and evaporator Te in Kelvin.
Like the electric heat pumps, gas engine heat pumps use a refrigerant cycle too. The compressor

is driven by a gas engine and the heat from the engine cooling cycle and exhaust gas is utilized by
additional heat exchangers. Thus, the overall efficiency was estimated according to Equation (6) with
relative exhaust heat loss qex,loss = 0.25 [21], heat pump system efficiency ηHP = 0.36 and gas engine
efficiency ηengine = 0.307 (assumption: full load, 1400 rpm) [65]. Currently, commercial gas engine
heat pumps are only available for rated power of 25 kW upwards but market availability of small-scale
geHPs could be reached within a few years [66].

εgeHP = 1 − qex,loss + ηengine

(
Tc

Tc − Te
ηHP − 1

)
(6)

The temperatures of the condensers in houses with regular, advanced, and ambitious energetic
standards are assumed to be 55 ◦C, 45 ◦C, and 35 ◦C, respectively. Ambient air temperature records of
a nearby weather station were used as evaporator temperature [67]. Since the lowest air temperature
in 2007–2014 was recorded for 2009 (−15.2 ◦C), the weather year 2009 was used for the simulations in
this study. Extreme winters may also occur in the future due to changes in atmospheric circulation
caused by climate change [68]. Thus, the risk of over-sizing the heating systems appears to be limited
but cannot be negated.
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The losses of the hot water tanks are calculated with Equation (7) (according to DIN V 18599:5)
and the stored heat energy is a function of the tank’s volume and temperature, see Equation (8).

Qloss,d = 0.4
kWh
day

+ 0.14
kWh

0.001 m3 day
·
√

Vstor (7)

Qstor = Vstor · 1.163
Wh

0.001 m3 K
· ΔT (8)

with daily heat loss Qloss,d, storage volume Vstor in liters, thermal storage capacity Qstor and difference
between the maximum and minimum storage temperature ΔT

The investments for heat generators and hot water tanks were estimated according to Equation (9).
All price parameters were assumed to stay constant for all investigated scenario years.

Cinv = a · X + b (9)

where a and b are factors shown in Table 3 and X is rated thermal power in kilowatts or storage volume
in liters [69].

Table 3. Assumed price parameters for heat generators [69].

Heat Generator
Investments Maintenance Costs

Depreciation Period
a b [% of Investment/Year]

gas condensing boiler 61 EUR/kW 4794 EUR 3.0 20 years
gas engine heat pump 163 EUR/kW 14797 EUR 4.5 20 years

electric air water heat pump 488 EUR/kW 7461 EUR 2.5 20 years
supplementary heating coil 100 EUR/kW 0 EUR 0.0 20 years

hot water storage tank 1120 EUR/m3 806 EUR 0.0 20 years

Initial costs were converted to annuities, using an interest rate of ihh = 2.7 % for households
(average of [70–72]) and iDSO = 4.27 % for distribution system operators (see Table A9).

The energy carrier rates given in Table 4 were applied to calculate the heating systems’ fuel or
electricity costs. Emissions were calculated based on the emission factors given in Table 5 [73,74].
It has to be noted that only scope 1 and 2 emissions were taken into account; no scope 3 emissions
(production and mining). Possible emission changes for gas that may come from changing gas mix
were neglected.

Table 4. Prices for energy usage (all prices including VAT).

Energy Carrier Tariff Variable [EUR/kWh] + Fix [EUR/Year] Ref.

electricity standard 0.283 96.39 [75]

heat pump tariff, 3 × 2 h blocking time
0.231 (high load time)
0.196 (low load time) 71.40 [75]

natural gas standard (18–50 MWh/year) 0.058 122.40 [76]

Table 5. Emission factors (scope 1 and 2).

Energy Carrier Scope Emission Factor Reference

electricity (2017, domestic cons.) 2 537 gCO2-eq/kWh [73]
electricity (scenario 2030) 2 217 gCO2-eq/kWh calculated based on [77]
electricity (scenario 2050) 2 66 gCO2-eq/kWh calculated based on [77]

natural gas 1 202 gCO2-eq/kWh [78]
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2.4. GIS-Based Grid Models

Based on the existing building stock model, the town’s low voltage grid and gas distribution
network were modeled.

2.4.1. Low Voltage Power Grid Model

As the real low voltage grid of the town is unknown, a new grid model was created. According to
the classification presented in [79], three categories are applicable:

• Synthetic, because it is not based on a real DSO grid model;
• Example, because the main purpose is to illustrate different scenarios;
• Benchmark, because it is used to compare different scenarios by derived grid expansion costs.

The grid model was derived from an open-source 10 kV medium voltage (MV) grid model called
“MV Oberrhein” that is provided as a synthetic grid in the Python package pandapower [32,80]. The low
voltage grids for each of the 14 transformers have been modeled using a semi-automated method that
includes the following steps:

1. The street lines downloaded from OpenStreetMap are segmented into sets of points with 1 m
distance and an individual ID, called grid-points, using the QGIS-plugin QChainage [81]. It is
assumed that cables are routed along the streets and each house is assigned to its nearest grid-point
using the extension NNJoin [82]. All grid-points that have no house assigned are deleted.

2. The remaining grid-points are connected to their assigned houses by cables of type NAYY 4x50.
To derive a preliminary grid structure, grid-points are connected to their nearest neighbor in
the same street with less than 40 m distance by cables of the type NAYY 4x150. The parameters
and locations of the MV/LV transformer stations are taken from the pandapower grid
“MV Oberrhein”. All information is imported to PSS® Sincal to proceed with a graphical interface.

3. The imported information is validated and existing errors due to the automated approach of grid
generation are corrected manually. For each transformer, a supply area is chosen and the respective
branches are connected by cables of type NAYY 4x150 to the LV-busbar of the transformer.
Crossing points of many cables are equipped with switch cabinets. A radial topology without
any galvanic connections between transformers is ensured by appropriate switch configuration.
The result is shown in Figure 4.

4. For each house, a peak load of P = 2 kW and Q = 0.1 kVar is assumed, which represents a
cos(φ) of 0.96. With these values, a load flow calculation is performed to make sure that the grid
model is valid and the voltage and current of each cable, bus, and transformer stay within given
limits. Limits are chosen to be 0.9–1.1 p.u. for bus voltages, 60% capacity for cables, and 130% for
transformers (oil insulated) [83].

5. If violations of given voltage and capacity limits are found at this stage, switch measure,
direct connection to bus bars; or new, parallel cables are added until all restrictions are met.

6. The Sincal-grid model is imported to pandapower and by using the integrated converter of
pandapower-pro.

7. The loads in pandapower are connected with the house data (construction year classes, the status
of energetic refurbishment, household type) from Figure 2.

8. Time-series of load profiles for each of the 1506 household loads are matched using one of the
2000 generated load profiles.

9. A final load flow calculation for a whole year (all time-steps) is done to validate the grid and
make sure all the voltage and currents are within the given limits.

This electrical distribution grid is the benchmark grid for today and was used for the applications
of the different scenarios. All transformer tap positions were set to the second-lowest position (−1).
The power flow was calculated using the open-source Python package pandapower [32,80]. A version
of the synthetic low voltage grid can be found in the Supplementary Materials as a pandapowerNet-file.
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1 iintern

Figure 4. Synthetic electrical distribution grid of Schutterwald derived from open-source data.
Each color represents a galvanically connected low voltage grid (grid group) that belongs to one
transformer/external grid connection (squares). Due to the status of the switches, the different grid
groups are not galvanically connected on the low voltage side.

2.4.2. Natural Gas Grid Model

The gas distribution grid was modeled in STANET® [84] by applying the following steps:

1. The raw network topology was derived from a map presented in [54].
2. Detailed information such as pipe diameters and types was derived from the gas network

operator’s online planning information platform [57] and was set in STANET® accordingly.
The backbone of the gas system is made of pipes of the type 180 PE 100; all other pipes are of type
125 PE 100.

3. The location of the city gate station (pressure regulator station) was taken from the route depicted
in the land utilization plan [56] and assumed to provide a constant pressure of 1 bar. It was
implemented as a constant pressure node in STANET®.

4. The buildings and their types that were set in the electrical distribution grid model were imported
to the gas distribution grid model.

5. Linear connection pipes from houses to the nearest natural gas pipeline were created by using the
STANET® function “Create house connection pipes”.

6. The STANET® grid model was exported as a CSV-file and imported into pandapipes,
an open-source Python package for pipe flow and network simulation [85], for further analysis,
e.g., on different lengths of house connection pipes.

7. Gas network capacity tests were conducted to find potential violations of the operation limits
(flow velocity and nodal pressure). For these tests, it was assumed that all houses in the model
were heated by gas boilers, except for those with an assigned heat pump. Then, time-series
simulations were conducted in pandapipes. The highest gas flow velocity and the lowest nodal
pressure per time step were logged.
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The resulting gas distribution grid is shown in Figure 5 and can be found in the Supplementary
Materials in the STANET®-CSV and pandapipesNet-file format.

Figure 5. Assumed connection costs for houses based on their linear distance to the natural gas grid
and the specific costs given in Table 6.

2.5. GIS-Based Grid Expansion Planning

Based on a scenario data of the INTEEVER project [77] scaled by the number of residents,
the numbers of heat pumps in the years 2030 and 2050 were set to 164 and 247, respectively. These heat
pumps can be realized as eHPs or geHPs. In the following, three cases are studied and compared for
calculating the costs for grid expansion planning of electrical and gas distribution systems.

• Case 1 “electric”: All heat pumps are realized as eHPs.
• Case 2 “natural gas”: All heat pumps are realized as geHPs.
• Case 3 “mixed”: It is assumed that heat pumps are driven by gas engines for houses that are close

to the gas grid (less than 67 m linear distance). Heat pumps in other houses are implemented
as eHPs.

2.5.1. Allocation of Heat Pumps

Electric heat pumps are connected at the same bus as the household load. For a worst-case
scenario, it is assumed that no gas house connections exist or existing house connections are not used.
Thus, each geHP is connected to the closest pipe of the gas grid by a linear house connection pipe and
pipe investments are required.

The allocation of new heat pumps was not evenly randomly distributed like in other studies
but was based on the construction year class. It should also be possible to allocate new heat pumps
for a large range of numbers automatically. It should be based on given GIS information and include
a sufficient degree of variety to create sets of different samples for the same given number of heat
pumps. To achieve this, it was assumed that the likelihood of a house to be equipped with a heat pump
depended mainly on the age and degree of refurbishment. For the given stock of buildings, likelihood
points were assigned. As heat pumps are especially efficient with modern heating systems that require
low-temperature heat, houses with the energetic refurbishment variants “standard”, “moderate”
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and “advanced”, received 1, 5, and 10 points, respectively. In a second step, today’s shares of heat
pumps in each construction year class in Germany were applied and the respective number of houses
received 100 points, starting from advanced refurbished houses. For example, 599,201 residential
buildings were completed in Germany between 2010 and 2015 (construction year class K), and for
184,110 (30.7%) of those houses, heat pumps were the main heat generator [86]. In the investigated
area, around 50 houses got the construction year class K assigned. Thus, 15 of these houses (≈30.7%)
received 100 points for the heat pump allocation. The remaining 35 houses stayed at their initial 1, 5,
or 10 points. Twenty random allocations were computed for the year 2030 and the remaining heat
pumps for 2050 were added subsequently. For replicability, the heuristic’s random number generator
was initialized with different seeds (0–19) for each allocation. In each case, the same 20 allocations of
heat pumps are analyzed and either electric motors or gas engines were assumed.

2.5.2. Grid Analysis

For each sample grid, power flow and pipe flow calculations were conducted in pandapower
and pandapipes/STANET®, respectively. To limit the calculation time, the time-series was reduced
to time steps with a cumulative load of 90% or more of the annual peak load. From these time steps,
the one with the highest voltage band violation (i.e., lowest bus voltage) was used for the following
grid extension study.

2.5.3. Grid Reinforcement

Prior to the low voltage grid reinforcement study, switch measures were applied (i.e., opening
and closing of switches) by a hill-climbing heuristic for 5 min to balance line loadings and bus voltages
among the network. For this sectioning point optimization (SPO) heuristic, the weighted sum of voltage
violations and line overloadings was considered. The weighting factor for voltage band violations was
set to 15 and line loading violations were weighted by a factor of 1.5. Then, grid reinforcement and
extension measures were applied using hill-climbing and iterated local search algorithms from [33].
The allowed voltage band was 0.9 p.u. ≤ ubus ≤ 1.1 p.u. and the maximum line loading was 60%.
The following measures were allowed:

• Replacing overloaded cables or cables that were upstream of voltage band violations by cables
with increased diameter (NAYY 4x240).

• Adding parallel cables (NAYY 4x240) to replaced cables.

Subsets of those measures were evaluated by the heuristic optimizer to find a feasible solution
and improve it further towards a cost minimum. However, the solutions might not represent the global
minima due to a limited computation time of 30 min. Extension costs for the low voltage grid were
estimated based on Table 6.

Table 6. Assumed costs for low voltage (LV) grid extension and construction of natural gas house connections.

Conductor Costs Reference Depreciation Period

LV cable, NAYY 4x150 mm2 95,000 EUR/km [87] 40 years
LV cable, NAYY 4x240 mm2 114,000 EUR/km calc. from [87,88] 40 years

house connection gas pipe, DN 50 1488 EUR + 95 EUR/m [89] 45 years

In the gas grid, the operational limits are specified as minimum node pressure of pmin = 20 mbar
and maximum gas velocity vgas,max = 18 m/s [90]. If these boundaries are violated, additional pipes
have to be considered.

3. Results

In the following, the results for different stages of the bottom-up approach are explained.
First, the results for the costs and emissions of single buildings are shown. As the effect of
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different household types is relatively small compared to the influence of building age and energetic
refurbishment, only average values for all five household types are presented. Second, the costs
and emissions that were specified for each house type are summarized according to the assumed
distribution of buildings with heat pumps. Third, heat maps of bus voltages for worst-case time steps
are shown and the calculated required grid investments are given. Finally, the combined costs of heat
pumps and grid investments are compared for different cases.

3.1. Costs and CO2 Emissions for Single Buildings and New Heating Systems

The calculated annual demands for space heating, hot water, and electricity (for household
devices, not for eHP) are summarized by household type in the Appendix A, Table A1. The electricity
consumption increases with increasing household size. In turn, the space heating demands decrease
slightly, due to the waste heat provided by the electrical appliances. The DHW demand is almost
proportional to the number of household members. The simulated annual heat production and
efficiency values for eHPs and geHPs are listed for each construction year class and energetic
refurbishment variant in Tables A2 and A3. Figure 6 displays specific costs of heat generation for
different combinations of heating technologies and years of construction as well as their state of
refurbishment. Namely, electric heat pumps with an auxiliary heating coil, gas engine heat pumps,
and gas boilers are compared for the construction year classes E (1958–1968) and L (2016 and later).
For all heat generator options and years of construction, the required rated heat generator power—and
thus the investments—decrease with further energetic refurbishment. Gas boilers have the lowest
overall costs of generated heat, as they require the least investments. Required investments for geHPs
are 3.18–3.34 times higher than for gas boilers. For eHP, 1.95–3.72 times the investments for respective
gas boilers are necessary. Regarding energy costs, geHP are the most cost-efficient, particularly for
well-insulated buildings and buildings according to the latest energy efficiency guidelines.
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Figure 6. Costs for heat generation for sample buildings of two construction year classes and three
energetic insulation variants. Average of five simulated household types.

Total annual costs (depreciation, energy consumption, maintenance, and interest) and CO2

emissions of different heat generators are shown in Figure 7 for the construction year classes E
(1958–1968) and L (2016 and later). In all cases, gas boilers cause the highest annual emissions.
The replacement of gas boilers by geHPs reduces emissions by 27–30%, 35–37% and 46–49%
(for variants 1, 2 and 3, respectively). For eHPs, the assumed electricity mix is essential. Using the
electricity mix of 2017, an eHP in a house constructed between 1958 and 1968 would eliminate between
6% (variant 1) and 40% (variant 3) of CO2 emissions. Assuming a further decline of fossil–fired power
plants (see Table 5), the savings rise to 62–76% in 2030 and 89–93% in 2050.
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Figure 7. Calculated annual costs (depreciation, energy consumption, maintenance and interests)
and emissions of different heating options for single-family homes (construction year period 1958 to
1968 and 2016 onwards). Average of five simulated household types. Underlying numbers can be
found in Tables A4 and A5. For electric heat pumps (eHPs), the emissions are given for different years
(i.e., decreasing carbon intensity of electricity generation; see Table 5). Costs for energy and heating
systems were assumed to stay constant for all years. Possible emission changes for gas that may come
from changing gas mix are neglected.

3.2. Cost and Emissions for Investigated Buildings in Schutterwald

The GIS information of the buildings in Schutterwald and the method to allocate new heat
pump systems made it possible to calculate the costs and CO2 emissions for all analyzed buildings in
Schutterwald together.

In the investigated cases, 164 and 247 heat pumps were allocated among the 1506 houses of
the town. Due to the partially randomized allocation heuristic, the distributions vary among the
construction year classes, energetic insulation standards, and household types. The distributions are
shown in Figure 8. Figure 8a shows the share of each construction year class and energy refurbishment
variant for one exemplary seed. Figure 8b,c present the distributions of heat pumps for 2030 and
2050 respectively.

The average total annual costs for 164 heat pumps are 494,000 and 416,000 euros in case 1—electric
and case 2—natural gas. For 247 heat pumps, these numbers rise to 736,000 and 624,000 euros.
In case 3—mixed, on average 67% of the heat pumps are implemented as geHPs and 33% as eHPs.
This is reflected proportionally in the heat pump investments and energy costs of 443,000 and
662,000 euros for 164 and 247 heat pumps in case 3. In Figure 9, the cost sensitivity to varied energy
prices and investment costs is depicted. In case 1, an electricity price increase of 20% leads to raised
overall costs of +11%. If the electricity price is lowered by 20%, case 1 has lower heat pump costs than
case 3 with default parameters (−2.2%). If required heat pump investments change by 20%, the overall
annuities change by 9%, 12%, and 14% in cases 1, 2, and 3, respectively.

The heat pumps’ cost difference is relatively small compared to the difference in annual
CO2 emissions. In the 2030 scenario, the heat pumps emit on average 505 tCO2-eq/a if they are
implemented as geHPs. In contrast, the same number of eHPs in 2030 causes on average 66% less
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CO2. With decreasing carbon intensity of the electricity mix, this difference rises to 84% less CO2

from eHPs than from geHPs in 2050. The emissions in case 3 scale proportionally to the respective
eHP/geHP ratio.
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Figure 8. Resulting building stock and assigned heat pumps (example, for the seed “0”; variant 1/2/3
= no/moderate/advanced energetic refurbishment). (a) Derived distribution of total housing stock in
the town per construction year class and energy variant. (b) Share of selected buildings to be equipped
with a heat pump. Scenario with 164 heat pumps. (c) Share of selected buildings to be equipped with a
heat pump. Scenario with 247 heat pumps.

Figure 9. Sensitivity of overall cost for heat pumps in the cases in year 2030/164 heat pumps.
Averages of all 20 seeds.
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3.3. Required Grid Investments in the Gas and Power Grids

For each allocation of heat pumps, sectioning point optimizations were conducted in the electric
and mixed cases. If voltage band violations or line loading violations occurred, grid reinforcement
measures were added.

3.3.1. Case 1—Electric (eHPs)

From the sample allocation of 247 heat pumps shown in Figure 10, it can be confirmed that
the distribution among the town’s houses is not equal, due to the weighted random heuristic.
Thus, clustering can be observed in areas with younger buildings, in the western and southeastern part
of the town. In these areas, the grid load is particularly high. Table 7 gives an overview of lowest bus
voltages and maximum line loads for an exemplary allocation (for the seed “15”). Undervoltage occurs
at 54% of the busses but can be reduced to 4.8% of the buses by SPO; 68 lines (1.66 km) are overloaded;
that is, 5.0% of the total low voltage line length without house connection cables. The results show that
the violations can be significantly lowered by SPO. If the solutions of the automated grid reinforcement
planning are applied, all voltage and line loading limits are met.

The required grid extension measures differ highly between different seeds and the success of the
automated grid extension hill-climbing heuristic.

For some seeds, very few measures are required or sectioning point optimization was already
sufficient to meet all operational restrictions. Overall, the maximum required grid reinforcement
investments summed up to 161,994 euros in 2030 and 296,419 euros in 2050 with average costs per
allocation of 76,110 euros (2030) and 223,488 euros (2050).

Figure 10. Synthetic low voltage grid of the town with 247 electric heat pumps
(case 1—electric, for the seed “15”). Line overloads and bus voltages at time step with lowest bus
voltage, prior to sectioning point optimization and grid extension.
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Table 7. Exemplary simulation results from pandapower (for the seed “15”): load at worst time step
(occurrence of lowest bus voltage) and lowest bus voltage and maximum line loading before and
after sectioning point optimization (SPO) and after automated grid reinforcement planning (with
cost-optimal cable reinforcement and parallel lines applied).

Case 1 Case 3

number of heat pumps 164 247 164 (47 eHP) 247 (76 eHP)
total load at worst time step [MW] 3.297 3.556 2.595 2.687
load caused by eHP [MW] 0.839 1.787 0.225 0.317

lowest bus voltage [p.u.]
before SPO 0.832 0.796 0.847 0.833
after SPO 0.895 0.863 0.908 0.896
after grid reinforcement 0.901 0.909 0.919 0.900

highest line loading [%]
before SPO 99.1 133.4 79.1 90.3
after SPO 92.4 123.4 73.9 84.1
after grid reinforcement 58.8 59.27 59.3 59.8

3.3.2. Case 2—Natural Gas (geHP)

In this case, the same heat pump allocations as in case 1 were evaluated, but gas engines were
assumed instead of electric motors. The required gas connection pipes differ in length and were not
limited in this case. As shown in Figure 5, the majority of the town’s houses are closer than 100 m to
the natural gas grid. However, some areas are further away and the longest required connection pipe
has a length of 332.8 m.

This leads to higher grid investments than in case 1 with on average 1,237,127 euros in 2030 and
1,829,862 euros in 2050. These values are theoretical values and indicate an upper limit, as all pipes are
implemented as connection pipes. In a real system, the main distribution system may be expanded to
supply new demand areas. Thus, shorter house connection pipes would be necessary.

The capacity test shows maximum gas velocities of 13.5 m/s and nodal pressures between
0.80 bar and 1.00 bar in case 2 with 247 geHPs and gas boilers for the remaining 1259 houses.
Thus, no predefined operating limits are violated and no reinforcement or extension of the natural gas
network is required apart from house connection pipes.

3.3.3. Case 3—Mixed (eHPs and geHPs)

In case 3, both electric and gas engine heat pumps should be deployed. As a reasonable indicator
to estimate the house owners’ preference for one technology or the other, the house’s distance to the
gas grid and the respective connection costs were used. For young houses (construction year class
L-2016 and later, variant 1) the net present value for heat supply over 20 years is −64,706 euros for eHP
and −56,819 euros for geHP, not including connection pipelines. The difference, 7887 euros, equals the
costs for a natural gas house connection pipe of 67.2 m length. Thus, this distance is considered as a
threshold in case 3.

As in cases 1 and 2, the same allocations of heat pumps were used in case 3. It was assumed
that all heat pumps that were closer to the gas grid than 67 m were driven by gas engines (geHPs).
Those heat pumps that were further than 67 m away from the existing natural gas network were
assumed electrically driven (eHPs). Since the electrical load was reduced (compared to case 1),
large parts of the power grid were without violations. However, some load clusters remained and
required grid reinforcement (Figure 11). In general, the violations of the admissible voltage range
and the maximum admissible line loads were lower than in case 1. In addition, sectioning point
optimization can reduce maximum voltage violations more effectively than in case 1 (see Table 7).
On average, this leads to reduced low voltage grid investments of 45.4% (2030) and 33.8% (2050)
compared to case 1. At the same time, 35.4% (2030) and 37.2% (2050) of the investments in gas grid
connection pipes calculated in case 2 are required.
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Figure 11. Synthetic low voltage grid of the town with 171 geHPs and 76 eHPs (case 3—mixed).
Line overloads and bus voltages at time step with the lowest bus voltage, prior to sectioning point
optimization and grid extension. geHPs are not represented in the figure.

3.4. Combined Costs of Heat Supply and Grid Investments

All grid extension and grid connection costs are summarized in Table A7 and shown in Figure 12.

Figure 12. Box plots (n = 20) of calculated required grid investments for 164 and 247 deployed
heat pumps (left) and emissions caused by deployed heat pumps in 2030 and 2050 (right). See also
Tables A7 and A8.

The combined costs of required grid investments per case and heat pump investments,
maintenance, and operation are shown with the average emissions in 2030/2050 in Figure 13.
For comparison, all costs and investments have been converted to annuities, as installed cables and
pipes have much longer lifetimes than heat pumps (see Tables 3 and 6). In all three cases, the required
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grid investments are low compared to the heat pump related costs. In the scenario with 247 heat pumps,
the highest shares of grid investments are 2.1%, 10.6%, and 4.7% for cases 1, 2, and 3, respectively.
The average grid investments and other cost components for each case are shown in Figure 14.
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Figure 13. Average annualized costs (grid investment, heat pump investment, and operation) and
annual emissions in 2030 and 2050 by heat pumps for cases 1—electric, 2—natural gas, and 3—mixed
respectively.
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Figure 14. Annual costs in 1000 euros/year for heat supply of 247 houses with heat pumps and
connected required grid investments (annualized). Average of 20 seeds for each case.

In case 2, the cost advantage of geHPs (Table A6) caused by lower energy costs is to a large extent
compensated by the higher grid investments. On average, the overall annual costs of case 2 (gas) are
7% lower than in case 1 (electric), both in 2030 and 2050. In case 3 (mixed) a decrease in costs of 0.5%
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occurs, compared to case 2. The CO2-emissions of case 2 are by a factor of 2.9 (2030) and 6.3 (2050)
higher than in case 1.

4. Summary

4.1. Conclusions

Amongst others, three innovation highlights were addressed in this paper:

• On the basis of a large number and different types of public data only, a low voltage and gas
grid model with a highly diversified spatial resolution has been created for an example town and
made available in the Supplementary Materials.

• We did a mutual investigation of power and natural gas distribution infrastructure for a whole
town using a pipe and power-flow grid analysis.

• For all three cases, we investigated grid investments, heat pump costs, and CO2 emissions for a
multi-perspective approach.

A low voltage network for a town with around 1500 houses has been modeled in pandapower.
In addition, a simplified but realistic natural gas distribution network model has been developed in
STANET® for the same town. A model of the existing building stock of the town has been derived
from OpenStreetMap coordinates and has been enriched with realistic data on construction year
classes. Furthermore, information on the houses’ energetic refurbishment and household types has
been estimated based on detailed statistics. For each house type, different heat demand profiles were
simulated and electric load profiles for heat pumps as well as natural gas load profiles for gas boilers
and gas engine heat pumps have been derived. Overall, the models can be seen as synthetic with
realistic assumptions. They have been compared in terms of costs and emissions. For the majority of
the investigated buildings, it was found that eHPs caused higher specific CO2-emissions than geHP
in 2017. In 2030 and 2050 scenarios, however, the eHP emissions were around 50% and more than
80% below the geHP emission levels, respectively. The specific heat generation costs for eHP decrease
strongly with the increasing energetic refurbishment of the buildings. For buildings with little to no
energetic refurbishment, a cost advantage for geHP was observed.

Based of the load profiles, the effects of heat pump deployment on either energy infrastructure
have been analyzed regarding required grid reinforcement and extension measures. In the power
grid, a large share of bus voltage violations could be solved by SPO, which switches lines from one
branch to another. If around 11% of the buildings are equipped with electric heat pumps, little to
no grid reinforcement is required in the investigated model. For gas engine heat pumps, however,
significant grid connection costs can occur if the maximum connection length is not limited. If the
share of heat pumps rises to 16%, bigger clusters occur, and average required grid investments in the
low voltage power grid increase. Nonetheless, the electric heat pump case (case 1) requires just 12% of
the grid investments in the gas engine heat pump case (case 2) and causes 84% less CO2 emissions (in
2050). If heat pump investments and operating costs are considered as well, case 3 comes on average
with 0.3% less annual costs and −28% CO2 emissions in 2050 compared to case 2. If all remaining
geHPs in case 3 are replaced by eHPs, overall annual costs increase on average by 8.0% and CO2

emissions decrease by 78% (see Figure 13). The observed load clusters indicate the importance of a
neighborhood’s building characteristics (e.g., energetic refurbishment and age) for grid planning and
energy system modeling.

4.2. Discussion and Limitations

In the proposed method, multiple building characteristics (construction year, energetic
refurbishment, household type) are taken into account. The grid load analysis indicates that the
degree of energetic refurbishment has the strongest effect of grid stress. This is partly related to the
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assumption of decreasing heating temperatures with higher insulation but also shows the importance
of energy efficiency.

In the case study, some simplifications and assumptions were made that may have affected the
results. In particular, constant cost parameters due to neglected learning curves may have led to
overestimated investment costs for heat pumps. Additionally, the fact that present heat generators and
existing gas grid connections were not taken into account also led to higher cost estimations. Instead of
adding multiple individual house connection gas pipes, synergies could be used by extending the main
natural gas grid to reach new demand clusters. For this, the gas grid could be modeled in pandapipes
and an algorithm similar to the automated grid planning in pandapower [33] could be applied.

The buildings’ heat demand was likely overestimated as well since the building stock was
assumed to stay constant and no refurbishments were taken into account. The distribution of the
heat within the house included radiators, in-house pipes, and ventilation systems. These systems
were not modeled explicitly in this study, but are important within the context of renovation and
usability of thermal systems with different temperature levels. Therefore, it is important to distinguish
between old buildings with low refurbishment standards and new buildings with low heat demand.
Enabling older buildings to use electrical heat pump systems could create much higher costs than in
younger buildings.

This work focuses on single-family homes. However, commercial, non-residential consumers
will likely have a strong impact on load in the power and natural gas grids. There are commercial
consumers, such as restaurants, cooking with natural gas, who may not be willing to change to electrical
systems. Solutions for such individual demands have to be taken into account in real urban systems.
As the natural gas composition was assumed to stay constant, the emissions were higher than in a
scenario with an increased share of green hydrogen, bio-methane, or synthetic fuel usage. Nevertheless,
for a comprehensive assessment of the emissions, supply chain emissions of electricity generation and
natural gas supply have to be taken into account as well. This could lead to remarkably higher indirect
emissions. Traber and Fell [91] reported a global warming potential (20-year horizon) of the natural
gas supply chain of 170–337 gCO2-eq/kWhfuel. Compared to scope 1 emissions of 202 gCO2/kWhfuel,
this implies an increase of emissions by 84–266%.

In addition, the investigated cases did not consider other developments that may increase the
need for grid reinforcement. In particular, increasing installations of solar PV, charging points for
electric vehicles, and the need for air conditioning units can be considered as potential drivers for
additional power grid investments.

The grid extension analysis was conducted for a dedicated town with specific infrastructure and
building stock characteristics. Therefore, the applied method will likely lead to different results in
other towns and further research is required to derive more general results.

4.3. Further Research

The calculations were done for a synthetic German town example and the numbers of new heat
pumps were taken from a national energy optimization model. However, the number was rather
low, so that 11% and 16% of the buildings were to be equipped with heat pumps in 2030 and 2050,
respectively. This leaves questions regarding efficient, renewable heating systems for the rest of the
buildings in the town. In Germany, the new installation of decentralized oil heating systems will be
forbidden, starting in the year 2025. Currently, more than 60% of the buildings in the example town
are equipped with such systems. An evaluation of cost and feasibility needs to be done for future
scenarios, including the change of all thermal supply systems in the town to a CO2 neutral solution.

In this study, a simple control algorithm for heating systems has been used and static blocking
time slots set by the DSO were assumed. Advanced algorithms may lead to further variation in load
profiles and thus reduce simultaneity. This would lead to lower peak load and reduce required grid
extension measures. Furthermore, future research may check the usage of small-scale heat pumps for
each building against the possibility of installing district heating grids.
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The matching power and gas grid models that were created in this work can be used for future
research, in particular in the field of coupled power and gas distribution grids.

For municipalities with increasing numbers of heat pumps being installed, the case study provides
an initial impression in which operating costs, capital expenditures for households, and grid operators
arise and how they are distributed among the stakeholders. As a next step, the individual stakeholders’
investment decisions could be investigated in more detail and policy measures (e.g., regional incentive
programs) could be coordinated accordingly. However, the results of the case study cannot be
generalized without further research.

Supplementary Materials: The following network models are available online at http://www.mdpi.com/1996-
1073/13/16/4052/s1: natural gas network in pandapipes-JSON format (pandapipes version 0.1.2), natural gas
network in STANET-CSV format, and low voltage power grid in pandapower-JSON format (pandapower
version 2.2.2).
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Abbreviations

The following abbreviations are used in this manuscript:

aux. auxiliary
CAPEX capital expenditure
CHP combined heat and power
cons. consumption
constr. construction
COP coefficient of performance
DHW domestic hot water
DSO distribution system operator
eHP, eHPs electric heat pump, electric heat pumps
el. electricity
EMF emission factor
geHP, geHPs gas engine heat pump, gas engine heat pumps
Hh., hh household
NZEB nearly zero-energy building
O&M operation and maintenance costs
OSM OpenStreetMap
prod. production
PV photovoltaic
SH space heating
WACC weighted average cost of capital
YTM yield to maturity
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Appendix A. Supplementary Tables

Table A1. Simulation results for average (by household type) annual space heating demand, domestic
hot water demand, and electricity consumption of household devices. For each household type,
12 construction year classes with 3 energy refurbishment variants each were considered.

Household Type Space Heating [kWhth] DHW [kWhth] El. Hh. Devices [kWhel]

single, employed 19,618 847 2263
single, retired 19,579 869 1912

couple, employed, no children 18,620 1707 3281
couple, employed, 1 child 17,827 2578 4207

couple, employed, 2 children 16,923 3455 4842

Table A2. Calculated electricity consumption, heat generation, and efficiency of eHP systems for
different types of single-family homes (average of the five household types).

Constr.
Year Class

Energy
Refurb.
Variant

Heat
Demand
[kWh/a]

El. Cons.
eHP

[kWhel/a]

Heat Prod.
eHP

[kWhth/a]

Annual
COP

(eHP Only)

El. Cons. Aux.
Heating Coil

[kWhel/a]

Annual COP
(System of

eHP + Coil )

A
1 66,975 30,725 73,422 2.39 1856 2.31
2 22,812 8847 26,082 2.95 739 2.80
3 13,557 4116 16,051 3.90 488 3.59

B
1 40,965 19,244 46,207 2.40 1164 2.32
2 15,088 6035 17,938 2.97 499 2.82
3 9667 3030 12,027 3.97 372 3.64

C
1 59,076 27,184 65,014 2.39 1679 2.31
2 29,102 11,287 33,219 2.94 922 2.80
3 19,762 5857 22,555 3.85 712 3.54

D
1 32,674 15,403 37,145 2.41 884 2.33
2 14,130 5678 16,942 2.98 426 2.85
3 7991 2577 10,311 4.00 287 3.70

E
1 35,026 16,582 39,929 2.41 976 2.33
2 16,639 6577 19,554 2.97 549 2.82
3 10,125 3159 12,517 3.96 384 3.64

F
1 36,594 17,142 41,238 2.41 1043 2.33
2 17,809 7041 20,796 2.95 568 2.81
3 12,543 3843 15,033 3.91 491 3.58

G
1 29,902 14,126 34,050 2.41 853 2.33
2 17,219 6803 20,166 2.96 572 2.81
3 12,327 3782 14,843 3.92 474 3.60

H
1 24,728 11,810 28,476 2.41 674 2.34
2 16,176 6428 19,071 2.97 528 2.82
3 10,589 3298 12,964 3.93 393 3.62

I
1 15,938 7821 18,997 2.43 460 2.35
2 13,400 5453 16,252 2.98 413 2.84
3 9116 2865 11,396 3.98 367 3.64

J
1 13,988 6932 16,858 2.43 436 2.35
2 12,678 5168 15,487 3.00 404 2.85
3 10,318 3193 12,683 3.97 386 3.65

K
1 18,232 8839 21,419 2.42 528 2.34
2 16,358 6513 19,321 2.97 519 2.82
3 11,788 3631 14,335 3.95 442 3.63

L
1 15,178 7448 18,140 2.44 444 2.35
2 14,490 5826 17,331 2.97 482 2.82
3 11,611 3602 14,166 3.93 423 3.62
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Table A3. Calculated natural gas consumption, heat generation and primary energy ratio (ratio heat
output/fuel input) of geHP systems for different types of single-family homes (average of the five
household types).

Constr.
Year Class

Energy
Refurb.
Variant

Heat
Demand
[kWh/a]

Fuel Cons.
[kWhfuel/a]

Heat
Prod.

[kWhth/a]

Primary
Energy
Ratio

A
1 66,975 60,189 75,524 1.25
2 22,812 18,575 26,478 1.43
3 13,557 9514 16,451 1.73

B
1 40,965 37,224 46,770 1.26
2 15,088 12,633 18,148 1.44
3 9667 6893 12,007 1.74

C
1 59,076 53,214 66,817 1.26
2 29,102 23,615 33,590 1.42
3 19,762 13,692 23,420 1.71

D
1 32,674 29,579 37,250 1.26
2 14,130 11,768 16,942 1.44
3 7991 5715 9970 1.74

E
1 35,026 31,760 39,894 1.26
2 16,639 13,787 19,799 1.44
3 10,125 7205 12,531 1.74

F
1 36,594 33,183 41,760 1.26
2 17,809 14,788 21,165 1.43
3 12,543 8878 15,352 1.73

G
1 29,902 27,105 34,096 1.26
2 17,219 14,342 20,591 1.44
3 12,327 8686 15,003 1.73

H
1 24,728 22,614 28,495 1.26
2 16,176 13,433 19,252 1.43
3 10,589 7501 12,983 1.73

I
1 15,938 14,928 18,894 1.27
2 13,400 11,237 16,138 1.44
3 9116 6553 11,470 1.75

J
1 13,988 13,243 16,784 1.27
2 12,678 10,661 15,353 1.44
3 10,318 7275 12,685 1.74

K
1 18,232 16,937 21,404 1.26
2 16,358 13,608 19,523 1.43
3 11,788 8287 14,389 1.74

L
1 15,178 14,219 18,039 1.27
2 14,490 12,069 17,306 1.43
3 11,611 8209 14,224 1.73

Table A4. Annual costs (CAPEX, O&M, fuel) in euros/year and emissions in t CO2-eq/year for different
heat generators in a single-family home, construction year period E (built between 1958 and 1968).

Existing State
(Var. 1)

Usual Refurbish-
ment (Var. 2)

Adv. Refurbish-
ment (Var. 3)

Information: EMF
[gCO2/kWhfuel]

Costs Emissions Costs Emissions Costs Emissions

oil boiler 5311 13.7 3386 6.6 2714 4.1 266
gas boiler 4873 10.8 3197 5.0 2625 3.2 202

geHP 5320 7.5 3798 3.1 3263 1.6 202
eHP 2017 7809 10.9 4196 4.3 2983 2.1 537
eHP 2030 7809 4.4 4196 1.7 2983 0.9 141
eHP 2050 7809 1.3 4196 0.5 2983 0.3 66
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Table A5. Annual costs (CAPEX, O&M, fuel) in euros/year and emissions in t CO2-eq/year for different
heat generators in a single-family home, construction year period L (built in 2016 or later).

National Minimum
Requirement

(Var. 1)

Ambitious Standard/
NZEB
(Var. 2)

Advanced Refurbishment
(Var. 3)

Information: EMF
[gCO2/kWhfuel]

Costs Emissions Costs Emissions Costs Emissions

oil boiler 3146 5.7 3114 5.6 2818 4.5 266
gas boiler 2987 4.5 2962 4.3 2713 3.5 202

geHP 3809 3.2 3669 2.8 3345 1.9 202
eHP 2017 4412 4.7 3926 3.8 3146 2.4 537
eHP 2030 4412 1.9 3926 1.6 3146 1.0 141
eHP 2050 4412 0.6 3926 0.5 3146 0.3 66

Table A6. Statistical description of overall annualized heat pump investments and yearly energy
costs in 1000 euros/a for each case (20 allocations per case). Q1, Q2, and Q3 represent 25%, 50%,
and 75% quartiles.

Year Number of Heat Pumps Case Mean σ Min Q1 Q2 Q3 Max

2030 164
1 - electric 494 6 480 491 494 500 502
2 - natural gas 416 3 411 415 416 419 419
3 - mixed 443 3 438 440 442 446 448

2050 247
1 - electric 736 11 707 730 737 741 759
2 - natural gas 624 5 613 622 624 627 634
3 - mixed 662 6 646 659 663 667 672

Table A7. Statistical description of required natural gas and low voltage grid investments in 1000 euros
for each case (20 different allocations per case).

Year Number of Heat Pumps Case Mean σ Min Q1 Q2 Q3 Max

2030 164
1 - electric 76 46 0 38 69 109 162
2 - natural gas 1237 74 1097 1184 1238 1273 1376
3 - mixed 473 30 415 450 472 489 526

2050 247
1 - electric 223 36 157 205 225 244 296
2 - natural gas 1830 46 1740 1805 1828 1,873 1912
3 - mixed 757 44 679 725 775 794 829

Table A8. Statistical description of annual CO2 emission caused by heat pumps in the scenarios in tCO2-eq/a.

Year Number of Heat Pumps Case Mean σ Min Q1 Q2 Q3 Max

2030 164
1 - electric 173 3 167 172 173 176 177
2 - natural gas 505 8 489 501 504 513 515
3 - mixed 392 16 365 380 392 403 427

2050 247
1 - electric 120 2 114 119 121 122 125
2 - natural gas 753 14 718 745 753 761 783
3 - mixed 543 19 510 530 542 557 582

Table A9. Discount rate assumptions.

Parameter Value Reference

discount rate households 2.67 % average of [13,71,72]
equity interest rate DSO 6.91 % [92]
debt interest rate DSO 1.33 % 10 year avg. of YTM on German bearer debentures (2009–’18) [93]

equity ratio DSO 52.73 % [94]
discount rate DSO (WACC) 4.27 % own calculation
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Abstract: The coordinated heat-electricity dispatch of the urban integrated energy system (UIES)
helps to improve the system flexibility, thereby overcoming the adverse effects caused by the random
fluctuations of renewable energy (RE) and promoting the penetration of RE. Among them, the dynamic
characteristics of the urban heat network (UHN) are important features that need to be considered for
the operating scheduling of the UIES. This paper aims to establish a flexibility scheduling model for
UIES based on the dynamic characteristics of the UHN. First, the typical structure and key equipment
model of the urban integrated heat and power system (UIHPS) with the dynamic characteristics of
the UHN is proposed. Then, the definition and model of the UIHPS flexibility and the assessment
index of the flexibility are developed. Moreover, a flexibility scheduling model for a UIHPS that
considers the dynamic characteristics of a UHN is established. Finally, the validity of the proposed
model is validated by case studies, and the applicability of flexibility scheduling and the effect of heat
load (HL) are analyzed.

Keywords: urban integrated heat and power system; random fluctuations of renewable energy;
flexibility scheduling; temperature dynamics of the urban heat network

1. Introduction

With problems such as energy shortages and environmental protection becoming increasingly
prominent during the development of society, it is an inevitable decision to greatly develop renewable
energy (RE). Electricity is the main use of RE. However, as the proportion of RE integration into the
power system increases, its variability and uncertainty have brought new challenges to the security
of power system operations [1]. Considerable attention has been paid toward research on power
system flexibility resulting from the variability of RE generation [2]. By increasing the system flexibility,
the adverse effect on the power system operation brought by the high penetration of RE can be
effectively coped with, and therefore, the utilization of RE will be improved. Unfortunately, it is
difficult to meet the growing demand for integrating RE by only deploying resources in electric power
systems. An integrated energy system (IES) can effectively enhance the system flexibility by utilizing
the complementary and synergistic relationships between various energy vectors, such as electricity,
heat and gas, thus promoting a scaled development of RE [3,4]. In some cities in northern Europe
and northern China, the urban heating network (UHN) and electric network are jointly constructed
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as a city-level integrated electricity-heat system through combined heat and power (CHP) units [5,6].
The system flexibility will be greatly improved by the coordinated scheduling of urban integrated heat
and power systems (UIHPSs), therefore further facilitating the integration of RE.

Previous research on flexibility is mainly restricted to the power system itself, including the
definition and evaluation of power system flexibility [7,8], as well as optimal dispatching [9,10].
Reference [7] proposes the insufficient ramping resource expectation (IRRE) as a metric to assess the
power system flexibility over different time horizons and in different directions. Reference [8] proposed
an index that could evaluate the maximum uncertainty a system could accept. In terms of flexibility
scheduling, [9] described the operational flexibility of electric power systems from three dimensions:
ramp rate, power and energy and the developed flexibility dispatch based on this. Regarding the
European power market, the optimal procurement of flexible ramping products was studied in [10],
and a deterministic, flexible power system dispatching model was proposed.

With the introduction of IES in recent years, there have been a number of research advancements
that have improved the absorption of RE (e.g., wind and solar) by utilizing multi-energy coupling
devices [11–17]. In [11], distributed electric heat pumps (HPs) were introduced into a wind-thermal
power system as a heat source (HS) and spinning reserve to increase wind power utilization. A model
for determining the operational flexibility of CHP with thermal energy storage was established
in [12], and it was found that both a more powerful CHP and a larger buffer could increase flexibility.
Reference [13] improved the flexibility of CHP units using electric boilers and heat storage tanks to
better integrate wind power. The potential of HPs applied for demand side management and wind
power integration in the German electricity market was studied in [14]. Reference [15] investigates the
trends of district heating technologies in Europe, and indicates that the district heating development
requires more flexible energy systems with building automation, RE and prosumers’ participation, to
improve the RE utilization and energy efficiency. Greater RE penetration was achieved by integrating
heat pumps into district heating in [16,17].

Although existing research has made some achievements in improving power system flexibility
through the integrated operation of electricity and heat, little attention has been paid to the influence of
the dynamic characteristics of heating networks, such as transmission delay and temperature dynamics.
For UHNs, the transmission time of the heat medium from the HS to users can be up to several
hours. Hence, the system flexibility can be greatly increased by rationally using the transmission delay
characteristic of UHNs. On the other hand, the supply and return temperatures of each node in a
UHN can vary within a certain range [18]. By reasonably using this characteristic, the operational
flexibility of the UHN will be further enhanced. Therefore, for urban integrated energy systems
(UIESs), the utilization of the above dynamic characteristics of UHNs through coupling components
(e.g., CHPs) can better cope with fluctuations of RE (e.g., wind power) and significantly improve the
system flexibility. This paper aims to establish a flexibility scheduling model for a UIES based on the
dynamic characteristics of a UHN. First, we build the typical structure of UIHPSs with the dynamic
characteristics of a UHN, as well as the main equipment models in UIHPSs. Then, the flexibility
definition and model for UIHPSs are developed, and the assessment metrics of flexibility are also
provided. Subsequently, the flexibility scheduling model for a UIES that considers the dynamic
characteristics of a UHN is established. Finally, the effectiveness of the proposed model is verified by
case studies, and the applicability of flexibility scheduling and the influence of HL are analyzed.

2. UIHPS

UIES is a typical application form of IES [4,5], which refers to the unified design and operation of
different energy vectors (e.g., electricity, heat, gas and hydrogen) within an urban area to achieve a
safe, efficient and green supply for various energy demands. Figure 1 shows a typical structure of a
UIHPS. At the level of UIES, the electric supply mainly comes from high-grade electric networks, local
conventional thermal power plant (TPP) units, CHP units and RE generation equipment such as wind
turbines, while the heat supply is largely from CHP units and coal-fired or gas-fired boilers.
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Figure 1. Schematic diagram of an urban integrated heat and power system (UIHPS).

In the traditional heat-electricity separate operation mode, CHP units, as the coupling link,
separately execute the power instructions of the electric and heat dispatching departments and
coordinate with them when conflicts arise. Under this mode, the regulated resources of urban thermal
and power systems have not been fully utilized, and there is still room for improvement in increasing
RE integration and energy efficiency.

2.1. Energy Supply Equipment

2.1.1. CHP Units

CHP units can simultaneously produce heat and electricity, with high energy conversion
efficiency [19]. In particular, extraction condensing CHP units have more flexible thermoelectric
operating characteristics and are widely used in UIESs. This study is based on the extraction
condensing CHP unit (hereinafter referred to as the CHP unit).

The feasible operating region of a CHP unit is shown in Figure 2. When the thermal output of the
CHP unit changes, the corresponding upper and lower electric power limits also change. Any operating
point in this feasible region can be represented by a convex combination of corner points [20], as shown
in Equations (1)–(3):

Hchp
g,t =

NKg∑
k=1

(
αk

g,t ·Hk
g

)
(1)

Pchp
g,t =

NKg∑
k=1

(
αk

g,t · Pk
g

)
(2)

NKg∑
k=1

αk
g,t = 1, 0 ≤ αk

g,t ≤ 1 (3)

The operating cost of a CHP unit can be expressed as follows:

Cchp
g,t =

NKg∑
k=1

(
αk

g,t ·Ck
g

)
(4)

The relationship between the heat output of the CHPs connected to the HS j and the supply and
return temperatures of the HS j is shown as Equation (5).

∑
g∈CHPj

Hchp
g,t = c

.
mS

j

(
TSs

j,t − TSr
j,t

)
× 10−3 ∀ j ∈ NHS (5)
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Figure 2. Feasible operating region of combined heat and power (CHP).

The supply and return temperatures at the HS should be within a certain range to guarantee the
heating quality:

TSs
j,min ≤ TSs

j,t ≤ TSs
j,max (6)

TSr
j,min ≤ TSr

j,t ≤ TSr
j,max (7)

The ramping constraints of the CHP units are shown in Equation (8):

Rchp
d,g · Δt ≤ Pchp

g,t − Pchp
g,t−1 ≤ Rchp

u,g · Δt (8)

2.1.2. TPP Units

The operating cost of TPP units can be described as follows:

Ctpp
g,t = ag

(
Ptpp

g,t

)2
+ bgPtpp

g,t + cg (9)

The generated energy output constraints of TPP units are shown as follows:

Ptpp
g,min ≤ Ptpp

g,t ≤ Ptpp
g,max (10)

The ramping constraints of TPP units are expressed as Equation (11).

Rtpp
d,g · Δt ≤ Ptpp

g,t − Ptpp
g,t−1 ≤ Rtpp

u,g · Δt (11)

2.2. UHN

The UHN is usually divided into the primary network and the secondary network, which are
connected with each other through heat exchangers. The dynamic characteristics of the secondary
heating network have no direct effect on the cooperative operation of the UIHPS. In this paper, the heat
exchanger and the secondary heating network are equivalent to the HL of the primary heating network,
and TLs

i,t refers to the temperature of mass flowing from the HL. The structure of the UHN is shown in
Figure 3.

The quality regulation mode (CF-VT) [21] is one of the frequently used control strategies for urban
heating systems. Under this regulation mode, the mass flow of the UHN remains constant, while the
thermal dispatching department optimizes the supply temperature of the CHP units to meet the HL in
different periods [22]. This strategy decouples the control of the hydraulic condition and the thermal
condition in the heating system and has achieved good results in industrial practice. In this paper, our
study is based on the CF-VT strategy of a UHN.

58



Energies 2020, 13, 3273

Figure 3. Schematic diagram of an urban heat network (UHN).

2.2.1. Dynamic Characteristics of the UHN

For a city-level thermoelectric IES, there is generally a delay varying from tens of minutes to
several hours during the heat energy transmission due to the limitation of hot water velocity. Figure 4
shows the transmission delay of the UHN.

Figure 4. Schematic diagram of the transmission delay.

Considering that the return network has the same properties as the supply network and is
symmetrically distributed, this paper takes the supply pipeline as an example to illustrate the dynamic
characteristics of a UHN. The transmission delay from the input to the output of a pipe is proportional
to the total length of the pipe and is inversely proportional to the hot water velocity. Under the CF-VT
strategy, the transmission delay of each pipeline is constant (the “t” in the mass flow subscript is
omitted below), shown as follows:

Γs
k = round

⎡⎢⎢⎢⎢⎣π(Dk/2)2ρlk
.

ms
kΔt× 3600

⎤⎥⎥⎥⎥⎦ ∀k ∈ Ps (12)

The function round [·] in Equation (12) represents rounding-off. Considering the heat loss of the
hot water transported by the pipeline [23], the outlet temperature of a pipe at time t can be calculated as

Tps,out
k,t = ψk

(
Tps,in

k,t−Γk
− Ta

)
+ Ta ∀k ∈ Ps,ψk = e−

λklk
cmk (13)

According to the first law of thermodynamics, the energy flowing into a node is identical to the
energy flowing out. Thus, the mixed temperature at any node can be expressed as

∑
k∈Pu

i

( .
ms

kTps,out
k,t

)
=

⎛⎜⎜⎜⎜⎜⎜⎜⎝
∑
k∈Pu

i

.
ms

k

⎞⎟⎟⎟⎟⎟⎟⎟⎠Tns
i,t ∀i ∈ Ns (14)

The mass temperature flowing from a node to any downstream pipe is equal to the mixed
temperature at the node:

Tps,in
b,t = Tns

i,t ∀i ∈ Ns, b ∈ Pd
i (15)
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According to the model of the UHN described above, the temperature calculation formula for
each node in the supply network, while considering the network topology, can be given as

Tns
i,t =

∑
j∈NSs

∑
v∈{1,...,nj,i}

(
Fv

j,iΨ
v
j,i

(
TSs

j,t−Γv
j,i
− Ta

))
+ Ta ∀i ∈ Ns (16)

where

Fv
j,i =

∏
h∈Nv

j,i

αh, αh =

.
ms

g∑
k∈Pu

h

.
ms

k
, g = Pv

j,i∩Pu
h (17)

Ψv
j,i =

∏
k∈Pv

j,i

ψk (18)

Γv
j,i =

∑
k∈Pv

j,i

Γk (19)

2.2.2. Equivalent Pipe Model of the HL

As the load of the urban primary heating network, the HL of the heat exchange station can be
calculated as follows:

HL
i,t = c

.
mL

i

(
TLs

i,t − TLr
i,t

)
× 10−3 ∀i ∈ NHL (20)

The supply and return temperatures of HLs should be within a certain range to guarantee their
normal operation. The temperature constraints of HLs are shown as follows:

TLs
i,min ≤ TLs

i,t ≤ TLs
i,max (21)

TLr
i,min ≤ TLr

i,t ≤ TLr
i,max (22)

To facilitate the establishment of the dynamic characteristic model of the UHN, the HL is regarded
as the pipe connecting the supply network and the return network [24]. The mass flow rate of the
equivalent pipe is equivalent to the mass flow rate of the HL, and the transmission delay is equal to 0.
The heat loss of the equivalent pipe is equal to the HL, which is shown as follows:

TPL,out
i,t = TPL,in

i,t −
HL

i,t

c
.

mL
i

× 103 ∀i ∈ NHL (23)

According to the temperature loss calculation (Equation (23)) of the HL equivalent pipe and the
node temperature in the supply network (Equation (16)), the outlet temperature of a HL equivalent
pipe can be expressed as

TPL,out
i,t =

∑
j∈NSs

∑
v∈{1,...,nj,i}

(
Fv

j,iΨ
v
j,i

(
TSs

j,t−Γv
j,i
− Ta

))
−

HL
i,t

c
.

mL
i

× 103 + Ta ∀i ∈ NHL (24)

Based on the dynamic characteristic equations of the UHN and the equivalent pipe model of the
HL, the temperature at each node in the return network can be written as

Tnr
i′,t =

∑
i∈NLs

∑
w∈{1,...,ni,i′ }

(
Fw

i,i′Ψ
w
i,i′

(
TPL,out

i,t−Γw
i,i′
− Ta

))
+ Ta ∀i′ ∈ Nr (25)
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2.3. Urban Electric Network

To improve the computational performance of the simulated optimal dispatching for the UIHPS,
the linearization model of the urban electric network is used as follows [25]:

Pi =
∑
j∈i

GijUj−
∑
j∈i

B′i jθ j (26)

Qi = −
∑
j∈i

BijUj −
∑
j∈i

Gijθ j (27)

where B′i j is the imaginary part of the element in the i-th row and j-th column of the node admittance
matrix without grounding branches.

The linear model of the branch power flow is shown as follows:

Pij = gij
(
Ui −Uj

)
− bij

(
θi − θ j

)
(28)

The active and reactive power injected into an electric bus can be expressed as

Pi,t = Pchp
i,t + Ptpp

i,t + Pwind
i,t − Pload

i,t (29)

Qi,t = Qchp
i,t + Qtpp

i,t + Qwind
i,t −Qload

i,t (30)

The constraints of the node voltage amplitude and node voltage phase angle can be described as

Umin ≤ Ui ≤ Umax (31)

θmin ≤ θi ≤ θmax (32)

The constraints of the branch power flow can be described as follows:

Pij,min ≤ Pij ≤ Pij,max (33)

3. UIES Flexibility

Power system flexibility is defined by the International Energy Agency (IEA) as the ability of a
power system to quickly respond to predictable and unpredictable changes and to cope with large
fluctuations in both supply and demand (i.e., flexibility demand) while remaining within the system
boundary constraints [1]. For the UIES with high renewable penetration, random fluctuations in RE
(e.g., wind power) have a great impact on the safe operation of the power system, which is the focus of
flexibility studies. The flexibility of a UIHPS is an extension of the power system flexibility, which
focuses on how to use the inherent dynamic characteristics of the UHN to quickly deal with fluctuations
of RE generation through the coordinated operation of the urban thermal and power networks. Without
a loss of generality, this paper focuses on the research of wind generation fluctuations.

The flexibility of the UIES has the following features:

(1) The flexibility demand of the UIES is directional. The power system requires an instantaneous
supply–demand balance. When wind generation increases or decreases unexpectedly, there is a
downward and upward flexibility demand, respectively. In this case, the system is required to
have corresponding downward and upward flexibility. When the actual wind power is greater
than what is predicted, it will lead to wind curtailment if the system has insufficient downward
adjustable resources; likewise, when the actual wind generation is less than forecasted, there will
be load shedding due to insufficient upward available capacity;

(2) The flexibility of the UIES is related to the type of units. Various types of generating units are the
main flexibility resources, and their flexibility is shown as the upward and downward adjustable
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generation capacity, which is mainly limited by the electric output limits and the ramp rate.
The upper and lower generation limits of TPP units are relatively fixed. In contrast, the electric
output limits of CHP units are connected with the current heat output, and thus the upward
and downward available generation capacity is related to both the electrical and thermal output
of units;

(3) The flexibility of the UIES is related to the level of heat and electric load, and the flexibility in
different directions should be considered for different periods. Specifically, the effect of power
load on flexibility is more direct. In the electric load valley period, due to the low power demand,
the power output of TPP and CHP units is closer to the low limit, and the whole system may
be faced with insufficient downward flexibility in response to a sudden increase in wind power
generation. Similarly, the challenge during peak power loads is the lack of upward flexibility
under the condition of unpredicted decreases in wind energy generation. Thus, the flexibility
of the UIES focuses on the downward flexibility during the electric load valley period and the
upward flexibility during the electric load peak period;

(4) The flexibility of the UIES is affected by the dynamic characteristics of the UHN. Since the
transmission delay of the hot water needs to be considered in the UHN, the heat output of CHP
units does not need to maintain an instantaneous balance with the current HL. Moreover, the
supply and return temperatures that directly determine the thermal output of CHPs can vary
within a certain range, which will have a great impact on the flexibility of the UIES.

Therefore, the UIES flexibility can be further divided into downward flexibility during the electric
load valley period and upward flexibility during the electric load peak period, which can be calculated
as follows:

f d
t =

Ng∑
g=1

min
(
Pg,t − Pg,min, Δt ·Rd,g

)
(34)

f u
t =

Ng∑
g=1

min
(
Pg,max − Pg,t, Δt ·Ru,g

)
(35)

To assess the system flexibility for different periods, we propose the insufficient rate of flexibility
as the metric. The insufficient flexibility rate in different dispatching periods is expressed as the
downward flexibility deficiency rate Δ f d

t and the upward flexibility deficiency rate Δ f u
t :

Δ f d =

∑
t∈T1

(
ΔPu

t − f d
t

)
∑

t∈T1

ΔPu
t

× 100% (36)

Δ f u =

∑
t∈T2

(
ΔPd

t − f u
t

)
∑

t∈T2

ΔPd
t

× 100% (37)

The fluctuations of wind power in Equations (36) and (37) (i.e., ΔPu
t and ΔPd

t ) can be obtained by
comparing the actual wind power output with the forecasted data.

4. Flexibility Scheduling Model Based on the Temperature Dynamics of the UHN

According to the characteristics of UIES flexibility, this paper proposes a coordinated flexibility
scheduling model for a UIHPS that considers the temperature characteristics of the UHN. The scheduling
interval is 15 min, and the scheduling period is 24 h.
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4.1. Objective Function

The objective of the coordinated flexibility dispatching of the UIHPS is to maximize the total
flexibility during the electric load peak and valley periods, that is, to maximize the upward and
downward flexibility for different periods, respectively.

In the electric load valley period, the objective is to maximize the system downward flexibility:

max f1 =
∑
t∈T1

f d
t (38)

In the electric load peak period, the objective is to maximize the system upward flexibility:

max f2 =
∑
t∈T2

f u
t (39)

In summary, the objective function of the proposed coordinated flexibility scheduling model is

max f = f1 + f2 (40)

The decision variables of the dispatch model are the power output of each scheduling interval of
TPP units, the power output of each scheduling interval and the supply temperature of CHP units.

4.2. Constraints

(1) Constraints of CHP units

The constraints of CHP units are shown in Equations (1)–(8).

(2) Constraints of TPP units

The constraints of TPP units are shown in Equations (9)–(11).

(3) Constraints of the UHN

The constraints of the UHN include the node temperature calculations (Equations (16) and (25)),
the HL outlet temperature calculation (Equation (24)) and the upper and lower limits of the supply
and return temperatures at the HL (Equations (21) and (22)).

(4) Constraints of the electric network

The electric network constraints are expressed in Equations (26)–(33).
The proposed model is a large-scale linear programming model that can be solved by established

mathematical software such as CPLEX and Gurobi. The model in this paper is implemented based on
MATLAB R2013a for coding and calls Gurobi to obtain solutions.

5. Case Studies

First, this study uses a simple test to verify the effectiveness of the proposed model and analyzes
various influencing factors. Then, a practical example is used to further illustrate the efficiency of
the method.

5.1. Small-Scale System

This case uses the system of a six-bus electric network and six-node heat network, found in [26]
and shown in Figure 5; additionally, the detailed data of transmission lines and heat pipes are given
in [27]. The system includes two TPP units (TPP1, TPP2), a CHP unit and a wind farm (W) with
an installed capacity of 70 MW. The parameters of the TPP units and the CHP units are given in
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Appendix A. In this work, the wind abandonment penalty coefficient is USD 100/MWh [28], and the
load-cutting cost is USD 1000/MWh [29].

Figure 5. Modified six-bus power system with a six-node heat system.

The electric and heat loads of the system are shown in Figure 6a, and the load data can be found
in [13]. The electric load valley period (T1) refers to 0:00–6:00, and the peak period (T2) is 10:00–20:00.
The forecasted values of wind power are derived from the actual operating data, and the maximum
value is 50 MW, which is approximately 20% of the peak electric load. To verify the effectiveness of
the proposed method, a Weibull distribution is used to simulate the actual wind power based on the
forecasted wind power. The predicted and actual wind power profiles are presented in Figure 6b.

 

(a) (b) 

Figure 6. Power profiles: (a) electric and heat loads and (b) predicted and actual wind power.

5.1.1. Influence of the Transmission Delay on Flexibility Scheduling

To analyze the impact of the transmission delay in the UHN on flexibility scheduling, the following
three scenarios are set for a comparative analysis:

Case 1: Regardless of the dynamic characteristics of the UHN, optimal scheduling is carried out
to maximize system flexibility;

Case 2: Considering the dynamic characteristics of the UHN and keeping the supply temperature
of the HS in Case 1 unchanged, the flexibility scheduling plan of Case 1 is analyzed;

Case 3: For the model proposed in this paper, the dynamic characteristics of the UHN are
considered, and optimal scheduling is performed with the goal of maximizing system flexibility.

Figure 7 shows the supply temperature of the HS for Cases 1 and 2 and the corresponding
system flexibility.
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(a) 
(b) 

Figure 7. Comparison of system flexibility between Case 1 and Case 2: (a) downward flexibility in the
electric load valley period and (b) upward flexibility in the electric load peak period.

According to Figure 7, for the scheduling results of Case 1 (without considering the transmission
delay of the UHN), the system flexibility can meet the demand except for the 4:00–5:00 period, with an
insufficient downward flexibility rate of 9.8% in the electric load valley period and an insufficient
upward flexibility rate of 0% in the electric load peak period. However, in actual operation, due to the
transmission delay of the UHN, there will be some deviation between the actual thermal output of
the CHP units and the planned thermal output, and there may be a large change in the actual system
flexibility, which may even affect the operational safety of the thermal system. For Case 2, the heating
system is scheduled based on the optimized supply temperature in Case 1, and it can be observed from
its flexibility curve that, in the electric load valley period, the system downward flexibility decreases at
3:00–6:00 and cannot meet the flexibility requirements; during the electric load peak period, the system
upward flexibility is reduced and cannot meet the flexibility demand from 10:00 to 11:30. The actual
insufficient downward flexibility rate during the electric load valley period is 29.3%, and the actual
insufficient upward flexibility rate in the electric load peak period is 2.2%. Overall, these results show
that ignoring the delay characteristics of the UHN will cause a significant difference between the actual
system flexibility and planned system flexibility and accordingly goes against the penetration of wind
power and the sufficient supply of electric load. In particular, the actual values of downward flexibility
are negative at 4:00–4:45, indicating that the scheduling plan without considering the transmission
delay of the UHN is infeasible.

Moreover, flexibility scheduling that does not consider the transmission delay may also destroy
the operational security of the heating system. Figure 8 shows the supply and return node temperatures
in Case 1 and Case 2.

 

(a) 

 

(b) 

Figure 8. Node temperatures: (a) Case 1 and (b) Case 2.

According to Figure 8a, the dispatched return temperature of the HS is within the allowable range
when the transmission delay of the UHN is not taken into account, and it should be noted that all
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the node return temperatures are the same in Case 1 because the dynamic characteristics of the UHN
are not considered. However, in the actual operation, and due to the transmission delay of the UHN,
the return temperatures of HL 1 and HL 3 exceed the lower limit of the return temperature at 0:00–6:30,
the return temperature of HL 2 crosses the lower limit at 0:00–8:00 and the return temperature of the
HS crosses the lower limit during 3:00–10:00, thus breaking the operational safety of the heat system,
as shown in Figure 8b.

The thermal output of the CHP unit changes following the change in the HS return temperature.
Figure 9 shows the scheduling results of the CHP unit output in Case 1 and Case 2 at 4:00 and 10:00.
According to the supply temperature dispatched in Case 1, the actual thermal output of the CHP unit
will exceed its feasible region, which further illustrates that a flexibility scheduling plan that does not
consider the dynamic characteristics of the UHN may not be feasible in practice.

Figure 9. Comparison of the CHP unit heat output in Case 1 and Case 2 at typical times.

Next, we analyzed the results of the flexibility scheduling model proposed in this paper. Figure 10
shows the scheduling results of the proposed model (Case 3) and the scheduling results of Case 1.

 

(a) (b) 

Figure 10. Comparison of system flexibility in Case 1 and Case 3: (a) downward flexibility in the
electric load valley period and (b) upward flexibility in the electric load peak period.

Compared with Case 1, the model proposed in this paper reduces the insufficient rate of downward
flexibility during the electric load valley period from 9.8% to 0%, and the upward flexibility during
the electric load peak period is also improved. Among them, at 0:00–0:45 and 4:30–10:00, the system
flexibility of Case 1 and Case 3 is kept at 40 MW, which is the sum of the maximum upward or
downward climbing rate of all units within 15 min.

The next section of the research is concerned with the reasons for the improvement in the flexibility
of the proposed model, which is analyzed from the temperature dynamic characteristics of the UHN
and the power output changes of the CHP units. Figure 11 shows the supply and return temperatures
of the HS and operational status of the CHP units.
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(a) (b) 

Figure 11. (a) Dynamic temperature characteristics of the UHN and (b) operational status of the
CHP units.

In Figure 11a, Ts,max and Ts,min are the upper and lower limits of the HS supply temperature,
respectively, and HB (62.88 MW) is the thermal power value corresponding to point B in the feasible
region of the CHP unit. After considering the dynamic characteristics of the UHN, the thermal output
of the CHP units is no longer required to be consistent with the HL at all times, whereas the thermal
output of the CHP units is adjusted according to the flexibility requirements at different times, thereby
improving system flexibility. According to Figure 11a, in the 0:00–4:00 electric load valley period,
by adjusting the supply temperature of the HS, the thermal output of the CHP unit is basically kept
near 62.88 MW (HB), where the CHP has the largest downward adjustable electric capacity; during
10:00–16:00 of the peak period, the HS supply temperature is basically maintained at the minimum
value to minimize the heat output of the CHP unit and increase the upward adjustable electric capacity.

The results in this section indicate that after considering the actual dynamic characteristics of
the UHN, the thermal output of the CHP unit can be adjusted within a certain range by reasonably
regulating the supply temperature of the HS. Thus, the proposed model provides a greater margin for
power adjustment and provides an adequate flexibility system to cope with RE fluctuations.

5.1.2. Comparative Analysis of Flexibility Scheduling and Economic Scheduling

Economic dispatch is the main dispatch mode of the UIES. This section will analyze the results
of flexibility scheduling and economic scheduling and investigate the applicability of the proposed
flexibility scheduling model. Among them, the economic dispatch model takes the minimum operating
cost of each unit as the objective function, and the cost coefficients of each unit come from [26]. Figure 12
compares the system downward flexibility of the proposed model and the economic dispatch model
during the valley load period and the system upward flexibility during the peak load period.

 

(a) (b) 

Figure 12. System flexibility in the proposed model and in the economic dispatch model: (a) downward
flexibility in the electric load valley period and (b) upward flexibility in the electric load peak period.
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It can be seen from Figure 12 that according to the economic dispatch model, the insufficient
downward flexibility rate of the system during the valley load period is 20.5%, and wind curtailment
is required for some periods. Moreover, during the peak load period, the downward flexibility rate of
the system is 44.9%, and most of the time, part of the load needs to be removed. It indicates that in this
case, the effect of the flexibility scheduling is better than the economic scheduling.

Next, the system flexibility differences between the two scheduling models are analyzed. Figure 13
shows the system flexibility of the proposed model and the economic dispatch model in the valley and
peak load periods.

 

(a) (b) 

 

(c) (d) 

Figure 13. Composition of system flexibility in the economic dispatch and proposed models:
(a) downward flexibility for the economic dispatch model, (b) downward flexibility for the proposed
model, (c) upward flexibility for the economic dispatch model and (d) upward flexibility for the
proposed model.

Figure 13 shows that, since CHP units supply both electricity and thermal energy, the power
generation cost of CHP units is lower than that of TPP units, and thus CHP power generation will be
given priority for the economic dispatch. During the electric load valley period, the electric demand is
mainly supplied by the CHP units, which can provide certain downward flexibility, while the TPP
units all operate at the minimum output, and there is no downward adjustable capacity. The system
cannot meet the flexibility requirements at 1:00–4:00. During the peak load period, the CHP unit
basically operates at the upper limit of power generation, having no upward adjustable capacity,
while the upward adjustable capacity of TPP units cannot meet the flexibility requirements. In the
flexibility dispatch, during the valley load period, the thermal output of the CHP unit is adjusted to HB,
which has the largest downward adjustable capacity. At the same time, the TPP units have a certain
downward adjustable capacity within their climbing rate limits by reasonably dispatching the electric
output of the TPP units; during the peak load period, the thermal output of the CHP unit is reduced
to increase its upward adjustable capacity, while at the same time, the TPP units also have a larger
upward adjustable capacity. Thus, the proposed model can meet both the flexibility demands in the
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valley load period and peak load period. Taking the valley load period as an example, Figure 14 shows
the unit output status of the economic dispatch model and the proposed flexibility dispatch model.

 

(a) (b) 

Figure 14. Unit output during the electric load valley period in the economic dispatch and proposed
models: (a) electric and heat output of CHP units and (b) electric output of thermal power plant
(TPP) units.

The effect of flexibility scheduling is related to the prediction error of wind power. When the
prediction accuracy of wind power is approximately unchanged, the prediction error is directly related
to the level of wind power. The following is the analysis of the comprehensive operating costs of the
economic dispatch and flexibility dispatch models under different levels of forecasted wind power.
Figure 15 shows the overall cost structure of the two scheduling models when the predicted wind
power generation relative to the peak load ratio varies from 5% to 25%. Under different ratios of
wind generation, the shapes of the predicted wind power curve and the actual power curve remain
unchanged, as shown in Figure 6b.

Figure 15. Composition of overall cost with different ratios of wind power generation in the proposed
and economic dispatch models.

As shown in Figure 15, under any proportion of predicted wind power, the unit operating cost of
the economic dispatch model is less than that of the flexibility dispatch model. However, as the ratio of
wind power generation increases, the economic operating model will lead to wind curtailment and
load shedding during actual operation. When wind power generation accounts for 10% or more of the
maximum electric load, the superiority of the flexibility scheduling model gradually becomes more
apparent. In particular, the load-shedding cost will account for 80.9% of the unit operating cost when
the percentage of wind power generation reaches 25%. It shows that for the UIES with a high installed
capacity of wind generation, when the forecasted wind power is large the next day, the flexibility
scheduling model can be used to make the operation plan of each unit to avoid the loss caused by
insufficient flexibility.
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5.1.3. Impact Analysis of the HL Type

To analyze the impact of the type of HL on system flexibility, the HL type in Case 3 is changed
from residential user to commercial user, which is set as Case 4 to compare with Case 3. Figure 16
shows the HLs of commercial and residential users, as well as the electric load. It can be seen that the
peak and valley periods of the commercial HL are basically consistent with the electric load, which is
completely opposite to that of residential users.

Figure 16. Heat loads in Case 3 and Case 4.

Figure 17 compares the system flexibility in Case 3 and Case 4 during the valley and peak
load periods.

 

(a) (b) 

Figure 17. System flexibility in Case 3 and Case 4: (a) downward flexibility in the electric load valley
period and (b) upward flexibility in the electric load peak period.

As can be observed from Figure 17, there is little difference in the level of flexibility between the
two scenarios, and the system flexibility demands in each period can be met.

Subsequently, the two cases were analyzed from the change in the node supply and return
temperatures. Figure 18 compares the supply and return temperatures at the HS, as well as the heat
output between the pre- and post-changing HLs.

Figure 18 shows that there is a certain difference in both the HS supply and return temperature
curves between Case 4 and Case 3, whereas there is little change in the temperature difference between
the HS supply and return temperatures, resulting in a small change in the thermal output, which
makes the change in system flexibility under the two cases small.

Overall, these results indicate that the type of HL has little influence on the system flexibility.
The heat output of the CHP unit at different time periods can be adjusted by reasonably optimizing
the HS supply temperature for different users, thus meeting the downward and upward flexibility
demands of the system.
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(a) 

 

(b) 

Figure 18. Dynamic temperature characteristics of the UHN and heat output: (a) Case 3 and (b) Case 4.

5.2. Practical-Scale System

To further verify the effectiveness of the proposed model, this section uses the heat and power
networks of a real city for the simulation verification. The network structure is shown in Appendix B.
The heating network parameters come from [30], and the detailed data of the thermoelectric system
and unit parameters are provided in Appendix B. The total power capacity of this system is 1.44 GW,
including 0.82 GW from CHP units, and 0.3 GW from wind turbines. The trend of electrical and
thermal load as well as the wind power is consistent with the small-scale case, where the maximum
thermal load is 331 MW, the maximum electrical load is 1073 MW and the maximum predicted wind
power is 200 MW.

Figure 19 compares the system flexibility of the proposed model and the economic scheduling
model at different periods.

 

(a) (b) 

Figure 19. System flexibility in the proposed and economic dispatch models: (a) downward flexibility
in the electric load valley period and (b) upward flexibility in the electric load peak period.

For the proposed model, the insufficient downward flexibility rate during the electric load valley
period is 4.32%, and the insufficient upward flexibility rate in the peak load period is 0.60%. For the
economic dispatch model, it has an insufficient downward flexibility rate of 4.57% in the valley load
period, and the insufficient upward flexibility rate during peak load periods is 47.13%.

Table 1 shows the overall cost composition of the two scheduling models.
According to Table 1, the unit operating cost of the proposed model is USD 601,821, which is USD

40,353 higher than that of the economic dispatch model, but the load-shedding cost is USD 250,790
lower than the economic dispatch model, and the overall cost is 25.78% lower than that of the economic
dispatch model.
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Table 1. Overall cost for different cases.

Cost (k$) Proposed Model Economic Dispatch Model

Unit operation 601.821 563.749

Wind curtailment 0.956 1.321

Load shedding 3.235 256.947

Total 606.012 822.016

6. Conclusions

Aiming at a UIHPS with a high percentage of RE, this paper establishes a flexibility scheduling
model for a UIHPS considering the dynamic characteristics of the UHN by combining the coupling
characteristics of multi-energy system with the dynamic characteristics of a UHN. Through theoretical
research and the analysis of case studies, the following conclusions are drawn:

(1) In the UIES, due to the obvious transmission delay of the UHN, it must be considered in the
flexibility scheduling model, otherwise the operational safety of the system may be broken.
By making full use of the transmission delay and temperature dynamics of the UHN, the overall
flexibility can be improved through the cooperative scheduling of the urban heat and electricity
systems, thereby dealing with the random fluctuations of renewable generation effectively;

(2) For the UIES with high penetration of RE, when the forecasted renewable generation is relatively
large, the flexibility scheduling model can be used to make the operation plan of each unit.
Although the unit operating cost is higher than that of the economic dispatching model, the huge
cost of load shedding caused by fluctuations of renewable generation can be effectively avoided
in the proposed model;

(3) The type of HL has little effect on the flexibility dispatching results for the UIHPS. For different
types of HL, the heat output of the CHP units can be optimized by adjusting the supply
temperature of the HS to reduce the impact of different HL peak and valley periods on the system
flexibility and effectively meet the flexibility demands of the system.

In the proposed model, we mainly utilize the temperature dynamics of the primary UHN and the
coupling characteristics of CHP units to improve the system flexibility. In actual operation, when the
prediction accuracy of the HL is rather low, it will cause the actual heat output of CHP units to largely
deviate from the planned, and thus affect the system flexibility and RE integration. Furthermore,
the thermoelectric coupling characteristics of the substations and the end users also have an effect
on the system flexibility. Therefore, we will investigate to improve the forecast accuracy of the HL,
and cooperatively consider CHP substations user-side energy equipment to enhance the system
flexibility in future research.
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Nomenclature

Abbreviations Ptpp
g,min/Ptpp

g,max
Minimum/maximum electric output
of the TPP unit g, MW

UIES Urban integrated energy system Rtpp
d,g/Rtpp

u,g
Downward/upward ramp rate of the
TPP unit g, MW/h

RE Renewable energy ρ Density of the hot water, kg/m3

UHN Urban heat network Γs
k Transmission delay of the pipeline k

UIHPS
Urban integrated heat and power
system

Dk Diameter of the pipeline k, m

CHP Combined heat and power lk Length of the pipeline k, m

IRRE
insufficient ramping resource
expectation

.
ms

k
Mass flow rate of the supply pipeline
k, kg/s

HP Heat pump ψk
Temperature drop coefficient of
pipeline k

HS Heat source Ta Ambient pipeline temperature, ◦C

TPP Thermal power plant αh
Confluence coefficient related to the
node h

HL Heat load nj,i Number of paths from node j to node i

CF-VT The quality regulation mode Fv
j,i

Product of node confluence
coefficients in the v-th path from node
j to node i

IEA International Energy Agency Ψv
j,i

Product of pipeline temperature drop
coefficients in the v-th path from node
j to node i

Indices and sets Γv
j,i

Sum of pipeline transmission delays
in the v-th path from node j to node i

NSs/NSr Set of HS nodes in the
supply/return network

.
mL

i Mass flow rate of HL i, kg/s

Ns
k/Ne

k
Index of starting and ending
nodes of the pipeline k

TLs
i,max/TLs

i,min
Maximum/minimum supply
temperature of HL i, ◦C

Nv
j,i

Set of nodes of the v-th path from
node j to node i

TLr
i,max/TLr

i,min
Maximum/minimum return
temperature of HL i, ◦C

Pv
j,i

Set of pipelines of the v-th path
from node j to node i

Pij,min/Pij,max
Minimum/maximum power of branch
ij, MW

NHS Set of HSs Umin/Umax
Minimum/maximum node voltage
amplitude of bus i

CHPj Set of CHPs connected to the HS jθmin/θmax
Minimum/maximum node voltage
phase angle of bus i

Ps/Pr Set of supply/return pipelines Ng
Number of adjustable generation
units

Pu
i /Pd

i
Set of upstream/downstream
pipelines of node i

Variables

Ns/Nr Set of nodes in the supply/return
network Hchp

g,t /Pchp
g,t

Heat/electric output of the current
operating point of the CHP unit g at
time t, MW

NHL Set of HLs αk
g,t

Combination coefficient
corresponding to the k-th corner point
in the feasible region of the CHP unit
g at time t

T1/T2
Index of electric load valley/peak
period

TSs
j,t/TSr

j,t
Supply/return temperature of the HS j
at time t, ◦C
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Parameters Ptpp
g,t

Electric output of the TPP unit g at
time t, MW

NKg
Number of corner points in the
feasible region of the CHP unit g

Tps,in
k,t /Tps,out

k,t

Inlet/outlet temperature of the
pipeline k at time t, ◦C

Hk
g/Pk

g

Heat/electric output
corresponding to the k-th corner
point in the feasible region of the
CHP unit g, MW

HL
i,t

Heat load of the heat exchange station
i at time t, MW

Ck
g

Cost corresponding to the k-th
corner point of the CHP unit g, $

TLs
i,t /TLr

i,t
Supply/return temperature of the HL i
at time t, ◦C

c
Specific heat capacity of water,
kJ/(kg·◦C)

TPL
in,i,t/TPL

out,i,t
Inlet/outlet temperature of the
equivalent pipe of the heat load i, ◦C

.
mS

j Mass flow rate of the HS j, kg/s Ptpp
i,t /Qtpp

i,t
Active/reactive power output of TPP
units at bus i at time t, MW/Mvar

TSs
j,min/TSs

j,max
Minimum/maximum supply
temperature of the HS j, ◦C Pwind

i,t /Qwind
i,t

Active/reactive power output of the
wind farm at bus i at time t, MW/Mvar

TSr
j,min/TSr

j,max
Minimum/maximum return
temperature of the HS j, ◦C Pload

i,t /Qload
i,t

Active/reactive power load at bus i at
time t, MW/Mvar

Rchp
d,g /Rchp

u,g
Downward/upward ramp rate of
the CHP unit g, MW/h

f d
t / f u

t
Downward/upward flexibility of UIES
at time t, MW

Δt Dispatch time step, h ΔPu
t /ΔPd

t
Upward/downward fluctuation of
wind power at time t, MW

ag, bg, cg Cost coefficients of the TPP unit g Δ f d
t /Δ f u

t
Downward/upward flexibility
deficiency rate

Appendix A. Data of Small-Scale Case Study

Table A1. Units parameters.

Unit Bus
Pmax
(MW)

Pmin
(MW)

Qmax
(MW)

Qmin
(MW)

RU
(MW/h)

RD
(MW/h)

a
($/MW2)

b
($/MW)

c
($)

Startup
($)

1 1 30 10 70 −40 15 15 0.0005 16.83 220.58 125
2 2 50 15 200 −80 25 25 0.0013 40.62 161.87 374
3 6 208.2 54 150 −120 40 40 0.0044 3.60 100 600

Table A2. Feasible region and corresponding cost of CHP.

Point Heat Output (MW) Electric Output (MW) Cost ($)

A 0 90 2040
B 62.88 54 1770
C 120 150 3330
D 0 208.2 2910
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Appendix B. Data of Practical-Scale Case Study

Figure A1. Schematic diagram of the electricity and heating networks in the practical system.

Table A3. Heat network parameters.

id F_node T_node
Length

(m)
Diameter

(m)
Conductivity
(W/(m·◦C))

Roughness
(m)

Flowrate
(kg/s)

1 1 2 1000 1 0.12 0.0005 1757.012
2 2 3 2264.5 1 0.12 0.0005 596.784
3 3 4 865 1 0.12 0.0005 596.784
4 4 5 1939 1 0.12 0.0005 489.276
5 5 6 2531 1 0.12 0.0005 397.893
6 6 7 315 1 0.12 0.0005 320.219
7 7 8 300 0.9 0.12 0.0005 254.195
8 8 9 990 0.9 0.12 0.0005 198.075
9 9 10 689 0.9 0.12 0.0005 150.373
10 10 11 259 0.9 0.12 0.0005 150.373
11 11 12 200 0.8 0.12 0.0005 109.826
12 12 13 300 0.8 0.12 0.0005 75.361
13 13 14 260 0.6 0.12 0.0005 46.066
14 14 15 402 0.6 0.12 0.0005 21.166
15 15 16 1600 0.35 0.12 0.0005 21.166
16 2 17 2500 1 0.12 0.0005 1160.228
17 17 18 2500 1 0.12 0.0005 957.334
18 18 19 2050 1 0.12 0.0005 784.874
19 19 20 1050 1 0.12 0.0005 638.282
20 20 21 1800 0.9 0.12 0.0005 513.680
21 21 22 1750 0.9 0.12 0.0005 407.768
22 22 23 2600 0.9 0.12 0.0005 317.743
23 23 24 1900 0.9 0.12 0.0005 241.221
24 24 25 2400 0.8 0.12 0.0005 176.178
25 25 26 1900 0.8 0.12 0.0005 120.891
26 26 27 2800 0.6 0.12 0.0005 73.898
27 27 28 3600 0.6 0.12 0.0005 33.953
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Table A4. Electric network parameters

F_bus T_bus r (p.u) x (p.u) b (p.u) F_bus T_bus r (p.u) x (p.u) b (p.u)

1 4 0.00031 0.00180 −0.08495 14 15 0.00267 0.02106 −0.01189
1 4 0.00031 0.00180 −0.02242 15 16 0.00051 0.00630 −0.01189
2 4 0.00031 0.00180 −0.03879 15 16 0.00051 0.00630 −0.00915
3 4 0.00031 0.00180 −0.02000 16 17 0.00024 0.00299 −0.90000
4 5 0.00062 0.00367 −0.02130 16 17 0.00024 0.00299 −0.01200
4 5 0.00062 0.00367 −0.01000 16 18 0.00710 0.03739 −0.07777
5 12 0.00327 0.01706 −0.01000 16 18 0.00710 0.03739 −0.05500
5 6 0.00060 0.00310 −0.09215 19 18 0.00139 0.01094 −0.01204
5 7 0.00026 0.00204 −0.04100 19 18 0.00139 0.01094 −0.00862
5 9 0.00793 0.04177 −0.10824 20 18 0.00560 0.02948 −0.03318
5 23 0.00499 0.02630 −0.03660 20 18 0.00560 0.02948 −0.04575
8 9 0.00292 0.02310 −0.12654 20 23 0.00728 0.03833 −0.00165
7 8 0.00131 0.01031 −0.12654 20 21 0.00197 0.01559 −0.20000
6 7 0.00011 0.00064 −0.15090 20 21 0.00197 0.01559 −0.20000
6 7 0.00011 0.00064 −0.16410 22 21 0.00165 0.00544 −0.15833
6 10 0.00104 0.00543 −0.06128 1 21 0.00148 0.01171 −0.01372

10 11 0.00299 0.01573 −0.00044 1 21 0.00148 0.01171 −0.01372
10 11 0.00299 0.01573 −0.13150 24 11 0.00207 0.00207 −0.43500
10 12 0.00250 0.01315 −0.03596 25 11 0.00207 0.00207 −0.39500
13 12 0.00466 0.01535 −0.57500 26 18 0.00207 0.00207 −0.75000
12 15 0.00400 0.03163 −0.82500 27 18 0.00207 0.00207 −0.75000
12 14 0.00057 0.00452 −0.01696 28 18 0.00207 0.00207 −0.00522
12 18 0.00470 0.02475 −0.03431 29 18 0.00207 0.00207 −0.00695
12 18 0.00470 0.02475 −0.03250 30 20 0.00207 0.00207 −0.01958

Table A5. Units parameters.

Unit Bus
Pmax
(MW)

Pmin
(MW)

Qmax
(MW)

Qmin
(MW)

RU
(MW/h)

RD
(MW/h)

a
($/MW2)

b
($/MW)

c
($)

Startup
($)

1 1 240 98 300 −300 120 120 0.0044 3.60 100 1700
2 1 240 98 300 −300 120 120 0.0044 3.60 100 1700
3 2 170 60 300 −300 102 102 0.0044 3.60 100 1300
4 2 170 60 300 −300 102 102 0.0044 3.60 100 1300
5 3 0.01 0 200 −250 0 0 0.0141 16.08 212.31 1200
6 7 50 20 200 −25 25 25 0.0141 16.08 212.31 1200
7 16 50 20 700 −700 25 25 0.0527 43.66 781.52 1500
8 26 220 60 999 −999 110 110 0.0527 43.66 781.52 2100

Table A6. Feasible region and corresponding cost of CHPs.

Point

CHP 1−2 CHP 3−4

Heat Output
(MW)

Electric Output
(MW)

Cost
($)

Heat Output
(MW)

Electric Output
(MW)

Cost
($)

A 0 100 2753 0 70 1927
B 102 98 3662 50 60 2124
C 135 190 4875 70 154 3483
D 0 240 4130 0 170 2926
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Abstract: The rapidly increasing penetration of wind power into sending-side systems makes the
wind power curtailment problem more severe. Enhancing the total transfer capability (TTC) of
the transmission channel allows more wind power to be delivered to the load center; therefore,
the curtailed wind power can be reduced. In this paper, a new method is proposed to enhance
TTC, which works by optimizing the day-ahead thermal generation schedules. First, the impact of
thermal generation plant/unit commitment on TTC is analyzed. Based on this, the day-ahead thermal
generation scheduling rules to enhance TTC are proposed herein, and the corresponding optimization
models are established and solved. Then, the optimal day-ahead thermal generation scheduling
method to enhance TTC is formed. The proposed method was validated on the large-scale wind
power base sending-side system in Gansu Province in China; the results indicate that the proposed
method can significantly enhance TTC, and therefore, reduce the curtailed wind power.

Keywords: enhance total transfer capability; day-ahead thermal generation scheduling; reduce
curtailed wind power

1. Introduction

Large-scale wind power bases are mostly located in the areas with rich wind energy and far from
the load center. Because of the small capacity of local load, a vast amount of wind power needs to
be delivered through a transmission channel to the load center. Wind power is highly intermittent;
during the periods of large availability of wind energy, the lack of consumption space in local areas
and the restriction of total transfer capability (TTC) of the transmission channel are two main reasons
for wind power curtailment.

Many relevant studies focus on expanding consumption space for wind power in the local areas
of large-scale wind power bases. A pair of studies [1,2] suggest that the curtailed wind power could be
consumed by the energy-intensive load, which is located close to the large-scale wind power base and
has better regulation flexibility than residential load. Two papers [3,4] studied the potential of deep
peak regulation of thermal generation units and proposed a wind-thermal peak regulation trading
mechanism to help consume wind power. However, through economic analysis [5] revealed that
blindly reducing the wind power curtailment using the supply side and demand side resources may
not be cost-effective. References [6,7] show that a wind power generation system equipped with energy
storage can smooth the fluctuation of wind power, but it needs a fairly large investment. Using the
methods given above, during the periods of large availability of wind energy, wind power can be
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further consumed in the local areas by regulating energy-intensive load upward, regulating the output
of thermal generation units deep downward and storing wind energy.

The above studies have provided methods that can effectively improve the wind power curtailment
situation. However, the installed capacity of wind power in a large-scale wind power base is far too
large; the curtailed wind power cannot be fully consumed through the above-mentioned methods.
Delivering wind power through the transmission channel to the load center is still an important
way to consume large-scale wind power. Reference [8] shows that the flexible demand response
in the load center can shift the load to wind power peak periods, which enables the receiving-side
system to spare more available consumption space for wind power. However, large-scale wind
power delivered through the transmission channel makes the transmission channel vulnerable [9].
Therefore, enhancing TTC and making full use of the transmission channel is of great significance for
wind power consumption.

TTC of the transmission channel is usually limited by its transient stability-constrained total
transfer capability (still referred to as TTC) [10], so TTC can be enhanced by improving system transient
stability. Some studies have found that flexible AC transmission system (FACTS) devices could be
utilized to improve transient stability besides their main function of controlling power flow [11–14].
FACTS devices including the unified power flow controller (UPFC) and the thyristor switched series
capacitor (TSSC) use silicon controlled rectifiers (SCRs) instead of traditional mechanical switches.
The development of silicon-coated gold nanoparticle technology enables FACTS devices to achieve
super-resolution and quicker adjustment according to the system instructions [15,16]. Reference [11]
modulates the active power and reactive power using UPFC to improve the first swing stability and
achieves enhancing TTC of long-distance transmission lines. The authors of [12] designed a power
oscillation damping controller which enables TSSC to have continuous reactance, and by decreasing
the reactance between the sending and receiving ends, TTC can be enhanced. However, the main
function of FACTS devices is not to improve the system’s transient stability; what is more, for the
systems that do not have FACTS devices, installing them requires additional costs.

Transient stability analysis shows that some electrical parameters, such as the inertia constant
and grid reactance, have great impacts on system transient stability [17]. Due to the differences in
the electrical parameters of thermal generation units, system electrical parameters and TTC change
with thermal generation unit commitment. For a system with large-scale wind power integration,
day-ahead thermal generation scheduling is necessarily made to ensure power balance, mostly with
the objective of minimizing the generation cost, sometimes considering the objectives of maximizing
the reliability of the power system and minimizing the emission [18,19]. However, no previous work
on enhancing TTC by optimizing thermal generation schedules has been reported.

This paper presents a new method with which to enhance TTC based on the existing grid structure,
which is by optimizing the day-ahead thermal generation schedules, and it can help reduce curtailed
wind power for the sending-side system with large-scale wind power integration. This method is
especially suitable for the sending-side system with thermal generation plants and large-scale wind
power integration and the transmission channel in its existing grid structure, which is the common
structure of large-scale wind power bases. The resources that are used in this method only involve
the existing thermal generation plants, and it requires no further installment of devices. The main
contributions are as follows:

1. The mechanism of the impact of thermal generation plant/unit commitment on TTC is revealed.
2. TTC is enhanced by optimizing the day-ahead thermal generation schedules, requiring no

investment in installing additional devices. With the enhanced TTC, more wind power is allowed
to be delivered through the transmission channel to the load center; therefore, the curtailed wind
power is reduced.

The rest of the paper is organized as follows. In Sections 2 and 3, the impact of enhancing TTC on
reducing curtailed wind power and the mechanism of the impact of thermal generation plant/unit
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commitment on TTC are analyzed. In Section 4, the optimal day-ahead thermal generation scheduling
method to enhance TTC is proposed. In Section 5, the case analysis is presented. Finally, the conclusions
are given in Section 6.

2. The Impact of Enhancing TTC on Reducing Curtailed Wind Power

Figure 1 shows a schematic diagram of a sending-side system with large-scale wind power
integration, a receiving-side system and the transmission channel between them. Assuming that during
the periods of large availability of wind energy, wind power is curtailed, the impact of enhancing TTC
on reducing curtailed wind power is analyzed below.

 
Figure 1. Schematic diagram of sending-side and receiving-side systems and a transmission channel.

For the sending-side system, the wind power output is regarded as a negative load, and the power
delivered through the transmission channel is regarded as a positive load. The equivalent load in the
sending-side system is as follows:

PEL = PSL + PD − PW (1)

where PSL is the total load in the sending-side system, PD is the power delivered through the
transmission channel and PW is the wind power output.

The equivalent load is balanced with the thermal generation in the sending-side system as follows:

PT − PEL = 0 (2)

where PT is the thermal generation in the sending-side system.
During the periods of large availability of wind energy, the power delivered through the

transmission channel reaches TTC, and if the minimum allowable thermal generation Pmin
T is greater

than the equivalent load PEL, wind power needs to be curtailed, and the curtailed wind power is the
sum of Area 1 and Area 2 during periods t1 ∼ t2 in Figure 2.

 

TP

t t

Figure 2. Schematic diagram of the impact of enhancing total transfer capability (TTC) on reducing
curtailed wind power.

If TTC is enhanced, the power delivered through the transmission channel PD can be increased;
according to Equation (1), the equivalent load PEL is increased accordingly. Therefore, the curtailed
wind power reduces from the sum of Area 1 and Area 2 to Area 2 in Figure 2.

81



Energies 2020, 13, 2375

3. The Impact of Thermal Generation Plant/Unit Commitment on TTC

The TTC of the transmission channel is usually limited by its transient, stability-constrained total
transfer capability, which is considered as a security constraint while making generation schedules.
In fact, due to the differences of thermal generation plants and units in terms of their electrical
parameters and their electrical distances from the transmission channel, thermal generation plant/unit
commitment has a great impact on TTC.

As shown in Figure 3, for a multi-generator sending-side system, while analyzing the impact of
thermal generation plant/unit commitment on TTC, the wind farms and load are omitted. The online
thermal generation units in the sending-side system are equivalent to one synchronous generator,
and the receiving-side system is equivalent to an infinity bus system.

 
(a) 

 
(b) 

lX

lX

lX

Unit1 Unit2 Unit3 Thermal 
Generation 

Plant 1

Thermal 
Generation 

Plant 2

Unit1 Unit2 Unit3 Unit4
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T T T

T T T T
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Thermal Generation Plants in Sending-side System

Receiving-side SystemTransmission Channel

X Σ

cX U∠

E δ′∠ JT
Equivalent Synchronous Generator 

of the Sending-side System

Transmission Channel Infinity Bus System

Figure 3. (a) Diagram of a multi-generator sending-side system and receiving-side system and
transmission channel; (b) diagram of an equivalent sending-side system and receiving-side system and
transmission channel.

Under the condition that the system is able to stay transiently stable after a fault occurs,
the maximum steady state power that can be delivered through the transmission channel in Figure 3b
represents TTC (it is not the actual TTC, but it can be used for qualitatively analyzing the impact of
thermal generation plant/unit commitment on TTC). The system transient stability is evaluated by
the stability of the synchronous generator rotor angle in the first swing after a fault occurs. The rotor
motion equation of the equivalent synchronous generator of the sending-side system is shown in
Equations (3) and (4):

”
δ =

d2δ(t)
dt2 =

1
TJ

(Pm − Pe) (3)

Pe =
E′U

XΣ + Xc
sinδ(t) = Pmax

e sinδ(t) (4)
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where δ, E′, TJ, Pm, Pe are the rotor angle, internal voltage, inertia constant, mechanical and electrical

power of the equivalent synchronous generator of the sending-side system, respectively.
”
δ is the

acceleration of δ. Pmax
e is the maximum of Pe. Pm equals the steady state value of Pe, and it represents

the steady state power delivered through the transmission channel. U is the magnitude of the infinity
bus voltage, and the phase angle of the infinity bus voltage remains 0. Reactance XΣ is the equivalent
electrical distance between the transmission channel and the equivalent synchronous generator of the
sending-side system. Xc is the reactance of the transmission channel.

According to equal area criterion [20], if the rotor’s acceleration area A during the fault is equal
to its maximum possible deceleration area D after the fault is removed, the system is in the transient
stability critical state, and Pm reaches its maximum value Pmax

m which represents TTC, as shown in
Figure 4.

A

D

Pre-fault

Post-fault

Figure 4. Diagram of power-angle curves when the system is in a transient stability critical state.

According to Equations (3) and (4), XΣ and TJ are both important factors in the system’s transient
stability evaluation, so they have an impact on TTC. Due to the differences of thermal generation
plants and units in their electrical distances from the transmission channel and their inertia constants,
as shown in Figure 3a, thermal generation plant/unit commitment has a great impact on XΣ and TJ,
and therefore, on TTC, and the detailed analysis is as follows.

3.1. The Impacts of Thermal Generation Plant Commitment on XΣ and TTC

The impact of XΣ on TTC is analyzed through Figure 5. If XΣ decreases from XΣ0 in Figure 5a
to XΣ1 in Figure 5b, according to Equation (4), Pmax

e will increase from Pmax0
e to Pmax1

e (superscript “0”
and “1” correspond to Figure 5a,b, respectively). TTC in Figure 5a is Pmax0

m , and assuming the power
delivered through the transmission channel in Figure 5b remains Pmax0

m , it can be seen that A1 ≈ A0

and D1 > D0, which means the system in Figure 5b has not reached the transient stability critical state,
and there is still space for Pm to increase; therefore, Pmax1

m > Pmax0
m . In conclusion, TTC increases with

the decrease of XΣ.

D1

A1

(b)

A0

D0

(a)

Pre-fault

Post-fault

Pre-fault

Post-fault

Figure 5. (a) Diagram of power-angle curves when XΣ = XΣ0. (b) Diagram of power-angle curves
when XΣ = XΣ1.
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For the three thermal generation plants in the sending-side system in Figure 3a,
assuming Xl1 < Xl2 < Xl3 and ignoring the influences of other parameters, if only two thermal
generation plants need to be online, then the plant commitment of Plant 1 and Plant 2 can obtain the
minimum XΣ and the maximum TTC.

3.2. The Impacts of Thermal Generation Unit Commitment on TJ and TTC

The impact of TJ on TTC is analyzed through Figure 6. If TJ increases from TJ0 in Figure 6a to TJ2

in Figure 6b, according to Equation (3),
”
δwill decrease, so the fault removal rotor angle δcl will decrease

from δ0
cl to δ2

cl (superscript “0” and “2” correspond to Figure 6a,b, respectively). TTC in Figure 6a
is Pmax0

m , and assuming the power delivered through the transmission channel in Figure 6b remains
Pmax0

m , it can be seen that A2 < A0 and D2 > D0, which means the system in Figure 6b has not reached
the transient stability critical state, and there is still space for Pm to increase; therefore, Pmax2

m > Pmax0
m .

In conclusion, TTC increases with TJ.
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Figure 6. (a) Diagram of power-angle curves when TJ = TJ0. (b) Diagram of power-angle curves when
TJ = TJ2.

For each thermal generation plant that is scheduled to be online, its equivalent inertia constant
changes with the thermal generation unit commitment inside the plant. TTC increases with the
equivalent inertia constant of each online thermal generation plant.

4. Optimal Day-Ahead Thermal Generation Scheduling Method to Enhance TTC

4.1. Day-Ahead Thermal Generation Scheduling Rules

Based on the impact of thermal generation plant/unit commitment on TTC, the day-ahead thermal
generation scheduling rules to enhance TTC are proposed as follows:

Rule 1: For thermal generation plant commitment, the plants with shorter electrical distances
from the transmission channel take priority.

Rule 2: For thermal generation unit commitment inside the thermal generation plant which is
scheduled to be online, the units with bigger inertia constants and lesser generation costs take priority.
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Rule 3: According to the above rules, optimize the day-ahead thermal generation schedules to
enhance TTC, and then increase wind power output based on the enhanced TTC to reduce curtailed
wind power.

4.2. Day-Ahead Thermal Generation Plant Commitment Optimization

4.2.1. Day-Ahead Thermal Generation Plant Commitment Optimization Model

According to Rule 1, the day-ahead thermal generation plant commitment optimization model is
established as follows:

1. Objective

The objective is to obtain the minimum equivalent electrical distance between the transmission
channel and the equivalent synchronous generator of the sending-side system.

min XΣ(UP) (5)

where UP =
(
UP1, · · · , UPNP

)
is the vector of the online/offline state of the thermal generation

plants and NP is the number of the thermal generation plants in the sending-side system. If the
ith thermal generation plant is online, then UPi = 1; otherwise, UPi = 0; and once the state is
settled, it does not change in one day. XΣ is the function of UP, and it is calculated using the
Gaussian elimination equivalent method as follows:

XΣ = Im(
1

YT
PBE−YT

PBY−1
PPYPB

) (6)

where Im(∗) is the imaginary part of ∗. YPP is the thermal generation plant’s node admittance
matrix in the sending-side system; B is the border node in the sending-side that the transmission
channel connects to, as shown in Figure 3. YPB is the column vector of mutual admittance between
node B and the nodes in the sending-side system. E is a unit column vector with the same
dimensions as YPB.

2. Constraint:

The online thermal generation plants should be able to supply enough generation for the
equivalent load and spare an appropriate amount of backup and reserve capacity.

NP∑
i=1

UPiPmax
pi ≥ Pmax

EL. f orcast + PB (7)

where Pmax
Pi is the maximum allowable output of the ith thermal generation plant. Pmax

EL. f orcast
is the maximum equivalent load forecast; Pmax

EL. f orcast = max
t∈Td

Pt
EL. f orcast; Td is the set of day-head

scheduling periods, and the equivalent load forecast Pt
EL. f orcast can be obtained from Equation (1),

with the known total load forecast and wind power forecast in the sending-side system and the
initial scheduled power delivered through the transmission channel. PB is the backup and reserve
capacity, and each online thermal generation plant should at least have one spare generation unit
for emergency. After the thermal generation plant commitment is settled, the generation schedule
for each online thermal generation plant is in proportion to its maximum allowable output.

Pt
Pi =

UPiPmax
Pi∑NP

i=1 UPiPmax
Pi

Pt
EL. f orcast (8)

where Pt
Pi is the generation schedule of the ith thermal generation plant in period t.
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4.2.2. Solution Algorithm

The day-ahead thermal generation plant commitment optimization model is a 0–1 optimization
problem, and the number of thermal generation plants in the large-scale wind power base sending-side
system is finite and relatively small; therefore, the implicit enumeration algorithm is appropriate to
solve this model [21]. The steps are as follows:

1. Use the priority method to give the initial feasible solution U0
P, and calculate the objective of the

initial feasible solution, which is XΣ
(
U0

P

)
.

2. Add the filter constraint XΣ(UP) ≤ XΣ
(
U0

P

)
.

3. For the remaining feasible solutions, first check whether each satisfies the filter constraint. If not,
it is considered infeasible. Otherwise, check whether it satisfies constraint (7). If it satisfies
constraint (7), take it as the current optimal solution, and calculate its objective as the new
filter constraint.

4. Repeat step 3 until all feasible solutions are traversed, and output the optimal solution, which is
the optimized day-ahead thermal generation plant commitment.

4.3. Day-Ahead Thermal Generation Unit Commitment and Schedule Optimization

4.3.1. Day-Ahead Thermal Generation Unit Commitment and Schedule Optimization Model

Based on the optimized day-ahead thermal generation plant commitment and generation schedules
from Section 4.2, according to Rule 2, the day-ahead thermal generation unit commitment and schedule
optimization model for each online thermal generation plant is established as follows:

1. Objectives

The objectives of thermal generation plant unit commitment and schedule optimization for the
ith (i = 1, · · · , Np) online thermal generation plant are maximizing the equivalent inertia constant
and minimizing the generation cost. Objective A:

max Ti =

Ni∑
j=1

uijTij
SijN

SB
(9)

Objective B:

min Ci =

Td∑
t=1

Ni∑
j=1

uij(aij + bijPt
i j + cij(Pt

ij)
2
)Δt (10)

where Ti, Ci and Ni are the equivalent inertia constant, generation cost and number of generation
units of the ith thermal generation plant, respectively. uij, Tij, SijN and aij, bij, cij are the
online/offline state, inertia constant, rated capacity and generation cost parameters of the j th
generation unit in the ith thermal generation plant, respectively. ui =

[
ui1, · · · , uiNi

]
is the vector of

uij; if the jth generation unit in the ith thermal generation plant is online, then uij = 1; otherwise,
uij = 0; and once the state is settled, it does not change in one day. Pt

ij is the generation schedule
of the jth generation unit in the ith thermal generation plant in period t.

2. Constraints:

Ni∑
j=1

uijPt
i j = Pt

Pi (11)
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uijPmin
ij ≤ Pt

ij ≤ uijPmax
ij (12)

where Pmin
ij , Pmax

ij are the minimum and maximum allowable outputs of the jth generation unit in

the ith thermal generation plant, respectively. If Pt
Pi is less than

∑Ni
j=1 uijPmin

ij , then Pt
Pij = uijPmin

ij .

4.3.2. Solution Algorithm

The day-ahead thermal generation unit commitment and schedule optimization model is a
multi-objective optimization problem. In engineering applications, the multi-objective particle swarm
optimization algorithm (MOPSO) can effectively solve this kind of problem [22].

For the ith (i = 1, · · · , Np) thermal generation plant, here are the steps of solving the above model
using MOPSO:

1. Initialize a swarm of n particles.

The vector of the generation schedules of the thermal generation units in the ith thermal generation
plant xk = [P1

i1k, · · · , PTd
i1k, · · · , P1

iNik
, · · · , PTd

iNik
] is the position of the kth particle. If P1

i jk = · · · =
PTd

ijk = 0, then uijk = 0; otherwise, uijk = 1. The velocity of xk is vk = [v1
k , · · · , vTd×Ni

k ]. xk is
initialized to the original day-ahead generation schedules of the thermal generation units in the
ith thermal generation plant which are obtained based on the lowest generation cost rule. vk is
initialized to 0.

2. Update the personal best position.

Take objective A and objective B as F1 = −Ti and F2 = Ci, respectively. For the particle positions
x and y, if Fm(x) ≤ Fm(y) (m = 1, 2) exists, and there is at least one m that satisfies Fm(x) < Fm(y),
then it is established that x dominates y. For the kth particle, its personal best position is xk.best;
if it is dominated by its current position, then update xk.best with its current position.

3. Update the set of global best positions.

For the set of global best positions Gbest, in each generation of particles, find the non-dominated
particle position and add it to the set.

4. Update the position and velocity of the particles.

For the k th particle, its velocity and position are updated as follows.

vl
k+1 = ωvl

k + c1r1
(
xl

k.best − vl
k

)
+ c2r2

(
gl

s.best − vl
k

)
(13)

xl
k+1 = xl

k + vl
k+1 (14)

where ω is inertia weight; c1, c2 are coefficient parameters. r1, r2 are random numbers in [0,1],
and they are generated by uniformly random sampling. xl

k.best is the lth index of xk.best, and gl
s.best

is the lth index of the randomly selected global best position.
5. Repeat steps 2–4 until the maximum number of iterations is reached, and output the set of global

best positions Gbest, which is a set of Pareto optimal solutions. The maximum number of iterations
is determined according to the convergence situation of the objectives.

Use fuzzy membership function to select the satisfactory optimization solution from Gbest. For the
sth Pareto optimal solution, the satisfaction of the mth objective is quantified using the fuzzy membership
function as follows:

μms =
Fmax

m − Fms

Fmax
m − Fmin

m
(15)
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where Fmax
m , Fmin

m are the maximum value and minimum value of the mth objective in Gbest.
The satisfaction of the sth Pareto optimal solution is as follows:

μs =
1
2

2∑
m=1

μms (16)

Find the Pareto optimal solution with the highest satisfaction, and take it as the day-ahead thermal
generation unit commitment and the generation schedules inside the ith thermal generation plant.

Using the above method, solve the day-ahead thermal generation unit commitment and schedule
optimization model for each thermal generation plant that is scheduled to be online from Section 4.2,
and the thermal generation schedules in the sending-side system are obtained.

4.4. Optimal Day-Ahead Thermal Generation Scheduling Method

In summary, the optimal day-ahead thermal generation scheduling method to enhance TTC for
the sending-side system with large-scale wind power integration is as follows, and the flow diagram
of this method is shown in Figure 7.

1. Collect the following data: total load forecast, wind power forecast, grid topology parameters,
thermal power plant and unit parameters, original day-ahead generation schedules in the
sending-side system and original TTC.

2. With the objective of minimizing the equivalent electrical distance between the transmission
channel and the equivalent synchronous generator of the sending-side system, establish the
day-ahead thermal generation plant commitment optimization model. Solve the model and obtain
the optimized day-ahead thermal generation plant commitment, and the generation schedules.

3. Based on the optimized day-ahead thermal generation plant commitment and generation
schedules from step 2, for each online thermal generation plant, with the objectives of maximizing
the equivalent inertia constant and minimizing the generation cost, establish the day-ahead
thermal generation unit commitment and schedule optimization model. Solve the model and get
the optimized day-ahead thermal generation unit commitment and generation schedules.

4. Based on the optimized day-ahead thermal generation schedules, calculate the enhanced TTC.
According to Rule 3, increase wind power output based on the enhanced TTC to reduce curtailed
wind power.
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Figure 7. Flow diagram of the optimal day-ahead thermal generation scheduling method.

5. Case Analysis

The proposed optimal day-ahead thermal generation scheduling method to enhance TTC
was applied to the large-scale wind power base sending-side system in Gansu Province in China.
The optimization models were solved using the above algorithms in MATLAB. TTC was calculated
using the transient, stability-constrained continuation power flow method [23], using the Power
System Analysis Software Package (PSASP), which is widely used for power system calculations and
simulations in China.

5.1. Test System Description

The simplified diagram of the large-scale wind power base sending-side system in Gansu Province
is shown in Figure 8. The receiving-side system is equivalent to an infinity bus system. Hexi Substation
is the border node in the sending-side that the transmission channel connects to. Four thermal
generation plants are involved; the capacities of the units in each plant are shown in Table 1; and the
relative parameters of each kind of unit are shown in Table 2. The electrical distance parameters that
describe the grid topology are shown in Table 3 (the resistances of the lines are small and ignored).
The base power is SB = 100 MVA in the system. While calculating the transient, stability-constrained
TTC of the transmission channel, the transient models of the involved electronic components are used,
and the relative parameters and the TTC calculation process are shown in the Appendix A.
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Figure 8. Simplified diagram of the large-scale wind power base sending-side system in Gansu Province.

Table 1. Capacities of units in each thermal generation plant.

Thermal Generation Plant Unit Number
Unit Capacity/

(MW)

JC

Unit 1 500
Unit 2 500
Unit 3 500
Unit 4 300
Unit 5 200

ZY
Unit 1 200
Unit 2 100
Unit 3 100

JQ
Unit 1 500
Unit 2 300
Unit 3 200

BLS
Unit 1 200
Unit 2 100
Unit 3 100

Table 2. Parameters of each kind of thermal generation unit.

Unit Capacity/
(MW)

Inertia Constant/
(s/100 MW)

Generation Cost Parameters

a/($) b/($/MWh) c/($/(MW)2 h)

500 1.50 200 38 0.040
300 2.63 230 45 0.045
200 3.12 260 46 0.051
100 3.59 300 65 0.080

Table 3. Electrical distance parameters.

Lines Reactance/(p.u.) Lines Reactance/(p.u.)

Hexi-JC 0.080 Jiuquan-Mogao 0.250
Hexi-Zhangye 0.433 Mogao-Shazhou 0.071
Hexi-Jiuquan 0.426 Mogao-Yumen 0.135

Zhangye-Jiuquan 0.519 Mogao-Dunhuang 0.013
Zhangye-ZY 0.530 Yumen-BLS 0.061
Jiuquan-JQ 0.22

The original day-head generation schedules are shown in Table 4. The four thermal generation
plants are all online, and the thermal generation unit commitment and the generation schedule in
each plant are based on the lowest generation cost rule. The corresponding original TTC is 4404 MW.
Due to the restriction of TTC of the transmission channel, during period 1–10 (each period is one hour),
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the minimum allowable thermal generation is greater than the equivalent load, so the wind power is
curtailed. The curtailed wind power is 5935 MWh.

Table 4. Original day-head generation schedules and curtailed wind power/(MW).

Day-Head
Scheduling Period

JC ZY JQ BLS Curtailed Wind
PowerUnit 1 Unit 2 Unit 1 Unit 1 Unit 1

1 300 300 120 300 120 201
2 300 300 120 300 120 436
3 300 300 120 300 120 700
4 300 300 120 300 120 920
5 300 300 120 300 120 920
6 300 300 120 300 120 892
7 300 300 120 300 120 920
8 300 300 120 300 120 500
9 300 300 120 300 120 350

10 300 300 120 300 120 96
11 368 368 147 368 147 0
12 366 366 146 366 146 0
13 367 367 147 367 147 0
14 411 411 164 411 164 0
15 371 371 148 371 148 0
16 374 374 149 374 149 0
17 381 381 152 381 152 0
18 447 447 179 447 179 0
19 441 441 177 441 177 0
20 400 400 160 400 160 0
21 413 413 165 413 165 0
22 379 379 152 379 152 0
23 396 396 158 396 158 0
24 409 409 164 409 164 0

5.2. Analysis of the Results of Day-Ahead Thermal Generation Schedule Optimization

Establish the day-ahead thermal generation plant commitment optimization model and solve the
model using the method in Section 4.2. The optimized day-ahead thermal generation plant commitment
is obtained as shown in Table 5.

Table 5. Optimized day-ahead thermal generation plant commitment.

Thermal Generation Plant On/Off State Equivalent Reactance/(p.u.)

JC 1

0.1074
ZY 1
JQ 1

BLS 0

For the online thermal generation plants of JC, ZY and JQ, establish the day-ahead thermal
generation unit commitment, schedule optimization models and solve the models using the method
in Section 4.3, respectively. The optimized day-ahead thermal generation unit commitment and
generation schedules are shown in Tables 6 and 7.

The comparisons of the relative electrical parameters and generation costs of the sending-side
system and the corresponding TTC before and after optimizing the day-head generation schedules
are shown in Table 8. The detailed process of how to get the results in Table 8 is provided in the
supplementary materials.
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Table 6. Optimized day-ahead thermal generation unit commitment.

Thermal Generation Plant Unit Number On/Off State
Equivalent Inertia Constant

/(s)

JC

Unit 1 1

21.63
Unit 2 0
Unit 3 0
Unit 4 1
Unit 5 1

ZY
Unit 1 0

7.18Unit 2 1
Unit 3 1

JQ
Unit 1 1

13.74Unit 2 0
Unit 3 1

Table 7. Optimized day-ahead thermal generation schedules/(MW).

Day-Head Scheduling
Period

JC ZY JQ

Unit 1 Unit 4 Unit 5 Unit 2 Unit 3 Unit 1 Unit 3

1 300 180 120 60 60 300 120
2 300 180 120 60 60 300 120
3 300 180 120 60 60 300 120
4 300 180 120 60 60 300 120
5 300 180 120 60 60 300 120
6 300 180 120 60 60 300 120
7 300 180 120 60 60 300 120
8 300 180 120 60 60 300 120
9 300 180 120 60 60 300 120
10 300 180 120 60 60 300 120
11 368 221 147 74 74 368 147
12 366 219 146 73 73 366 146
13 367 220 147 73 73 367 147
14 411 247 164 82 82 411 164
15 371 223 148 74 74 371 148
16 374 224 149 75 75 374 149
17 381 228 152 76 76 381 152
18 447 268 179 89 89 447 179
19 441 265 177 88 88 441 177
20 400 240 160 80 80 400 160
21 413 248 165 83 83 413 165
22 379 228 152 76 76 379 152
23 396 238 158 79 79 396 158
24 409 245 164 82 82 409 164

Table 8. Comparation of relative electrical parameters, generation cost and TTC before and after
optimizing the day-head generation schedules.

Equivalent
Reactance/(p.u.)

Equivalent Inertia
Constant/(s)

Thermal Generation
Cost/($)

TTC/(MW)

Before 0.1074 34.98 1,732,578 4404
After 0.0591 42.55 1,918,591 5105

As shown in Table 8, by optimizing the day-ahead thermal generation schedules, the equivalent
electrical distance between the transmission channel and the equivalent synchronous generator of the
sending-side system decreases by 0.0483 p.u. and the equivalent inertia constant of the sending-side
system increases by 7.57 s. The corresponding TTC is enhanced from 4404 to 5105 MW. The explanation
of the TTC enhancement is as follows: Compared to the original day-head thermal generation schedules,
the optimized generation schedules choose the thermal generation plants which are electrically closer
to the transmission channel to be online, and shut down the BLS thermal generation plant which is
the farthest plant from the transmission channel; therefore, the equivalent electrical distance between
the transmission channel and the equivalent synchronous generator of the sending-side system is
decreased; what is more, the optimized day-ahead thermal generation unit commitment inside each
online plant chooses the thermal generation units with bigger inertia constants to be online; therefore,
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the equivalent inertia constant of the sending-side system is increased. Due to the decreased equivalent
electrical distance, the electrical connection between the sending-side system and the transmission
channel becomes tighter, and due to the increased equivalent inertia constant, the rotor angle accelerates
slowly after a fault occurs, and this improves the transient stability of the system. Therefore, while the
power delivered through the transmission channel is still 4404 MW, the system has not reached the
transient stability critical state, and the power delivered through the transmission channel can increase
to 5105 MW, which is the TTC after the day-head generation schedules are optimized.

Using the enhanced TTC, the curtailed wind power can be reduced. The comparation of curtailed
wind power before and after optimizing the day-head generation schedules is shown in Figure 9.
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Figure 9. Comparation of curtailed wind power before and after optimizing the day-head
generation schedules.

As shown in Figure 9, the curtailed wind power is reduced by 4083 MWh, and the benefit from
it is $274,214 assuming the tariff of wind power is 67.16 $/MWh. As shown in Table 8, the thermal
generation cost increases by $186,013. In general, the economic benefit brought by optimizing the
day-ahead thermal generation schedules to enhance TTC is $88,201. It can be seen that, for the purpose
of enhancing TTC, some of the units which are electrically closer to the transmission channel and
with bigger inertia are constant while those with higher generation costs (like the Unit 4 and Unit
5 in JC thermal generation plant) are chosen to be online, and that increases the generation cost.
However, the benefit from consuming the curtailed wind power because of the enhanced TTC is more
than the additional generation cost, and the general cost is reduced. Therefore, the proposed method is
economically favorable.

5.3. Suitable Parameter Selection for MOPSO

While solving the day-ahead thermal generation unit commitment and schedule optimization
models in Section 4.3.1, we use the MOPSO in Section 4.3.2, and the initial population, generation of
random members, termination criterion and other parameters in MOPSO have certain effects on the
results. Taking the day-ahead thermal generation unit commitment and schedule optimization model
solution of JC thermal generation plant as an example, the suitable parameters for solving the models
are selected through comparation and sensitivity analysis as follows.

1. Initial population

There are three commonly used initial solutions in the day-ahead thermal generation unit
commitment and schedule optimization problem, and they are used as initial populations in MOPSO
respectively, as follows:

Initial population A: day-ahead generation schedules obtained based on the lowest generation
cost rule.
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Initial population B: day-ahead generation schedules obtained based on the installation capacity
proportion rule.

Initial population C: random day-ahead generation schedules.
The objective results of JC thermal generation plant obtained from the above three initial

populations are shown in Table 9. It can be seen in Table 9 that the equivalent inertia constant results
are the same; this is because the day-ahead thermal generation unit commitments obtained from
these three different initial populations are the same. Initial population A can get the lowest thermal
generation cost because it is originally obtained based on the lowest generation cost rule. Therefore,
we chose initial population A as the initial population in Section 5.2.

Table 9. Comparation of objective results of JC thermal generation plant based on the above three
initial populations.

Initial Population A Initial Population B Initial Population C

Equivalent Inertia Constant/(s) 21.63 21.63 21.63
Thermal Generation Cost/($) 931,402 931,671 932,085

2. Generation of random members and inertia weight

In the velocity update equation (Equation (13)), the generation of random members r1, r2 and the
value of inertia weight ω effect the global search capability of MOPSO. Figure 10 shows the objective
results based on different generation methods of random members and different values of inertia
weight. In Figure 10a,b, the random members are generated by uniform random sampling in [0,1] and
Monte Carlo sampling in [0,1], respectively, and the inertia weights range from 0.4 to 2.4.

  

(a) (b) 

Figure 10. (a) Objective results with random members generated by uniformly random sampling; (b)
objective results with random members generated by Monte Carlo sampling.

It can be seen from Figure 10 that the generation method of random members has little effect on
the results. However, the value of inertia weight significantly influences the results, and when the
value is near 1.4, MOPSO gets the best global search capability, and this is because if the value of inertia
weight is too small, the results will fall into the local optimal solution, and if the value of inertia weight
is too big, the results may miss the global optimal solution. Therefore, we used uniformly random
sampling to generate random members for simplicity, and we let the inertia weight take the value of
1.4 in Section 5.2.

3. Termination criterion

The termination criterion, which is the maximum number of iterations of MOPSO should consider
when converging on the objectives. Figure 11 shows the convergence situation of the objectives as
the number of iterations increases. It can be seen that when the number of iterations is more than
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50, both equivalent inertia constant and thermal generation cost converge to their optimal values.
Therefore, the maximum number of iterations is set to 55 as the termination criterion in Section 5.2.

Figure 11. Convergence situation of the objectives as the number of iterations increases.

6. Conclusions

Enhancing TTC allows more wind power to be delivered through the transmission channel to the
load center, and it is of great importance to help consume wind power in the large-scale wind power
base sending-side system. This paper proposed a new method to enhance TTC based on the existing
grid structure; namely, by optimizing the day-ahead thermal generation schedules. It can significantly
enhance TTC, and therefore, reduce the curtailed wind power. The conclusions are as follows:

1. TTC increases with the decrease of the equivalent electrical distance between the transmission
channel and the equivalent synchronous generator of the sending-side system. TTC increases
with the inertia constant of the equivalent synchronous generator of the sending-side system.

2. Optimizing the day-ahead thermal generation plant commitment with the objective of minimizing
the equivalent electrical distance between the transmission channel and the equivalent
synchronous generator of the sending-side system, and then optimizing the day-ahead thermal
generation unit commitment and schedule considering the objective of maximizing the equivalent
inertia constant can significantly enhance TTC, and therefore, help consume the curtailed
wind power.

The proposed method in this paper enhances TTC by optimizing the day-ahead thermal generation
schedules; thus, it achieves a reduction of curtailed wind power, and it is of great significance to help
improve wind power consumption in the sending-side system with large-scale wind power integration.
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Appendix A

The generators in the sending-side system are thermal generation units and wind power generators.
The thermal generation units are simulated using synchronous generators, and their transient reactance
is shown in Table A1. The wind farms are simulated using doubly-fed induction generators (DFIG).
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The active power control mode of the DFIG is maximum power point tracking and the reactive power
control mode is constant power factor control. The transient relevant parameters are shown in Table A2.

Table A1. Transient parameters of units in each thermal generation plant.

Thermal Generation Plant Unit Number Transient Reactance/(p.u.)

JC

Unit 1 0.0256
Unit 2 0.0256
Unit 3 0.0256
Unit 4 0.0277
Unit 5 0.0282

ZY
Unit 1 0.0282
Unit 2 0.0291
Unit 3 0.0291

JQ
Unit 1 0.0256
Unit 2 0.0277
Unit 3 0.0282

BLS
Unit 1 0.0282
Unit 2 0.0291
Unit 3 0.0291

Table A2. Transient relevant parameters of DFIG.

Transient Parameters Values

Stator resistance 0.00706 p.u.
Rotor resistance 0.005 p.u.

Stator leakage inductance 0.171 p.u.
Rotor leakage inductance 0.156 p.u.
Magnetizing inductance 2.9 p.u.

Taking the TTC calculation of the original day-head generation schedules as an example, the TTC
calculation process is as follows:

1. Based on the original day-head generation schedules in Table 4, take the generation schedule of
period 1 as the initial operation point.

2. Increase the outputs of the wind farms in proportion to their original outputs, and decrease
the outputs of the generators in the receiving-side system equally, and perform power flow
calculations and a transient stability time domain simulation to check that the system is able to
stay stable when an N-1 fault occurs on the transmission channel.

3. Repeat step 2, and the maximum steady state power that can be delivered through the transmission
channel is 4404 MW, provided the system is able to stay transiently stable after a fault occurs.
Therefore, the TTC of the original day-head generation schedules is 4404 MW.
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Abstract: The wind–heat conflict and wind power uncertainty are the main factors leading to the
phenomenon of wind curtailment during the heating period in the northern region of China. In
this paper, a multi-time scale optimal scheduling strategy for combined heat and power system is
proposed. Considering the temporal dependence of wind power fluctuation, the intra-day wind
power scenario generation method is put forward, and both day-ahead and intra-day optimization
scheduling models based on the scenario method are established to maximize the system’s revenue.
The case analyzes the impacts of the initial heat storage capacity of a heat storage device and different
scheduling strategies on system revenue. It is verified that the scheduling strategy can better adapt to
wind power uncertainty and improve the absorption capacity of wind power, while ensuring the
safety and economical efficiency of system operation.

Keywords: combined heat and power system; wind power uncertainty; scenario method; temporal
dependence; optimization scheduling

1. Introduction

At present, wind power (WP) is developing rapidly all over the world. By the end of June 2019,
the cumulative installed capacity of wind power in China reached 193 million kW, of which 9.09 million
kW was newly installed from January to June 2019. However, in the rapid development of wind power,
the problem of wind power accommodation is particularly prominent. According to the National
Energy Administration of China, the national average wind power utilization hours in the first half of
2019 were 1133 hours, and wind power curtailment reached 10.5 billion kW·h in the first six months [1].

The main reason for wind curtailment is the uncertainty of wind power output [2], which requires
more flexible adjustment resources than conventional units. However, in the northern region of China,
where wind power resources are abundant, flexible power sources such as pumped storage station and
gas station account for less than 4% of the total. Peak regulation in winter is particularly difficult. In
addition, due to the superposition of “three phases” during the heating period, through the period
of electricity consumption and peak period of wind power generation, most of the wind energy is
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curtailed in the late night of the winter heating period. Furthermore, the thermal-electric coupling of
the combined heat and power (CHP) unit limits the electric power regulating ability and intensifies the
wind curtailment phenomenon.

In order to reduce the wind curtailment in the winter heating period, a large number of studies
have been conducted to improve the regulating capacity of CHP units [3]. The authors of [4] analyzed
the operating characteristics of the CHP unit configured with heat storage and the peak shaving
ability, and a dispatching model for combined heat and power system (CHPS) with heat storage
device (HSD) was established, which verified the effectiveness of the model for improving wind power
accommodation. In [5], two aspects of scheduling model and optimization control were discussed, and
the specific implementation of heat storage in CHP units to improve the system’s ability to absorb wind
power was studied. The authors of [6] presented a model that determined the theoretical maximum of
flexibility of a combined heat and power system (CHPS) coupled to a thermal energy storage solution
that can be either centralized or decentralized. The authors of [7] presented the issue of robust operation
of a multicarrier energy system with electric vehicles and CHP units. However, these above studies did
not consider the impact of wind power uncertainty on the scheduling results, and only the operation
mode under the typical daily wind power output curve is considered. Therefore, the authors of [8]
considered the randomness of wind power output, and the stochastic optimization dispatching model
based on scenario method was established, and solved the uncertainty problem of wind power output
well. In [9], to cope with the uncertainties of the renewable energy sources and loads, some scenarios
were generated using the scenario-based analysis. Nevertheless, the prediction accuracy of wind
power output is not high enough, and the forecasting error of wind power is positively correlated with
time. The result in single day-ahead scheduling plan differs greatly from the day’s operating output,
and cannot be applied to the CHPS with large-scale wind power. In view of this, the authors of [10]
established the intra-day rolling scheduling model and adopted the intra-day rolling scheduling to
modify the day-ahead plan output. In [11], through day-ahead scheduling, day-in rolling, and real-time
dispatch, the influence of uncertain factors on microgrid cluster’s stable and economic operation could
be eliminated to the most extent; whereas, in the above literatures, the impact of initial heat storage
capacity of the HSD on the optimization results was not discussed, and most of them assigned a
fixed value such as the total or half capacity of the HSD. Furthermore, the operation optimization of
HSD is a typical multi-stage decision problem, with close relationship between different periods, but
the intra-day scheduling plan cannot be globally optimized because it is a phased plan (four hours),
whereas the wind power uncertainty model used in most of the current researches did not consider the
temporal dependence of wind power fluctuation.

Based on problems above, a multi-time scale optimal scheduling strategy based on scenario
method in this paper is proposed for the CHPS including WP unit, thermal power (TP) unit, and
CHP unit with HSD. First, based on short-term wind power forecast data, the day-ahead optimization
scheduling model based on the scenario method is established to maximize the benefit of CHPS. The
optimal initial heat storage capacity of the HSD is determined by analyzing the impact on the overall
revenue of the system. At this time, the day-ahead scheduling plan is obtained. Then, based on the
day-ahead scheduling plan and the ultra-short-term prediction data of wind power, considering the
temporal dependence of wind power fluctuation, the intra-day wind power scenario generation method
is put forward. Moreover, the intra-day rolling scheduling model is also established to maximize the
benefit of CHPS, and solved by using commercial optimization software Cplex, which is provided by
IBM (International Business Machines Corporation) in Armonk, NY, USA. The expected values of the
decision variables in dispatch period are used as the intra-day plan to adjust and modify the previous
plan. Finally, the value of each decision variable at this moment is taken as the boundary condition of
the next rolling scheduling period, and the above steps are cycled until the end of the whole day-ahead
scheduling plan. The simulation is compared with the dispatch model that does not consider this, and
the effectiveness to improve system revenue and promote wind power consumption is verified.
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The paper is structured as follows. In Section 2, the structure of the CHPS is described. The
day-ahead optimal scheduling model is established in Section 3. The intra-day rolling optimization
scheduling model is proposed in Section 4. The model’s solution method is described in detail in
Section 5, and the case study is presented in Section 6. Finally, the conclusions are drawn in Section 7.

2. Structure of the Combined Heat and Power System

The brief structure of the CHPS including the TP units and the WP units, as well as the CHP units
with HSDs, is shown in Figure 1.

Figure 1. Structure of the combined heat and power system.

By adding the HSD, the CHPS can break the rigid constraint of the CHP unit and increase the
regulating capacity. Traditional CHP units are generally constrained by “power determined by heat”
during the winter heating period. With the addition of the HSD, the heat output of the CHP unit
will not have to be balanced with the heat load in real time by controlling the heat storage and heat
release of the HSD. In this way, the CHP unit will break the rigid constraint of “power determined by
heat” and can have certain flexibility of regulation, to enhance the system’s regulation capacity and the
accommodation of wind power.

3. Day-ahead Optimization Scheduling Model

3.1. Objective Function

The day-ahead optimal scheduling model of CHPS takes the highest expected value of the system
operating revenue under different wind power output scenarios as the objective function [12], which is
composed of the power and heat supply benefits minus the operation cost of the units and penalty cost
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in the system. In order to encourage the system to accommodate more wind power, the cost of wind
power generation is ignored.

max f1 =

Nk∑
k=1

ρk

T∑
t=1

(
Sk

t −Ck
t −Ck

pun,t

)
(1)

where k is scenario numbering. Nk is the total number of scenarios. ρk is the probability of scenario k.
T is the total scheduling time. Sk

t , Ck
t , and Ck

pun,t are the power and heat supply benefits, the operation
cost of the units, and the penalty cost at moment t under scenario k, respectively.

In the CHPS, to encourage more wind power accommodation, the cost of wind power generation
can be ignored. The system operating cost includes the cost of generating electricity from TP units, the
cost of generating electricity, and heat from CHP units [13].

3.1.1. Generation Cost of TP Units

Due to the uncertainty of wind power, the peak-shaving tasks undertaken by (TP) units have been
aggravated, and the operating status has also changed accordingly. The power generation cost of TP
units in the dispatching model includes the start-up and shutdown cost and operating cost. As the
start-up and shutdown of the unit are not considered in day-ahead dispatch, this paper only considers
the operating cost of TP units.

F1 =
T∑

t=1

N∑
i=1

[ai(Pk
i,t)

2
+ biPk

i,t + ci] (2)

where F1 is the operating cost of TP units. ai, bi, and ci are the second-order fitting coefficients of the
operating cost of unit i. N is the total number of TP units. Pk

i,t is the electrical output of unit i at moment
t under scenario k.

3.1.2. Generation Cost of CHP Units

The CHP units not only bear the electric output of the system, but also undertake the heating task.
Therefore, these units are in continuous operation during the heating period, so the generation cost of
CHP units only includes the operating cost too. After removing the heat supply of HSD at time t, the
heat output can be converted into the electric output under the pure condensing condition and then
calculated by Formula (3) [14].

F2 =
T∑

t=1

C∑
i=1

{aci[Pk
ci,t + Cv(Qk

ci,t + Qk
si,t)]

2
+bci[Pk

ci,t + Cv(Qk
ci,t + Qk

si,t)] + cci} (3)

where F2 is the operating cost of CHP units. aci, bci, and cci are the second-order fitting coefficients of
the operating cost of CHP unit i. C is the total number of CHP units. Cv is the operating cost parameters
of units. Pk

ci,t and Qk
ci,t are the electrical output and heat output of unit i at time t under scenario k,

respectively. Qk
si,t is the heat storage and release power (positive storage and negative discharge) of the

HSD at time t under scenario k.

3.1.3. Wind Curtailment and Load Shedding Penalty

The penalty cost mainly includes the load shedding penalty when the actual wind power output
being less than the planned output [15], and the wind curtailment penalty when the wind power being
greater than the planned output.⎧⎪⎪⎨⎪⎪⎩ Pcut

wi,t = Pmax
wi,t − Pwi,t , Pmax

wi,t > Pwi,t

Pcut
load,t = Pwi,t − Pmax

wi,t , Pmax
wi,t < Pwi,t

(4)
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where Pcut
wi,t and Pcut

load,t are the curtailed wind power and the load shedding power at moment t,
respectively. Pwi,t is the wind power output scheduled at time t. Pmax

wi,t is the maximum wind power
output at moment t on the day of dispatch.

The total penalty cost can be expressed as

Ck
pun =

T∑
t=1

(γ× Pcut,k
wi,t + β× Pcut,k

load,t) (5)

where γ and β are the penalties for unit curtailment of wind and load shedding, respectively. Pcut,k
wi,t

and Pcut,k
load,t are the curtailed wind power and load shedding power at moment t under scenario k,

respectively.

3.2. Constraints

The constraints of the day-ahead scheduling model include the operating constraints of each unit,
the operating constraints of HSDs, the electric load and thermal load balance constraints, and network
security constraints.

3.2.1. Operation Constraints of WP Units

In this paper, a discrete scenario set is used to describe the uncertainty of wind power output. It is
assumed that the maximum predicted output of WP unit i at time t under scenario k is Pk

wimax,t, and
the constraints in the day-ahead scheduling model are as follows,

0 ≤ Pk
wi,t ≤ Pk

wimax,t (6)

where Pk
wi,t is the wind power output at time t under scenario k.

3.2.2. Operation Constraints of TP Units

The upper and lower limits of output constraints and the climb rate constraints of TP units are
mainly considered in the day-ahead scheduling model. The specific constraints are as follows,

Pimin ≤ Pk
i,t ≤ Pimax (7)

−RDi,max · Δt ≤ Pi,t − Pi,t−1 ≤ RUi,max · Δt (8)

where Pimin and Pimax are the limits of Pk
i,t. −RDi,max and RUi,max are the maximum climb rate of unit i.

Δt is the interval per unit time.

3.2.3. Operation Constraints of CHP Units

This paper considers the CHP unit type of extraction, which has a coupling constraint on the heat
and electric output [16]. When the heat output is constant, the unit’s electric output is limited to a
specific interval [8], as shown in Figure 2.
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Figure 2. The output feasible range of the combined heat and power (CHP) unit.

The output feasible range of the CHP unit can be expressed as

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

0 ≤ Qk
ci,t ≤ Qci,max

Pk
ci,t ≤ p1 + k1Qk

ci,t
Pk

ci,t ≥ p2 + k2Qk
ci,t

Pk
ci,t ≤ p3 + k3(Qk

ci,t −Qm)

(9)

where k1, k2, and k3 are the unit operation coefficients. p1 and p2 are the maximum and minimum
values of generating power when the unit’s air extraction value is zero, respectively. p3 is the minimum
electrical power of the unit. Qm is the heating power corresponding to the minimum electrical power
of the unit. Qci,max is the maximum heating power of unit i.

The output change of CHP unit is determined by the amount of air extraction. Therefore,
its climbing rate should be converted to the electric power constraint under the unit’s pure
condensing condition.

−RDci,max · Δt ≤ P
k
ci,t − P

k
ci,t−1 ≤ RUci,max · Δt (10)

where P
k
ci,t is the electric power of unit i converted to pure condensing condition at time t under

scenario k. RDci,max and RUci,max are the maximum climb rate of CHP unit i.

3.2.4. Operation Constraints of HSDs.

The operation constraints of HSDs mainly include heat storage and release power constraints, the
thermal storage tank capacity constraints, state constraints, and the cycle constraints of HSD [13]. The
specific constraint expression is as follows,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

−Qfi,max ≤ Qk
si,t ≤ Qzi,max

0 ≤ Sk
eh,t ≤ Seh,max

Sk
eh,t = Sk

eh,t−1 + Qk
si,t −ϕehSk

eh,t−1
T∑

t=1
Qk

si,t = 0

(11)

where Qfi,max and Qzi,max are the maximum heat release and storage power of HSDs, respectively.
Seh,max is the maximum heat storage capacity of the thermal storage tank. ϕeh is the heat loss rate,
which is generally taken as 0.05.
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3.2.5. Electric Load and Heat Load Balance Constraints

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
W∑

i=1
Pk

wi,t +
N∑

i=1
Pk

i,t +
C∑

i=1
Pk

ci,t = Pload,t

C∑
i=1

(Qk
ci,t −Qk

si,t) = Qload,t

(12)

where Pload,t and Qload,t are the electricity and heat load requirements at time t of the CHPS, respectively.

3.2.6. Network Security Constraints

Pl,min ≤ Pk
l,t ≤ Pl,max (13)

where Pk
l,t is the power of line l at time t under scenario k. Pl,min and Pl,max are the limits of Pk

l,t.

4. Intra-Day Rolling Optimization Scheduling Model

As the prediction error of wind power output is positively correlated with time [17], the intra-day
rolling scheduling model of the CHPS utilizes the ultra-short-term forecast output of wind power to
optimize and adjust the day-ahead scheduling plan to ensure the economical efficiency of the system.
However, the operation optimization of HSD is a typical multi-stage decision problem, with close
relationship in different periods, and the intra-day scheduling plan cannot be globally optimized
because it is a phased plan.

Based on the problem, the adapted intra-day rolling scheduling strategy is proposed in this paper,
and it is shown in Figure 3. By adopting this scheduling strategy, it can ensure that the results of each
rolling scheduling are the global optimal solutions.

Figure 3. The adapted intra-day rolling scheduling strategy.

As the scheduling time scale is changed, the data form of wind power input is also changed. In
order to obtain the wind power input applicable to the scheduling strategy, this paper is based on the
ultra-short-term prediction data of wind power, and considering the temporal dependence of wind
power fluctuation, the intra-day wind power scenario generation method is put forward, and it is
shown in Figure 4. First, the weighted Euclidean distance method is adopted to calculate the similarity
to the corresponding period of the day-ahead scenario set of wind power, and the scenarios with
the high similarity degree are extracted to form a new scenario set. Then, the ultra-short-term wind
power prediction data is used to update the wind power output of the corresponding period of the
new scenario set. Based on ultra-short-term electric and heat load forecast data, the intra-day rolling
optimization scheduling model is solved to roll and modify the day-ahead scheduling plan. At last,
the optimization result obtained at this time is taken as the boundary condition of the next rolling
scheduling period, and the above steps are cycled until the end of the whole day-ahead scheduling plan.
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Figure 4. The intra-day wind power scenario generation method.

4.1. Intra-Day Wind Power Scenario Generation

Euclidean distance represents the meaning of distance in the general sense, and is often used
to measure the degree of similarity between two variables. The closer the distance is, the higher the
similarity is between the two variables. The calculation method is as follows,

disted(x, y) = (
n∑

i=1

(xi − yi)
2)

1
2

(14)

where x and y are the quantities. n is the dimension of the vector.
Suppose k = [Pk

w,1, Pk
w,2, · · ·, Pk

w,96] ∈ K is a certain scenario data of wind power short-term forecast,
and s = [pt+1, pt+2, · · ·, pt+16] is the ultra-short-term forecast data obtained four hours in advance.
Considering that the wind power output at time t has time correlation characteristics with the previous
time, and the longer the interval is, the weaker the correlation is; therefore, the weighted Euclidean
distance is adopted to characterize this feature when calculating the similarity of two scenarios, and
the wind power output change rate at the two moments is defined as

Φ =

∣∣∣Pw,t+1 − Pw,t
∣∣∣

Pw,t
× 100% (15)

calculate the change rates of Pw,t with Pw,t−4, · · ·, Pw,t−1, respectively, and the sample proportion τi
whose change rate within the range of 10% is also calculated. Then, the correlation weight coefficient
ωi at each moment is defined as

ωi =
τi

16∑
i=1

τi

(16)

the Euclidean distance between k′ = [Pk
w,t+1, Pk

w,t+2, · · ·, Pk
w,t+16] and s is

disted(k′, s) = (
16∑

i=1

ωi(Pk
w,t+i − pt+i)

2
)

1
2

(17)

then the scenario whose similarity meets certain requirements is selected:

{
disted(k′, s) ≤ ε
ρk′ = ρk

(18)

where ε is the maximum distance limit that satisfies the conditions. ρk′ is the probability of scenario k′.
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Replacing the wind power output in the period of t + 1 ∼ t + 16 at scenario k with s is denoted as
the new scenario j. The probability of the scenario j is

ρ j =
ρk′

Nj∑
k′=1

ρk′

(19)

where Nj is the number of screened scenarios.
In conclusion, the intra-day scenario set J of wind power output during the day is obtained.

4.2. Objective Function

The objective function of the intra-day rolling dispatch model is still maximized by the system’s
revenue, taking into account the power and heat supply benefits minus the operation cost of the units
and penalty cost in the system, which is the same as in Equation (1).

4.3. Constraints

The constraints of the intra-day rolling scheduling model are roughly the same as those of the
day-ahead scheduling model, and only the bias constraint is added to make the scheduling result
better be connected with the day-ahead dispatch plan [10].∣∣∣∣Pj

roll,t − Pj
day,t

∣∣∣∣≤ ζ (20)

where Pj
roll,t and Pj

day,t are the rolling plan and the day-ahead plan total power generation in time
period t under scenario j, respectively. ζ is the limit of power deviation.

In addition, the output and climb rate constraints of each unit, the operation constraints of HSDs,
the electric load and heat load balance constraints, and network security constraints are considered, as
shown in Equations (6)–(13).

5. Calculating Procedures

Simultaneous to Equations (1)–(13), the day-ahead optimization scheduling model of the CHPS is
obtained. The random decision variables include the power output of each unit, the heat output of
CHP units, and the heat storage and release power of HSDs. First, based on short-term wind power
forecast data, a large number of wind power scenes are obtained. Then, the initial heat storage of
the HSD is set to 0, and the model is solved by commercial optimization software Cplex, which is
provided by IBM (International Business Machines Corporation) in Armonk, NY, USA [8]. Then, the
initial heat storage capacity is iteratively modified to obtain the day-ahead scheduling plan set with
different values. The value of the heat storage corresponding to the subset with the highest benefits is
the optimal initial heat storage capacity of the HSD, and the expected value of each decision variable
in the subset is the day-ahead scheduling plan of the system.

Simultaneous to Equations (1) and (6)–(20), the intra-day rolling optimization scheduling model
of the CHPS is established, in which the decision variables are the same as the day-ahead scheduling
model. Based on the ultra-short-term wind power forecast data, the method introduced in section 4.1
is used to generate a scenario set of wind power. Then, based on the ultra-short-term electricity and
heat load forecast data, as the input of the model, the intra-day rolling optimization scheduling model
is solved, and the expected values of the decision variables in dispatch period are used as the intra-day
plan to adjust and modify the previous plan. Finally, the value of each decision variable at this moment
is taken as the boundary condition of the next rolling scheduling period, and the above steps are cycled
until the end of the whole day-ahead scheduling plan. The solution process is shown in Figure 5.
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Figure 5. The calculating procedures for intra-day rolling optimization scheduling model.

6. Case Study

6.1. General Situation of Simulation

Numerical simulations are conducted on a local grid in Liaoning province, including a wind farm,
a CHP unit with HSD, and two TP units. The supply price of electric and heating is shown in Table A2
of Appendix A, and the parameters of units are detailed in Table A3 of Appendix A [18,19]. The wind
power scene set data is shown in Figure 6 [20,21], different colored lines represent the output of the
WP unit under different scenarios. The ultra-short-term forecast data of wind power, electric load, and
heat load data in the system are shown in Figure 7.
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Figure 6. Day-ahead wind power forecast scenario set.
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Figure 7. Intra-day wind power forecasting curve and electric/heat load curve.

6.2. Impact of Initial Heat Storage Capacity on Overall Revenue

Before the day-ahead dispatch, a certain amount of heat needs to be stored in the HSD. In order to
analyze the impact of initial heat storage capacity on the overall revenue of the system, the expected
value of the overall revenue under different initial heat storage capacity is calculated. It can be seen
from Figure 8 that both increase with the initial heat storage capacity, until the initial value of the
heat storage reaches 260 MW·h and the system’s revenue is maximum. When the initial heat storage
capacity is greater than 260 MW·h, the overall system revenue tends to be stable.
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Figure 8. The system revenue under different initial heat storage capacity.

In order to analyze the effect of initial value on optimal scheduling results, two cases are considered:
Case 1: When the initial heat storage capacity is 0 MW·h.
Case 2: When the initial heat storage capacity is 260 MW·h.
Figure 9 shows the output of each unit of the system when the initial heat storage capacity is 0

MW·h and 260 MW·h. At this time, the expected revenue of the system is 1813.6 thousand yuan and
1814.7 thousand yuan, respectively. It can be seen from the figure that the wind power output of the
wind farm is relatively large from 0 am to 7 am, and this is the period of low power load. If the initial
heat storage capacity is low, the heat load demand can only be met by the CHP unit. However, the
restriction of “determining power generation by heat” of the CHP unit will cause a large amount of
wind power curtailment, and the inefficient use of renewable energy will lead to a decrease in revenue.
When the initial heat storage capacity is 260 MW·h, from 0 am to 7 am, the heat load is jointly satisfied
by the heat generation of the CHP unit and the HSD. At this time, the CHP unit is reduced electric
output, so as to absorb more wind power to improve the total system revenue. When the initial heat
storage capacity is greater than 260 MW·h, the overall system revenue tends to be stable. Therefore,
considering the economics of the system, 260 MW·h is selected as the initial value of the HSD in the
subsequent analysis and calculation.

00:00 04:00 08:00 12:00 16:00 20:00 24:00

100

200

300

400

500

600

700

CHP unit

TP unit

WP unit

eh,0 0MW hS = ⋅

eh,0 260MW hS = ⋅

The wind curtailment decreased 
     by heat release from HSD.

Time/h

,  is decreased to
improve the cons
       T

umption 
he 

of WP.
ci tP

Figure 9. System operation results under different initial heat storage capacity.
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6.3. Comparison of the Stochastic Model and Deterministic Model

In this part, two models are considered.
Case 3: Deterministic model.
The scheduling strategy of the deterministic model is based on the wind power output curve of

the typical day to optimize and calculate the value of each decision variable. The objective function is
as follows,

max f1 =
T∑

t=1

(
St −Ct −Cpun,t

)
(21)

Case 4: Stochastic model (established in this paper).
We assume that scenario 1 is the wind power output of the typical day, and output of each unit is

calculated as the day-ahead scheduling plan of the deterministic model. Moreover, the day-ahead
scheduling plan of the stochastic model is calculated by the method mentioned in the paper. Then,
suppose that scenario 2 to scenario 100 are the actual wind power output on the dispatching day, the
output of each unit under each scenario is obtained, and compared with the scheduling plan of the
stochastic model and the deterministic model. The unit penalty cost for wind curtailment and load
shedding is 100 yuan/MW·h, and the penalty cost in different scenarios is calculated. The results are
shown in Figure 10.

Figure 10. Comparison of penalty costs between two models in different scenarios.

It can be seen in Figure 10 that in more than 93% of the scenarios, the penalty cost of the scheduling
plan calculated by the stochastic model is lower. Therefore, the scheduling plan arranged by the
stochastic model can better adapt to the uncertainty of wind power.

6.4. Impact of Temporal Dependence of Wind Power Fluctuation on Overall Revenue

In this part, the two scheduling strategies are calculated separately.
Case 5: The traditional rolling scheduling strategy [22].
Case 6: The adapted rolling scheduling strategy.
The impact on the system revenue is analyzed, and the results under different scheduling strategies

are shown in Table 1.
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Table 1. The system’s revenue before and after considering temporal dependence.

Items
Considering Temporal Dependence Differential

ValuesBefore After

Electric and heat income/×104¥ 195.13 195.13 0
Costs of TP units/×104¥ 7.07 7.02 0.05

Costs of CHP units/×104¥ 6.01 5.94 0.07
Consumption of Wind Power/MW·h 5875.0 5941.4 66.4

Costs of Wind Curtailment penalty/×104¥ 3.06 2.40 0.66
Total system‘s revenue/×104¥ 178.99 179.77 0.78

When the temporal dependence is not considered, the cost of generating electricity for TP units
and CHP units are 70,700 yuan and 60,100 yuan, which is an increase of 1200 yuan compared with the
method of considering it. At the same time, after considering the temporal dependence, 66.4 MW·h of
wind power is absorbed in the system, and the total revenue of the system increased by 7800 yuan
than before.

Comparing Table 1 with Figures 11 and 12, it can be seen that when the temporal dependence is
not considered, the scheduling plan in each cycle (four hours) only needs to meet the highest return
during this period. Therefore, at time 8–15, the electric load is high, but the wind power output is
relatively small. In order to ensure the maximum stage benefits, the thermal output of the system is
so small that HSD has no excess heat storage. At times 16–17 and 22–24, the wind power output is
large, and the increased heat output of the CHP unit must not only meet the needs of the heat load,
but also take into account the cycle constraints of the HSD, which shrinks the space for wind power
accommodation. After considering temporal dependence, the HSD stores heat at 8–15 pm. When the
subsequent wind power output is large, the heat storage device cooperates with the CHP unit to meet
the heat load demand, thereby reducing the power output of the CHP unit. At the same time, more
wind power is accommodated, and higher system revenue is obtained.
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Figure 11. The output of each unit before and after considering the temporal dependence of wind
power fluctuation.
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Figure 12. The changes in heat storage of HSD before and after considering temporal dependence.

Furthermore, in order to consider the impact of potential uncertainty on the system, the system
revenue and the additional wind power consumption under the two strategies with different times of
wind power are studied, and the results are shown in Figure 13.

  
(a) The system’s revenue. (b) The additional wind power consumption. 
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Figure 13. The system revenue (a) and the additional wind power consumption (b) under the two
strategies with different times of wind power.

As can be seen from Figure 13, with increasing wind power output, the system revenue also
increases. When the wind power is 1.3 times of the original data, the system revenue difference under
the two scheduling strategies reaches the maximum. When wind power is 1.4 times the original data,
the wind power consumption of system under the adapted scheduling strategy approaches the peak
value first, so the system revenue is almost stable with increasing of wind power. When the wind
power is 1.9 times the original data, both reach the maximum wind power consumption of the system
under the two scheduling strategies. It can be seen that when considering wind power fluctuation, the
adapted scheduling strategy can quickly approach the maximum wind power consumption level, so it
is more suitable for the system with wind power fluctuation scenarios.
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6.5. Algorithm Analysis

In this paper, the primal dual interior point method optimization program is used from the Cplex
optimization toolbox. The interior point method is essentially a combination of the Lagrange function
method, Newton method, and logarithmic barrier function method. It starts from the initial interior
point and follows the steepest descent direction, moving directly from the inside of the feasible region
to the optimal solution. Its salient feature is that the number of iterations has little relation to the
system size. In the paper, the decision variables need to be optimized for each wind power output
scenario, and the required accuracy can be achieved within 20 iterations. In the case of the intra-day
rolling optimization dispatch process, a total of 15 iterations were performed. Changing of the objective
function versus the number of iterations is shown in Figure 14.
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Figure 14. Changing of the objective function versus the number of iterations.

7. Conclusions

Aiming at the problem of scheduling difficulties caused by the uncertainty and fluctuation of wind
power output, this paper proposes a multi-time scale optimal scheduling strategy for CHPS based on
the scenario method. Both day-ahead and intra-day optimization scheduling models are established
to maximize the system’s revenue. The case analyzes the impacts of initial heat storage capacity of
heat storage device and different scheduling strategies on system revenue. The main conclusions are
as follows.

1. The initial heat storage capacity of the HSD can affect the overall revenue of the system, which
increases with the initial value. When the value is 260 MW·h, the system achieves the highest yield,
so 260 MW·h is used as the optimal initial heat storage capacity of the HSD for subsequent analysis.

2. In the day-ahead scheduling plan, compared with the deterministic model, it is verified that
the day-ahead optimal scheduling model based on the scenario method can greatly reduce the
system penalty cost, improve system benefits, and better adapt to the uncertainty of wind power.

3. Compared with the scheduling method without considering the temporal dependence of wind
power fluctuation, the results show that considering temporal dependence can better reserve
more wind power absorption space for the system, promote the accommodation of wind power,
and further improve the overall revenue of the system.
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Appendix A

Table A1. Table of full names and acronyms.

Full Name Acronym

Wind power WP
Thermal power TP

Combined heat and power CHP
Heat storage device HSD

Table A2. The supply price of electric and heating.

Supply Price ¥/MW·h Time/h

0–7 8–10 11–15 16–18 19–21 22–24

electric 200 500 800 500 800 500
heating 450 450 450 450 450 450

Table A3. The parameters of units.

Power Source
Type

Installed
Capacity

Power Output/MW Climb Rate/MW Operating Parameters

Min Max Down Up a b c

WP unit 1 × 450 MW 0 450 0 450 - - -
TP unit 2 × 250 MW 50 250 50 50 0.0037 12.98 36

CHP unit 1 × 250 MW 40 210 50 50 0.0044 13.29 39
HSD 1 × 360 MW·h 0 360 50 60 - - -
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Abstract: The integration of renewable energy (RE) in energy systems can be approached in many
ways depending on local possibilities. Evaluating this in the limited context of islands, this paper
presents a multi-energy system transition to a 100% RE share in a two-folded technical analysis.
The case study of Madeira Island using the EnergyPLAN modeling tool is used to show strengths
and weaknesses of, on the one hand, electrifying all transport and heating demands on an island,
while remaining demands are supplied with biomass, and, on the other hand, additional smart
charging, vehicle-to-grid, thermal collectors and storages, as well as electrofuel production and
storages. Technical results indicate the potentials and advantages of the second approach with
50% less biomass and no curtailment at 1–3% higher costs, compared to the first one with 7% of
production curtailed. The technical analysis is supported by the institutional analysis that highlights
the balancing needs through additional flexibility and interaction in the energy system. For maximum
flexibility, of both demand and grid, and successful implementation of 100% RE, investment incentives
and dynamic tariffs are recommended entailing more dynamic consumer involvement and strategic
energy planning.

Keywords: energy system analysis; modeling; multi-energy system; smart energy system; flexible
demand; self-sufficiency; dynamic market

1. Introduction

Energy systems, both large and small, are transitioning towards higher shares of renewable energy
(RE), such as from wind or photovoltaic (PV), in response to replacing fossil-fuel technologies in the
fight against climate change [1]. A well-planned transition to 100% RE is the main objective in many
places however especially islands present challenging systems but also potential lighthouses in the
struggle to analyze and identify the best approach to transitioning [2]. Not only are small and/or
developing islands sensitive or even vulnerable in terms of access to energy at a reasonable cost [3],
but also the importance and difficulties of various European islands was recognized in research [4],
as well as politically in the “Valletta Declaration”, which proclaims remote European islands as
favorable for innovation [5]. Despite the differences in energy-intensity, population and geography,
the common main energy objective is higher RE shares and self-sufficiency—for islands and globally.

The potential of transitioning to 100% RE has been addressed on a global level by Ram et al. [6],
as well as in a more detailed review by Hansen et al. [7]. Both present the trends and latest studies on
100% RE systems and how it has gained attention especially over the last few years. While some of the
studies reviewed in [7] have included cross-border interaction in national energy systems, they are
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often made in island mode or are even focusing on geographical islands, which illustrates the role of
island energy system perspectives. The increased shares of wind and PV often require balancing due
to their fluctuations, such as through cross-border trade or storages. This is restricted in island systems
since trade is often limited and storages not always available or feasible in island set-ups.

An extensive review related to this by Jurasz et al. [8] states that complementarity energetic studies
are needed to evaluate the feasibility of variable RE. It shows that the design of energy management
strategies and the balance between storage and cost of energy analysis can be used to increase the
reliability of the system. The process of RE integration in a 100% RE system at a regional level not only
has to take into account historical data but also future consideration for different interested entities [8].

Various other studies and reviews have presented high RE utilization shares specifically on
islands due to their vulnerability and often heavily fossil-reliant energy systems, but also due to
the high RE potential. In [9], Kuang et al. review various islands on the way to or reaching a
100% RE share by evaluating different RE technologies and strategies for improvement. Ioannidis et
al. [10] present the vulnerability and argue for the urgent need to transition energy systems of islands
globally, while Cross et al. [11] further present potentials on islands and their importance in tests
and demonstration—both including the need and possibilities of 100% RE island systems. Finally,
Meza et al. present the complex transformation of a developing island with RE and storage capacity in
competition with diesel for the existing generators and buses [12].

The integration of RE from wind and PV plays an important role, as the resource is naturally
occurring and does not need to be traded or imported. While RE often supplies either the electricity or
the heating sector, other sectors can benefit from using the renewable electricity and heat with further
cross-sector integration as a required step to enable future smart energy systems and 100% RE in an
efficient way. While [6,9–11] discuss the vulnerability and potential of RE on islands, their focus lies
in the electricity sector, which is, however, already expanding across other sectors and is therefore
required to be acknowledged differently. This cross-sector energy system planning—which is also
known under the smart energy system (SES) label [13,14]—addresses the intermittency of RE through
the integration of electricity, heating and/or transport sectors to provide the best integration flexibility
and maximize the impact of smart balancing technologies. This flexibility option is also referred to as
multi-energy system interaction, where different energy sectors support each other, such as in [15]
where the power to heat potential is presented. The otherwise often used approach of cross-border
trade is not always an option for many islands, where self-sufficiency should be targeted instead.
Additionally, without smart energy planning, a high use of biomass in the power plants can be the
result, as this is one of the primary storable RE sources that can be stored and used directly [16].
However, using high amounts of biomass is seen critically under the energy-food nexus and should be
limited to stay within locally sustainable levels [17].

Originating from the combined heat and power production experience in Northern Europe,
heat and electricity have already been widely researched together, as has also been done in island
perspective by comparing thermal storage and electrical batteries in two different islands [18].
Other examples of island studies using this approach have modeled isolated islands in the Azores [19],
a small connected island in Croatia [20] or a large one in the Canary Islands [21]. All these articles
discuss the technical and socioeconomic benefits of integrating energy sectors in the transition to 100%
RE systems by making use of additional balancing and storage options.

While the research and the presented barriers in this transition are often solely technical and
sometimes include socioeconomic aspects, the institutional conditions also need to be aligned to support
the ever-increasing complexity of energy system planning. Similarly, concerning the integration of
sectors towards a SES and required changes in the technical aspects, the market also needs to align
with this transformation. The change of cost structures with increasing RE shares from, e.g., wind and
PV is already widely discussed for the electricity market at the national level [22,23]. Based on the
idea of SES, markets are suggested to be aligned in a ‘smart way’ through the concept of smart energy
markets, where several sectors are technically and institutionally aligned [24]. The ongoing transition
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of the electricity market would benefit from considering the other sectors as their influence on each
other is ever-increasing, not only technically. Existing literature, however, often includes cross-border
options as well as gas infrastructure for this, which is limited in island energy systems. The design of
market structures in isolated energy systems may be planned differently.

As islands present not only technically but also economically sensitive systems, this alignment of
markets to support each other plays an important role in successfully transitioning to 100% RE shares.
Here especially, strategic coordination of local barriers and potentials could benefit the demand as well
as the supply side. Cuesta et al. [25] argue that RE analyses in small communities can be optimized by
including social parameters to make the most out of the local RE resources. Similarly, local energy
markets have been proposed to include multiple decentral energy sources and bidding structures
to unlock local flexibility [26]. However, this previous research built upon the expansion of local
district heating and neither in the newly recommended SES nor in an island context. These contextual
considerations, however, should go hand in hand with the technical analyses.

Lund proposes to align the different technologies, social aspects and markets in the transition,
especially if it includes radical change, which denotes situations that “involve change in existing
organisations and institutions” [13]. With the limitations and potentials, aiming for 100% RE supply in
a smart island energy system can be considered a radical change. An approach on how to govern such
radical changes is suggested by Hvelplund and Djørup [27], who conclude that the organizational
coordination of a 100% RE system requires a more active and communicative governance that
coordinates the local technologies and demands. In line with this, the European Commission proposes
an integrated energy market through preparedness on all levels, where the consumers are in the centre
of the transition, making them an involved, stabilizing part of the market [28]. Despite acknowledging
regional possibilities, islands have been mostly overlooked in the existing research and policies,
even though the alignment of technologies and markets is most fragile and eminent here and may
even present solutions useful in other geographical contexts.

The trends of aiming at 100% RE supply in either the separate sectors or cross-sectorally can be
considered radical in any energy system, and the required alignment of technical, socioeconomic and
institutional aspects has not been made for island energy systems. An example of islands evaluating
different options to reach a SES with 100% RE share is through “smart technologies” in the Horizon
2020 project SMILE (smart island energy systems) [29], where technical and socioeconomic aspects
have been introduced [2,30], but investigations into the institutional setup are still lacking behind.
Smart technologies, such as smart charging and vehicle to grid (V2G), flexible electrofuel production or
smart heating controls and storages, bring new aspects to the energy system and should be evaluated
in the context of RE integration.

This article is filling the research gap for a case study, where both technical and institutional
aspects are considered to integrate renewables and further reach a 100% RE share. As existing literature
approaches this only to some extent, usually separate and either with a sole focus on electrification or
on the whole SES, both aspects are presented in parallel in this article. Besides a comparison of technical
and socioeconomic options and results through a sociotechnical analysis, the market perspective is
addressed in the particular setting of an island, where local energy market barriers are identified and
the potential is presented. By illustrating the required institutional setup in alliance with the technical
analysis of RE and novel technologies, the paper achieves a novel angle of research.

The case study to test this novelty aims at looking at an existing energy system and its current
technologies and market, and how it can be optimized to reach a 100% RE share. One of the
demonstration islands from SMILE is therefore chosen, namely Madeira Island, as an exemplary
isolated energy system with its own local government and in high demand of a smart and institutionally
sound energy system. Hence, this research may address islands, and particularly non-interconnected
ones, but also other remote and rural energy systems can benefit from it to make better use of locally
produced energy.
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In this paper, both technical scenarios and institutional comparisons are made to which the
methodology can be found in Section 2. The corresponding results and recommendations are presented
in the technical analysis in Section 3 and the market analysis in Section 4, before a discussion of both is
made in Section 5. Section 6 concludes the whole paper briefly.

2. Methodology

This section introduces the methods and underlying procedures for the conducted analysis as
well as the used data, which can be found in the Supplementary Material Section. This includes the use
and creation of scenarios, details of the case study and the required steps to reach 100% RE systems
in the technical analysis. A simplified overview of the steps and corresponding scenarios explained
in Section 2.1 is illustrated in Figure 1. The modeling software EnergyPLAN that is used for these is
introduced in Section 2.2. The final consequential step after the technical analysis is presented in the
market analysis in Section 2.3 to support the scenarios.

 

Figure 1. Step-by-step approach to scenario development and analyses.

2.1. Scenario Approach

While Section 1 presents the complexity of energy planning approaches, these are further
complicated through geographical and economic boundaries. The selected choice of technical
approaches would result in a variety of options and outcomes. Therefore, the following presents the
introduction of the scenario development for the case study of Madeira Island, which is to test these
approaches under its unique boundaries, for the reader to draw the consequences for other cases.
Hence, this theory-led case study was used to test the theory that the smart approach is more beneficial
than the electrification approach, and thus can be used as a valid argument based on this case [31].
The case can also be understood as an instrument to understand the suggested approaches through
illustration in a certain context. Thereby, a quantitative approach was used to illustrate the explored
issue of the case as well as a qualitative one where this event was portrayed.

In the following, the methodology for the creation of scenarios is shown. This approach is chosen to
analyze the different impacts of the various steps that are introduced to the system. This way, alternative
outcomes are created to show future development paths and corresponding implications [32]. Based on
these scenarios, which present radical changes to the energy system, the market is evaluated.
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2.1.1. Reference Energy System

The case study to which the above mentioned was applied was the energy system of Madeira
Island and its model was based on the SMILE project. With approximately 260,000 inhabitants and
an annual electricity demand of 830 GWh, it is an energy intensive island but also a completely
autonomous energy system with a large service sector, complex infrastructure as well as some industry.
Without a significant heat or gas network, it presents a special but real case of an isolated island to
learn from [2,33].

The Madeira model was based on 2014 data (cf. Supplementary Materials) from local energy
accounts and supported with data from local statistics and the electricity company of Madeira (EEM),
so the production and consumption data was aligned and verified for all included sectors: electricity,
heating, industry and transport [2]. In order to use this case study to evaluate the two approaches of
100% RE systems, this 2014 model was adapted to data from 2018 [34]. This resulted in the Reference
Scenario 0 and concluded Step 1 of the methodology presented in Figure 1. With a high share of
power supply from oil and gas based power stations, heavily oil-based transport and industry sectors,
the energy system of Madeira Island was a good case study to evaluate the upcoming required
transition to 100% RE in the two suggested approaches.

2.1.2. Steps to a 100% RE System

Based on Lund, the possibility of a 100% RE system is designed in three steps: energy savings,
efficiency improvements and fossil fuel replacement with renewable sources [13]. The savings and
efficiency were outside the scope of this paper, but the possibilities of replacing fossil fuels were
evaluated within the technical analysis. This limitation confined the results to some extent but on
the contrary shows what is technically possible only through the supply side. This was concluded
in Step 2 by replacing the fossil fuels in the combustion processes of power stations and industry
with biomass. The introduction of other RE sources in Steps 4 and 6 addresses the resulting high
consumption of biomass.

Step 3 follows Step 2 with fossil fuel replacement in the transport and heating sectors. With Step 2
as an intermediate step away from fossil fuels, only Step 3 entails a scenario. Based on Lund,
“oil for transportation is replaced by electricity” and “boilers are replaced by electric heating” [13].
After the introduction of electric vehicles (EVs) and heat pumps, respectively, this resulted in Scenario
1.0, which concluded the basic steps to 100% RE. This scenario was technically 100% renewable,
yet potentially not sustainable, depending on the biomass availability and use. Step 4 is therefore the
final necessary step to the 100% RE scenario of the electrification approach, where the RE was further
explored through the expansion of PV and wind turbine capacity. This requires a sensitivity study
to target scenarios where biomass is reduced by at least 50% while limiting critical excess electricity
production (CEEP; often resulting in curtailment) to 100 GWh and avoiding a large increase in total
annual costs (max. 25%). This resulted in Scenario(s) 1.X—with the “X” standing for a potentially
limited number of scenarios.

The second approach to a 100% RE system brings us to Step 5 and additional sector integration—or
the smart energy system (SES) approach, which takes Step 3 to a new level by increasing the
technological complexity. Aligned with the discussion in Lund et al. [35], alternatives were introduced
to the electricity-focused improvements in the energy system from Step 4, namely smart charging
and V2G, thermal solar collector and thermal energy storages (TES) in combination with the flexible
heat pumps, and electrofuel production [35]. The latter is illustrated in the example of electrolyzers,
hydrogen storage and shifting some transport demand to hydrogen vehicles. This introduced smart
technologies beyond the simple electrification scope, by making further use of smart transport, heat and
fuels. While the electrification Scenarios 1.X could benefit only from electricity storage, this integrated
energy system allowed system-wide balancing through TES, hydrogen and car batteries, resulting in
Scenario 2.0. Compared to the electrification approach, also Step 6 makes use of a sensitivity study to
compare to Scenarios 1.X and identify potential benefits over the electrification approach, resulting
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in Scenarios 2.X. The changes that result in the ‘smart 100% RE system’ were achieved through the
modeling tool EnergyPLAN, explained in the following, traceable through the scenario data in the
Supplementary Material.

Based on [32], the sensitivity study allowed for evaluating the impact of fluctuations of certain
parameters on the outcome in a system, such as the energy system model. In the context of this study,
the parameters were additional PV and wind capacity to minimize uncertainty of their contribution to
the sustainability of the energy system. The capacities varied between 0 and 250 MW in eleven steps of
additional capacity each, presented in 3D surface diagrams of 121 possible combinations. Besides the
scenario targets in biomass, CEEP and costs, the following key performance indicators (KPIs) were
added to evaluate the results of the sensitivity studies and complete the sociotechnical analysis:
RE share of primary energy supply (PES) and electricity supply, sustainable share (not including
biomass-based electricity) of electricity, CO2 emissions, total and peak electricity demand.

2.2. Modeling Tool EnergyPLAN

The case study’s energy system was modeled in its reference set-up, as well as through every
step introduced above, with Aalborg University’s EnergyPLAN v15.0 modeling tool [36]. Its ability to
model all sectors, especially in relation to each other, as well as the hourly resolution makes it suitable
for this research. The software allows for the characterization of the electricity, heating, transport and
industry sectors as well as any fuel usage beyond these. Depending on the production, conversion
and consuming units included in the manual setup of the energy systems, the sectors can be modeled
separately or integrated, allowing for an evaluation of the steps and technologies accordingly. Hence,
it allows for a comparable simulation of the two proposed approaches in its varying and—compared
to the business as usual—increasing complexity. Related modeling material can be found in the
Supplementary Material.

The KPIs can be retrieved in a collective way either for the whole energy system and the full
year or by sectors and individual hours. They present the technical and socioeconomic perspectives
of this research through the sociotechnical analysis, while also giving indication to the institutional
ones. For the socioeconomic part, all costs are considered, including investment, fuel and operation
costs as well as CO2 costs but no taxes. When comparing to the reference system cost, the KPI only
presents the total annual cost. The option in EnergyPLAN to run serial calculations facilitates the
elaboration of sensitivity analyses. By allowing the sensitivity parameters to fluctuate in up to eleven
calculation steps and twelve output definitions, the KPI targets are supplemented in a comprehensive
way. Finally, the technical optimization option in the tool allows for optimal balance of selected RE
capacity according to available technologies, e.g., dynamic EV charging or flexible hydrogen demand
depending on the defined storages. Hence, the smart additions to Scenario 2.X are made within
EnergyPLAN by adjusting the model and operation accordingly for the points presented in Step 5.

EnergyPLAN has been applied in multiple studies of national [37,38], regional [39,40] and island
energy system perspectives [20,21]. With various combination options of supply, conversion and
storage technologies (cf. flow diagrams, [36]), the energy system model can be set up as required,
which results in Figure 2. Mathiesen et al. [41] present the energy flow diagrams for various technical
simulations, presenting similar steps in the transition to 100% RE. These can be modeled in EnergyPLAN
and adapted to illustrate the current technical analyses and may further be related to the institutional
analyses. In Figure 2, the energy flow diagrams represent Scenario 0 as a traditional energy system
with no apparent cross-sector interaction, and the two following flow diagrams illustrate the two
approaches of Scenarios 1.X and 2.X. The 1.X diagram shows the addition of RE and electrification of
transport and heating and 2.X shows the addition of V2G, solar thermal, hydrogen production and
various storage options.
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Figure 2. Energy flow diagrams for different energy system and market relation setups based on
Scenarios 0, 1.X and 2.X, simplified, based on [36] (barrels indicating storage options).

In relation to the technical changes between the sectors and technologies, also the market setup
changes accordingly (cf. Figure 2), indicating where requirements in the market are shifting and need
to be supported. Where electricity, heat and transport were mostly regulated by individual markets
before, the increased complexity and interrelations of technologies in Scenarios 1 and 2 need to be
reflected in the future market setup as well. These institutional perspectives lead to the methodology
for the market analysis in the following.

2.3. Market Analysis Approach

Based on the technical modeling, the two approaches to 100% RE require strategical institutional
support through the evaluation of the current and required future market structures. Hence, the market
analysis represents Step 7, as it is based on the previous six steps but follows its own structure. The aim
is to evaluate the current local barriers, potentials and requirements to support the technical scenarios
with recommendations for potential changes in the energy market. As mentioned above, it is proposed
to align technologies with social and market aspects [13], and to identify maximal preparedness for
energy-related crises at all levels [28]. Even though islands are not specifically mentioned, they can
present solutions in test scales for larger systems and markets through technical and institutional
case studies.

Markets are usually defined as a variation over the theme “physical or virtual arena for the
exchange of goods and services” and with particular reference to the energy sector, two types of
markets are of relevance: markets for the exchange of technologies and markets for the exchange
of energy or power. Thus, market analyses can address whether potential buyers in a given area
have a ready access to, e.g., heat pumps or electric vehicles or vice versa whether heat pump and
electric vehicle suppliers are met by willing buyers. Market analyses can also focus on how energy,
e.g., electricity, biomass and electrofuels are traded with a view to ensuring a functional market that
can help exploiting the flexibility options in the energy system with a view to integrating fluctuating
RE sources. The main understanding applied in this paper is the latter—i.e., the trading schemes for
power and/or energy, which improve the operation of the energy system. The trade of technologies is,
however, a prerequisite to this and therefore touched upon as well. Furthermore, the market can be
viewed from either the supplier or the consumer side, where the latter is evaluated in this paper by
analyzing how the market should be designed from an end-user point of view.

Besides the system and market setup comparison in Figure 2, the following structural approach
was used. Based on Hvelplund and Djørup [27], the analytical process can be divided into three phases,
which relate to the sociotechnical analysis and lead to institutional considerations and alignment for
this radical change. As presented above, changing the energy system’s infrastructure to 100% RE
supply with either approach can be considered radical. The phases are based on each other and defined
as follows:

• Phase 1 presents technical scenarios with certain goals, here 100% RE, including socioeconomic data;
• Phase 2 identifies the institutional context and shows the existing barriers and benefits for

the scenarios;
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• Phase 3 leads to new recommendations or concrete design proposals; here applied to
market structures.

The market analysis in Section 4 presents the phases as follows. After developing the scenarios
in Section 2.1 (Phase 1), barriers can be identified and recommendations made. In detail, Phase 2
follows the scenario development and aims at analyzing its results in the current institutional context,
e.g., if the scenarios are working in the current market, resulting in the identification of barriers and
potentials. In order to do this, the context that shapes their implementation, such as current market
and price structures, are taken into account. This is presented in Section 4.1. Phase 3 and Section 4.2
focus on resulting requirements for the future context by addressing the barriers from Phase 2 and
supporting the technical scenarios from Phase 1, introducing recommendations that may not have
been tested and/or have been blocked by institutions before; hence, new social dynamics might be
the result [13]. For this, current and future regulations, considerations and proposals for short- and
long-term changes in organizations and infrastructure can be named [27].

In this paper, the market analysis aimed for the 100% RE goal presented in the technical analysis,
which was analyzed and discussed, and what institutional barriers need to be addressed to support its
implementation was investigated. Equal to Phase 1, both Phases 2 and 3 were studied in the context
of Madeira Island and specifically in the context of end-users. This was done through a quantitative
review of the technical scenarios, literature review and engagement with local stakeholders [33,42,43].

3. Sociotechnical Analysis

In this section, all steps and scenarios are presented, for which the results, including the KPIs,
can be found in Section 3.3. The corresponding institutional market analysis follows in Section 4.

As described in Section 2.1, the Madeira Island energy system model from 2014 formed the basis
for the reference scenario and was updated in Step 1 of the analysis. This included the decommissioned
hydropower station, as well as newly installed hydropower and PV capacities between 2014 and 2018.
Hence, 50 kW of additional PV and 30 MW of dammed hydro power capacity with 16.5 MW pump
capacity were added, while an older hydro power plant of 3.5 MW was decommissioned (based on
communication with EEM in January 2020). This resulted in the Reference Scenario 0 to which later
scenarios were compared. This energy system had a RE share in PES of 11% and in electricity supply
of 30%.

3.1. Electrified 100% RE System

Corresponding to the scenario methodology in Section 2.1, the following Steps 2 and 3 replaced
all fossil fuel with biomass or electricity. While switching to biomass in combustion processes did not
entail any technical adaptions in the model and its operation, the transport and heating did. The change
from petrol and diesel cars to EVs included a change of efficiency in addition to the different input.
While oil-fuelled vehicles were estimated to drive 1.5 km per kWh, EVs were assumed to drive 5.9 km
for the same unit of energy input (EnergyPLAN assumption). In regard to heating, all boilers still
using gas, biomass and oil had efficiencies of <90%, while heat pumps had an equivalent of 300% (COP
of 3.0; considered constant based on average annual value), so the overall amount of required input
was reduced drastically by the end of Step 3.

With the change to biomass in power plants, the electricity sector reached a 100% renewable share,
whilst the inclusion of the remaining sectors of industry, transport and heat also led to a 100% share in
the PES (cf. Scenario 1.0, Table 1). The sustainable share of electricity, however, was the critical voice
for when biomass was considered renewable yet not completely sustainable. As it is unknown if this
amount of biomass is currently fully sustainable to harvest and combust, this was a caution factor.
While the amount of biomass increased 16-fold, the CO2 (from fossil and waste combustion) reduced
by 98% from the reference scenario. Electricity demands increased by 38% and 29% for total and peak
demand, respectively.
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Table 1. Overview data of the main scenarios.

Analysis Step 1 Step 2 Step 3 Step 4 Step 5 Step 6 Step 6 Step 6

Scenario 0 - 1.0 1.1 2.0 2.1 2.2 2.3

Additional PV capacity 0 0 0 100 0 250 50 250 (MW)

Additional wind capacity 0 0 0 200 0 75 225 225 (MW)

RE share of PES 11.0 56.1 100.0 100.0 100.0 100.0 100.0 100.0 (%)

RE share of electricity 30.2 100.0 104.8 112.7 103.9 104.0 105.3 111.8 (%)

Sustainable share of electricity 26.3 26.3 19.1 77.6 18.3 71.3 70.7 99.4 (%)

CO2 emissions 885.4 450.6 16.4 16.4 16.4 16.4 16.4 16.4 (kt)

Biomass demand 172.9 1885.3 2762.6 1370.2 2854.2 1360.9 1419.4 716.7 (GWh)

Total electricity demand 838.9 838.9 1156.8 1220.2 1203.1 1284.7 1285.9 1315.9 (GWh)

Peak electricity demand 140.0 140.0 180.8 205.6 218.0 358.8 337.6 491.0 (MW)

Total annual costs 319.3 279.4 396.3 392.9 404.2 396.3 398.0 397.6 (B€)

CEEP 0 0 0 92.1 0 0 17.0 95.5 (GWh)

The next Step 4 is illustrated in Figure 3, where the electrified energy system was analyzed in a
sensitivity study with various additional RE capacities. The results were reconciled with the target
criteria, where biomass was reduced by at least 50% and CEEP was kept to <100 GWh, which resulted
in only one option: Scenario 1.1.

Figure 3. Sensitivity study for an electrified energy system, including optimal Scenario 1.1—resulting
additional biomass demand and critical excess electricity production (CEEP).

By addressing these criteria, Step 4 resulted in the additional capacity of 100 MW PV and 200 MW
wind but also increased the sustainable share of electricity to 77.6%. Hence, in technical terms,
the energy system of Madeira Island was now 100% renewable and supplied by 60% RE through
wind, PV, and the other previously installed RE, while the remaining 40% was supplied by biomass
combustion. As can be further noted from Figure 3, the biomass consumption reduction stagnated
shortly after the 50% reduction target (even with 250 MW PV and wind each, it reached 59% biomass
reduction). Furthermore, only 9 out of the 121 possible scenarios resulted in 0 CEEP, but here the
biomass reduction potential was below 20%. The details of Steps 1–4 and the Scenarios 1.X can be
found in Table 1 next to the results from Steps 5 and 6 and its corresponding scenarios 2.X, which are
explained in the following.

3.2. Smart 100% RE System

Firstly, the smarter heat entails an intensification of thermal solar collectors—double the capacity,
as well as TES—to supply 100% of households and for a maximum period of 10 days, which optimizes
the operation of the heat pumps. Secondly, the smartening of the transport demand including V2G
requires the addition of the right grid-to-battery capacity and vice versa. The maximum share of cars
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charged during peak and the share of grid-connected cars was defined as 50%, and total battery storage
capacity was 5 GWh. Thirdly, the smart fuel addition entailed the introduction of electrofuel through
the example of an electrolyzer to produce hydrogen and 20% of the transport demand to be covered
with it, as well as the option of hydrogen storage of 100 MWh. All three steps increased the electricity
demand but reduced the CEEP. In EnergyPLAN, the electricity demands of EVs and the electrolyzer
were flexibly modeled according to the RE production.

Step 5 resulted in Scenario 2.0, which is similar to Scenario 1.0 but slightly more expensive due
to its complexity. The following sensitivity study in Step 6 therefore was required to show its full
potential. Step 6 addresses the same target points as Step 4 to increase sustainability shares through
reduced biomass amounts, costs and CEEP. In contrast to Step 4, where only one scenario fulfills the
targets, the SES approach offered 41 possible options within the same criteria. The following proposed
scenarios therefore could further address potential limitations in available land and visual impacts if
required. Scenarios 2.1 and 2.2 thus demonstrated mainly PV or wind, respectively, while Scenario 2.3
did not consider any of these limitations. The results of this sensitivity study can be found in Figure 4,
which shows that biomass reduction potential spanned longer than in the electrification scenario
(1.X) with up to 77% biomass reduction at full additional capacities of 250 MW each. Furthermore,
CEEP can be avoided in 72 out of 121 possible combinations and remained below 100 GWh in all but
three options.

 
Figure 4. Sensitivity study for a smart energy system, including proposed scenarios—resulting in
additional biomass demand and CEEP.

The three proposals out of the 41 options of PV–wind combinations can be pointed out in Figure 4.
All proposals show a different extreme in terms of RE capacity, as well as consider potential limitations,
so either one could be recommended to the island of Madeira depending on local requirements
and wishes.

The first SES scenario included the maximum PV capacity within the sensitivity study and
required a minimum wind capacity of 75 MW to reach the biomass reduction of >50%, which was not
possible with 50 MW wind capacity (48%). It is one out of five scenarios that fulfilled the criterion
and remained at 0 GWh CEEP, which was not possible with the electrified energy system scenarios.
With the increasing opposition to wind turbines and potential available space on rooftops, among other
challenges, this “PV Scenario 2.1” may be the preferred option to the local community. Despite only
minor differences in the total annual costs, this scenario also presents the cheapest solution under the
smart system approach.

The second SES scenario presents a wind-favored option, at almost maximum wind capacity and
minimum PV capacity within the target criteria range. With 225 MW additional wind and 50 MW
PV capacity, the CEEP was kept at 17 GWh annually, which corresponded to 2% of the electricity
production. As can be seen in Table 1, the peak demand was the lowest in this scenario; however,
this resulted from the peak supply delivered by the wind turbines and the smart charging and hydrogen
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production accordingly. This overall lowest total capacity further entailed the overall lowest number of
new installations, since capacities of single wind turbines was much higher than PV systems, therefore
this more centralized concentration of RE could be preferred.

The third proposed scenario, Scenario 2.3, aimed at the highest biomass reduction while staying
within the CEEP limitations, and even within the cost requirements, as it is even cheaper than
Scenario 2.2. With the CEEP value of 95.5 GWh, which represents 6% of the production, a biomass
reduction of 75% could be achieved, resulting in a 9% share of biomass for the electricity supply.
For this, 250 MW PV and 225 MW wind capacity was installed, which, however, ignores the potential
space and visual limitations that might exist. It presents, however, an option if biomass is to be
limited. This way, Scenario 2.3 was the most sustainable scenario with a sustainability share of 99%.
For all scenarios with large PV and/or wind capacity, environmental aspects in their production could
be considered.

Alternatively, if none of the above presented scenarios appears optimal after all, a compromise
or combination of their aspects could be considered. For example, if suitable land for wind turbines
are limited but should still be included, other scenarios could be further evaluated with Figures 4
and 5. Regarding biomass reduction, 15 combinations require <1000 GWh biomass; and regarding
CEEP increase, 72 combinations are at <0.1 GWh CEEP and another 27 within 0.1–25 GWh CEEP.
Finally, the target criteria of cost limitation are presented in Figure 5, where the socioeconomic cost
development of the scenario is illustrated in comparison to Scenario 1.1. In contrast to the biomass
consumption and CEEP, it did not develop linearly but shows the optimal scenarios at PV capacities
above 175 MW and wind capacities between 50 and 175 MW. Regarding annual socioeconomic costs,
Scenario 2.1 would be the most secure in this regard, but further 11 other combinations would be
as well.

Figure 5. Sensitivity study for a smart energy system, including proposed scenarios—resulting annual
socioeconomic costs, relative difference to Scenario 1.1.

3.3. Comparison

When comparing the technical analyses of transitioning to 100% RE on Madeira Island, the SES
approach presented more options and thereby more benefits than the simplified electrification
approach, addressing all KPIs. This was clarified with an overview in Table 1 and illustrated in Figure 6.
Both alternatives achieved CO2 reductions and higher shares of renewable and sustainable sources.
Compared to the reference case, Scenario 1.1 reduced the CO2 emission by 98% but increased the
biomass consumption by 690%, the annual and peak electricity by 45% and 47%, respectively, and the
annual costs by 23%. Scenarios 2.X achieved the same CO2 reductions and similar changes compared
to the reference. The remaining CO2 emissions were related to the waste incineration.
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Figure 6. Overview of selected key performance indicators (KPIs) of the main scenarios.

When comparing 2.X with 1.1, however, biomass could be reduced by up to 52%, CEEP by 100%
while costs increased by 0.7–2.9%. Overall, the 2.X scenarios show more possibilities for potential local
restrictions. While Scenario 1.1 could achieve the biomass, CEEP (7% of total electricity production)
and cost targets only in one PV-wind combination, the Scenarios 2.X present 41 combinations. If one
specific target was in focus, e.g., CEEP limitations, the sensitivity study of Scenarios 2.X presents
72 combinations where CEEP can be avoided completely. This concerns only 9 out of the total
121 options for the 1.X-scenarios.

While 100% RE share of PES was reached after Step 2, the sustainable share, where biomass
was used as little as possible, reached 70–99%. When taking into account the sustainability available
biomass on Madeira Island, this could be elaborated. The share of RE of electricity reached values
above 100% if the production exceeded the demand.

Complementary to Table 1, Figure 6 illustrates selected KPIs. While CO2 emissions dropped
drastically within the first two steps, biomass consumption increased until RE was added. Still,
electricity demands were increasing with each step, similarly to the costs. While electricity demands
increased by 57–350%, the costs increased by only 24.5% compared to Step 1. When including the
additional CEEP values, the dependency between all KPIs is shown.

The basic electric approach is nonetheless an essential part of the transition to 100% RE share,
while the additional smartening of the energy system can be understood as a potential, yet beneficial,
second step. According to this, the market analysis addresses both approaches in the following section
as a supplement and preliminary discussion for the implementation of proposed technical scenarios.

4. Market Analysis

Based on the above sociotechnical analysis of the two approaches to 100% RE share on Madeira
Island, the institutional barriers and market requirements are addressed in the following. It becomes
clear that the SES approach has more benefits in technical and sustainable terms and allows for several
combinations of wind and PV capacities while being in line with the scenario targets. However,
Scenario 1.1 competes with Scenarios 2.X in socioeconomic aspects and is otherwise an essential baseline
for the potential uptake of smartening afterwards. The following institutional analysis therefore
contributes to the comparison of the two approaches and sees Scenario 1.X as a basic first step and
Scenarios 2.X as a necessary second step in the market for an optimal transition to 100% RE.

The main barriers that are not apparent in the technical scenarios in EnergyPLAN, however
fundamental, are the implementation of the modeled scenarios with their corresponding technical
requirements. Specifically, the island-wide change to electric heating and transport can be connected to
radical changes in people’s homes, public buildings and infrastructure. Additionally, the SES approach
includes flexibility options that require the production of hydrogen, heat from heat pumps and the
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V2G in accordance to the RE power production. While this is modeled optimally in EnergyPLAN,
incentives, regulations and/or market redesign are required for implementation.

The following therefore addresses this issue on the consumer side as the key technologies can
be found there and also to increase consumer participation in the energy planning. As introduced in
Section 1, the European Commission proposes an integrated energy market, where the consumers are
put at the centre of this transition. As this paper focuses on the opportunities of EVs and heat pumps,
Section 3 shows how the consumer is required to help in this part of the transition. This may be an
important aspect in order to address the implementation and flexibility issue, if planned accordingly in
this institutional setup. Furthermore, the encouragement and engagement of the consumers allows not
only for wider acceptance of required technologies but also results in benefits for the grid operator if
their interests align through increased grid flexibility.

4.1. Barriers

As explained in Section 2.2, the technical analysis influenced the institutional one as the complexity
in the technologies was also reflected in the market complexity. With more technologies on the
supply, conversion and demand sides, as well as in balancing in the SES approach and improving
cross-sector integration, the supporting institutional framework also needs to be addressed. Here,
the decentralization in the energy sector requires a different focus to involve consumers more.

In the past—in contrary to the two proposed approaches—energy systems were dealt with
separately and markets were centralized and based on fossil infrastructure, hence balancing, integration
or alignment was not as complex. With the increase of fluctuating RE, this stability is affected,
requiring technical and economic adjustments, as energy production and market complexity increases.
When aiming at 100% RE systems, hence, the institutions and markets as we know them need to move
away from the paradigm of fossil fuel being at the centre of the energy market. By coordinating the
integrated market prospected by the EU, the consumers are put at the centre of the energy market and
smart technologies would be allowed to become competitive.

The introduction of the smart energy markets concept [24] shows the direction these RE-based
systems can have, although they must be adjusted to the limitations of islands and be more focused
on the self-sufficiency of energy systems with limited resources. As transmission lines might not be
available and imports can be uneconomical, the local integration through electrification of additional
SES aspects is important. However, the markets of islands are usually set up in a similar manner as
the national market, which does not have the same limitations. This leads to the increased necessity
on islands of, on the one hand, decentralized and local utilization of RE for electricity, heating and
transport demands and, on the other hand, flexible demand and balancing. Both the electrification as
well as the SES approach can be evaluated accordingly.

In Madeira Island, the incentives to increase both the local utilization and the flexible demand
are limited. While incentives exist for the purchase of EVs at national [44] and regional [45] levels,
the number of EVs is still limited, showing that the incentive might not attract enough people.
Barros et al. [42] further show that the average EV user on the island has an income above average,
and that the general conception of EVs is still hesitant—either regarding battery lifetime, charging time
or suitability for the island orography. Despite the current option of free public charging for EVs,
their share on the island is less than 1%.

Incentives for purchasing heat pumps, TES or even electrolyzers and hydrogen vehicles are not
available at all as of writing. If the consumers are to increase their use of these technologies, it is
necessary to make them understand their benefits, addressing the hesitance and criticism by working
on the acceptance and understanding from the end-user perspective. While this is a barrier, it can also
be a potential to explore through the local consumer-involved energy market.

On the other hand, incentives for flexible consumption are in theory available for all sectors,
yet with a limited reach so far. The local transmission system operator (TSO)/distribution system
operator (DSO; EEM) together with the national energy services regulation entity (ERSE) introduced
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time-of-use tariffs to address the local issue of high electricity demand peaks during the hours
9:00–13:00 and 18:00–22:00. The result was an optional choice between three main tariffs, which only
change according to season (summer and winter season) and potentially weekdays (Monday–Friday,
Saturday and Sunday), see Figure 7. According to EEM, the idea is to incentivize consumers to use
electricity during the night, as this is when curtailment—or in the technical analysis CEEP—most likely
occurs [43].

Figure 7. Time-of-use tariff options in Madeira, based on [43] (“Daily” indicating no difference between
weekdays and “Weekly” indicating a difference between Monday-Friday, Saturday and Sunday).

Despite the free charging options, EV owners preferred to charge at home, either due to comfort or
time constrains, but often excluding the tariffs in the considerations evaluated in [42]. On the contrary,
Hashmi et al. [43] suggest that the daily tariffs are preferred without the cheaper weekend prices.
While this limits the peak shaving, the local peak power contract (PPC) also has a restricting impact on
the flexibility of consumption. The PPC is the maximum demand that consumers can draw from the
grid and results in local power shutdowns if exceeded. Furthermore, single and dual tariffs are still the
preferred option, not evidencing the benefit of EV charging at times when the electricity prices are
cheaper and despite being better for the DSO/TSO.

Although incentives for more dynamic consumption are available, the current tariffs do not
consider the actual sustainable share in the electricity mix. This price flexibility, yet inflexibility, has the
same impact on encouraging the use of sustainable electricity in all sectors, as it does not seem to make
a difference in price where the electricity is coming from. Hence, there is no difference if it is coming
from a combustion plant—even though it might use biomass, it might not be sustainable due to the
limited resource—or from the unlimited and sustainable sources wind or sun. Even though hydrogen
is not yet much developed in Madeira Island, it plays an important role in illustrating the need for
flexible production of an alternative fuel. However, examples from other islands show that there is
currently no incentive to run the electrolyzer during windy/sunny times instead of during times of
imported/combustion-based power, leading to the difficulty of producing green hydrogen, as is the
case in the Orkney archipelago [46]. Overall, the use of best technologies at optimal times requires new
approaches, which is addressed in the following.

4.2. Recommendations

The radical changes proposed and the barriers identified in the previous sections form Phase 1
and Phase 2 of the institutional analysis. In the following Phase 3, concrete changes to the market
structure are suggested accordingly with a focus on end-users and energy markets though including
basic aspects of the technology markets, as strategic energy planning suggests.
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As evidenced above, the consumer can be economically incentivized to use electricity at certain
hours—in either the electrified scenario through heat pumps and EV charging or in the smart energy
scenario through additional technologies. This can be done when it is also beneficial for the grid
operator, resulting in a flexible and dynamic energy market, where the fluctuating RE production is in
the centre. To allow for a dynamic market, the first step is the uptake of suitable technologies on the
demand side. The number of EVs, heat pumps and potential electrofuel technologies require incentives
that convince consumers to invest. This can be achieved by increased support and/or clarification of
the long-term benefits and by considering all income groups, addressing the social barriers mentioned.
The recently introduced incentives on both the local and national level present such benefits and should
be secured and potentially elaborated in the future. This represents a prerequisite to implementing the
smart scenarios and goes hand in hand with suitable financial incentives for electricity consumption,
aiming at the second step to market dynamics. In line with this, [47] shows the importance of incentives
at the right stage as they were evaluated to be better placed at operation than at purchasing state
of EVs.

Semi-flexible electricity prices have been introduced to regulate the demand and encourage
consumption outside peak hours through optional tariffs, but this is not yet widely done and must be
adapted to a 100% RE system and to the sensitive energy systems of islands. However, the currently
used time-of-use tariffs are not suitable for high RE scenarios and more flexible tariffs are suggested
to overcome the existing barriers by including equality and transparency for the consumers [48].
In comparison with Figure 7, Figure 8 indicates a potential price mechanism according to RE production,
with the option to take the electricity demand (projection) into account. Similar average daily prices of
0.15 €/kWh are compared to the current tariffs, but with more extreme peaks, incentivizing dynamic
consumption. This is shown in an example for 7th January, where consumption is encouraged during
the windy night (and low demand), instead of the early evening, where ceasing PV and wind production
(and high demand) increase the price between 15:00 and 20:00 drastically (cf. triple-tariff).

Figure 8. Proposed example of dynamic price mechanism resulting from renewable energy (RE)
production including (tariff A) or excluding electricity demand (tariff B) on Madeira modeled in
EnergyPLAN for 7 January.

This recommendation would make smart technologies competitive to the current use of fossil
fuels. By taking into account the sustainability of the local RE production, the transmission and their
costs, the price signals must be adjusted accordingly. With yet a small number of EVs but already a
demand for peak shifting now, the need for scheduling is already pointed out, which will increase
with additional technologies in the energy system and which will be possible with elaborating on the
dynamic price mechanism proposal.

Hence, the current tariffs for end-users on Madeira Island (cf. Figure 7) can be the starting
point but are recommended to become mandatory and more dynamic according to the sustainable
electricity from wind and PV. Furthermore, the proximity of the consumer to the production side is
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to be taken into account to reflect the true transmission/distribution cost. As demonstrated in [49],
proximity is a positive contribution to consumer behavior, and in [50], resulting lower prices for local
consumers are argued to increase acceptance. Hence, the local TSO/DSO is to control and schedule
price signals according to the technical capabilities of the overall energy system—similar to what is
already done—but including further market perspectives by considering the consumer as a controllable
load that requires incentives. This can be applied to EVs, heat pumps and other demands that allow
flexible operation either through smart charging, TES or hydrogen storage capacity resulting from
the first step. A smartly controlled or scheduled approach would also address the PPC problem and
weather forecasts could also be considered in this recommendation. With increased digitalization,
this and more can become an important attribute to future energy markets [51,52].

Similarly, the Madeira-specific free EV charging will not be possible for long. However, a low
price for charging EVs can be negotiable according to the conditions by limiting it to hours of high
sustainable energy shares. As [42] shows, some EV owners act according to price incentives when
charging and they are suitable flexible consumers. This entails an expansion of charging options,
not only public ones but also in business areas and smart charging support. While some solutions can
be managed centrally, others may only be possible at private facilities, hence different tariff options can
be considered respectively. When this is in place, a smart approach to V2G must follow to bring the full
potential to the energy system by providing balance through short-term storage. This requires another
economic incentive for the consumers at the household level, as their EV batteries’ life cycle would be
affected and the time to charge the EV battery prolonged. This is addressing the barriers of hesitance
mentioned in Section 4.1 and is supported in [53], where remuneration is further elaborated. Thus,
a selling price higher than the buying price is recommended, signaling the value to the market. If EV
owners were not to be allowed to make a profit, this balance option would be limited to the DSO/TSO,
showing an example of the importance of consumer involvement.

Though outside the scope of this paper, the limited uptake of RE capacity at the household
level, where consumers become prosumers, would be further addressed with these recommendations.
While there is now an injection limit from microproducers, such as PV owners, to the grid, the additional
control of consumption through location-based prices could enable an easing of injection limits.
This could further lead to household PV capacity increase, which may be required besides large-scale
PV parks for the energy system in this paper, especially Scenario 2.1.

An overview of the two approaches, their barriers and potentials as well as recommendations can
be seen in Table 2. As visible, the number of potentials is higher for the multi-energy SES approach,
yet the market requirements address both approaches as the electrification still forms a first step
towards the smart approach. Further discussion and recommended research can be found in the
following section.

Table 2. Overview of the phases of the institutional analysis in relation to the technical analysis.

Phase Approach Electrification (Scenario 1.1) Smart energy system (Scenarios 2.X)

1 Technical requirements • RE power supply, heat pumps, EVs • RE power supply, heat pumps, solar thermal, TES, EVs, smart
charging, V2G, electrolyzer, hydrogen storage

2

Barriers

• High biomass consumption and/or
CEEP, few PV-wind combinations

• Limited incentives for technologies
• Limited incentive for flexible demand
• Limits for consumer and grid operator

• Limited incentives for technologies
• Complex technological setup
• Limited incentive for flexible demand

Potentials
• Fewer technologies required
• Flexibility to certain extent

• Less biomass consumption and CEEP, many PV-wind combinations
• Flexibility through additional storage
• Benefits for grid operator
• High consumer involvement

3 Market recommendations

• Support of RE-based technologies and consumption
• Dynamic end-user tariffs, according to production and location
• Control and scheduling of tariffs by local entities
• V2G incentive

132



Energies 2020, 13, 4434

5. Discussion

This paper fills the previously identified research gap by showing the needs and possibilities of
Madeira Island to reach a 100% RE share from both technical and institutional perspectives. To this end,
two approaches are developed and compared to each other to show their strengths and weaknesses,
and how they can be supported in the right way.

The importance of sector integration in a multi-energy system is presented in either approach as
electricity demands can be found in the heating and transport sectors already and shows to be the
way forward for the most dynamic and smart energy system as well, especially for islands. The paper
shows how smart technologies and the inclusion of other energy carriers than electricity can be
beneficial by providing flexibility. By using EnergyPLAN, the technical model simulates the optimal
balance between the sectors and technologies. While technical analyses often do not consider the
required institutional support, by adding a market analysis, the implementation potential of the
technical scenarios is addressed in this work as a supplementary requirement for a full transition
to high RE shares. Through consideration of the transition as being radical and analyzing market
barriers accordingly, the importance of consumer involvement and demand response becomes evident.
Therefore, the introduction of social parameters and local energy markets also proves to be important
in islands and the presented transition.

With a three-phase institutional approach after the technical step-by-step modeling, the consumers
are recommended to be more involved in the market, enabling benefits for both supply and demand
sides. This entails the recommendation of institutional support, as the potential of flexible demand
response can effectively be realized with dynamic pricing. This supports the implementation of the
optimally modeled technical scenarios. With Madeira being a special case since its own local authority
is in a position to develop this, it also shows how local power and regulation can be the key to local
energy systems transitioning to 100% RE. On the contrary, if local entities are excluded, it can become a
bottleneck for local energy market development.

The simplified electrification approach competes with the smart approach in socioeconomic
terms by being 0.7–1.6% cheaper but at higher biomass consumption and/or CEEP. Hence, the smart
technologies might be more costly, yet only marginally, while allowing for less biomass and/or CEEP.
The overall increased annual costs (30% more than the reference scenario) can be attributed to large
investments, such as EVs, but should also be considered in the long term, when imports are reduced
and the local economy benefits from it. The benefits in reduced biomass and CEEP may require
investment and exploration of electrofuels, additional storages and technologies, yet it competes with
the mere electrification with various RE options and limiting its capacity. The resulting optimized
utilization of fluctuating RE production allows for higher peaks, yet better acceptability, flexibility and
control, both from technical and consumer perspectives.

However, for the discussion and elaboration of analysis and results, further considerations and
research is recommended, for example, a discourse on the technologies to implement and the biomass
resource locally available. Outside this paper’s scope and not further addressed, the underlying
capacity required for the scenarios entail investment, installation and maintenance. While this is
reflected in the total annual cost, the implementation can be further studied. Similarly, the knowledge
and resources might be locally limited, influencing the proposed scenarios. Hence, if biomass is not
suitable or limited for the power production supplementing the fluctuating production from wind,
PV and hydro plants, a different combination of technologies or resources is required. As hydrogen is
used as an example of flexible demand with various purposes, other electrofuels or synthetic products
could also be considered. Furthermore, the sustainability of biomass can be elaborated as well as its
transport across the islands versus decentralized exploration close to its origin.

The technical modeling is done on an hourly basis and thereby includes seasonal and daily
variations. It could, however, be improved by using an intra-hour analysis, which might be especially
relevant for a sensitive island system. Additional detailed market analysis could further advance
this aspect of the paper. The proposed incentives for investments in EVs or heat pumps require
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further examination if every consumer would require them, but some limitations might be in order.
With different options for smartening the EV sector, further study is recommended of both centrally
operated and private options, such as the implementation of V2G in order to increase the involvement
of electricity consumers in the Madeira microgrid market. The final implementation of the tariffs
would entail additional research of details not only for the electricity end-users tariffs but also for the
integration of V2G. EV batteries degradation from excess of charging/discharging cycles has to be
taken into account, as well as minimum EV battery range for users’ daily commutes and EV users’
disposal to have their vehicle available for the grid operations, specifically in hours with more RE.

Global market developments are to be taken into consideration, since the socioeconomic part of
the analysis gives an impression but could be improved if prices for EVs or other investments drop.
This also points out that the resulting total annual costs are very compatible with the reference since
high investment costs are also included. Despite focusing on the consumers’ side in this transition,
energy efficiency measures are not included but could benefit it in various ways and be considered
more in future research. Lastly, additional energy infrastructure, such as gas or district heating/cooling,
could put further significance on a holistic energy market, making use of the various opportunities
presented; and a study of other islands’ consequential policies would be the final step. Overall,
the complexity of energy system planning for low-carbon energy transitions and high RE shares is
evident and the need for alignment of technical and institutional analyses presented through the
perspective of islands but for the benefits of all.

6. Conclusions

The research gap is addressed by combining not only two different energy system planning
approaches but also technical and institutional aspects of transitioning the energy system for the case
of Madeira Island. The step-by-step approach to a 100% RE and highly sustainable system is modeled
with EnergyPLAN and addresses market barriers and potentials in the complementary institutional
analysis. The impacts of the different steps in the transition are shown and the benefits of a smart energy
system pointed out. The particular settings on the island are thereby included and the limitations and
sensitivity of the energy system properly addressed.

It is shown that island energy systems require a more complex energy system and smart
technologies to cope with the lack of cross-border trading, where local conditions are considered and
self-sufficiency improved. Without the smart energy system approach, biomass consumption and
curtailment are to be expected. This, however, requires support mechanisms that take into account
the fluctuations and local restrictions of RE, where the role of the consumer becomes more important.
In the case of Madeira Island with its own government, better local adaption can be expected as specific
tariffs and incentives already exist specifically supporting the local situation.

The general need for better alignment with market aspects is pointed out for the implementation
of the technical scenarios through recommendations resulting from a market analysis. It is illustrated
how important the consumer is for capacity investment and flexible demand, which can only be
reached with incentives for both installation as well as use of smart technologies. Specifically, dynamic
electricity prices are recommended that align with the sustainable share of electricity and the local
possibilities and restrictions.

The presented research can be replicated in other energy systems and become most relevant for
those with sensitive or limited infrastructure but can also be relevant for those systems that aim for
higher self-sufficiency and more independence even when being well-connected. With a well-planned
transition to 100% RE, as is demonstrated with this paper, the replacement of fossil fuels and the fight
against climate change can be achieved.

Supplementary Materials: The following are available online at http://www.mdpi.com/1996-1073/13/17/4434/s1,
EnergyPLAN data and results.
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Abbreviations

B€ Billion Euros
CEEP Critical excess electricity production
CO2 Carbon dioxide
COP Coefficient of performance
DSO Distribution system operator
EEM Madeira electrical company
ERSE National energy services regulation entity
EU European Union
EV Electric vehicle
KPI Key performance indicator
PES Primary energy supply
PPC Peak power contract
PV Photovoltaic
RE Renewable energy
SES Smart energy system
SMILE Smart Island Energy system project
TES Thermal energy storage
TSO Transmission system operator
V2G Vehicle to grid

References

1. Kang, J.N.; Wei, Y.M.; Liu, L.C.; Han, R.; Yu, B.Y.; Wang, J.W. Energy systems for climate change mitigation:
A systematic review. Appl. Energy 2020, 263, 114602. [CrossRef]

2. Marczinkowski, H.M.; Østergaard, P.A.; Djørup, S.R. Transitioning Island Energy Systems—Local Conditions,
Development Phases, and Renewable Energy Integration. Energies 2019, 12, 3484. [CrossRef]

3. Scandurra, G.; Romano, A.A.; Ronghi, M.; Carfora, A. On the vulnerability of Small Island Developing States:
A dynamic analysis. Ecol. Indic. 2018, 84, 382–392. [CrossRef]

4. Skjølsvold, T.M.; Ryghaug, M.; Throndsen, W. European island imaginaries: Examining the actors, innovations,
and renewable energy transitions of 8 islands. Energy Res. Soc. Sci. 2020, 65, 101491. [CrossRef]

5. Kotzebue, J.R.; Weissenbacher, M. The EU’s Clean Energy strategy for islands: A policy perspective on
Malta’s spatial governance in energy transition. Energy Policy 2020, 139, 111361. [CrossRef]

6. Ram, M.; Bogdanov, D.; Aghahosseini, A.; Oyewo, S.; Gulagi, A.; Child, M.; Fell, H.J.; Breyer, C. Global Energy
System Based on 100% Renewable Energy-Power Sector; Lappeenranta: Berlin, Germany, 2017.

7. Hansen, K.; Breyer, C.; Lund, H. Status and perspectives on 100% renewable energy systems. Energy 2019,
175, 471–480. [CrossRef]

8. Jurasz, J.; Canales, F.A.; Kies, A.; Guezgouz, M.; Beluco, A. A review on the complementarity of renewable
energy sources: Concept, metrics, application and future research directions. Sol. Energy 2020, 195, 703–724.
[CrossRef]

9. Kuang, Y.; Zhang, Y.; Zhou, B.; Li, C.; Cao, Y.; Li, L. A review of renewable energy utilization in islands.
Renew. Sustain. Energy Rev. 2016, 59, 504–513. [CrossRef]

10. Ioannidis, A.; Chalvatzis, K.J.; Li, X.; Notton, G.; Stephanides, P. The case for islands’ energy vulnerability:
Electricity supply diversity in 44 global islands. Renew. Energy 2019, 143, 440–452. [CrossRef]

135



Energies 2020, 13, 4434

11. Cross, S.; Padfield, D.; Ant-Wuorinen, R.; King, P.; Syri, S. Benchmarking island power systems: Results,
challenges, and solutions for long term sustainability. Renew. Sustain. Energy Rev. 2017, 80, 1269–1291.
[CrossRef]

12. Meza, C.G.; Zuluaga Rodríguez, C.; D’Aquino, C.A.; Amado, N.B.; Rodrigues, A.; Sauer, I.L. Toward a 100%
renewable island: A case study of Ometepe’s energy mix. Renew. Energy 2019, 132, 628–648. [CrossRef]

13. Lund, H. Renewable Energy Systems—A Smart Energy Systems Approach to the Choice and Modeling of
100% Renewable Solutions, 2nd ed.; Academic Press: Massachusetts, MA, USA; Elsevier: Massachusetts,
MA, USA, 2014. [CrossRef]

14. Lund, H.; Andersen, A.N.; Østergaard, P.A.; Mathiesen, B.V.; Connolly, D. From electricity smart grids to
smart energy systems—A market operation based approach and understanding. Energy 2012, 42, 96–102.
[CrossRef]

15. Sinha, R.; Bak-Jensen, B.; Pillai, J.R.; Zareipour, H. Flexibility from electric boiler and thermal storage for
multi energy system interaction. Energies 2019, 13, 98. [CrossRef]
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Abstract: This study investigates the effect of a renewable energy dissemination policy on investment
decisions regarding solar photovoltaic (PV) installation. We present a theoretical model and conduct
a simulation analysis to estimate the total capacity of solar PV generators according to a given
subsidy policy. We show how the capacity maximizing subsidy policy depends on the total amount
of subsidy budget, interest rate, the expected amount of solar resource and land price in each region.
We particularly focus on the improvements of solar PV capacities under the same subsidy budget
when the subsidy policy is changed from uniform (equal for all regions) to differential (varying over
regional characteristics). This improvement is shown through a case study using Korean data.

Keywords: dissemination; renewable energy policy; renewable energy subsidies; solar PV

1. Introduction

To promote renewable energy, many governments have adopted various support policies such as
feed-in-tariff (FIT), renewable portfolio standards (RPS), reduction in taxes, and subsidized capital
costs for installments [1–6]. However, dissemination of renewable energy requires significant financial
support as long as the electricity generated from renewable energy is more expensive than that
generated from fossil fuels. According to the International Energy Agency’s (IEA) World Energy
Outlook 2013, these subsidies amounted to USD 82 billion in 2012. In many countries, it is a declared
political goal to raise the market share of renewables further, and hence, it is expected that the total
amount of subsidies will also rise accordingly. In the New Policies Scenario projection, which assumes
that the governments will adhere to their plans and which serves as the baseline scenario, the IEA
expects subsidies to reach almost USD 180 billion per year in 2035 [7].

Owing to these support policies, the generation capacity of renewables has increased rapidly.
In 2018, the annual capacity addition of renewables in the world was approximately 181 GW, which is
greater than that of fossil fuel-based generators [8]. Consequently, the price of electricity generated
from renewables has reached that of electricity obtained from conventional generators in some major
countries, i.e., grid parity, resulting in a reduction of renewable energy subsidies. For example,
China, the country with the largest investment in renewable energy in the world, has abolished
the subsidy for newly installed solar photovoltaic (PV) since 2018. However, a renewable energy
subsidy is still required to achieve an aggressive target for the dissemination of renewable energy, e.g.,
100% renewable energy.

Germany, one of the leading countries in renewables, produced approximately 40% of its electricity
from renewable resources in 2018, and set its target shares of renewable energy to 65% by 2030 [9].
German environment minister said that approximately one trillion euros will be required to achieve
this target by the end of the 2030s. In the United States, the state of California established a new senate
bill (SB 100) that set a target of 100% carbon-free electricity by 2045 and the state has committed an
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investment of USD 35 million per year [10]. In South Korea, the government aimed to install new
renewable generators of capacity 48.7 GW during 2018–2030 (cumulative capacity 63.8 GW) to achieve
20% share of renewable energy generation in 2030, an increase from 7.0% in 2016. The budget allocated
for renewable energy dissemination projects in 2019 was KRW 267 billion (about USD 223 million),
an increase of KRW 40.3 billion (about USD 33.6 million) from the previous year, and the amount of
support increased by 2.67 times over the last three years.

In this article, we address how to achieve the renewable dissemination target with minimum
support budget spending. We focus on a subsidy policy for solar PV generators. Solar PV, one of the
most widely used renewable energies, accounted for approximately 100 GW of the total renewable
capacity of 181 GW installed in 2018 [8]. Moreover, solar PV can be installed over any area because
of its flexible size. For example, solar PV can be installed in a very small area such as on a rooftop or
balcony in a residential home with a capacity of a couple of watts or in a large-scale generation site
with a capacity of hundreds of MW. Other renewable generators such as wind, hydro, and geothermal
are normally implemented on a large scale.

To achieve the aforementioned ambitious renewable targets, small-scale solar PV, as well as
utility-scale solar PV, is important because it can be easily installed in urban areas [11]. According to
German statistics in 2017, generators of capacity less than 100 kW account for more than half the total
capacity of solar PV generators [12]. Particularly, generators of capacity less than 10 kW account for
approximately 14.2% of the total solar PV capacity. Furthermore, residential PV installation capacity
increased by approximately 76% in the first quarter of 2015 [13]. Unlike utility-scale solar PV, in many
countries, small-scale solar PV has not become sufficiently price competitive yet. Therefore, a relevant
subsidy policy is still required. Because the owner of a small-scale solar PV system mainly consumes
most of the electricity generated by it, the main promotion policies are installation cost subsidies
provided to the owner as tax refund or direct subsidy. Therefore, in this study, a direct subsidy policy
for small-scale solar PV generators is considered. These small-scale solar PV generators are normally
connected to distribution networks [14]. With a high penetration of renewable generation, distribution
networks may have some problems such as reverse power flow, voltage fluctuations, power quality
issues, and dynamic stability [15]. To solve them, the system operator uses several control entities and
strategies including on-load tap changer (OLTP), voltage regulator, and batteries [16–19]. In this study,
we assume that these technical issues raised by installing solar PV in the distribution network can be
properly solved through these strategies.

We investigate how to allocate a given subsidy budget economically to achieve a renewable
power capacity goal. Accordingly, we provide a theoretical model regarding the decision-making
approach for each region’s investment in solar PV installations at the regional-level according to the
given subsidy policy. In addition, considering regional investment decisions under these subsidy
policies, we theoretically describe the issue of where and how much the central government should
allocate subsidy to minimize the budget. We examine the characteristics of the optimal policy through
comparative static analysis, and by using real data for obtaining the results of the theoretical analysis,
we estimate the additional expected capacity of solar PV installations from the change in the subsidy
policy with the same budget.

The novelty of this study is as follows. First, we clearly focus on the objective of the government
to maximize installed capacity through subsidy policies. Although there are several studies on the
promotion of renewable energy, only a few studies explicitly consider an optimal subsidy policy to
maximize renewable power capacity [20–23]. For example, Bläsi and Requate [20], and Reichenbach
and Requate [21] considered studying the spillover effects of capacity production and examined how
to optimize the output subsidies for renewable energy producers. However, in these models, “capacity”
is simply described as the number of firms, and hence, the installation capacity of each subject is not
considered. Andora and Voss comprehensively studied the properties of an optimal renewable energy
subsidy policy by using the framework of a competitive peak-load pricing model [22]. According
to these authors, the objective of a policy is not to maximize installed capacity, but to maximize the
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social welfare, which consists of consumer surplus and producer surplus. Second, to the best of our
knowledge, this is the first study to allow heterogeneity in regions and examine how an optimal
subsidy policy should be region-specific (referred to as differential subsidy) in the context of solar
PV dissemination.

As a main result, we show how the optimal subsidy policy should reflect the heterogeneous
characteristics of each region in terms of different installation costs and power generation efficiencies.
Based on our simple theoretical model, we also present a case study using Korean data to show the
additional PV installation capacity expected with the same subsidy budget (or the amount of budget
that can be saved to achieve the same installation target) by simply switching from the uniform to
differential subsidy policy. This case study confirms that the differential subsidy policy raises the total
installed capacity of solar PV generators. In addition, we discuss the difference between capacity and
energy maximization policies using the same Korean data.

The rest of this paper is organized as follows. Section 2 describes the theoretical model and
then examines the characteristics of regionally differentiated subsidies to economize renewable
energy budgets. In Section 3, numerical and case study results are presented. For the case study,
we introduce the relevant data of Korea’s metropolitan cities and provinces used; explain the relevant
assumptions; and estimate the additional supply capacity expected under the same budget if the
previous theoretical analysis results are applied. Section 4 discusses the difference between capacity
and energy maximization policies. Finally, in Section 5, the paper is summarized and the implications
drawn are presented.

2. Analytical Model

In this section, we present a theoretical model regarding the effect of government subsidies on the
investment decisions on solar PV installation in each region. It is assumed that solar PV potentials in
each region are properly estimated [24–26]. We adopt a two-stage decision-making approach. At the
first stage, the government chooses its subsidy policy to maximize the nationwide capacity of solar
PV. At the second stage, given the policy, each region makes its regional investment decisions on the
amount of solar PV generators. Because backward induction will be used to obtain a solution, we first
consider how to model the regional-level decision-making at the second stage.

2.1. Regional-Level Optimization: Investment Decisions

Under a given subsidy policy, the decisions at each regional-level can be described in another
two sub-stages: in sub-stage 1, decisions are made regarding long-term investments, such as whether
to invest and how much to invest in solar PV generators. Given the power capacity determined in
sub-stage 1, in sub-stage 2, a decision is made regarding short-term operation to determine how much
electricity is required from the main grid. The objective of each region is to minimize the sum of costs
from these two sub-stages. In this study, we assume an operational period of 30 years according to the
average lifespan of a solar panel, and I is the set of candidate regions for the installation of solar PV.

In sub-stage 1, i.e., the long-term investment cost of the region i, CI
i , can be determined as

CI
i (zi, Gi; si) = zi · (Fi + aiG2

i + biGi − siGi), ∀i ∈ I (1)

where zi is a binary variable representing the investment decision of the region i (1 and 0 indicate
investment and no investment, respectively.), Fi is the fixed cost of investment (USD), Gi is the capacity
of the solar PV generators to be installed in region i (kW), and si denotes the subsidy in region i per
capacity ($/kW). The investment cost coefficients of region i are represented by ai and bi. For simplicity,
we set the constant Fi to be zero. Moreover, we assume that the long-term investment cost function
follows a convex quadratic function. This reflects the land price component of the solar PV installation
cost. With greater solar PV capacity, land having higher price per unit tends to be used. The intuitive
meaning of each coefficient is as follows. The coefficient bi can be understood as the average land price
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in the region i whereas ai is its variance within the region. That is, a region with high ai indicates the
one where the investment cost is rising steeply as more capacity is installed. The subsidy si is paid for
each installed capacity Gi, and hence, it is expressed linearly in (1).

In the sub-stage 2, the short-term operation cost of region i, CO
i , is determined. To this end,

we need to define the daily operational power supply and demand. On the supply side, the supply of
electricity at each time t consists of the amount of electricity purchased from the main grid qt

i and the
amount of electricity generated by the region’s own solar PV gt

i . The amount of electricity generated
by the region i’s own generators is limited by the installed capacity at stage 1 Gi and the generation
efficiency ηt

i . That is,
gt

i ≤ Giη
t
i , ∀t, ∀i ∈ I. (2)

On the demand side, we assume that the regional power demand in each period t, dt
i ,

is exogenously given. Therefore, to satisfy the local electricity demand in region i at time t, the amount
of electricity to be purchased can be obtained by

qt
i = dt

i − gt
i . ∀t, ∀i ∈ I (3)

Accordingly, we can determine the daily operation cost CO
i . As the amount of locally generated

electricity gt
i is determined by the installed capacity Gi, the cost at the sub-stage 2 consists only of the

buying cost of electricity from the main grid. It can be expressed as the sum of the product of the
purchased amount of electricity {qt

i}t and its price {pt
i}t over the entire period. Therefore, the daily

cost of electricity at the sub-stage 2 is defined as

CO
i ({qt

i}t) = ∑
t

ptqt
i . (4)

The total cost of region i, CT
i , consists of the sum of the long-term investment costs and the

short-term operating costs. In this study, we assume that the entire period of sub-stage 2 is a day and
the operating cost at the investment decision stage can be evaluated by the time discount δ. We may
consider δ ≡ ∑K

k=1
1

(1+rk)k where K is the lifespan of 30 years and rk is the interest rate in period k.
The total cost of region i can be expressed as

CT
i (zi, Gi, {qt

i}t) = CI
i (zi, Gi) + δ · CO

i ({qt
i}t). (5)

Finally, we can define the cost minimization problem of a region i as follows:

min
Gi ,{qt

i}t

CT
i (6)

s.t. (2) and (3)

For the decision whether to invest or not, we may consider that the investment is made only if the
total cost of installing solar PV is lower than the total cost of not installing it. Note that the total cost
for a region under no investment is equal to the buying cost from the main grid to satisfy its demand
without local power supply. Thus, the investment decision can be expressed as

zi =

{
1, if CT

i ≤ δ ∑t ptdt
i

0, otherwise.
(7)

To solve the above regional-level decision-making, the cost minimization problem under
investment can be expressed as a Lagrange function for the cost minimization problem (6) as
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L = aiG2
i + (bi − si)Gi + δ ∑

t

[
ptqt

i + βt
i ∑

i

{(
dt

i − qt
i
)− Giη

t
i
}]

, (8)

where βt
i is the Lagrangian multiplier for constraint (2). The first order conditions (FOC) of an

optimal investment size G∗
i and an optimal amount of electricity purchased from the main grid qt∗

i are
as follows:

FOCGi : 2aiGi + (bi − si) = δ ∑
t

βt
iη

t
i

FOCqt
i

: pt = βt
i , ∀t

FOCGi indicates that the optimal installation capacity G∗
i should be determined at the level where

the marginal cost of the investment coincides with the marginal benefit from electricity generation
realized by this investment. FOCqt

i
indicates that qt∗

i should be determined when the electricity price
of the main grid pi coincides with the marginal benefit of this purchase, that is, the shadow price of
investment cost saving owing to this electricity buying βt

i . Summarizing these FOCs and Equation (3),
we can obtain G∗

i and qt∗
i as

G∗
i =

1
2ai

[
δ ∑

t
piη

t
i − (bi − si)

]
(9)

qt∗
i = dt

i − ηt
i G∗

i , ∀t (10)

Note that, in reality, there are more factors that affects the investment of solar PV generators
such as law and policies. In this work, however, we focus on the economic part to obtain the most
economical solution.

Based on Equations (9) and (10), a condition for investment, i.e., Equation (7), can be summarized
as follows:

Proposition 1. z∗i = 1 if δ ∑t piη
t
i > bi − si.

This means that region i decides to install solar PV generators when the savings from the
investment of the generators δ ∑t piη

t
i is greater than the net investment cost minus subsidies bi − si.

In addition, it shows how the investment choice is related to the subsidy si, which is the main variable
in this study. Thus, we are ready to answer what subsidy policy can maximize solar PV dissemination
with a given subsidy budget? in the following sections. Conversely, what subsidy policy can minimize
the subsidy budget to achieve a given dissemination target?

2.2. Social-Level Optimization: Maximizing the Dissemination of Solar PV Capacity with a Budget Constraint

Now, let us consider the government’s choice in the subsidy allocation problem at the first stage.
Suppose that the objective of the government is to maximize the solar PV capacity with a given subsidy
budget S.

max{si}i ∑i Gi (11)

s.t. ∑i siGi ≤ S (12)

si ≥ 0, ∀i ∈ I (13)

As the optimal installation capacity of each region is determined under a given subsidy policy,
it can be understood that the subsidy policies are decided by policy makers in anticipation of these
regional investment decisions. Therefore, we can substitute Equation (9) into Equation (11) and
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express G∗
i as a function of si. The Lagrangian equation for Equation (11) to solve the optimal subsidy

problem is

L = ∑
i

1
2ai

(
δ ∑

t
ptηt

i + si − bi

)
+ λ

[
S − ∑

i

si
2ai

(
δ ∑

t
ptηt

i + si − bi

)]
+ ∑

i
μisi, (14)

where λ and μi are Lagrangian multipliers for (12) and (13). Hereafter, for convenience, the market
value per unit of solar PV capacity in region i δ ∑t ptηt

i will be denoted by ei, and is referred to as the
marginal benefit of investment. The solution can be summarized as follow. Note that a solution to the
above problem is also a solution for minimizing the subsidy expenditure to achieve the dissemination
target according to the duality.

Proposition 2. The optimal differential subsidy policy for each region i s∗i will be

s∗i
(
S, {aj}j, {bj}j, {ej}j

)
= max

⎡⎢⎢⎢⎣0,
1√
2

⎛⎜⎜⎝S + ∑j∈j+
(ej−bj)

2

8aj

∑j∈j+
1

4aj

⎞⎟⎟⎠
1
2

− 1
2
(ei − bi)

⎤⎥⎥⎥⎦ , (15)

where j+ is a set of subsidized regions which can be formally defined as

j+ =

⎧⎪⎪⎨⎪⎪⎩i′ ∈ I|(ei′ − bi′)
2 < 2

⎛⎜⎜⎝S + ∑j∈j+
(ej−bj)

2

8aj

∑j∈j+
1

4aj

⎞⎟⎟⎠
⎫⎪⎪⎬⎪⎪⎭ . (16)

For detailed proof, see Appendix A.
Proposition 2 means that once a subsidy is provided, its optimal size equals the non-zero term

in Equation (15). The criteria which region will receive a non-zero subsidy can be determined from
Equation (16), and it is referred to as call it the eligibility condition. To get an intuition of the optimal
subsidy and the eligibility condition, let us consider a special case of (ai, bi, ei) = (a, b, e), ∀i ∈ I where
all the regions are under the same condition. Then, the eligibility condition becomes S > 0 which is
always satisfied. Furthermore, the optimal subsidy for each region becomes

s∗ = 1√
2

⎡⎣(4a
S
N

+
(e − b)2

2

) 1
2

− 1√
2
(e − b)

⎤⎦ . (17)

From Equation (17), we can obtain some useful comparative static results. (1) The subsidy per

unit increases as the subsidy budget increases ( ∂s∗i
∂S

> 0), and (2) the subsidy per unit decrease as the

number of subsidized regions N+ increases ( ∂s∗i
∂N+ < 0). Subsequently, to further explore the intuition

of the eligibility condition from another aspect, consider the situation where n − 1 subsidized regions
have the same variable values but one region i has different value. Then, the eligibility condition is
simplified as follows.

(ei − bi)
2 − (e − b)2

4a
<

S
n − 1

This indicates that a region whose marginal net benefit (ei − bi) is nearly smaller than that of
subsidized regions (e − b) by as much as the amount of average subsidy ( S

n−1 ) is also eligible to be
subsidized. Finally, we can summarize how optimal subsidies per unit solar PV capacity should be
designed according to the variables related to the marginal investment cost ({ai}i, {bi}i) and marginal
investment benefit {ei}i as Corollary 1.
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Corollary 1. For a region i ∈ j+, ∂s∗i
∂ai

> 0, ∂s∗i
∂bi

> 0, and ∂s∗i
∂ei

< 0.

Among the subsidized regions, the larger the marginal investment cost (ai, bi) or the lower the
marginal investment benefit ei, the greater should be the subsidy si to be provided. At first glance,
the opposite may be desirable, but this is a well-known public goods provision result in economics (e.g.,
emission trading studies), which is the optimality achieved when the marginal costs across regions are
equal. In our context, a region where the net benefit of ’per-unit’ investment of solar PV generator is
low will install only small or no solar PV generators, and hence, the marginal cost of investment of the
region remains low. This allows greater room for the region to invest until its marginal cost reaches the
average marginal costs in the subsidized regions.

In addition, we can observe how the optimal subsidy needs to be adjusted according to the
changes in the other variables of the market value per unit of solar PV capacity in region i ei: they are
the market interest rate δ, power purchase price pt, and the amount of solar resources by region ηt

i ;
∂s∗i
∂δ < 0, ∂s∗i

∂pt < 0, and ∂s∗i
∂ηt

i
< 0.

From these results, we can design how subsidy provision should be customized for each region to
maximize the solar PV capacity with limited budgets. In the following section, we will consider how
to estimate the amount of solar PV capacity that can be additionally expanded when our differential
subsidy policy is applied by using real data.

3. Evaluations

In this section, we first evaluate the proposed differential subsidy policy numerically, and then
demonstrate its superior performance compared with that of the the uniform policy through two case
studies. One case study uses artificial parameters to show the gain of the proposed policy, while the
other case study uses real data from Korea.

3.1. Numerical Result

Figure 1 plots the optimal capacity of solar PV G∗ for the cost minimization problem (6).
The capacity of solar PV linearly decreases as b − s increases, and it decreases with an increase in a in a
1/x form. Furthermore, according to Proposition 1, when b − s is lower than δ ∑t ptηt, this region does
not install solar PV generators. Note that, in this numerical result, we use δ ∑t ptηt = 900.

Figure 1. Installing capacity of solar PV for regional-level optimization.

The numerical results under the differential subsidy policy are shown in Figure 2. In this case,
it is assumed that all the regions are under the same condition, that is, Figure 2 is a graph of (17).
Intuitively, the amount of subsidy increases with an increase in S and decreases with an increase in
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N as shown in Figure 2a. Figure 2b shows s∗ versus a and e − b with S = 10, 000, 000 and N = 10.
The amount of subsidy increases with an increase in a and b because the initial capacity of solar PV is
low when the investment cost is high. Owing to the same reason, s∗ decreases with an increase in e.

(a) Subsidy versus S̄ and N. (b) Subsidy versus a and e − b.

Figure 2. Subsidy per unit capacity for social-level optimization

3.2. Case Study 1

We investigate two case studies for the differential subsidy policy. The first case is a simple and
artificial case to observe the effect of the parameters clearly. There are three regions and three subsidy
policies: no subsidy, uniform subsidy, and differential subsidy policies. The total amount of subsidy S
is USD 100,000. Table 1 shows the basic parameters and results of this case study. The three regions
have different characteristics: Because a and b are parameters of the investment cost CI in Equation (1),
great values of them means high investment cost in the region, i.e., regions A and B. Futhermore,
because e stands for the market value per unit of solar PV capacity, a region that has high value of e
means a good solar resource region, i.e., region C.

Table 1. Solar PV capacity Gs under three subsidy policies: no subsidy (w/os), uniform subsidy (eq),
differential subsidy (di) policies.

a b e Gs w/o s sun Gs w/sun sdi Gs w/sdi

A 2 2500 2500 0 76 19 632 158
B 1 5000 2500 0 76 0 2500 0
C 1 2500 5000 1250 76 1288 0 1250

In regions A and B, ei ≤ bi − si, and hence, they do not install solar PV with si = 0 according to
Proposition 1. This indicates that only region C is suitable to invest solar PV because of an abundance
of solar resource and low investment cost. Under the uniform subsidy policy, region A installs some
solar PV generators as it now satisfies Proposition 1 while region B still does not invest in solar PV.
Futhermore, the capacity of solar PV in region C slightly increases due to the subsidy. The total
increase of the capacity of solar PV is 4.56% compared with that under no subsidy. On the other hand,
the capacity of solar PV in region C remains the same under the differential subsidy policy. In this
case, only region A receives a meaningful subsidy, and hence, the capacity in the region increases
significantly, and the other regions experience no additional installation. The capacity increase gain is
7.74% in comparison with that of the uniform subsidy policy.

This result may seem counter-intuitive at first glance because providing higher subsidies to
an economically viable region may appear to be the optimal policy to maximize solar PV capacity.
However, the optimal subsidy is allocating a subsidy of USD 0 to a region with abundant solar
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resources in this example. The reason for this is as follows. First, economically viable regions invest
in solar PV regardless of subsidies, whereas subsidies for non-viable regions convert non-installed
regions into installed ones. That is, an extensive margin effect is created. Second, economically viable
regions have a greater incentive to invest in more installations, and thus require greater amounts of
subsidy than non-viable ones. Notice that the viable regions reach higher marginal costs because the
investment cost is strictly convex. Note that, to achieve greater installation capacity with a limited
subsidy budget, it is optimal to equalize the marginal costs (which include subsidies) across all the
regions. That is, the optimal subsidy policy is to provide lower subsidy to more economically viable
regions to dampen their marginal costs while providing higher subsidies to less viable regions to boost
their marginal costs. The intuition behind this optimality condition which is to equalize marginal costs
across regions, is similar to the one in the Emission Trading Scheme. For the detail, see [27], p. 215.

3.3. Case Study 2

In the second case study, we investigate the proposed differential subsidy policy using real data
from Korea. Korea consists of 17 first-tier administrative divisions in terms of metropolitan cities and
provinces. We assume that the total budget to promote solar PV generators is ten million dollars, i.e.,
S = 10, 000, 000.

3.3.1. Parameter Settings

Generation Efficiency for Solar PV Generators η: We use solar resource data of a 20-years
average value for Korea (1988–2007) based on a report published by the Korea Meteorological
Administration (KMA) [28]. The average annual solar radiation was the highest at Mokpo at
5110.39 MJ/m2 and the lowest at Seoul at 4143.82 MJ/m2. The average yearly duration of sunshine is
2122.5 h, that is, the average daily duration of sunshine is 5.8 h. We assume that the power output
of the solar PV generator is directly proportional to the solar radiation. In addition, the annual
utilization rate of solar PV generators was 15.3% in 2018 according to the Ministry of Trade, Industry
and Energy. The definition of the utilization rate in this work is the ratio between the actual generated
amount of electricity from solar PV generators and the maximum amount of electricity from them.
For example, a solar PV whose capacity is 10 kW generated 40 kWh in a day. Then, the utilization rate
is 40 kWh/(10 kW × 24 h) = 16.7%. The utilization rate of 15.3% is an average value of all solar PV
generators in Korea in 2018.

Using these data, we set the hourly generation efficiency ηt
i .

Installation Cost for Solar PV Generators a and b: Solar generator installation costs can be
classified into fixed and variable costs. Examples of fixed costs are costs of solar panels, junction boxes,
and inverters. On the other hand, variable costs heavily depend on the regions. If the land price is high
[low], variable costs are also high [low]. To estimate the variable costs in each region, we use the official
land price announced by the Ministry of Land, Infrastructure and Transport. (Public Data Portal,
Standard Bulletin, https://www.data.go.kr/dataset/15004246/fileData.do) From the average value of
the official land price in each region, the coefficient values of investment cost ai and bi are obtained.

Economic Benefits from Solar PV Generation pt and δ: In this case study, it is assumed that
there is no reverse power flow beyond substations. That is, all the electricity generated by solar PV
is consumed in the substation area. Therefore, the economic benefit from the solar PV originates
from reducing electricity bills by self-consumption, i.e., the buying price of electricity. We use a
time of use (TOU) price offered by Korea Electric Power Corporation (KEPCO). The electricity price
is set as USD 0.051/kWh, USD 0.07/kWh, and USD 0.096/kWh during off-peak, shoulder, and
peak period, respectively. More detailed information on electricity price is given in KEPCO web
site at https://home.kepco.co.kr/kepco/EN/F/htmlView/ENFBHP00102.do?menuCd=EN060201.
In addition, we set the time discount δ to be 5.5% per year.

Using the above assumptions and data, we set ai, bi, and ei = δ ∑t ptηt
i . These parameter settings

for case study 2 are shown in Figure 3. In this graph, ai follows the left y-axis, and bi and ei follow the
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right y-axis. Regions SU to SJ are metropolitan cities, and hence, the investment costs are higher than
those in other regions resulting in high ai and bi. Regions SU and JN have the least eSU = 955 and
most eJN = 1149 solar resources, respectively.

Note that the simulation analysis results in this case study suggest the basic direction for the
practical application of the theoretical model. For practical applications, more realistic delimitation of
relevant coefficients and the estimation of key coefficients need to be further studied.

Figure 3. Parameters for case study 2.

3.3.2. Simulation Results

The result of case study 2 is shown in Figure 4. The proposed differential subsidy policies
are compared with the no subsidy and uniform subsidy policies. Figure 4a shows the capacities
of installed solar PV for different subsidy polices. Because of the high land price, the metropolitan
cities (regions from SU to SJ) do not install a considerable number of solar PV generators. In contrast,
the other regions, i.e., provinces, install a considerable number of solar PV generators. Without subsidy,
regions DJ and SJ do not install solar PV at all according to Proposition 1, and the total capacity of
solar PV generators is 74,580 kW. With the total subsidy of USD 10,000,000, the capacity increases
by approximately 23%. Under the uniform subsidy policy, all the regions receive the same subsidy
of USD 108 per kW, resulting in a total capacity of 91,851 kW of solar PV generators. In addition,
the differential subsidy policy increases the total capacity further to 95,271 kW, i.e., a 3.72% increase
compared with the uniform subsidy policy.

To maximize the total capacity of solar PV generators, the government needs to provide a more
aggressive subsidy to regions with relatively scarce solar resources such as regions SU to SJ as shown
in Figure 4b. Particularly, the two regions (DJ and SJ) that installed zero capacity under the uniform
subsidy policy receive the greatest subsidies under the differential scheme. According to Proposition 2,
the amount of subsidy for each region i heavily depends on ei − bi (the marginal net benefit). This is
confirmed by the simulation result of this case study. As the regions DJ and SJ have the least ei − bi,
they receive the greatest subsidies. In contrast, the three regions GW, CB, and JB that have the greatest
ei − bi receive zero subsidies.

Note that the lifespan of solar panels can be changed according to maturity of the PV panel
manufacture. When the lifespan increases, the time discount δ also increases resulting in an increase of
ei. Because ei stands for the market value per unit of solar PV capacity in region i, i.e., ei = δ ∑t ptηt

i ,
an increase of lifespan promotes more installation of solar PV generators Gi. Therefore, the subsidy
per capacity si decreases because the installation capacity of solar PV generators increases.
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(a) Optimal solar PV capacity G∗ (b) Amount of subsidy s∗

Figure 4. Solar PV capacity and subsidy results under different subsidy policies.

4. Discussion

So far, we have considered that the objective of a dissemination policy is to maximize the total
capacity of solar PV generators. Although such an assumption is a typical observation in many
countries, there may be several other possible objectives of a dissemination policy such as energy
generation maximization and CO2 emission minimization. To consider how different objectives may
affect our result, in this section, we focus on a case when the dissemination objective is to maximize
the energy generation itself rather than its capacity. For an energy generation maximization problem,
we need to convert Equation (11) into

max{si}i ∑i ∑t Giη
t
i (18)

s.t. ∑i siGi ≤ S

si ≥ 0 ∀i ∈ I

Although we do not provide a closed-form solution here, it is expected that the results are similar
to the capacity maximization problem in that the energy maximization problem is a variation of it.
The only difference is that the energy maximization policy places more weight on ei, that is, it focuses
more on the solar resources in the region. Thus, we can expect that it will lead to a more favorable
subsidy provision to energy-efficient regions than capacity maximization does.

Figure 5 shows the difference Gi and si between the capacity maximization and energy
maximization policies with the Korean data in Section 3.3. The differences Gi and si follow the
left y-axis, and ei follows the right y-axis. The difference value is defined as Gi or si under the energy
maximization policy minus that under the capacity maximization policy. That is, a positive value
indicates that the energy maximization policy installs more generators. As shown in Figure 5, ei and the
difference are highly correlated. The most abundant and scarce solar areas in case study 2 are regions
SU and JN, respectively. Therefore, this policy provides higher and lower subsidies to different regions
compared with the capacity maximization policy. In regions GW, CB, and JB, there is no difference
between the two policies because they do not receive any subsidy under the both subsidy policies.
Except the three regions, when a region i has an ei value less [greater] than 1100, the region will
install less [more] solar PV generators. The total installed capacities of solar PV generators are 95,238
kW and 95,271 kW for the energy and capacity maximization policies, respectively. However, their
yearly energy outputs from the solar PV generators are 120,471 MWh and 120,430 MWh, respectively.
Note that the energy output under the uniform subsidy policy is 115,972 MWh. The gain of the energy
maximization policy is 3.88%.
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Figure 5. Gi and si comparison between capacity maximization and energy maximization policies.

The simulation result confirms that the energy efficiency ei is more effective to determine the
amount of subsidy. However, the difference between capacity max or energy max may not be critical
in terms of the total results (i.e., total energy and total capacity) although it may depend on the solar
resource distribution in each country.

5. Conclusions

We considered how a regionally differentiated subsidy policy can improve the total capacity of
solar PV generators in a society under a limited subsidy budget. We showed that a simple rule of
an optimal subsidy policy is to allocate subsidies to equalize regional marginal net benefits of all the
eligible regions. According to this rule, it is desirable to provide higher subsidy per unit capacity to
regions where investments are not made without subsidy or only small investments are expected.
We also used this model to estimate the maximum possible capacity of solar PV generators under
the given budget. By using the actual data, we showed the improvement of dissemination that can
be achieved by a policy change from uniform to differential subsidization under the same budget.
The specific subsidy rate for each region could be calculated using the total subsidy budget size,
interest rate, solar resource, and land price in each region.

The limitation of the study is that our results are based on somewhat strong assumptions such as
convex investment cost function and monotonically increasing marginal net benefits. As mentioned
above, to apply our method to an actual policy, it would be necessary to conduct a full-scale estimation
of the cost and benefit function. Nevertheless, our findings are not necessarily confined to the national
level. They may also be applicable at the local municipal or even international level, such as renewable
energy dissemination projects in developing countries by international organization funds.
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Appendix A. Analytic Solution for Social-Level Optimization

The Lagrangian equation for maximizing solar PV capacity with a budget constraint is

L = ∑
i

1
2ai

(ei + si − bi) + λ

[
S − ∑

i

si
2ai

(ei + si − bi)

]
+ ∑

i
μisi. (A1)

The Karush–Kuhn–Tucker (KKT) conditions for this optimization problem are

μisi = 0, ∀i ∈ I (A2)

μi ≥ 0, ∀i ∈ I (A3)

si ≥ 0, ∀i ∈ I (A4)

λ ≥ 0 (A5)

∂L
∂si

=
1

2ai
− λ

1
2ai

(ei + 2si − bi) + μi, ∀i ∈ I (A6)

λ

[
S − ∑

i

si
2ai

(ei + si − bi)

]
= 0 (A7)

To find a solution, let us use (A5) first. If λ = 0, μi = − 1
2ai

< 0 which is not possible. Therefore,
we observe that λ > 0, subsequently the budget constraint is binding by (A7). That is,

∑
i

si
2ai

(ei + si − bi) = S. (A8)

For region i with μi > 0, the optimal subsidy s∗i = 0, thus μi = 1
2ai

[λ (ei − bi)− 1] by (A6).
For region i with μi = 0, s∗i > 0. Thus, the following condition should be satisfied by (A6):

λ =
1

ei + 2s∗i − bi
. (A9)

By using (A8) and (A9), we can determine λ. We have

λ =
1√
2

⎡⎢⎢⎣ ∑j∈j+
1

4aj

S + ∑j∈j+
(ej−bj)

2

8aj

⎤⎥⎥⎦
1
2

(A10)

As s∗i = 1
2

[
1
λ − (ei − bi)

]
for i ∈ j+, the optimal subsidy of region i can be obtained as

s∗i =
1√
2

⎡⎢⎢⎢⎣
⎧⎪⎪⎨⎪⎪⎩

S + ∑j∈j+
(ej−bj)

2

8aj

∑j∈j+
1

4aj

⎫⎪⎪⎬⎪⎪⎭
1
2

− (ei − bi)

⎤⎥⎥⎥⎦ for i ∈ j+ (A11)

= 0, otherwise. (A12)

References

1. Renewable Energy Target—An Australian Government Scheme. Available online: http://www.
cleanenergyregulator.gov.au/RET/ (accessed on 6 May 2020).

2. RES LEGAL 2019. EEG Feed-in Tariff in Germany. European Commission. 2019. Available
online: http://www.res-legal.eu/search-by-country/germany/single/s/res-e/t/promotion/aid/feed-in-
tariff-eeg-feed-in-tariff/lastp/135/ (accessed on 6 May 2020).

151



Energies 2020, 13, 2763

3. Ministry of New and Renewable Energy Government of India. National Solar Mission—Gentral Financial
Assistance (CFA). Available online: https://mnre.gov.in/img/documents/uploads/file_f-1585710569965.
pdf (accessed on 6 May 2020).

4. International Institute for Sustainable Development. India’s Energy Transition: Mapping Subsidies to Fossil Fuels
and Clean Energy in India GSI Report; International Institute for Sustainable Development: Winnipeg, MB,
Canada, 2017. Available online: https://www.iisd.org/sites/default/files/publications/india-energy-
transition.pdf (accessed on 6 May 2020).

5. Tanzania’s SE4ALL Action Agenda; Ministry of Energy & Minerals: Dar es Salaam, Tanzania, 2015. Available
online: https://www.seforall.org/sites/default/files/TANZANIA_AA-Final.pdf (accessed on 6 May 2020).

6. Kwon, T.H. Policy Synergy or Conflict for Renewable Energy Support: Case of RPS and Auction in South
Korea. Energy Policy 2018, 123, 443–449. [CrossRef]

7. International Energy Agency. World Energy Outlook 2013; International Energy Agency: Paris, France, 2013.
Available online: https://webstore.iea.org/world-energy-outlook-2013 (accessed on 6 May 2020).

8. REN21. Renewables 2019 Global Status Report 2019; REN21 Secretariat: Paris, France. Available online:
https://www.ren21.net/gsr-2019/ (accessed on 6 May 2020).

9. IEA. Germany 2020; IEA: Paris, France. 2020. Available online: https://www.iea.org/reports/germany-2020
(accessed on 6 May 2020).

10. Senate Bill (SB) 100. 10 September 2018. Available online: https://www.energy.ca.gov/sb100 (accessed on
6 May 2020).

11. Rodrìguez, L.R.; Duminil, E.; Ramos, J.S.; Eicker, U. Assessment of the photovoltaic potential at urban level
based on 3D city models: A case study and new methodological approach. Sol. Energy 2017, 146, 264–275.
[CrossRef]

12. Lettner, G; Auer, H.; Fleischhacker, A.; Schwabeneder, D.; Dallinger, B.; Moisl, F.; Roman, E.; Velte, D.; Ana,
H. Existing and future PV prosumer concepts. Technische Universitaet Wien, Fundacion Tecnalia Research &
Innovation, with the Collaboration of PVP4Grid Consortium. Available online: https://www.pvp4grid.eu/
wp-content/uploads/2018/08/D2.1_Existing-future-prosumer-concepts_PVP4Grid_FV.pdf (accessed on
6 May 2020).

13. Palmintier, B.; Broderick, R.; Mather, B.; Coddington, M.; Baker, K.; Ding, F.; Reno, M.; Lave, M.;
Bharatkumar, A. On the Path to SunShot: Emerging Issues and Challenges in Integrating Solar with the Distribution
System; Nrel/Tp-5D00-6533, Sand2016-2524 R; U.S. Department of Energy: Washington, DC, USA, 2016.

14. Appen, J.V.; Braun, M.; Stetz, T.; Diwold, K.; Geibel, D. Time in the Sun: The Challenge of High PV
Penetration in the German Electric Grid. IEEE Power Energy Mag. 2013, 11, 55–64. [CrossRef]

15. Olowu, T. O.; Sundararajan, A.; Moghaddami, M. Sarwat, A.I. Future Challenges and Mitigation Methods
for High Photovoltaic Penetration: A Survey. Energies 2018, 11, 1782. [CrossRef]

16. Aleem, A.A; Hussain, S.M.S.; Ustun, T. S. A Review of Strategies to Increase PV penetration Level in Smart
Grids. Energies 2020, 13, 636. [CrossRef]

17. Martins, V. F.; Borges, C. L. T. Active distribution network integrated planning incorporating distributed
generation and load response uncertainties. IEEE Trans. Power Syst. 2011, 26, 2164–2172. [CrossRef]

18. Mehmood, K.K.; Khan, S.U.; Lee, S.J.; Haider, Z.M.; Rafique, M.K.; Kim, C.H. A real-time optimal
coordination scheme for the voltage regulation of a distribution network including an OLTC, capacitor
banks, and multiple distributed energy resources. Electr. Power Energy Syst. 2018, 94, 1–14. [CrossRef]

19. Capitanescu, F.; Ochoa, L.F.; Margossian, H.; Hatziargyriou, N.D. Assessing the potential of network
reconfiguration to improve distributed generation hosting capacity in active distribution systems. IEEE Trans.
Power Syst. 2014, 30, 346–356. [CrossRef]

20. Bläsi, A.; Requate, T. Feed-in-tariffs for electricity from renewable energy resources to move down the
learning curve? Public Finan. Manag. 2010, 10, 213–250.

21. Reichenbach, J.; Requate, T. Subsidies for renewable energies in the presence of learning effects and market
power. Resour. Energy Econ. 2012, 34, 236–254. [CrossRef]

22. Andora, M.; Voss, A. Optimal renewable-energy promotion: Capacity subsidies vs generation subsidies,
Resour. Energy Econ. 2016, 45, 144–158. [CrossRef]

23. Kalkuhl, M.; Edenhofer, O.; Lessmann, K. Renewable energy subsidies: Second-best policy or fatal aberration
for mitigation? Resour. Energy Econ. 2013, 35, 217–234. [CrossRef]

152



Energies 2020, 13, 2763

24. Mavsar, P.; Sredenšek K.; Štumberger B.; Hadžiselimović, M.; Seme, S. Simplified Method for Analyzing the
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Abstract: This paper investigates the cost-effectiveness of operation strategies which can be used
to abate CO2 emissions in a local multi-energy system. A case study is carried out using data from
a real energy system that integrates district heating, district cooling, and electricity networks at
Chalmers University of Technology. Operation strategies are developed using a mixed integer linear
programming multi-objective optimization model with a short foresight rolling horizon and a year
of data. The cost-effectiveness of different strategies is evaluated across different carbon prices.
The results provide insights into developing abatement strategies for local multi-energy systems that
could be used by utilities, building owners, and authorities. The optimized abatement strategies
include: increased usage of biomass boilers, substitution of district heating and absorption chillers
with heat pumps, and higher utilization of storage units. The results show that, by utilizing all the
strategies, a 20.8% emission reduction can be achieved with a 2.2% cost increase for the campus area.
The emission abatement cost of all strategies is 36.6–100.2 (AC/tCO2), which is aligned with estimated
carbon prices if the Paris agreement target is to be achieved. It is higher, however, than average
European Emission Trading System prices and Sweden’s carbon tax in 2019.

Keywords: multi-energy systems; local energy management systems; multi-objective optimization;
rolling time-horizon; emission abatement strategies; distributed energy systems

1. Introduction

With growing amounts of distributed energy resources (e.g., distributed generation and energy
storage) and introduction of new demands (e.g., electrical vehicles, heat pumps, etc.) in the distribution
systems, local energy management systems have received attention because they provide, amongst others,
the following benefits for energy systems:

• Facilitating activation of small flexibilities in the system [1]
• Reducing transmission and distribution losses [2]
• Managing congestion on the distribution level [3]
• Increasing awareness and engagement of end-users [4]

Furthermore, multi-energy systems (MESs) have been suggested to increase the synergies in the
energy system as a whole by integrating and managing different energy carriers such as electricity,
district heating, district cooling, and natural gas simultaneously [5]. Subsequently, analyzing the
combination of local energy management systems and MESs is an interesting emerging field of
research.
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Within the two research areas of local energy management systems and MESs, previous studies [3,5,6]
have reviewed definitions, trends, challenges, and categorization of literature providing valuable insight
into the topic. For example, Grosspeithsch et al. [6] categorized the literature into four categories: general
overview, model and optimization, energy management and system analysis, and case study.

One feature of the model and optimization category is that energy systems have traditionally
been modeled based solely on cost minimization objectives. However, multi-criterion optimization
can help broaden decision making to consider cost, the environment, reliability, social impact,
utilization of renewable energy, etc. [7]. As global concerns about greenhouse gas emissions increase,
carbon emissions become an increasingly important criterion to be considered in optimizing the
operation of local MESs. For instance, Majidi et al. [8] proposed a cost and emission framework to
assess demand response programs, and Bracco et al. [9] developed a multi-objective model to evaluate
the operation of a multi-energy system considering four different building types and three energy
carriers (heat, gas, and electricity). Wang et al. [10] demonstrated that a multi-objective optimization
will not give one single solution but rather a set of Pareto optimal solutions. Often, the objectives are
conflicting and different approaches to solve the minimization problem exist, e.g., mixed integer linear
programming with weighted sums [11], evolutionary algorithms [12], game theory [13], particle swarm
optimization [14], genetic algorithms [15], etc.

Furthermore, an optimization model can have a short foresight (close to real-time) or a long
foresight depending on the purpose and the characteristics of the energy technologies included in the
system. Optimizations with long foresight result in a more optimal management of resources especially
in energy systems with seasonal storage, conventionally dispatchable units, and perfect foresight.
However, such long-term optimizations require long-term forecasts and can be computationally
expensive as the size and complexity of the model increases [16].

On the other hand, optimization with a short foresight lowers the computational time (which
would be of value when simulating complex systems) [17] and have lesser challenges with quality
of forecasts. This is especially important for systems with a large share of renewable energy sources
(RES) since as the share of intermittent RES increases in the system, their stochastic nature starts to
affect forecasts, availability, and prices of energy carriers. Therefore, if the model represents a system
including a large share of RES, or reacts in response to the energy prices from a system with a large
share of RES, a close to real-time modeling approach with short foresight can represent agents’ (energy
technologies’) behavior closer to reality [18].

As an example from the research area of modeling and optimization of MESs, Wu et al. [11]
investigated the simultaneous optimization of annual cost andCO 2 emissions in the design and
operation of a distributed energy network where distributed energy sources (DESs) can exchange
heat with each other through pipelines. A mixed integer linear programming (MILP) model with
a weighted sum approach is used in this multi-objective optimization. Di Somma et al. [19] also used
a weighted sum approach in developing a multi-objective linear programming model considering
both cost and emissions. The contribution various energy technologies have on achieving the objective
function was evaluated by sensitivity analyses. A limitation of this study is that it was carried out
only on one customer and not a community of customers. Falke et al. [20] developed a multi-objective
model for design and operation of distributed energy systems using a heuristic optimization approach.
The model decomposes into three sub-model of heating network planning, buildings’ renovation
planning, and operation simulation. However, cooling loads and district cooling is not considered in
this study. Yan et al. [21] studied the operation optimization of multiple distributed energy systems
where the emissions are considered in the form of monetary costs through a carbon tax. The DESs, in this
model, can exchange electricity and thermal energy with each other and electricity can be sold back to
the grid. Although emissions cost is considered through carbon tax in this study, the trade-off between
the emissions and the monetary costs are not discussed. In [12], an evolutionary algorithm is used to
solve a multi-objective isolated MES model with high share of renewables, including investment in
RES as decision variables. The paper shows that different operational approaches may be beneficial for
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different seasons. In [13], a scheduling method for MES is proposed using game theory. The model was
found to be robust and useful for solving problems with uncertainties in, for example, wind production.
In [22], a MES model is developed which includes possible constraints in the energy flow within the
MES. For the electricity network, this is accomplished using a DC load flow model, and a pipeline load
flow model is used for the natural gas network.

In summary, the literature contains multi-objective optimization considering both cost and emissions
with different energy carriers. However, to the best of the authors’ knowledge, a study which specifically
extracts emission abatement strategies from multi-objective optimization models and evaluates the
abatement cost for these strategies is lacking. Such a study could provide insights regarding carbon
pricing and investigate the possibilities of operating local MESs in a more environmentally responsible
manner. In addition, no previous study has been found which multi-objectively optimizes the three
energy carriers (electricity, district heating, and district cooling) using a short foresight rolling horizon over
a whole year. The benefit of considering these three energy carriers is that we can capture the synergies
for emission abatement through technologies such as heat pumps.

This study was carried out within an European Union project called Fossil-free Energy District [23]
whose purpose was to build a testbed using Chalmers University’s campus to implement and evaluate
MESs alongside a local energy market for electricity, heating, and cooling. As local energy management
systems, MESs and environmental aspects are gaining momentum in the research field of energy
systems, this study aims mainly to investigate:

• what operation strategies can be utilized to abate CO2 emissions in a local multi-energy system;
and

• how cost-effective these strategies can be.

To the best of our knowledge, the combination of the following aspects is what distinguishes this
study from other studies within the field:

• Defining emission abatement strategies in MESs’ operation and evaluating cost-effectiveness of
these strategies across different carbon prices

• Optimizing a local multi-energy system over a year with a short foresight rolling time horizon
• Multi-objective optimization of three energy carriers: district heating (DH), district cooling

and electricity.

In this study, the emission abatement strategies are introduced by a short foresight rolling horizon,
multi-objective optimization model which is formulated with the weighted sum approach, considering
costs and emissions as the objectives. The problem is solved with a rolling time horizon of ten hours
to assess the real-time behavior of different technologies. Afterwards, the cost of these strategies is
evaluated against the carbon prices to provide insight on the cost effectiveness of these strategies.
The study includes a coupled system of district heating, district cooling, and electricity networks.
Moreover, a wide range of distributed energy technologies such as biomass combined heat and power
(CHP), biomass boilers, electrical heat pumps (HP), absorption chillers, battery energy storage (BES),
building inertia thermal energy storage (BITES), cold water basins (CWB), and solar photovoltaic
panels (PV) are considered.

The Paper’s Structure

The rest of this paper is organized as follows. Section 2 presents the Chalmers University campus
energy system model, its general formulation, and its input data. Section 3 presents the emission
abatement strategies and their corresponding costs. In Section 4, the incentives behind each strategy
and their emission abatement costs are discussed. Finally, the study is concluded and summarized in
Section 5.
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2. Multi-Energy System Model of Chalmers University of Technology Campus

The model developed and used in this study is modeled after the energy system of Chalmers
University of Technology’s Johannesburg campus. The model is open-source and available on Github [24].
The model is implemented using General Algebraic Modeling System (GAMS) [25] and Matlab [26].
Only the objective function and the structure of the model are presented in detail in the main body of this
article; however, the formulations for the energy technologies are presented in Appendix A.

Figure 1 shows the flow chart of the dispatch model structure. The flow chart consists of three
main modules, which are the measurement module, the MatLab module, and the GAMS module.

Measurements:

Demand profiles
Local generation

Weather data
BITS characterisitcs

Prices
Other constraints

MatLab

Load and radiation forcasting
Pre-processing of data

Exporting data to GAMS

Post-processing of GAMS
outputs

GAMS

Multi-objective optimization of
dispatch for 10 hours

Exporting data to MatLab

t > t endNo

Yes

Updated data for step
i+1

End

Demand and solar power
forecasts for step i (10 hours)

The dispatch for step i
(10 hours)

Figure 1. Flow chart of the dispatch model structure.

The first module or the measurement module reads input data to the dispatch model,
including demand data, generation data, BITES data, price data, solar irradiance, outdoor temperature
data, and energy storage data.

The second module of the model consists of two parts. In the first part, forecasts of the input data
to the dispatch model over a given time horizon are made and the input data are then pre-processed to
be exported to the GAMS optimization model. The second part is post-processing of the GAMS outputs.

The third module is the GAMS optimization model. This model takes forecast data, measurement
data, and network data from the Matlab module and simulates the optimal dispatch of the local
generating units, the storage units, and demand side flexibility for a given objective. The optimization
and dispatch of units is performed for the desired forecast horizon, e.g., 10 h. The model is designed
to perform the optimizations with a rolling time horizon, i.e., after the first optimization, the forecast
is updated with new data and a new optimization is performed in order to redispatch the demand
and generation units. Between each optimization, the results are stored to be used for evaluation and
comparison with the actual dispatch of the system.

To better understand the formulations and results, a simplified overview of the structure of the
campus’s energy system is provided in Figure 2. In this figure, HPR, HPS, and HPW1,2 are the four
heat pumps in the system. HPR is a refrigeration heat pump, HPS is a heat pump used in the summer
time, and HPW1,2 are the heat pumps used during the heating season. Note that the absorption chiller
can only receive heating from the external district heating network. Further note that the CHP unit
has the flexibility to be used purely for heating or partly heating with electricity production. B+FGC
represents campus’s biomass boiler (B) with a flue gas condenser (FGC). There are three storage types
in the system. Thermal energy is stored in buildings’ thermal inertia (BITES), a cold water basin (CWB)
stores chilled water, and battery energy storage (BES) is used to store electricity.
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Figure 2. Campus’ energy system structure. HPR, HPS, and HPW1,2 are the four heat pumps. AbsC is
the absorption chiller, and B+FGC represents the biomass boiler (B) with a flue gas condenser (FGC).
BITES is the thermal energy storage in the buildings’ inertia, CWB is cold water basin storage, and BES
is the battery energy storage.

In Chalmers’ campus energy system model, district heating, district cooling, and electricity
networks are coupled by means of heat pumps, absorption chillers, and a combined heat and power
(CHP) unit:

• Heat pumps: This technology can be placed between the three energy carriers (district heating,
district cooling, and electricity) by assigning the hot source to district heating network and cold
sink to district cooling network (see Figure 3).

• Absorption chiller: This technology can provide flexibility in the system by using heat from
district heating network to produce cooling for the district cooling.

• Combined Heat and Power: The biomass boiler and turbine can provide electricity and heating
simultaneously to the electricity and district heating networks. Flexibility is introduced by the
power-to-heat ratio (alpha) that varies the amount of fuel to be converted to electricity or heating.

Qin

Qout

Temperature

Entropy

District cooling

District heating
HP cycle

W

E
lectricity

Figure 3. Heat pumps’ thermodynamic cycle in district heating and district cooling coupled systems.
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Although coupling of the heat pumps to the district heating and cooling systems does provide
flexible and efficient production of either cooling or heating, it also imposes limitations on the load
factor of heat pumps. This limitation is necessary to maintain balance between energy production and
consumption in the district heating and district cooling networks. For example, if the heating demand
is high while cooling demand is low, full capacity usage of heat pumps would not be possible to
prevent the formation of frost in the district cooling network. This trade-off between energy efficiency
and load factor is discussed more in Section 4.

In this study, a close to real-time simulation (one hour ahead) with a rolling time horizon of 10 h
was chosen. This forecast horizon and optimization window were chosen so as to be technically and
realistically achievable in actual energy systems. Figure 4 shows how the optimizations are carried out
under the rolling-time horizon.

Step 1

Step 2

Step n

t (hours)

1 2

Forecast horizon (fh)

. . 
.

. .
 .

Step i

. .
 .

. . 
.

i

Decision for hour i based
on the period of  [i, i+fh-1]

Figure 4. Modeling close to real-time with a short foresight rolling horizon.

In each step, the dispatch of units is decided based on the assumed forecast horizon ( f h). In this
way, the results are more closely based on real-time decision making and the solver will not be able to
see the hours with less accurate forecasts. The steps are continued until the whole simulation period
(one full year in this study) is covered.

2.1. Model formulation of Chalmers Campus Energy System

In this section, the main formulations of the model such as objective function, energy balances,
and general constraints of the energy technologies are presented. More detailed formulations of the
energy technologies can be found in Appendix A.

2.1.1. Objective Function

To consider both economic and environmental objectives, the weighted sum method has been
used. The objective function is calculated based on Equation (1).

min
i+ f h−1

∑
t=i

(α · Ct + β · Et) ∀i ∈ hours (1)

In Equation (1), Ct and Et represent the cost and the emissions of the system at hour t. The total
cost and emissions are summed and minimized for each time interval of i with the span of f h hours.
α and β are the weighting factors for each objective. The cost weighting factor α is fixed at 1 while the
environmental weighting factor β is changed from zero to 1. Thus, in other words, β can be seen as
an additional carbon tax on the emissions. This approach for changing α and β is chosen to make the
carbon emission reductions comparable with carbon prices. The units for Ct and Et are SEK and gCO2.

In Equation (2), Ct includes fixed costs of the assets (Cf ix), variable costs (Cvar), revenues from
exporting electricity and heat to the external networks (Rexp), and costs for importing from external
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networks. Subscript j represents the energy technologies shown in Figure 2. The cost for electricity or
district heating input for technologies is counted in Cimp and not in Cvar nor Cf uel .

Ct = ∑
j
(Cf ix,j,t + Cvar,j,t + Cf uel,j,t)− Rexp,t + Cimp,t (2)

Et, which is calculated according to Equation (3), accounts for the emission for the imports from
the outer grids and the assets inside the MES.

Et = (Pimp,t − Pexp,t)× EFexg,p,t + (Qimp,t − Qexp,t)× EFexg,q,t + ∑
j

Ej,t (3)

P and Q represent the electric power and the heating power. EFexg is the external grid’s emission
factor. Ej accounts for emissions from each energy technology.

2.1.2. Energy Balances

Demand–supply balances are presented in Equations (4)–(6) for electricity, heating, and cooling.
In the heating system (Equation (5)), over-production is possible with help of a cooling tower which is
available in the campus’ energy system. The dem subscript represents the demand of the campus.

∑
j

Pj,t + Pimp,t − Pexp,t = Pdem,t (4)

∑
j

Qj,t + Qimp,t − Qexp,t ≥ Qdem,t (5)

∑
j

Kj,t + Kimp,t − Kexp,t = Kdem,t (6)

2.1.3. Energy Technologies

As shown in Figure 2, there are different generation and storage technologies in the system.
The formulation of energy technologies are provided in Appendix A and their characteristics are
presented in Appendix B. In this section, only the general explanation for the technologies is provided.

All the generation units are limited by their maximum capacity. For the case study at the Chalmers
campus, some site-specific limitations were set to better represent the actual operating condition at
the campus. For example, during weekday working hours, the biomass boiler and CHP units are
not dispatchable as they are assumed to be used for research purposes at those times. Moreover,
exporting district heating to the external grid is limited to the capacity of biomass boiler because of the
network structure. Electricity production from the CHP unit is flexible, so that the heat production of
its boiler can feed the turbine or go directly to the internal district heating network. The absorption
chiller is only operational during the cooling season and can only receive heating from the external
district heating network due to the network’s design. The production of heat pumps is calculated
based on Equations (7) and (8), where the cooling and heating is produced at the same time. COPk and
COPq are the coefficient of performance for cooling and heating, respectively. HPS is used only in
cooling season while HPW1−2 are available in heating seasons. HPR is a refrigeration machine and
only 20% of its heat production can be used in the system due to the network configuration.

Qhp,t = COPq × Php,t (7)

Khp,t = COPk × Php,t (8)

For both storage units, the cold water basin and battery energy storage, charge/discharge
efficiency has been considered. Moreover, these technologies are constrained by their charging/
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discharging power and energy storage capacity. BITES has been modeled based on a methodology
using two interlinked storages, a shallow and a deep storage [27].

2.2. Input Data

Input data for energy prices, marginal emissions, demand profiles, weather data ,and energy
technologies are presented in this section.

Both the district heating and the electricity prices considered in this study are hourly dynamic
prices. Electricity prices are obtained from Nordpool day ahead market for region SE3 year 2016–2017.
To present a more realistic price on the consumer side, the sum of the spot price, network tariffs,
average profits, and (when applicable) electricity certificates are used. Currently, the pricing system
in the local district heating network is based on seasonal heating prices with a peak demand charge
and an efficiency rebate [28]. However, to create more dynamic interactions between energy carriers,
hourly district heating prices are modeled based on a typical generation mix in a Swedish district
heating system (see Appendix B).

The marginal emissions of the external electricity grid are obtained from Electricity Map [29].
This methodology uses a statistical method to predict the marginal emissions for every hour based
on historical data. For district heating, the marginal emissions are calculated based on the typical
marginal unit in the generation mix which is in turn determined by the hourly district heating prices
(see Appendix B).

Demand profiles for electricity, heating, and cooling are provided by the primary real estate
owners on the campus, Akademiska Hus and Chalmers Fastigheter. The demand profiles are presented
in Appendix B.

Weather data for outdoor temperature are from a local weather station and solar radiations are
based on [30].

The capacity, performance, and similar energy technology parameters are obtained from the MES
operator at Chalmers campus which are presented in Appendix B.

3. Key Results

In this section, the results are presented showing the trade-off between cost and emissions and
the corresponding abatement strategies. Discussion of the results can be found in Section 4.

The trade-off between cost and emissions are presented in Figure 5. It can be seen that, at lower
β values, higher emissions reductions can be achieved with smaller changes in the cost. The relative
changes in cost and emissions in different beta values are presented in Table 1.

(I)

(II)

(III)
(IV) (V)

(a) (b)
Figure 5. Trade-off between emissions and the cost: (a) the annual cost versus the total annual emissions;
and (b) the annual cost and the annual emissions at different β. The roman numerals are the different
abatement phases explained in Section 3.1.
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Table 1. The average changes in cost and emissions in different β periods. The change is compared to
pure economic optimization (i.e., β = 0).

Phase (I) (II) (III) (IV) (V)

β [0, 10−4) [10−4, 10−3) [10−3, 10−2) [10−2, 10−1) [10−1, 1)

ΔCost (%) 4e−4 0.3 1.0 1.9 2.2
ΔEmissions (%) −0.2 −7.9 −18.5 −20.5 −20.8

3.1. Emission Abatement Strategies

To show the emission abatement strategies, the aggregated annual change in usage of each
technology is presented in Figure 6 for heating, cooling, electricity, and storage technologies. The values
represent the difference in usage (kWh/year) at each β value, compared to the cost optimum case
(where β = 0). The lines for coupling technologies (e.g., heat pumps and the absorption chiller) can
represent consumption or production in different energy carriers. For example, the heat pump lines in
the heating and cooling graphs are the production of heat pumps while in the electricity graph they
show the electricity consumed by the heat pumps. Note the very different scales used in the graph for
each energy carrier.

Moreover, at different β values, there is a mix of different strategies for abatement. The β spectrum
is divided into five phases (Phases (I)–(V)) as in Figure 6 based on when these strategies start and
end. The range of β in each phase can be seen in Table 1. The dominant strategies at each phase are
summarized in Figure 7. The observed strategies in each phase are:

• Phase (I): In this phase, although the COP of HPw2 is higher than HPw1, the MES optimizer
decides to replace HPw2 with HPw1. Moreover, the electricity and heat production from the CHP
unit is increased which leads to a decrease in electricity and district heating imports.

• Phase (II): The previous actions are continued. Additionally, the heat production from the biomass
boiler rapidly increases and causes an increase in the district heating exports. Moreover, the usage
of the absorption chiller decreases and is replaced by HPS.

• Phase (III): The actions in the second phase are continued in this phase as well. Additionally,
the usage of HPw2 is further decreased and substituted by HPR which has a lower COP.
Another strategy started in this phase is the increase in usage of storage. Furthermore,
it’s observed that the operation of CHP starts to move towards relatively greater heat production
than electricity and consequently more electricity imports.

• Phase (IV): From this phase on, no considerable change is observed in the heating and cooling
systems except the increase in usage of BITES and slight increase in usage of HPR (instead of
HPw2). At the beginning of this phase, further increase in the usage of the biomass boiler and
further decrease in the usage of the absorption chiller no longer contributes to the objective
function. The CHP’s transition from electricity to heat production is continued in this phase
as well.

• Phase (V): In this phase, the MES optimizer cannot do much to abate more emissions. Only a slight
increase in storage usage and a small decrease in electricity production from the CHP is observed.
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Figure 6. The change in the total energy per year (consumed, produced or stored) of each technology
compared to the cost optimal case versus beta for heating, cooling, electricity, and storage.
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Figure 7. CO2 abatement strategies at different phases.

Figure 8 is an example of the simulated dispatch of the campus energy system at three example
beta values of 0, 0.001, and 1. A few different abatement strategies can be observed in this figure such as
increase in heat production from the biomass boiler, increase and then decrease of electricity production
from the CHP unit, increase in heating exports, replacement of HPW2 with HPW1, replacement of
HPW2 with HPR, and increase in utilization of the cold water basin and building inertia thermal
energy storage. The strategy related to increase in using battery energy storage cannot be noticed in
this figure due to its small scale compared to the electricity demand. Moreover, replacement of the
absorption chiller with heat pumps cannot be seen because the absorption chiller is not in operation
during the winter.
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Figure 8. Dispatch time series for December 2016 for three β values of 0, 0.001, and 1 demonstrate some
of the abatement strategies. Negative values in the dispatch plots represents exporting or charging of
the storage units.
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3.2. Cost of Strategies

The cost abatement in each phase is presented in the form of total abatement cost and marginal
abatement cost in Table 2. Total abatement cost at each emission weighting factor (β) is calculated based
on Equation (9). It includes the total abated CO2 over the year divided by added costs compared to the
cost minimization case. Marginal abatement cost of each β is calculated by Equation (10), which is the
same as total abatement cost but, instead, compared to the previous β.

TACβi =
Eβi − Eβ0

Cβi − Cβ0

∀βi ∈ [0, 1) (9)

MACβi =
Eβi − Eβi−1

Cβi − Cβi−1

∀βi ∈ [0, 1) (10)

Table 2. Cost of abatement strategies in different phases. TAC is the average total abatement cost in
each phase and MAC is the average marginal abatement cost in each phase.

Phase (I) (II) (III) (IV) (V)

β [0, 10−4) [10−4, 10−3) [10−3, 10−2) [10−2, 10−1) [10−1, 1)

TAC (AC/tCO2) −3.3 −36.6 −67.6 −97.2 −100.2
MAC (AC/tCO2) −4.4 −49.2 −398.5 −955.9 −1692.5

In Table 2, it can be seen that, as β increases, the cost effectiveness of strategies decreases as it
gets more costly to avoid further emissions. Moreover, the difference between total abatement cost
and marginal abatement cost shows that most of the emission reductions have been carried out in the
cheaper Phases (II) and (III). This can be seen in Figure 5b.

4. Discussion

In this section, first the incentives behind each strategy are explained and then the cost of CO2

emission abatement is discussed.

4.1. Incentives Behind The Strategies

It has been observed that one of the strategies was switching from HPw2 to HPw1 and later to HPR.
This strategy is interesting because the COP values for HPw2 are higher than the unit it is substituted
with. The reason for this switching is connected to the strict coupling of district heating and district
cooling system. As shown in Table A1, COPq

COPc
for HPw2 is lower than the other two which means

less heating can be obtained for each unit of cooling produced. From analyzing the input data by
Equation (11), we know that there is 39% higher potential for emission savings in the heating network
than in the electricity network.⎧⎨⎩

∑t ΔEFt ∀t:ΔEF>0
∑t |ΔEFt | ∀t:ΔEF<0 = 1.39

where : ΔEFt = EFexg,q,t − EFexg,p,t
(11)

Therefore, the optimizer decides to use the heat pumps with higher COPq
COPc

and produce as much
heat as possible with cooling production as low as possible to prevent violating energy balance of
internal cooling network and thus forming frost in the district cooling network. Moreover, if the district
cooling network is cooled extra, the temperature would fall, and this would cause the COPs to be
reduced and also cause non-linearity in the model.

This behavior therefore shows the system to be limited in the low grade heat that is available
from the district cooling system, which artificially constrains the dispatch of the available heat pumps.
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This energy system would therefore benefit from bore holes or other low grade heat sources which
would lead to more dispatch of the higher efficiency heat pumps.

Note, furthermore, that, although the district heating emissions in summer are lower than
electricity in the summer, the absorption chiller is replaced by HPS. This is because the COP of the
heat pump is higher than that of the absorption chiller, so much so that it compensates for the lower
emissions in the district heating system. In this study, the COPc of the absorption chiller is assumed to
be 0.5 compared to the assumed COP value of 1.8 for HPS.

We also see that the emissions in the external district heating system are higher than the biomass
boiler emissions. This causes increased production and even export from the boiler to the district
heating network to reduce overall emissions. This strategy plays a large role in emission abatement
since 93.3% of the total emission in the emission minimization case (β = 1) are achieved during the
phases which this strategy is utilized (i.e., Phases (II) and (III)).

As mentioned above, the heat production from the CHP unit for all β values is higher than the
cost minimization case because there is a high potential to reduce emissions in the heating system.
Regarding electricity production from the CHP, however, the increase in usage is observed only up
to the end of Phase (II). From Phase (III) onwards, the electricity production is replaced by heat
production because β is large enough to outweigh the loss of revenues from electricity production and
more emissions can be saved on heating than electricity.

The use of storage technologies, mainly begins to increase from Phase (III). The incentive behind
this trend is that storage is used to gain upon the variations in emission levels between consecutive
hours. This happens later in the phases because the round-trip storage losses are considerable
compared to the abatement gained from mitigating the volatility in emission levels.

4.2. Cost-Effectiveness of Abatement Strategies

The cost of abatement for MES can be evaluated at different magnitudes, locations and from
different viewpoints by comparing three different carbon pricing schemes. The first is the prices from
carbon markets (e.g., European Emission Trading System (EU ETS)), the second is the carbon taxes
and the third is the emission abatement cost of similar pilot projects.

The average carbon price on EU ETS in 2019 was 24.9 (AC/tCO2) [31]. According to the current EU
ETS regulations [32], “combustion of fuels in installations with a total rated thermal input exceeding
20 MW” are considered under the cap. This means the installations on this campus would not be
regulated under the current system. However, if the regulations were to change in the future to include
smaller installations in the cap and trade system, then the prices of carbon allowances would have
to increase to the total abatement cost levels in Table 2 for abatement strategies to be cost efficient.
Otherwise, it would be more cost efficient to buy emission allowances. According to current EU ETS
prices, the emission abatement strategies would not currently be cost-effective. However, according to
Stiglitz et al. [33], the carbon prices to achieve Paris agreement’s goal need to be 36–73 (AC/tCO2) by
2020 and 45–91 (AC/tCO2) by 2030. This suggests that the discussed abatement strategies up to Phase
(III) can be economically competitive measures if the Paris agreement target is to be achieved.

In this study, the carbon taxes are included in the pricing of energy carriers. Therefore,
the introduced abatement strategies can be economically beneficial if the tax levels are increased to or
above the total abatement cost levels of each phase plus the current considered tax level. The carbon tax
is applicable to the installations which are not under the EU ETS system, such as small MESs.

Another comparison can be with similar pilot projects aiming to reduce emissions. Klimatklivet is
a program in Sweden, which supports such projects [34]. The focus of this program is the non-ETS
sector and the funding is appointed to projects which have the highest abatement per investment.
Iseberg et al. [34] evaluated Klimatklivet projects and found that the abatement cost is within a range
of 10–80 (AC/tCO2) over the other policies such as a carbon tax. These values show that the discussed
abatement strategies until Phase (III) would be cost competitive with other pilot projects.
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5. Conclusions

This study set out to find operation strategies which can be utilized for carbon emission abatement
in a local multi-energy system and investigate the cost-effectiveness against carbon prices in carbon
markets, carbon tax scheme, and cost-effectiveness of similar pilot projects.

The results of the case study show that, by utilizing all the abatement strategies, a 20.8% emission
reduction can be achieved with a 2.2% increase in cost. The abatement strategies which were extracted
from the optimization results include: more usage of biomass boilers in heat production, substitution of
district heating and absorption chillers with heat pumps, and higher utilization of storage units.
It should be noted that the system was shown to be limited in the low grade heat that was available
from the district cooling system, which artificially constrained the dispatch of the available heat pumps.
This system would therefore benefit from bore holes or other low grade heat sources which would
lead to more dispatch of the higher efficiency heat pumps. Furthermore, the utilization of the CHP
unit has shown to be sensitive to the relative weighting of emissions vs. cost in the objective function.
The relative share of electricity production from the CHP unit is also shown to decrease at higher
emissions weighting factors (above 10−3) due to the relatively higher emissions in the district heating
system compared to the electricity system.

This analysis demonstrates that across all abatement strategies the total carbon dioxide abatement
cost is 36.6–100.2 (AC/tCO2), which is higher than both the average carbon price in EU ETS and carbon
tax prices in Sweden in 2019, but at the same level as similar pilot projects in Sweden. Furthermore,
all strategies up to Phase (IV) are cost competitive if the carbon prices are adjusted to reach the Paris
agreement target.

The results from this study can provide insight that carbon prices might not yet be high enough
to make the multi-objective operation of similar local MESs cost-effective. However, the suggested
abatement strategies for similar local MESs can be cost-competitive in achieving Paris agreement’s goal
if carbon prices were aligned to reach the agreement’s goal. Of course general conclusions can hardly
be made from only one case study, and the presented conclusions are only based on this case study.

Future studies can investigate more generalized abatement strategies and cost-effectiveness
evaluation for local multi-energy systems. A similar methodology can be utilized for case studies
in different countries and with different characteristics, and the results can be compared to provide
a broader insight into the research questions. Moreover, studying abatement strategies considering
future scenarios for emissions and prices in electricity and district heating systems can lead to further
insights in the operation planning of local multi-energy systems.

Supplementary Materials: The following are available online at http://www.mdpi.com/1996-1073/13/7/1626/
s1, the simulation model’s code, input data files for the model, and the detailed calculations for emission factors.
Further details are provided in “Readme.txt” at the address above.
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Abbreviations

The following abbreviations are used in this manuscript:

MES Multi-energy system
MILP Mixed integer linear programming
RES Renewable energy source
DES Distributed energy sources
DH District heating
CHP Combined heat and power
B Biomass boiler
FGC Flue gas Condenser
HP Electrical heat pump
AbsC Absoption chiller
BES Battery energy storage
BITES Building inertia thermal energy storage
CWB Cold water basin
PV Photovoltaic panel
GAMS General Algebtic Modeling System
COP Coefficient of performance
TAC Total abatement cost
MAC Marginal abatement cost
EU ETS European Emission Trading System
EXP export to external grid
IMP import from external grid

Appendix A. Technology Equations

In this section, the equations for different technologies which are not presented in the article
are provided.

Appendix A.1. General Constraints

All technologies are limited in their power output with their capacity Qcap,j according to
Equation (A1). ⎧⎪⎪⎨⎪⎪⎩

Qj ≤ Qcap,j

Pj ≤ Pcap,j

Kj ≤ Kcap,j

(A1)

As mentioned in Section 2.1.3, the biomass boiler and the CHP unit are not always dispatchable.
Therefore, they are regularly fixed to specific levels (Equation (A2)). Moreover, HPS, HPW1, HPW2,
and the absorption chiller are only in operation during specific periods of the year, as also represented
by Equation (A2).

Qj,t = Q f ix,j,t ∀t ∈ tundispatchle (A2)

Appendix A.2. Biomass Boiler (B) and Flue Gas Condenser (FGC)

The heat produced in the boiler (Equation (A3)) is related to the fuel input (Q f uel,B,t) and the
efficiency of the boiler (ηB) . Besides, the heat recovered from the flue gas condenser (Equation (A4)) is
related to the heat not absorbed by boiler and the efficiency of the condenser (η f gc).

Since the flue gas condenser and the biomass boiler are in the same unit, their heat is aggregated
and presented as one unit in this study (Equation (A5)).

QB,t = Q f uel,B,t × ηB (A3)

Q f gc,t = Q f uel,B,t × (1 − ηB)× η f gc (A4)
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QB+ f gc,t = QB,t + Q f gc,t (A5)

Moreover, the changes in boiler’s output is limited to the ramp-up (RUB) and ramp-down (RDB)
limits (Equation (A6)).

RUB ≤ QB,t − QB,t−1 ≤ RDB (A6)

As shown in Figure 2, the export to external district heating can only come from the biomass
boiler and therefore is limited to its production (Equation (A7)).

Qexp,t ≤ QB,t (A7)

Appendix A.3. Combined Heat and Power

The CHP unit has a boiler and a turbine. The system can regulate how much of the heat produced
in the CHP boiler (Qchpb

) is to be sent directly to the local district heating network (Qchpb2g
) or to the

turbine (Qchptr ). Moreover, the heat which is not converted to power in the turbine can be recovered
and sent to the district heating grid afterward (Qchphtr

).
In this study, the heat from the CHP unit is the sum of the heat sent directly from the boiler to

the grid and the heat from the turbine (Equation (A8)). The heat produced by the boiler is related
to the fuel input and the efficiency of the boiler (Equation (A9)). Moreover, the power production
in the turbine is calculated based on the efficiency of the turbine and how much heat is sent to it
(Equation (A11)).

Qchp,t = Qchpb2g ,t + Qchphtr ,t (A8)

Qchpb ,t = Q f uel,chpb ,t × ηchpb
(A9)

Qchphtr ,t = Qchptr ,t × (1 − ηtr) (A10)

Pchptr ,t = Qchptr ,t × ηtr (A11)

Appendix A.4. Absorption Chiller

The cooling production level of the absorption chiller (Kabsc) is related to the cooling coefficient of
performance (COPk,absc) and presented in Equation (A12).

Kabsc,t = COPk,absc × Qabsc,t (A12)

The absorption chiller has a minimum operation limit during the cooling season (Equation (A13)).
The cooling season is presented in Table A2 and Kmin,absc,t is considered to be 200 kW in this case study.

Kabsc,t ≥ Kmin,absc,t (A13)

Appendix A.5. Refrigeration Heat Pump (HPR)

Due to the local system’s limitations, the heating produced as the byproduct of this heat pump is
limited to 20% of the heating load of the building it is situated in (Qdem,x,t).This constraint is presented
in Equation (A14).

Qhpr ,t ≤ 0.2 × Qdem,x,t (A14)

Appendix A.6. Storages

All of the storages are limited to their respective energy capacities (ENcap). This constraint is
presented in Equation (A15).

ENj,t ≤ ENcap,j (A15)

The energy level of the storage unit (Equation (A16)) is related to the previous energy state,
the amounts of charging (Pch,j,t) and discharging (Pdis,j,t), and the efficiencies of charging (ηch) and
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discharging (ηdis). Charging and discharging efficiencies are considered to be equal in each unit.
Moreover, for the cold water basin, instead of P, K is used in Equation (A16).

ENj,t = ENj,t−1 + Pch,j,t × ηch − Pdis,j,t × 1
ηdis

(A16)

Appendix A.6.1. Cold Water Basin (CWB)

Due to local system’s limitations, discharging of the cold water basin is only limited to the cooling
load of the building it is situated in (Kdem,y,t). This constraint is presented in Equation (A17).

Kdis,cwb,t ≤ Kdem,y,t (A17)

Moreover, it has been observed that only considering the charging and discharging efficiencies
will not stop simultaneous charge and discharge of the cold water basin. The reason is that the cooling
demand is lower than heating demand in the district as a whole and there is not enough cooling
storage to handle the excess produced cooling. Therefore, the optimizer would theoretically curtail
cooling by charging and discharging at the same time, causing additional losses in the cooling system.

To prevent simultaneous charging and discharging, binary variables are used (Equation (A18))
where b is the binary variable and M is a big number (106kW in this case study).⎧⎪⎪⎨⎪⎪⎩

bch,cwb,t + bdis,cwb,t ≤ 1

Kch,cwb,t ≤ bch,cwb,t × M

Kdis,cwb,t ≤ bdis,cwb,t × M

(A18)

Appendix A.6.2. Battery

For the battery units, an additional constraint is considered on the minimum state of charge
(SOCmin). This constraint (Equation (A19)) is to prevent high degradation costs.

ENbes,t ≥ ENcap,bes × SOCmin (A19)

Appendix B. Input Data

In this section, the input data for energy technologies, marginal emissions, marginal prices,
and energy demand of the campus are provided. The parameters for energy technologies are presented
in Table A1.

The heating and cooling seasons, which are considered for the heat pumps’ and absorption
chiller’s operation is presented in Table A2.

Results from simulation models are very dependent on their assumptions and therefore other
emission factors or marginal prices can affect the simulation results. With the developed model, similar
studies can be performed to assess efficient abatement strategies in other locations or with different
assumptions. The marginal emissions and marginal prices for external electricity and district heating
networks that are used in this study are presented in Figures A1 and A2. The emission factors used for
calculating the marginal emissions are presented in Tables A3 and A4.

All electricity efficiencies and emission factors are based on [35,36], except for oil and waste
incineration where the work of Bertoldi et al. [37] is the source. Pumped hydro and ‘Unknown’ are
taken from [29]. Pumped hydro is based on average Swedish emissions during times when hydro is
being charged. ‘Unknown’ is based on the average generation plant in the Swedish electrical grid.
The emission factors for CHP units are calculated based on the Benefit Allocation Method [38].
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Table A1. Technology characteristics.

Biomass boiler and flue gas condenser

Qcap,b Qcap, f gc ηb η f gc RUb RDb
8000 kW 1000 kW 0.77 0.5 1000 kW 1000 kW

Combined heat and power

Qcap,chpb
Qcap,chptr ηchpb

ηtr RUb RDb
6000 kW 800 kW 0.77 0.17 1000 kW 1000 kW

Absorption chiller

Qcap,absc COPk,absc Kmin,absc,t
2300 kW 0.5 200 kW

Cold water basin

Kcap,ch,cwb Kcap,dis,cwb ENcap,cwb ηch,cwb ηdis,cwb
204 kWh/h 35 kWh/h 814 kWh 0.95 0.95

Battery energy storage (2 units)

Pcap,bes ENcap,bes ηch,bes ηdis,bes SOCmin
100 and 50 kW 200 and 100 kWh 0.95 0.95 0.2

Thermal energy storage tank

Qcap,ch,tes Qcap,dis,tes ENcap,tes ηch,tes ηdis,tes losstes
11 MWh/h 23 MWh/h 39 MWh 0.95 0.95 0.01

Heat pumps

Pcap,hp COPq COPk
COPq
COPc

HPS 216 kW 3 1.8 1.67
HPW1 216 kW 3 1.8 1.67
HPW2 203 kW 3.1 2.19 1.42
HPR 263 kW 2.86 1.9 1.51

Table A2. Cooling and heating season periods.

Starting Date Ending Date

Heating Season 1st November 30th April
Cooling Season 1st May 31st October

Figure A1. Marginal prices from external electricity and district heating networks over the
simulated period.
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Figure A2. Marginal emissions from external electricity and district heating networks over the
simulated period.

In the district heating system, the emission factor (Table A3) for the marginal unit is considered to
be the marginal emission factor for every hour. The emission factors are primarily based on the energy
allocation method which may differ from current practice among district heating operators in Sweden.
More details on the calculation of the emissions factors can be found in Supplementary Materials based
on the following references [35–39]. The hourly marginal unit data are taken from a district heating
operator in Sweden. Based on the information from the district heating provider, for this dataset,
the most expensive unit at each hour has been assumed to be the marginal unit. However, the common
practice for marginal unit allocation in the external district heating system is not necessarily the most
expensive unit because of other constraints such as the ramp-up and ramp-down limitations of the
units. However, due to limited data access on the external district heating network, this assumption
was considered reasonable.

Table A3. Emission factors for district heating units. HOB is the heat only boiler, RH is the waste heat
from refineries, and WI is waste incineration.

Unit HOB Biomass CHP Biomass HOB Gas CHP Gas HOB Oil RH CHP WI

gCO2/kWh 79 46 299 183 339 43 59

For calculating the marginal emissions for the electricity grid, a statistical method is used to
predict the marginal emissions at every hour based on historical data [40]. Firstly, the probability that
each technology is on the margin based on a consumed unit of electricity in Sweden is taken from
Electricity Map [29]. Secondly, the probabilities are multiplied by the relevant emission factor of each
technology and summed. The emission factors for each technology can be seen in Table A4.

Table A4. Emission factors of different technologies for electricity grid.

Technology biomass coal gas hydro nuclear hydro-discharge

Emission factor (gCO2/kWh) 230 820 490 24 12 46

Technology geothermal unknown oil solar wind hydro-charge

Emission factor (gCO2/kWh) 38 362 782 45 11 0

The differing approaches for calculating marginal emissions in the electricity and district heating
networks are due to the respective size of these systems and therefore the ability to know precisely
which unit is on the margin. The district heating network of a city is usually smaller than the electricity
network and limited to the boundaries of the city. Identification of the exact marginal unit can therefore
be easily estimated. However, the electricity network is much larger and tangled with production
units in other countries through import and export across regional and country borders. Since the
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exact marginal unit cannot be identified, the electricity system’s marginal emissions are determined by
statistical methods, as described above.

Energy demand of the campus for electricity, heating, and cooling for the simulation period is
presented in Figure A3. The simulation period is selected based on availability and quality of real
data from the campus energy system. The simulations are run for the period from 1 March 2016 to 28
February 2017.

Figure A3. Energy demand of the Chalmers campus over the simulated period. The simulated period
is from 1 March 2016 to 28 February 2017.
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Abstract: As the realization form of integrated energy system, integrated energy park is the key
research object in the field of energy. Actual integrated energy parks are often partitioned internally.
In order to take into account the interests of each zone in the optimal scheduling of integrated energy
parks, a double-layer optimal scheduling model of integrated energy parks based on non-cooperative
game theory is proposed. First, according to the operation of the integrated energy park, the output
and cost model of the park is established. Second, with the minimum daily cost as the upper layer
objective and the highest energy efficiency of the cogeneration system as the lower layer objective,
a double-layer optimal scheduling model is established. Then based on non-cooperative game,
the optimal operation strategy of each zone is obtained through the game among all the zones.
An integrated energy park is taken as an example, the results show that the proposed model can
make zones adjust their operation strategies more reasonably, thus helping to reduce the cost of the
park and improve energy efficiency.

Keywords: integrated energy park; park partition; double-layer optimal scheduling; non-cooperative
game; Nash equilibrium

1. Introduction

With the increasing demand for energy and the accelerating development of urbanization, the
contradiction between the energy demand of human society and the endurance of the environment
has become increasingly prominent. Seeking an energy operation mode which is characterized by
energy interconnection, high efficiency, and low carbon has become the direction of future energy
development [1–3]. In such a global environment, integrated energy system emerges as the times
require, as the physical carrier of energy internet; it has been well known in academia and business
circles [4,5]. In the Implementation Opinions on Promoting the Construction of Multi-energy Complementary
Integration and Optimization Demonstration Projects, issued by the China National Development and
Reform Commission in 2016, it is proposed that in the face of end-user demand for electricity, heat,
cold, gas and other energy, the development of traditional and new energy resources should be tailored
to local conditions and complementary utilization [6].

As a place where urban energy consumption gathers, the integrated energy park gathers several
individuals with similar energy consumption characteristics. It has the characteristics of large
energy demand, concentrated energy consumption, and gathering multiple loads of cold, heat, and
electricity [7]. The day-ahead optimal scheduling of integrated energy system is an important link
to ensure the optimal operation of integrated energy park. It is of great significance for energy
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saving, emission reduction, reducing the operation cost of integrated energy system and improving
energy efficiency.

Nowadays integrated energy parks are often partitioned internally according to certain rules.
As independent decision-makers, these zones exist in the integrated energy parks, which hope to
maximize their own interests as far as possible. There are many researches on optimal scheduling
of integrated energy system in the literatures. In literature [8], the economic emission scheduling
of integrated energy system (IES) has been obtained using multi-objective optimization framework.
Literature [9] presents the capabilities of the TBATS model which has no seasonality constraints, making
it possible to create detailed, long-term forecasts. Literature [10] considers the characteristics of power
to gas (P2G) facilities, power systems, natural gas systems, and heating systems. This paper presents an
optimal dispatching model for a multi-energy system with P2G facilities. In literature [11], a two-stage
stochastic mixed integer linear programming model for day-ahead energy dispatch in multi-carrier
energy systems is established considering the time-varying and volatility of the renewable energy
price signals. In literature [12], a new day-ahead optimal dispatching model for P2G storage and gas
load management in power and natural gas markets is proposed to minimize the gas consumption cost
of gas load. Most of these literatures have focused on the lowest operating cost, the best environmental
protection, or other objectives, and have made in-depth studies on the day-ahead optimal scheduling
of an integrated energy system. However, in the process of optimal scheduling, the interests of each
zone in the integrated energy park are not considered in detail. Meanwhile, under the background of
energy shortage, energy saving and emission reduction, the unit price of electricity and natural gas
often changes with the increase of purchases. The unit price of electricity is affected by the relationship
between supply and demand in the electricity market. The larger the quantity of electricity purchased,
the higher the clearing price [13,14]. In order to reduce inefficient and unfair phenomena such as cross
subsidies and inversion caused by low natural gas prices, natural gas also adopts the system that the
higher the purchase volume, the higher the gas unit price [15,16]. Each zone in the integrated energy
park hopes to pursue greater interests as far as possible. Because of the relationship between electricity
price, gas price, and purchase volume, the interests of each zone are affected by the decision-making of
other zones, so all zones constitute a non-cooperative game.

In summary, in order to take into account the interests of each zone in the optimal scheduling of
integrated energy park, the dynamic model of electricity price and gas price is introduced, a double-layer
optimal scheduling model of integrated energy parks based on non-cooperative game theory is proposed
and used to obtain the optimal operation strategy of each zone in the park, so as to achieve Nash
equilibrium solution beneficial to each zone. An integrated energy park is taken as an example, and the
results show that the proposed model can make zones adjust their operation strategies more reasonably,
thus helping to reduce the cost of the park and improve energy efficiency.

2. Operation Analysis of Integrated Energy Park

2.1. Typical Integrated Energy Park

Typical integrated energy parks are equipped with combined cool, heat, and power (CCHP)
equipment, including combined heat and power (CHP) system, gas boiler, electric refrigeration unit,
heat pump unit, absorption refrigeration unit, etc. CHP system includes gas turbine and waste heat
boiler with supplementary combustion device. In addition, there are photovoltaic power generation
and energy storage equipment in the park. The specific energy utilization framework is shown in
Figure 1.
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Figure 1. Energy utilization framework of a typical integrated energy park.

As can be seen from the figure above, the electric load sources of the park include power purchase
from the power grid, gas turbine power generation, and photovoltaic power generation. The cold load
of the park is provided by electric refrigeration units and absorption refrigeration units; as for the heat
load, part of it comes from the waste heat generated by the gas turbine power generation, and the
output of the waste heat can be adjusted by adding oil to the waste heat boiler. When the waste heat
is insufficient, natural gas can be added to the gas boiler to supplement the heat. In addition, heat
pump is also one of the sources of heat load. When the electricity price is low in the valley, the park
reduces the gas purchase volume and purchases a large amount of electricity from the grid to meet the
load demand and energy storage in the park; when the electricity price is high in the peak, the park
purchases less electricity from the grid, and provides energy by increasing the output of gas turbines
and discharging of energy storage equipment.

2.2. Equipment Output Model of Integrated Energy Park

One day is divided into 24 time periods, represented by t, t = 1, 2, . . . , 24. Each time period lasts
one hour, time interval is represented by T.

1. CHP system

(1) Gas turbines. Natural gas is added to the gas turbine, expands after combustion to provide
mechanical energy, and then converts it into electricity. The output power of a gas turbine is

Pe
CHP(t) = ηe

CHP·Pgas
CHP(t) (1)

Pe
CHP(t)—output electric power of CHP system during time period t, W.
ηe

CHP—generation efficiency of CHP system.
Pgas

CHP(t)—energy of natural gas input into the CHP system during time period t, W.
The symbol P in the paper represents the power of the equipment, the energy provided by gas or

oil per unit time, and the amount of electricity purchased per unit time.

(2) Waste heat boiler. The waste heat boiler can output waste heat generated by gas turbine, and
the heat power output by the waste heat boiler is as follows:

Ph
CHP(t) = Pe

CHP(t)·VCHP(t) (2)

Ph
CHP(t)—output electric power of CHP system during time period t, W.

VCHP(t)—thermoelectric ratio of CHP system during time period t.
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Thermoelectric ratio is the ratio of the output heat power to the output electric power of the CHP
system during time period t. The thermoelectric ratio of the CHP system can be changed by supplying
oil to the waste heat boiler with a supplementary combustion device to adjust the supplementary
combustion rate. The supplementary combustion device can be divided into external supplementary
combustion and internal supplementary combustion. Because of the high investment cost and the
inconvenience of operation and maintenance of the external supplementary combustion device [17],
it assumes that the internal supplementary combustion device is used in the waste heat boiler in
this paper. Literature [18] provides experimental data on supplementary combustion of waste heat
boilers, which are fitted by Statistical Product and Service Solutions (SPSS), and the following linear
relationships are obtained.

VCHP(t) = Ya·A(t) + Yb (3)

A(t) = Yc· Poil(t)
Pe

CHP(t)
+ Yd (4)

A(t)—supplementary combustion rate during time period t.
Poil(t)—energy of oil supplied during time period t, W.
The following parameters are obtained by fitting: Ya = 2.589, Yb = 2.064, Yc = 0.381, Yd = 0.001,

and the results show that the Rˆ2 of the two fitting results are 0.9883 and 0.9727, respectively (more
than 0.8 means that the fitting results are relatively good).

2. Gas boiler. When the waste heat from CHP system cannot meet the demand of the heat load,
natural gas can be added to the gas boiler to supplement the heat. The output heat power of the gas
boiler is as follows:

Ph
GB(t) = ηGB·Pgas

GB (t) (5)

Ph
GB(t)—output heat power of gas boiler during time period t, W.
ηGB—heat production efficiency of gas boiler.
Pgas

GB (t)—energy of the natural gas input into the gas boiler during time period t, W.

3. Electric refrigeration unit. Electric refrigeration units can convert electricity to provide cold
load for the park. The operation model is as follows.

Pc
e(t) = ηe

c ·Pe
c(t) (6)

Pc
e(t)—output cold power of electric refrigeration unit during time period t, W.
ηe

c—efficiency of electric refrigeration unit.
Pe

c(t)—input electric power of electric refrigeration unit during time period t, W.

4. Heat pump unit. Heat pump units can convert the electric energy to provide the demand for
the heat load of the park. The operation model is as follows.

Ph
e (t) = ηe

h·Pe
h(t) (7)

Ph
e (t)—output heat power of heat pump unit during time period t, W.
ηe

h—efficiency of heat pump unit
Pe

h(t)—input electric power of heat pump unit during time period t, W.

5. Absorption refrigeration unit. Absorption refrigeration units can convert heat energy to provide
cold load for the park. The operation model is as follows.

Pc
h(t) = ηh

c ·Ph
c (t) (8)

Pc
h(t)—output cold power of absorption refrigeration unit during time period t, W.
ηh

c —efficiency of absorption refrigeration unit.
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Ph
c (t)—input heat power of absorption refrigeration unit during time period t, W.

2.3. Daily Cost Model of Park

The daily cost of the park considered in this paper includes the daily operating cost of the park
and the daily environmental value cost of the park. The daily operating cost of the park does not
involve the initial investment cost of each equipment; it mainly includes the daily gas purchase cost,
electricity purchase cost, oil cost and the operation and maintenance cost of each equipment. The unit
price of gas and electricity is related to the quantity of gas purchased and the electricity purchased in
the park, which means the more the purchased quantity, the higher the unit price. Oil is regarded as
fixed price because it only plays a regulatory role and its purchases are relatively small. The daily
environmental value cost of the park includes the treatment cost of pollutants caused by the daily use
of gas turbines, waste heat boilers, and gas boilers in the park.

2.3.1. Daily Operating Cost of the Park

1. Gas purchase cost. The park purchases gas from natural gas suppliers for gas turbines and gas
boilers. The cost of purchasing gas is as follows:

Cgas(t) = cgas(t)·(Pgas
CHP(t) + Pgas

GB (t))·T/(λgas·ρgas) (9)

Cgas(t)—gas purchase cost of park during time period t, USD.
cgas(t)—gas unit price during time period t, USD/m3.
T—time interval, h.
λgas—calorific value of natural gas, J/kg.
ρgas—density of natural gas, kg/m3.
The unit price of natural gas is positively correlated with the purchase amount of natural gas of

the park
cgas(t) = Agas·(Pgas

CHP(t) + Pgas
GB (t))·T/(λgas·ρgas) + Bgas (10)

Agas—gas price parameters, USD/(m3)2.
Bgas—gas price parameters, USD/m3.

2. Electricity purchase cost. The park purchases electricity from the power grid to meet the
demand of electric load in the park and realizes the storage and conversion of power through energy
storage equipment, electric refrigeration unit, and heat pump unit. The cost of power purchase is
as follows.

Cgrid(t) = cgrid(t)·Pe
grid(t)·T (11)

Cgrid(t)—electricity purchase cost of park during time period t, USD.
cgrid(t)—electricity unit price during time period t, USD/J.
Pe

grid(t)—electricity purchase of the park during time period t, W.
The unit price of electricity is positively correlated with the purchase amount of electricity of the

park and is affected by the peak and valley period of electricity consumption.

cgrid(t) = a(t)·Pe
grid(t)·T + b(t) (12)

a(t)—electricity price parameters during time period t, USD/(J)2.
b(t)—electricity price parameters during time period t, USD/J.

3. Oil purchase cost. Oil is used for supplementary combustion, and the thermoelectric ratio of
CHP system can be adjusted by adding oil to the waste heat boiler. The cost is as follows:

Coil(t) = coil·Poil(t)·T/λoil (13)
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Coil(t)—Oil purchase cost during time period t, USD.
coil—oil unit price, USD/kg.
λoil—calorific value of oil, J/kg.

4. CCHP equipment cost. It includes the operation and maintenance costs of CHP system, gas
boiler, electric refrigeration unit, heat pump unit, and the absorption refrigeration unit, as follows

CCCHP(t) =
5∑

i=1

ci·Pi(t)·T (14)

CCCHP(t)—total cost of operation and maintenance of CCHP equipment during time period t, USD.
ci—operational and maintenance cost per unit output power of the above five equipment, USD/J.
Pi(t)—output power of five equipment during time period t, W.

5. Energy storage cost. Operation and maintenance cost of electric energy storage equipment

Csto(t) = csto·ηsto·(Pe
char(t) + Pe

dis(t))·T (15)

Csto(t)—operation and maintenance cost of electric energy storage equipment during time period
t, USD.

csto—operation and maintenance cost per unit charge and discharge volume of electric energy
storage equipment, USD/J.

ηsto—charging and discharging efficiency of electric energy storage equipment
Pe

char(t)—charging power of electric energy storage equipment during time period t, W.
Pe

dis(t)—discharging power of electric energy storage equipment during time period t, W.

2.3.2. Daily Environmental Value Cost of the Park

1. Environmental value cost of gas turbine

CGT(t) = Pe
CHP(t)·T·

5∑
i=1

Ji
GT·Ki (16)

CGT(t)—environmental value cost of gas turbine during time period t, USD.
i—pollutants, including SO2, NOx, CO, CO2, TSP.
Ji
GT—emissions of various pollutants per unit output electric power from gas turbine, kg/J.

Ki—environmental costs of various pollutants, USD/kg.

2. Environmental value cost of waste heat boiler

CWHB(t) = Ph
CHP(t)·T·

5∑
i=1

Ji
WHB·Ki (17)

CWHB(t)—environmental value cost of waste heat boiler during time period t, USD.
Ji
WHB—emissions of various pollutants per unit output heat power from waste heat boiler, kg/J.

3. Environmental value cost of gas boiler.

CGB(t) = Ph
GB(t)·T·

5∑
i=1

Ji
GB·Ki (18)

CGB(t)—environmental value cost of gas boiler during time period t, USD.
Ji
GB—emissions of various pollutants per unit output heat power from gas boiler, kg/J.
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3. Double-Layer Optimal Scheduling Model Based on Non-Cooperative Game

Double-layer optimization is a system optimization problem with a double-layer hierarchical
structure. The upper and lower layers have their own objective functions and constraints. The upper
layer decision will generally affect the lower layer objective and constraints, while the lower layer will
provide feedback to the decision of the upper layer, thus realizing the interaction between the decisions
of upper and lower layers [19].

This paper considers a double-layer optimal scheduling model as shown in Figure 2. The upper
layer aims at minimizing the daily cost of the park. The output strategy b(t) such as gas purchasing,
electricity purchasing, and the output power of the equipment of the park is obtained. The lower layer
aims at maximizing the energy efficiency of the CHP system in the park, and the thermoelectric ratio
regulation strategy of the CHP system is obtained. The upper layer inputs the park output strategy to
the lower layer, and the lower layer adjusts the thermoelectric ratio of the CHP system to optimize the
energy efficiency of the CHP system, the upper layer re-optimizes according to the thermoelectric ratio
adjustment strategy of the lower layer, and the upper and lower layers iterates repeatedly until the
result is optimal.

 
Figure 2. Double-layer optimal scheduling model.

3.1. Upper Layer Model

3.1.1. Objective Function

The upper-layer model takes the minimum daily cost of the park as the optimization objective,
and the decision variables are as follows.

sn(t) =
[
Pgas

GB (t), Pgas
CHP(t), Pe

c(t), Pe
h(t), Ph

c (t), Pe
grid(t), Pe

char(t), Pe
dis(t), VCHP(t)

]
(19)

The objective function of the upper layer model is

Csum = min
24∑

t=1

(Cop(t) + Cen(t)) (20)

Cop(t) = Cgas(t) + Cgrid(t) + Coil(t) + CCCHP(t) + Csto(t) (21)

Cen(t) = CGT(t) + CWHB(t) + CGB(t) (22)

Csum—daily cost of park, USD.
Cop(t)—operation cost of park during time period t, USD.
Cen(t)—environmental value cost of park during time period t, USD.
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3.1.2. Constraint Condition

1. Energy Conservation Constraints

(1) Electric load

Pe
grid(t) + Pe

CHP(t) + ηsto·Pe
dis(t) + Pe

PV(t) = Le(t) + ηsto·Pe
char(t) + Pe

c(t) + Pe
h(t) (23)

Pe
PV(t)—output power of photovoltaic power generation in the park during time period t, W.

Le(t)—electric load of the park during time period t, W.

(2) Heat load
Ph

CHP(t) + Ph
GB(t) + Ph

e (t) = Lh(t) + Ph
c (t) (24)

Lh(t)—heat load of the park during time period t, W.

(3) Cold load
Pc

h(t) + Pc
e(t) = Lc(t) (25)

Lc(t)—Cold load of the park during time period t, W.

2. Equipment output constraints
0 < Pk < Pmax

k (26)

K—1, 2, . . . , 5, represents CHP system, gas boiler, electric refrigeration unit, heat pump unit,
absorption refrigeration unit. Pk—output power of various kinds of equipment, W.

Pmax
k —maximum output power of various kinds of equipment, W.

Some equipment such as gas turbine have the problem of low efficiency at low power levels, but
the efficiency can be improved by preheating gas or combustion-supporting air when the equipment is
at a low power level. So the efficiency can be approximately regarded as a fixed value when power
constraints are valid from 0.

3. Energy storage constraints

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

0 < Pe
char(t) < Pmax

char
0 < Pe

dis(t) < Pmax
dis

Pe
char(t)·Pe

dis(t) = 0
24∑

t=1
(Pe

char(t) − Pe
dis(t)) ≥ 0

(27)

Pmax
char—maximum charging power of electric energy storage equipment, W.

Pmax
dis —maximum discharging power of electric energy storage equipment, W.

3.2. Lower Layer Model

3.2.1. Objective Function

The lower layer model takes the highest energy efficiency of CHP system (the ratio of output
energy to input energy of CHP system) as the optimization objective, and the decision variable is VCHP

of CHP system, and the objective function of the lower layer model is

ηp = max

24∑
t=1

(Pe
CHP(t) + Ph

CHP(t) + Ph
GB(t))

24∑
t=1

(Poil(t) + Pgas(t))
(28)

ηp—energy efficiency of CHP system.
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Pgas(t)—the total energy of natural gas used in the park during time period t, W.

3.2.2. Constraint Condition

The CHP system in the park adopts the waste heat boiler with internal supplementary combustion
device; its supplementary combustion quantity is less, thus the supplementary combustion rate
constraint should be satisfied when oil is added to adjust the thermoelectric ratio [20]. The constraint
is as follows.

0 < A(t) < Amax (29)

Amax—maximum supplementary combustion rate of internal supplementary combustion
device, 1(%).

3.3. Non-Cooperative Game

Nowadays integrated energy parks are often partitioned internally according to certain rules,
such as regional function administrative level, population, economic scale, and load density. When
there are multiple zones in the integrated energy park, these zones act as decision-makers, and each
of them formulates the most suitable operation strategy for itself. Because the unit price of gas and
electricity is related to the total purchases of gas and electricity of the park, when the operation strategy
of one zone changes, the other zones will also change accordingly. Therefore, the daily cost of each
zone is not only related to its own operation strategy, but also affected by the operation strategy of the
other zones, thus all the zones constitutes a non-cooperative game.

It is assumed that there are N zones in the integrated energy park, and the operation strategy of
each zone is as follows:

sn(t) =
[
Pgas

GB (t), Pgas
CHP(t), Pe

c(t), Pe
h(t), Ph

c (t), Pe
grid(t), Pe

char(t), Pe
dis(t), VCHP(t)

]
(30)

n represents the nth zone and sn(t) is operation strategy of the nth zone. The daily cost of each
zone is Cn(sn(t), S−n(t)), S−n(t) represents the operation strategies of N − 1 zones except zone n.

All zones participating in the game expect to reach the minimum of their own costs. In the process
of the game, each zone will reach an equilibrium point, now for each zone, its own operation strategy
is the best, and the cost will increase if the strategy is changed. So, each zone has no motive to change
its own operation strategy currently. This equilibrium state is Nash equilibrium. This moment s∗n(t) of
each zone is Nash equilibrium solution, and for each zone, there are operation strategy [21].

Cn(s∗n(t), S−n∗(t)) ≤ Cn(sn(t), S−n∗(t)) (31)

4. Solution of the Model

The solving process of double-layer optimal scheduling model based on non-cooperative game is
as follows:

1. Set the initial value of the operation strategies of N zones (sn(t)) and set the precision (ε).
2. For the nth zone, the operation strategies of the remaining N − 1 zones (S−n(t)) are regarded as

fixed values, the optimal solution of output strategy (bn(t)) and daily cost of the zone (cn) are
obtained by calculating formula (20).

3. The optimal solution of the output strategy is input to the lower layer, the optimal solution of the
thermoelectric ratio regulation strategy (Vn∗

CHP(t)) is obtained by calculating formula (28).

4. The upper objective function is recalculated according to Vn∗
CHP(t), and the new optimal solution

of the output strategy (bn*(t)) and the daily cost of the zone (cn*) are obtained.
5. When

∣∣∣c∗n − cn
∣∣∣ < ε, the currently operation strategy s∗n = [b∗n(t), Vn∗

CHP(t)] is the optimal strategy
for the zone, otherwise repeat step 3.

6. Repeat steps 2–5 to find the optimal operation strategies of the remaining N − 1 zones.
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7. Repeat steps 2–6 until the optimal operation strategies of N zones do not change, and then the
operation strategy of each zone under Nash equilibrium solution is obtained.

The solution flow chart is shown in Figure 3.

ε

ε

Figure 3. Solution flow chart.

5. Analysis of Examples

5.1. Basic Data and Assumptions

An integrated energy park is taken as an example, the park can be divided into four zones
according to the load density. The park schematic diagram is shown in Figure 4.
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Figure 4. Schematic diagram of an integrated energy park.

The basic data of the example are as follows: Agas = 0.377 USD/(m3)2, Bgas = 4.35 × 10−5 USD/m3,
λgas = 4.96 × 107 J/kg, ρgas = 0.7174 kg/m3. Peak-valley mechanism is adopted for electricity price
parameters: valley (1 a.m.~6 a.m., 11 p.m.~12 p.m.), a(t) = 1.57 × 10−19 USD/(J)2, b(t) = 1.5 × 10−8 USD/J;
normal (7 a.m.~11 a.m., 2 p.m.~7 p.m.), a(t) = 2.35 × 10−19 USD/(J)2, b(t) = 2.94 × 10−8 USD/J; peak
(12 a.m.~1 p.m., 8 p.m.~10 p.m.), a(t)= 3.13× 10−19 USD/(J)2, b(t)= 4.72× 10−8 USD/J, coil = 0.355 USD/kg,
λoil = 4.4 × 107 J/kg. The parameters of equipment efficiency and operation cost are shown in Table 1,
the emission intensity and the environmental cost of various pollutants from gas turbines, waste heat
boilers, and gas boilers are shown in Table 2 [22–26].

Table 1. Efficiency and operation cost of equipment in the park.

Efficiency Numerical Value(%) Operation Cost Numerical Value (USD/J)

ηe
CHP 35 CHP system c1 1.37 × 10−9

ηGB 90 Gas boiler c2 8.7 × 10−11

ηe
c 400 Electric refrigeration unit c3 3.91 × 10−10

ηe
h 450 Heat pump unit c4 1.05 × 10−9

ηh
c 70 Absorption refrigeration unit c5 3.22 × 10−10

ηsto 95 Energy storage csto 7.25 × 10−11

Note: In order to facilitate the calculation, the average efficiency of common types of equipment are chosen as the
calculation data by consulting the relevant literatures.

Table 2. Pollutant emission intensity and environmental cost of pollutants in the park.

Pollutant Species SO2 NOx CO CO2 TSP

Gas turbine (kg/J) 6.4 × 10−13 3.4 × 10−10 0 1.1 × 10−7 1.3 × 10−11

Waste heat boiler
(kg/J) 2.4 × 10−9 1.1 × 10−9 3.4 × 10−11 2.3 × 10−7 5.3 × 10−11

Gas boiler (kg/J) 2.6 × 10−13 1.6 × 10−10 0 4.6 × 10−8 6.0 × 10−12

Environmental cost
(USD/kg) 0.87 1.16 0.145 0.0033 0.319

The electric, heat, cold load, and photovoltaic power generation of the park in a day are shown in
Figure 5.
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Figure 5. Load and photovoltaic power generation of the park.

5.2. Results and Analysis of Examples

According to the proposed model and solution method, the Nash equilibrium solutions of four
zones are solved. An example of a zone is presented; Figure 6 is the output optimization results of
electric load, heat load, and cold load of the zone. The positive value in the figure represents the input
energy, such as electricity purchasing, power generation, electric energy storage discharging, boiler
heat generation, etc. The negative value represents the output energy, such as electricity, heat, cold
load of the zone, electric energy storage charging, etc.

Figure 6. Cont.
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(c) 

Figure 6. Optimal scheduling result of a zone. (a) Optimal scheduling result of electric load. (b) Optimal
scheduling result of heat load. (c) Optimal scheduling result of cold load.

As can be seen from Figure 6, during late night and before dawn, the zone reduces the use of
natural gas, and purchases a large amount of electricity from the grid. In addition to meeting the
electric load of the zone, it also provides heat and cold loads for the zone through heat pump unit and
electric refrigeration unit. In addition, excess electricity is stored by storage devices and then provides
power to the zone during electricity peak. During the period from sunrise to sunset, the zone seldom
purchases electricity from the grid. The energy needed is mainly from gas turbine power generation
and photovoltaic power generation. The heat load of the zone almost entirely comes from the gas
boiler and the waste heat boiler. As a result of the relatively large amount of heat generated at this time,
the output of absorption refrigerant unit is also increased. During the period from sunset to night, the
demand for electricity load increases sharply, and photovoltaic power generation almost no longer
provides electricity; electricity generated by the gas turbines and stored by the electric energy storage
equipment during electricity valley can provide the electric load demand of the zone.

The comparison of gas purchase and electricity purchase before and after the game is shown in
Figure 7. It can be seen that the sum of gas purchase of each zone after the game is less than the gas
purchase of the whole park before the game. With respect to the electricity purchase, the electricity
purchase of each zone after the game are transferred from peak time and normal time to valley time,
which can play the role of peak shaving and valley filling.

(a)

Figure 7. Cont.
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(b) 

Figure 7. Comparison of gas purchase and electricity purchase of the park before and after the game.
(a) Comparison of gas purchase. (b) Comparison of electricity purchase.

According to the proposed model and solution method, the daily total cost and the energy
efficiency of CHP system of each zone are calculated respectively. The results are compared with
those of the whole integrated energy park before the game, as shown in Table 3. The summary cost of
the zones is the total cost of the four zones costs, the summary efficiency of the zones is the average
efficiency of the four zones.

Table 3. Comparison of cost and energy efficiency of combined heat and power (CHP) system in the
park before and after the game.

Object

ParameterTotal Cost Csum (USD) Efficiency (%)

Zone 1 4795.4 74.14
Zone 2 4281.8 67.49
Zone 3 4210.8 70.79
Zone 4 4648.8 64.94

Summary of zones 17,936.8 69.34
The whole park before game 19,678.82 67.33

Table 3 shows that after the non-cooperative game, the total cost of each zone is approximately
1742 USD less than the cost of the whole integrated energy park before the game, and the average
energy efficiency of CHP system in various zones is about 2% higher than that in the whole park before
the game.

6. Conclusions

To take into account the interests of various zones in the optimal scheduling of integrated energy
parks, a double-layer optimal scheduling model of integrated energy parks based on non-cooperative
game is proposed, which enables each zone to reach a balance through mutual game and get Nash
equilibrium solution, thus making the most appropriate operation strategy. The following conclusions
are drawn from the analysis of examples:

(1) The model proposed in this paper can make the zones adjust their operation strategies more
reasonably. After the game, the total cost of all the zones is less than the cost of the whole energy
park before the game, and the average energy efficiency of CHP system is improved.

(2) After the game, the amount of natural gas used by each zone has been reduced, which meets the
needs of energy saving and emission reduction in the current age. At the same time, the purchase
of electricity from the power grid is concentrated in the electricity valley, which has a certain role
in peak shaving and valley filling.
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IES integrated energy system
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CHP combined heat and power
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Abstract: Power to gas facilities (P2G) could absorb excess renewable energy that would otherwise
be curtailed due to electricity network constraints by converting it to methane (synthetic natural
gas). The produced synthetic natural gas can power gas turbines and realize bidirectional energy
flow between power and natural-gas systems. P2G, therefore, has significant potential for unlocking
inherent flexibility in the integrated system, but also poses new challenges of increased system
complexity. A coordinated operation strategy that manages power and natural-gas network
constraints together is essential to address such challenges. In this paper, a novel low-carbon
economic environmental dispatch strategy is presented considering all the constraints in both
systems. The multi-objective black-hole particle swarm optimization algorithm (MOBHPSO) is
adopted. In addition to P2G, a gas demand management strategy is proposed to support gas flow
balance. A new solving approach that combines the effective redundancy method, trust region
method, and Levenberg-Marquardt method is proposed to address the complex coupled constraints.
Case studies that use an integrated IEEE 39-bus power and Belgian high-calorific 20-node gas system
demonstrate the effectiveness and scalability of the proposed model and optimization method.
The analysis of dispatch results illustrates the benefit of P2G for the wind power accommodation,
and low-carbon, economic, and environmental improvement of integrated system operation.

Keywords: hybrid electricity-natural gas energy systems; power to gas (P2G); low-carbon; economic
environmental dispatch; trust region method; Levenberg-Marquardt method

1. Introduction

With further acceleration of the low-carbon energy process, as well as the energy crisis,
environmental pollution, and other issues, the capacity of renewable energy sources has increased
continuously. Due to the intermittency and uncertainty of wind power as well as the lack of peak
load regulation of power system, it is likely that more and more wind power generation will have
to be curtailed in order to maintain the power system reliability [1]. To solve this problem, much
research is carried out to explore practical means to reduce the curtailment of wind power generation.
The growing interdependence of the power system and natural-gas system and the development
of power to gas technologies [2–8] creates operational interactions between the power system and
natural-gas system, which could obtain additional benefits for both systems, including reducing the
curtailed wind power generation. On the one hand, the power system tends to require more flexible
power energy from the natural-gas system to shift peak load compared with the gas-fired units [3],
which is conductive to the accommodation of wind power. On the other hand, the natural-gas system
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absorbs methane or hydrogen produced by P2G to guarantee the continuity of gas supply and the
wind power energy will be stored and transported in the existing natural-gas system for generating
low-carbon electricity or heat later [9–11], which uses the curtailed wind power directly. Therefore, the
integrated electricity-natural gas energy systems with P2G have become one of the effective forms to
reduce the curtailment of wind power generation.

The diagram of integrated electricity-natural gas energy systems with P2G is shown in Figure 1.
It can be seen that the power system and the natural-gas system exchange the energy between P2G
and gas-fired units. When the curtailed wind power is converted to hydrogen or methane through
power to hydrogen facilities (P2H) or power to methane facilities (P2M), P2G which includes P2H and
P2M is the load of power system and the gas source of natural-gas system. Meanwhile, the gas-fired
units are the load of natural-gas system and the generators of power system. Obviously, operation
parameters of P2G, power system and natural-gas system are interrelated and interactive which can
affect the operation cost, CO2 emissions, reliability, and stability of both systems. Therefore, how
to deal with the interactive relationship between power system and natural-gas system and how to
achieve coordinated optimal operation with economic environmental benefits are the key issues for
the integrated power system and natural-gas system.
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Figure 1. Diagram of integrated electricity and natural-gas energy systems with power to gas (P2G).

For the integrated electricity-natural gas energy systems, the initial research is focused on optimal
power flow [12–15], unit commitment [16], optimal dispatch [17–19], steady-state analysis [20], and
system planning [21]. For the calculation of optimal power flow, the total operation cost is usually
considered as optimal objective and the dual interior point method [12], the Monte Carlo method [13]
and the point estimation method [14] are adopted frequently. Some studies introduce an energy hub to
deal with the translation of different energies in the hybrid electricity-natural gas energy systems [13,17].
For the optimization of system operation, the operation of power system and the operation of
natural-gas system are mostly optimized separately using the deterministic optimization methods or
stochastic optimization methods [18]. For the steady-state analysis of the hybrid electricity-natural gas
energy systems, based on the steady-state analysis of power system, the analysis model of natural-gas
system is realized by analogy analysis between power system and natural-gas system, and then
the comprehensive steady-state analysis model of hybrid electricity-natural gas energy systems is

196



Energies 2019, 12, 1355

given [20]. For the optimal system planning, a chance constrained programing approach is presented
to minimize the investment cost of the integrated energy systems [21]. In these studies, P2G is not
considered. As the coupling operation link of the power system and natural-gas system, P2G plays a
more and more important role in wind power accommodation with broad prospects and potential for
energy development [22–24]. Therefore, it is necessary to carry out the research on optimal operation
of integrated electricity-natural gas energy systems considering P2G. The early studies on P2G are
mainly focused on technology implementation and security application [6,25–28]. Recently, although
some achievements about optimal operation of integrated electricity-natural gas energy systems
considering P2G have been achieved [6–8,24,29–38], it still seems to be in the exploratory stage from
the following aspects.

(1) Optimal objectives: The minimum total operation cost is mostly adopted [6,24,29–32,37].
In only a few studies, the maximum wind power accommodation [33], the minimum energy purchase
cost [34], or net power demand smoothness [38] is also considered as the objective. However,
environmental benefit is rarely considered. As we know, the low-carbon and emission reduction
requirements become more and more important. Therefore, it is necessary to take environmental
benefit into consideration.

(2) Optimal models: The operation model of power system and operation model of natural-gas
system are mainly established separately based on the two-level optimal power flow structure [6,30–32].
It seems that rare consideration is given to coordinated optimization between the two energy systems.

(3) Optimal algorithms: Generally, the traditional algorithms are adopted in most studies, such as
the mix-integer linear programming method [3,24], mixed-integer quadratic programming method [37],
and interior point method [35]. However, the intelligent optimization algorithms with high global
search ability and fast convergence speed are rarely used.

(4) Constraints handling methods: The constraints handling methods affect the operation
results directly. Few articles give full details about the constraints handling methods, especially
for the complicated dynamic nodal balance constraint and volume limits of gas storage in the
natural-gas system.

On the above premises, this paper establishes the optimal operation model of the hybrid
electricity-natural gas energy systems considering operation cost, natural-gas cost reduction due to
P2G, CO2 emissions, and SOx emissions to achieve low-carbon, economic, and environmental benefits.
The multi-objective black-hole particle swarm optimization algorithm (MOBHPSO) [39–42] is adopted.
The power flow is calculated using the Newton-Raphson method. The non-linear gas flow equations are
solved by the trust region method [43,44] and Levenberg-Marquardt (L-M) method [45,46], respectively.
The gas demand management strategy is proposed to balance the gas flow. Moreover, the detailed
handling methods of inequality constraints in natural-gas system are also given in this paper. Several
case studies are carried out on a hybrid IEEE 39-bus power system and Belgian high-calorific 20-node
gas system in a period of 24 h to investigate the low-carbon, economic and environmental benefits of
P2G in terms of cost reduction ($6.165 × 105), rate decline of wind curtailment (from 24.85% to 4.04%),
CO2 emissions reduction (3630 tons), and SOx emissions reduction (0.254 ton).

2. Problem Formulation

The optimal low-carbon economic environmental dispatch problem of hybrid electricity-natural
gas energy systems with P2G is a complicated non-convex, coupled, non-linear, multi-objective, and
multi-constraint optimization problem. It contains three parts: The first one is the optimization
of power system; the second one is the optimization of natural-gas system; and the last one is the
coordination of the hybrid electricity-natural gas energy systems. The flow chart of this optimization
problem is shown in Figure 2. Each part of the flow chart will be described in detail.
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Figure 2. Flow chart.

2.1. Optimal Economic Environmental Dispatch of Power System

2.1.1. Objectives

(1) Minimum Fuel Cost of the Power System

Min Fp =
NG
∑

i=1

T
∑

t=1
aiPGi(t)

2 + biPGi(t) + ci (1)

(2) Minimum SOx Pollutant Emissions of the Power System

Min ESOx =
NG
∑

i=1

T
∑

t=1
(αi + βiPGi(t) + γiPGi(t)

2 + δieλi PGi(t)) (2)

(3) Minimum Load Loss Rate of the Power System

Min Lp =

T
∑

t=1

[
PL(t)+

NP2G
∑

k=1
PP2G,k(t)−

NG
∑

i=1
PGi(t)

]
T
∑

t=1
PL(t)

(3)

where Fp is the fuel cost of power system; NG is the number of power generations; T is the number of
time periods; PGi (t) is the power generation output at time t; ai, bi, ci are coefficient of the fuel cost;
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ESOx is the pollutant emission of SOx; αi, βi, γi, δi, λi are coefficient of the pollutant emission; Lp is the
load loss rate presenting the reliability of power supply; NP2G is the number of P2G; PL(t) is the power
load at time t; PP2G (t) is the power supplied to the P2G facilities at time t.

The power output of gas-fired units is calculated by the product of the gas flow injected to the
gas-fired units QGT(t), higher heating value of natural gas HHVg and the energy conversion efficiency
ηGT(t). In this paper, the last objective is converted into a constraint by being less than a given value ε.

2.1.2. Constraints

(1) Power Output Limits
Pmin

Gi ≤ PGi(t) ≤ Pmax
Gi (4)

where Pmin
Gi and Pmax

Gi represent the minimum power output and maximum power output of unit
i, respectively.

(2) Ramp Rate Limits⎧⎨⎩ PGi(t) ≥ max
{

Pmin
Gi , PGi(t − 1)− ΔPdown

Gi

}
, PGi(t) ≤ PGi(t − 1)

PGi(t) ≤ min
{

Pmax
Gi , PGi(t − 1) + ΔPup

Gi

}
, PGi(t) ≥ PGi(t − 1)

(5)

where ΔPup
Gi and ΔPdown

Gi represent the ramp up rate and the ramp down rate of unit i, respectively.
(3) Line Capacity Limit

Sl(t) ≤ Smax
l (6)

where Smax
l is the maximum capacity of line l.

2.2. Optimal Low-Carbon Economic Dispatch of Natural-Gas System Considering P2G

2.2.1. Objectives

(1) Minimum the Operational Cost of Natural-Gas System

Min Cwell + Cgs + CP2G − SP2G (7)

Cwell =
Nw

∑
n=1

T

∑
t=1

Qwn(t)uwn(t) (8)

Cgs =
Ngs

∑
m=1

T

∑
t=1

Qgs,m(t)ugs,m(t) (9)

CP2G =
NP2G

∑
k=1

T

∑
t=1

PP2G,k(t)uP2G,k (10)

SP2G =
NP2G

∑
k=1

T

∑
t=1

QP2G,k(t)uave(t) (11)

where Cwell, Cgs, and CP2G represent the operation cost of gas wells, the operation cost of gas storage,
and the operation cost of P2G, respectively. SP2G is the saved natural-gas cost due to the P2G. Nw, Ngs

represent the number of gas wells and the number of gas storage, respectively; Qwn(t) is the gas flow
of gas well n; uwn(t) is the gas price of gas well n at time t; Qgs,m(t) is the gas flow of gas storage m at
time t (It is positive for inflow and negative for outflow); ugs,m(t) is the storage price for gas storage m
at time t; uP2G,k is the operation cost of P2G k; QP2G,k(t) is the gas flow of P2G k at time t; uave(t) is the
average gas price (In this paper, it is the average price of gas wells).

(2) Minimum CO2 Emissions of the Natural-Gas System

199



Energies 2019, 12, 1355

Min ECO2 =
Nw
∑

n=1

T
∑

t=1
Ewn(t) +

Ngs

∑
m=1

T
∑

t=1
Egs,m(t)−

NP2G
∑

k=1

T
∑

t=1
EP2G,k(t) (12)

where ECO2 represents CO2 emissions of the natural-gas system; Ewn(t), Egs,m(t) are the CO2 emissions
of gas well n, gas storage m at time t, respectively; EP2G,k(t) is the amount of CO2 absorbed by the
methanation process of P2G k at time t.

2.2.2. Constraints

(1) Gas Flow Limits of Gas Wells

Qmin
wn ≤ Qwn(t) ≤ Qmax

wn (13)

where Qmin
wn , Qmax

wn represent the minimum gas flow and the maximum gas flow of gas well n,
respectively.

(2) Gas Pressure Limits of Gas Nodes

Mmin
i ≤ Mi(t) ≤ Mmax

i (14)

where Mi(t) represents gas pressure of gas node i at time t. Mmin
i and Mmax

i are the minimum and
maximum gas pressure of gas node i.

(3) Gas Flow Equation of Pipelines

The natural-gas system satisfies the mass conservation law of fluid dynamics and Bernoulli
equation in the operation. The relationship between gas flow of pipelines and gas pressure of gas
nodes can be modeled as follows [12,35].

Qij(t)
∣∣Qij(t)

∣∣ = Cij

(
Mi(t)

2 − Mj(t)
2
)

(15)

Qij(t) =
Qin

ij (t) + Qout
ij (t)

2
(16)

where Qij(t) is the average gas flow of pipeline ij (Pipeline ij is the pipeline between gas node i and gas
node j); Qin

ij (t) and Qout
ij (t) are the injection and withdrawal gas flow of pipeline ij, respectively; Cij is a

constant related to the length, diameter, temperature and compressibility factor of pipeline ij.

(4) Line Pack Equation

Due to the compressibility of natural gas, the injection gas flow and the withdrawal gas flow of
the same pipeline would be different. Some excess natural gas can be stored in the pipelines, which is
called line pack. The line pack of pipeline ij is related to the average pressure and its own parameters
of pipelines, which can be modeled as below [12,15].

Lij(t) = ωij Mij(t) (17)

Mij(t) =
Mi(t) + Mj(t)

2
(18)

Lij(t) = Lij(t − 1) + Qin
ij (t)− Qout

ij (t) (19)

where Lij(t) is the line pack of pipeline ij at time t; ωij is a constant related to pipeline parameters, gas
constant, compressibility factor, gas density, and gas temperature.

(5) Nodal Gas Flow Balance Equation
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For each gas node, the gas flows into the node must equals the gas flows out of the node.

∑
n∈i

Qwn(t) + ∑
m∈i

Qgs,m(t) + ∑
k∈i

QP2G,k(t)− ∑
j∈Set_I(i)

Qin
ij (t)

+ ∑
j∈Set_O(i)

Qout
ij (t)− QGT,i(t)− QLi(t) = 0

(20)

where, the first three items are the gas flow of gas wells, gas storage, and P2G located at gas node i at
time t, respectively; QGT,i(t) and QLi(t) indicate the gas flow injected to gas-fired units and the gas load
at gas node i at time t, respectively; Set_I(i) is the set of pipeline ij which lets gas node i as the input
node; Set_O(i) is the set of pipeline ij which lets gas node i as the output node.

(6) Gas Flow Limits and Capacity Limits of Gas Storage

Qmin
gs,m ≤ Qgs,m(t) ≤ Qmax

gs,m (21)

Vmin
m ≤ Vm(t) ≤ Vmax

m (22)

Vm(t) = Vm(t − 1) + Qgs,m(t) (23)

where Qmin
gs,m and Qmax

gs,m are the minimum and maximum gas flow of gas storage m, respectively; Vm(t),
Vmin

m , Vmax
m are the capacity of gas storage m at time t, the minimum and maximum capacity of gas

storage m, respectively. When the gas is injected to the gas storage, Qgs,m(t) is positive, otherwise it is
negative.

(7) Compressor

The compressors are used to boost the pressure of the natural-gas network, which can help the
natural gas transporting to each gas load. In this paper, the energy consumed by the compressors is
calculated by using natural gas flow through the compressors. The consumed gas flow of compressor
r, Qconsume

cr (t), is calculated as presented below [15].

Qconsume
cr (t) = βcrPcr(t) (24)

Pcr(t) =
Qcr(t)
ηcr · τ

·
((

Mor(t)
Mir(t)

)τ

− 1
)

(25)

where βcr is energy conversion coefficient of compressor r; Pcr(t) is the consumed energy by compressor
r; Qcr(t) is the gas flow flowing through compressor r at time t; ηcr is the efficiency of compressor r;
τ = (α − 1)/α and α is variability index of compressors; Mor(t) and Mir(t) are the pressure of output
node and input node of compressor r, respectively.

(8) Gas Flow Limit of P2G

Qmin
P2G,k ≤ QP2G,k(t) ≤ Qmax

P2G,k (26)

where Qmin
P2G,k and Qmax

P2G,k are the minimum and maximum gas flow of P2G k, respectively.

2.3. Gas Demand Management Strategy to Coordinate the Two Energy Systems

When the pressure of some gas nodes is higher than the maximum pressure or lower than the
minimum pressure, which means the gas demand and the gas supply is not balanced on these gas
nodes, then the gas demand management strategy is used. The main idea is to adjust the gas flow of
gas turbines to achieve the gas demand balance, which means changing the power output of gas-fired
units. Then, the power output of units in power system will be adjusted.

2.4. Constraints Handling Methods

The constraints of power system are handled using the methods presented in Reference [39]. In this
paper, the constraints of natural-gas system are handled by the proposed method as shown below.
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2.4.1. Equality Constraints Handling Method

In this paper, the set of non-linear constraints Equations (15)–(20) of the natural-gas system
are solved by the trust region algorithm [43,44] and Levenberg-Marquardt algorithm (L-M) [45,46].
Trust region and L-M methods are both simple and powerful tools for solving systems of nonlinear
equations and large-scale optimization problems. They have the advantages of guaranteeing a solution
whenever it exists [43–46]. In this paper, the trust region method and L-M method are used to solve the
gas flow non-linear equations, respectively. The optimization results are compared in the case studies.

2.4.2. Inequality Constraints Handling Method

For the inequality constraints (13)–(14), (21)–(22), (26), the gas flow is the minimum when it is
lower than the minimum value and the gas flow is the maximum when it is over the maximum value.
For the gas storage volume constraint, the effective redundancy method is proposed in this paper.
The details of this method are as below.

a) For gas storage m at time t;
b) If Vm(t) ≤ Vmin

m , calculate ΔV = Vmin
m − Vm(t);

c) For ii = 1:t, calculate the gas flow redundancy of gas storage m at time ii. ΔQgs(ii) = min{Qmax
gs,m

− Qgs,m(ii), Vmax
m − Vgs,m(ii)}. If the gas node where the gas storage m is connected with P2G,

ΔQP2G(ii) = Qmax
P2G − QP2G(ii), the effective redundancy ΔQ(ii) = min{ΔQgs(ii), ΔQP2G(ii)}; else,

ΔQ(ii) = ΔQgs(ii). Then, arrange ΔQ in descending order;
d) According to the descending order, QP2G(ii) and Qgs,m(ii) are adjusted successively until

Vm(t) ≥ Vmin
m ;

e) Update Vm(t);
f) If Vm(t) ≥ Vmax

m , calculate ΔV = Vm(t) − Vmax
m ;

g) For ii = 1:t, calculate the gas flow redundancy of gas storage m at time ii. ΔQgs(ii) = min{Qgs,m(ii)
– Qmin

gs,m, Vgs,m(ii) − Vmin
m }. If the gas node where the gas storage m is connected with P2G,

ΔQP2G(ii) = QP2G(ii) − Qmin
P2G, the effective redundancy ΔQ(ii) = min{ΔQgs(ii), ΔQP2G(ii)}; else,

ΔQ(ii) = ΔQgs(ii). Then, arrange ΔQ in descending order;
h) According to the descending order, QP2G(ii) and Qgs,m(ii) are adjusted successively until

Vm(t) ≤ Vmax
m ;

i) Update Vm(t).

3. Case Studies Application

3.1. Description of Case Studies

The hybrid electricity-natural gas energy systems shown in Figure 3 are composed by the revised
IEEE 39-bus power system [35] and Belgian high-calorific 20-node gas system [3]. The IEEE 39-bus
power network has 46 branches, five coal-fired units, three gas-fired units and two wind power units,
where the capacity of wind power units accounts for 35% of the total installed capacity of 3903 MW.
The Belgian high-calorific 20-node gas system has 24 pipelines, two gas wells, three gas storages and
two compressors. The parameters of the power system are from References [35,40] and the parameters
of natural gas system are from Reference [3]. The revised parameters are shown in Tables 1 and 2
(inflow of gas storage is positive and outflow of gas storage is negative). Gas pressure limits of gas
nodes are given in Table 3. Power demand and gas demand are given in Table 4. In addition, the
theoretical predicted wind power output is given in Figure 4. The efficiency of P2G process is taken
as 64% [6]. Wind curtailment cost is set as $100/MWh [47]. The short-term optimal dispatch for
this hybrid energy system is studied to illustrate the behavior of the proposed model, the adopted
algorithm and the proposed constraints handling methods in several case studies. These case studies
are simulated with a low level of initial line pack (0.5 Mm3). In addition, all the case studies are
implemented using MATLAB language programming.
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Figure 3. The hybrid electricity-natural gas energy systems.

Table 1. Parameters of power units.

Power Units Pmax/MW Pmin/MW Ramp Up Rate/MW/h Ramp Down Rate/MW/h

Coal-fired unit 1 470 150 80 80
Coal-fired unit 2 470 135 80 80
Coal-fired unit 3 340 73 80 80
Coal-fired unit 4 300 60 50 50
Coal-fired unit 5 243 73 50 50
Gas-fired unit 1 260 0 260 260
Gas-fired unit 2 230 0 230 230
Gas-fired unit 3 220 0 220 220

Wind power unit 1 750 0 750 750
Wind power unit 2 620 0 620 620

Table 2. Parameters of gas storage.

Gas Storage
No.

Initial
Capacity/Mm3

Max
Capacity/Mm3

Min
Capacity/Mm3

Max Gas
Flow/Mm3/h

Min Gas
Flow/Mm3/h

Gas Storage 1 1.5 3.5 0 0.35 -0.20
Gas Storage 2 2.0 4.5 0 0.45 -0.25
Gas Storage 3 1.5 3.5 0 0.35 -0.25

Table 3. Gas pressure limits of gas nodes.

Node No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

Mmin/bar 30 30 30 30 10 10 30 30 50 50 30 30 30 30 15 15 25 25 15 15
Mmax/bar 100 100 100 80 80 80 80 70 70 77 70 70 70 70 70 70 70 70 70 70

Table 4. Power demand and gas demand.

Time/h 1 2 3 4 5 6 7 8 9 10 11 12

Power demand/MW/h 1272 1188 1104 960 1080 1320 1476 1584 1740 1776 1800 1860
Gas demand/Mm3/h 1.03 0.97 0.92 0.98 0.99 1.03 1.23 1.45 1.79 1.83 1.74 1.61

Time/h 13 14 15 16 17 18 19 20 21 22 23 24

Power demand/MW/h 1680 1560 1320 1104 1416 1680 1800 2040 1860 1632 1344 1116
Gas demand/Mm3/h 1.46 1.42 1.39 1.38 1.39 1.30 1.26 1.19 1.15 1.15 1.12 0.97
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Figure 4. Predicted output of wind power units.

3.2. Analysis of Simulation Results

The Newton-Raphson method is used to obtain the power flow. Trust region method and
L-M method are used to solve the non-linear equations to obtain the gas flow in natural-gas system,
respectively. Furthermore, MOBHPSO [39–42] is used to optimize the multi-objective dispatch problem
of hybrid electricity-natural gas energy systems based on the established models (1–3,7,12), the
proposed flow chart (Figure 2), and the proposed constraints handling methods. The optimization
results are shown in Tables 5 and 6. All the constraints are satisfied. The comparisons of power output
and gas flow among different case studies are given in Figures 5 and 6, respectively. Moreover, it can
be found the different performance of trust region method and L-M method from Figure 7 and Table 6.
The wind power absorbed by P2G and the gas flow of P2G are shown in Figure 8. The volume of gas
storages is given in Figure 9. The gas pressure of each gas node can be found in Appendix A.

From the obtained results, it can be seen that power output, gas flow of gas wells, gas flow of
P2G, gas flow of gas storages, volume of gas storages, and gas pressure of gas nodes all satisfy their
respective upper and lower bound constraints. Besides, the nodal gas flow balance equation is satisfied.
Moreover, power demand and power supply are balanced which can be drawn from the calculated
load loss rate Lp = 6.37 × 10−18. Then, the above results show that all the constraints are satisfied using
the proposed constraints handling methods.

Table 5. Optimization results of the power system.

Case Studies Fuel Cost (M$) SOx Emission (ton)

Without P2G 1.080 38.193
With P2G 1.084 37.939

Table 6. Optimization results of the natural-gas system.

Case Studies Methods
Cost of

Natural-Gas/
M$

CO2

Emission/
104 ton

Rate of
Abandoned
Wind Power

Operation
Cost of
P2G/M$

Absorbed
CO2 by the

Methanation
Process/
104 ton

Increased
Wind

Power by
P2G/
MWh

Without P2G
Trust Region 0.741 5.791 24.85% 0 0 0

L-M 0.695 5.790 24.85% 0 0 0

With P2G
Trust Region 0.732 5.727 6.71% 0.106 0.056 5321.66

L-M 0.685 5.491 4.04% 0.122 0.064 6104.48
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Figure 5. Comparison of power output without P2G and with P2G.

Figure 6. Comparison of gas flow without P2G and with P2G.
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Figure 7. Results comparison of trust region method and L-M method.

Figure 8. Wind power absorbed by P2G and the gas flow of P2G.
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Figure 9. Volume of gas storages without P2G and with P2G.

3.2.1. Effects of P2G on the Power System

(1) From Table 5 and Figure 5, it can be seen that the fuel cost of power system with P2G is a
little higher than that without P2G. At hour 20, owing to the gas injection from P2G, the pipeline
pressure is higher than the maximum value, so the ‘gas demand management strategy’ is used and
needs to increase the gas demand by increasing the output of gas-fired units connected with gas node
5 and 14. Then, to guarantee the power load balance, the output of coal-fired units would be reduced.
Because the fuel cost of gas-fired units is higher than that of coal-fired units and the SOx emissions of
gas-fired units are lower than that of coal-fired units, it leads to increase of fuel cost and decline of SOx

emissions. The SOx emissions are reduced by 0.254 ton. In addition, from Figure 8, most abandoned
wind power can be absorbed by P2G. During hours 3-5, P2G works at its maximum value when the
abandoned wind power is over the maximum capacity of P2G. Owing to the P2G, the wind power
output is much smoother and so is the output of coal-fired units, which is propitious to the stability
and reliability of the power system.

(2) From Table 6 and Figure 7a, it is obvious that the rate of abandoned wind power is declined
from 24.85% to 6.71% (trust region) and from 24.85% to 4.04% (L-M), respectively; The wind power
output is increased by 5321.66MWh (trust region) and 6104.48MWh (L-M), respectively.

3.2.2. Effects of P2G on the Natural-gas System

From Figures 6 and 9, it is obvious that the gas flow of gas wells and gas storages is lower when
P2G is considered. In addition, the volume of gas storages with P2G is much larger than that without
P2G. This is because the economic, clean, and low-carbon energy converted by P2G from wind power
has the priority of use compared with that from natural gas network, which creates considerable
economic and environmental benefits for the integrated energy systems. The cost benefit of P2G is
evaluated in terms of the natural gas cost which it displaces. From Table 6, it can be seen the gas cost is
reduced by $9000 (trust region) and $10,000 (L-M), respectively; Moreover, the environmental benefit
of P2G in terms of CO2 reduction and CO2 absorbed in the P2G methanation process is measured.
The total CO2 emissions are declined by 1200 tons (trust region) and 3630 tons (L-M), respectively.
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3.2.3. Total Cost Reduction of the Hybrid Energy Systems

The total cost of the hybrid electricity-natural gas energy systems including the wind power
curtailment cost is reduced by $5.372 × 105 (trust region) and $6.165 × 105 (L-M), which can be seen
from Figure 7b.

It can be concluded that the proposed model shows that the proposed constraints handling
methods are effective and the feasibility of MOBHPSO algorithm for solving the multi-objective
optimal dispatch problem of the hybrid electricity-natural gas energy systems is indicated. Moreover,
the trust region method and L-M method are effective to solve the non-linear gas flow problem. It also
can be seen that the results obtained from L-M method is much better than those obtained from trust
region method.

4. Conclusions

This paper presented a multi-objective optimal dispatch model of the hybrid electricity-natural
gas energy systems coupled by P2G and gas turbines in order to achieve the maximum of low-carbon
economic environmental benefits. The proposed model provides not only enhanced flexibility, as
it easily handles bidirectional energy flow and guarantees global optimality, but also considers
the compressibility of gas, line pack of pipelines among other complicated system characteristics.
The non-linear and non-convex functions of gas flow model are addressed by trust region method and
L-M method. The L-M method has much better performance, which can be drawn from the simulation
results. Moreover, the case studies simulation results show the feasibility of MOBHPSO algorithm
for solving the multi-objective optimal dispatch problem of the hybrid electricity-natural gas energy
systems and the effectiveness of proposed constraints handling methods. The obtained results also
illustrate that P2G can significantly benefit the operation of both power system and natural gas system
in smoothing power output, cutting down gas cost, reducing CO2 emissions and SOx emissions as
well as avoiding wind curtailment. More specifically, the gas cost is cut down up to $10,000, the total
CO2 emissions are declined up to 3630 tons and the SOx emissions are reduced by 0.254 ton as well
as the wind power curtailment is decreased up to 6104.48 MWh with the rate of abandoned wind
power declined from 24.85% to 4.04%. Besides, the total cost including wind power curtailment cost is
reduced up to $6.165 × 105.
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Appendix A

Table A1. Gas pressure of each gas node.

Node No. 1 2 3 4 5 6 7 8 9 10

Hour 1 74.7469 73.8385 72.5356 56.7444 45.5189 41.0362 42.8709 43.8394 55.7467 61.3213
Hour 2 67.0635 66.5001 65.6495 55.1170 39.9237 38.1803 40.9818 45.8246 50.2401 55.2641
Hour 3 70.9782 70.6287 69.6258 56.8556 53.1330 46.9431 47.4426 40.3510 54.5096 59.9605
Hour 4 67.7032 67.1715 66.3961 57.2499 70.7133 54.9508 54.2037 42.9448 53.3986 58.7385
Hour 5 60.3126 59.8906 59.2212 51.7346 33.9220 33.5808 37.1390 46.9318 49.9918 54.9910
Hour 6 60.2348 60.0091 59.2823 51.2112 48.2071 40.7850 41.2236 44.1951 50.0255 55.0280
Hour 7 61.7065 61.2190 60.5111 52.7660 56.6407 46.2672 46.2665 44.8522 51.1059 56.2164
Hour 8 72.0210 71.2920 70.1714 55.5450 30.7629 30.7596 37.3143 40.5826 50.3482 55.3830
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Table A1. Cont.

Node No. 1 2 3 4 5 6 7 8 9 10
Hour 9 59.6538 59.2193 58.5192 50.4304 63.6206 46.3675 45.9280 38.7845 52.4694 57.7163

Hour 10 63.8376 63.4229 62.5894 52.8985 40.6647 38.5312 40.3515 45.1444 53.4969 58.8466
Hour 11 70.6866 69.9749 68.8971 54.9136 27.6230 27.5911 35.2202 41.7990 50.9478 56.0425
Hour 12 68.9173 68.3366 67.3818 55.2606 41.9605 38.5358 40.9826 43.4697 52.3659 57.6024
Hour 13 64.6456 64.1633 63.3132 52.9436 32.3582 31.5162 36.1046 44.7830 50.4011 55.4412
Hour 14 68.1243 67.1946 66.2050 53.6897 45.2849 40.2787 41.5617 39.2924 51.8961 57.0857
Hour 15 77.3472 76.3396 75.1040 58.2513 28.6262 28.7076 37.7480 40.5386 50.1422 55.1564
Hour 16 74.0179 73.6698 72.5552 57.3796 36.5834 35.4363 40.2615 40.3234 50.9462 56.0408
Hour 17 72.7026 71.9010 70.8103 56.1345 35.5315 34.6661 39.3576 39.7726 50.2135 55.2349
Hour 18 75.1341 74.3651 73.1955 57.2444 37.5240 36.4759 40.8464 38.1481 50.2537 55.2791
Hour 19 70.4893 69.9243 68.9806 56.8986 63.1603 51.1618 51.1398 38.1952 53.7179 59.0897
Hour 20 90.0790 89.4097 87.8955 66.0627 30.6166 32.7061 44.5817 38.5313 51.2693 56.3962
Hour 21 72.9250 72.4852 71.4642 57.2781 44.5136 41.6715 44.0290 38.2162 56.4074 62.0482
Hour 22 69.5078 68.3668 67.3470 53.8900 37.1964 35.8036 39.0643 38.5332 54.3579 59.7937
Hour 23 70.0484 69.6090 68.6537 56.6512 59.8959 49.6890 49.7032 40.4218 53.2979 58.6277
Hour 24 56.7456 56.3199 55.5790 46.7811 33.0590 31.2034 33.3676 38.3445 64.6311 71.0942

Node No. 11 12 13 14 15 16 17 18 19 20

Hour 1 54.1081 50.5855 46.0875 44.7456 35.3047 25.7453 49.7105 35.4170 26.1208 25.9488
Hour 2 51.7236 50.3445 47.8200 46.7134 37.8536 29.1582 49.9537 40.2191 31.2779 31.1271
Hour 3 54.3675 51.3623 45.1763 40.7143 31.6600 21.1181 51.0356 43.0089 35.4623 35.3304
Hour 4 53.8731 51.4255 46.4733 43.5065 34.3087 24.3816 51.1668 44.6069 37.9960 37.8745
Hour 5 51.9467 50.9341 49.0610 48.4082 39.0532 30.5918 50.7221 45.1699 39.1410 39.0242
Hour 6 51.3066 49.8506 46.9020 45.3095 36.2103 27.2829 49.6736 44.8413 39.1515 39.0360
Hour 7 52.2445 50.6172 47.4860 45.9142 36.8016 27.8913 50.4070 45.1037 39.3228 39.2076
Hour 8 50.8360 48.7091 44.1013 41.0575 31.8666 21.3437 48.5566 44.1770 38.6343 38.5179
Hour 9 52.3018 49.4738 43.5577 39.5966 29.3700 17.2155 49.2713 44.1255 38.3480 38.2301

Hour 10 54.3000 52.1931 48.2816 46.3746 36.7013 27.3680 51.9234 45.6230 39.5052 39.3897
Hour 11 51.6829 49.6546 45.2476 42.3900 33.2849 23.2977 49.4998 44.9943 39.3993 39.2845
Hour 12 52.9842 50.8287 46.5780 44.1992 35.0247 25.4320 50.6144 45.2823 39.5316 39.4170
Hour 13 51.7051 50.2120 47.2589 45.8176 36.6459 27.6235 50.0282 45.1247 39.4647 39.3501
Hour 14 51.9730 49.3827 43.7844 39.8147 30.3185 19.0701 49.2116 44.5565 38.9702 38.8546
Hour 15 50.5211 48.3266 43.7034 40.9399 31.3684 20.1573 48.1649 43.6773 38.0939 37.9760
Hour 16 51.1041 48.7023 43.7603 40.7302 31.1775 19.9426 48.5071 43.4549 37.6395 37.5197
Hour 17 50.4220 48.1032 43.2388 40.2295 30.5039 18.9170 47.9215 43.0252 37.1790 37.0577
Hour 18 50.1500 47.5764 42.0906 38.4792 28.4809 15.5972 47.3952 42.5038 36.6134 36.4903
Hour 19 53.1562 49.8808 43.1425 38.5692 28.3725 15.1925 49.6243 43.5000 37.2428 37.1207
Hour 20 51.1983 48.4743 42.5615 38.5943 28.7701 15.8577 48.2927 43.2795 37.3198 37.1984
Hour 21 55.6171 51.8483 44.0882 38.5362 28.4171 15.2929 51.5608 44.9563 38.6616 38.5433
Hour 22 54.1611 50.9718 44.0340 39.1087 28.7767 15.8746 50.7701 45.4186 39.5082 39.3929
Hour 23 53.3906 50.6155 44.7480 40.9330 31.0949 19.5983 50.4247 45.3936 39.6974 39.5833
Hour 24 63.3091 58.1787 47.7707 39.5037 28.7623 16.1240 57.7734 49.4686 43.0386 42.9313
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Abstract: With the increased proportion of intermittent renewable energy sources (RES) integrated
into the sending-end, the total transfer capability of transmission lines is not sufficient during the peak
periods of renewable primary energy (e.g., the wind force), causing severe RES power curtailment.
The total transfer capability of transmission lines is generally restricted by the transient stability
total transfer capability (TSTTC). This paper presents a reactive power control method to enhance
the TSTTC of transmission lines. The key is to obtain the sensitivity between TSTTC and reactive
power, while the Thevenin equivalent voltage is the link connecting TSTTC and reactive power.
The Thevenin theorem states that an active circuit between two load terminals can be considered as
an individual voltage source. The voltage of this source would be open-circuit voltage across the
terminals, and the internal impedance of the source is the equivalent impedance of the circuit across
the terminals. The Thevenin voltage used in Thevenin’s theorem is an ideal voltage source equal to
the open-circuit voltage at the terminals. Thus, the sensitivities between TSTTC and the Thevenin
equivalent voltages of the sending-end and receiving-end were firstly derived using the equal area
criterion. Secondly, the sensitivity between the Thevenin equivalent voltage and reactive power was
derived using the total differentiation method. By connecting the above sensitivities together with
the relevant parameters calculated from Thevenin equivalent parameter identification and power
flow equation, the sensitivity between TSTTC and reactive power was obtained, which was used as
the control priority in the proposed reactive power control method. At last, the method was applied
to the Gansu Province Power Grid in China to demonstrate its effectiveness, and the accuracy of the
sensitivity between TSTTC and reactive power was verified.

Keywords: TSTTC of transmission lines; sensitivity between TSTTC and reactive power; reactive
power control method

1. Introduction

Large-scale renewable energy source (RES) bases in China are mostly located in renewable
energy-rich areas far from the load center. The reverse distribution of RES and load leads to large-scale
RES power being difficult to consume locally. A large amount of intermittent RES power needs to be
delivered to the load center for consumption through long-distance transmission lines. The transfer
capability of transmission lines is not sufficient during the peak periods of renewable primary energy,
causing a severe RES power curtailment problem [1].

Energies 2020, 13, 3154; doi:10.3390/en13123154 www.mdpi.com/journal/energies213
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The transfer capability of transmission lines is generally restricted by the transient stability
total transfer capability (TSTTC) [2]. TSTTC is the ability of the system to deliver power from the
sending-end to the load center through transmission lines, under the condition that the system can
stay transiently stable after contingencies occur. Therefore, improving the system transient stability
can help in enhancing TSTTC. Several studies proposed methods for improving the system transient
stability, as well as enhancing TSTTC from different aspects. One of the effective methods is active
power control strategy, which reschedules the generation plans of thermal generation units to improve
the system transient stability, thereby enhancing TSTTC [3–5]. However, for the sending-end integrated
with large-scale RES, the original generation plans of thermal generation units are made considering
maximizing the consumption of RES power, and rescheduling generation plans may crowd out the
consumption space for RES power. For this reason, studies analyzed the effect of the excitation system
parameters of thermal generation units on transient stability, and they proposed methods of increasing
the response ratio of excitation voltage and the force excitation threshold voltage to enhance TSTTC
without changing generation plans. However, transient excitation enhancement is an open-loop
control without feedback; thus, it cannot automatically adapt to the changes of system conditions,
and it requires remote transmission of signals, resulting in reducing the reliability of the system [6,7].
In addition, with the application and development of flexible alternating current (AC) transmission
systems (FACTS), the utilization of FACTS devices like thyristor-controlled series compensators (TCSC),
static var compensators (SVC), and static synchronous compensators (STATCOM) can reduce the
energy accumulation in generators during contingencies, thereby improving the system transient
stability and enhancing TSTTC [8–10]. Furthermore, studies found that superconducting magnetic
energy storage (SMES) can also store the excess energy in generators during contingencies with a
quicker response and more flexibility [11,12]. However, for systems without FACTS devices or energy
storage, installing them needs a long planning time and big investment.

In addition to the methods above, through transient stability analysis, the Thevenin equivalent
voltages of the sending-end and receiving-end have a significant influence on the TSTTC, and Thevenin
equivalent voltages and reactive power are highly correlated; therefore, reactive power control can
also enhance the TSTTC. In a power system, reactive power control is used to control the output of
reactive power sources like generators, shunt reactors, and shunt capacitors, thereby adjusting the
injecting reactive power into some nodes or the reactive power flow through some lines. At present,
reactive power control is mainly used for voltage regulation and voltage stability maintenance [13–15];
however, no previous work on enhancing TSTTC using reactive power control was reported.

A new reactive power control method for enhancing the TSTTC of transmission lines for a system
with large-scale RES integrated into the sending-end is presented in this paper, with the following
main contributions:

1. The sensitivity between TSTTC and reactive power is derived, and, with the sensitivity and TSTTC
gap, the reactive power adjustment that is needed for filling the TSTTC gap can be calculated.
Therefore, the TSTTC of transmission lines can be effectively enhanced by adjusting the reactive
power of reactive power devices.

2. The proposed reactive power control method is especially useful for enhancing TSTTC for a
system with large-scale RES integrated into the sending-end in its existing structure. Because the
reactive power adjustment is available from the generators in conventional generation plants and
the reactive-load compensation equipment in substations, it needs no further investment in terms
of installing new devices.

3. Using reactive power control to enhance TSTTC does not involve active power changing;
therefore, it will not crowd out the consumption space for RES power. With the enhanced TSTTC,
the transmission lines are able to deliver more RES power to the load center, thereby reducing
RES power curtailment.
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This rest of the paper is organized as follows: in Section 2, the sensitivity between the TSTTC
of transmission lines and the Thevenin equivalent voltage is derived using equal area criterion.
In Section 3, the sensitivity between the Thevenin equivalent voltage and reactive power is derived
using the total differentiation method. By connecting the above sensitivities together, the sensitivity
between the TSTTC and reactive power is presented in Section 4, along with the calculation methods to
get the relevant parameters needed. In Section 5, using the sensitivity between the TSTTC and reactive
power as the control priority, the detailed reactive power control method for enhancing TSTTC is
proposed. In Section 6, the method is applied to the Gansu Province Power Grid to demonstrate its
effectiveness. Finally, some conclusions are drawn in Section 7.

2. Sensitivity between TSTTC and Thevenin Equivalent Voltages

The schematic diagram of a system composed of a sending-end and receiving-end with
transmission lines connecting them is shown in Figure 1, and the sending-end is integrated with
large-scale RES.

 

Transmission lines
...

Sending-end

bus S

Receiving-end

bus R

Figure 1. Schematic diagram of a system composed of the sending-end and the receiving-end with
transmission lines connecting them.

For the system shown in Figure 1, according to Thevenin’s theorem, at any time, looking from
bus S to the sending-end, the sending-end can be equivalent to a generator (Thevenin equivalent
voltage

.
ES = ES∠δS, Thevenin equivalent reactance XS) [16]. Similarly, the receiving-end is also

equivalent to a generator (Thevenin equivalent voltage
.
ER = ER∠δR, Thevenin equivalent reactance

XR). The equivalent resistance of the system is much lower than the reactance of long-distance
transmission lines which is XD; thus, so it is ignored. The equivalent model of the system is shown in
Figure 2.

 

SE RE
SX RXDX

Figure 2. Equivalent model of the system.

The transmission power through the transmission lines is as follows:

PSR =
ESER

XΣ
sin(δS − δR), (1)

where XΣ = XS + XD + XR.
Taking the N − 1 fault on the transmission lines as the expected fault, TSTTC is the maximum

allowable transmission power through the transmission lines, under the condition that the system
can stay transiently stable after an expected fault occurs. Let δ = δS − δR; then, the transient stability
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analysis of the two-equivalent-machine system is converted into a single-equivalent-machine system
whose rotor motion equation is shown in Equation (2).

d2δ(t)
dt2 =

1
TJ

(Pm − PSR(t)), (2)

where
Pm = PSR(0), (3)

PSR(t) =
ESER

XΣ(t)
sin δ(t), (4)

where t is the transient process moment, XΣ(t) is the reactance of different transient phases
(pre-fault:XΣ(I), fault:XΣ(II), and post-fault:XΣ(III)), and TJ is the system inertia time constant.

According to the equal area criterion, if the system is under the critical condition of transient
stability, as shown in Figure 3, the equivalent rotor’s acceleration area A and the biggest possible
deceleration area D are equal in the first swing. In this condition, Pm gets its maximum value Pmax

m ,
which is the TSTTC of transmission lines [5].

P

δ

mP

δ cδ uδ

Figure 3. Transient process power–angle curve under the critical condition of transient stability.

The difference between area D and area A is zero.

D−A =

∫ δu

δc

[
ESER

X∑(III) sin δ(t) − Pmax
m ]dδ(t) −

∫ δc

δ0

[Pmax
m − ESER

XΣ(II)
sin δ(t)]dδ(t) =0, (5)

where δ0, δc, and δu are the initial angle, the fault clearing angle, and the critical angle, which are
as follows: ⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

δ0 = arcsin(Pmax
m / ESER

XΣ(I)
)

δc = δ0 +
1
2

Pmax
m
TJ

t2
c

δu = arcsin(Pmax
m / ESER

XΣ(III)
)

, (6)

where tc is the fault clearing time.
We can then take Equation (6) into Equation (5) to get the expression of the relationship between

TSTTC (Pmax
m ) and the Thevenin equivalent voltage (ES, ER) as follows:

F (Pmax
m , ES, ER) =0

=
ESER

X∑(III) {cos[arcsin(Pmax
m / ESER

XΣ(I)
) + 1

2
Pmax

m
TJ

t2
c ] − cos arcsin(Pmax

m / ESER
XΣ(III)

)}
− ESER

X∑(II) {cos[arcsin(Pmax
m / ESER

XΣ(I)
) + 1

2
Pmax

m
TJ

t2
c ] − cos arcsin(Pmax

m / ESER
XΣ(I)

)}
−Pmax

m [arcsin(Pmax
m / ESER

XΣ(III)
) − arcsin(Pmax

m / ESER
XΣ(I)

)]

(7)
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Using the implicit function derivative rule with Equation (7), the sensitivity between the TSTTC
and the Thevenin equivalent voltage ES can be calculated as shown in Equation (8). Because ER has the
same position in Equation (7) as ES, the sensitivity between the TSTTC and ER is similar and omitted.

SPmax
m

ES
=
∂Pmax

m
∂ES

= − ∂F(Pmax
m , ES, ER)/∂ES

∂F(Pmax
m , ES, ER)/∂Pmax

m
. (8)

The detailed expression of SPmax
m

ES
is presented in the Appendix A.

3. Sensitivity between Thevenin Equivalent Voltage and Reactive Power

The sensitivity between ES and reactive power is derived in this section, and the sensitivity
between ER and reactive power is similar and omitted.

In Figure 2, the voltage of bus S is
.

US = US∠θS, and the complex power injected into bus S from
the sending-end is

.
SS = PS + jQS. According to Kirchhoff law,

.
ES is as follows:

.
ES =

.
US + jXS

.
IS, (9)

where
.
IS =

.
S
∗
S

.
U
∗
S

.

We can take the module value on both sides of Equation (9) as follows:

ES =

√
U2

S +
XS

U2
S

(P2
S + Q2

S) + 2XSQS. (10)

While adjusting the reactive power, the active power does not change and is considered as constant.
We can then use the total differentiation method on Equation (10) to obtain Equation (11) as follows:

∂ES =

[
∂ES
∂US

,
∂ES
∂QS

][
∂US
∂QS

]
, (11)

where, according to Equation (10), ∂ES
∂US

and ∂ES
∂QS

are as follows:

∂ES
∂US

=
US − 2XS(P2

S + Q2
S)/U2

S√
U2

S +
XS
U2

S
(P2

S + Q2
S) + 2XSQS

, (12)

∂ES
∂QS

=
2XS(1 + QS/U2

S)√
U2

S +
XS
U2

S
(P2

S + Q2
S) + 2XSQS

. (13)

Through the sensitivity between voltage and reactive power (S
US
i ) and the reactive power transfer

factor (D
QS
i ),

[
∂US
∂QS

]
in Equation (11) can be converted into reactive power adjustment (∂Qi) as shown

in Equation (14). [
∂US
∂QS

]
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
S

US
Q1

, · · · , S
US
QNG

D
QS
Q1

, · · · , D
QS
QNG

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
∂Q1

...
∂QNG

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (14)
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Taking Equation (14) into Equation (11), we get the expression of the sensitivity between ES and
reactive power as follows:

S
ES
Qi

=
∂ES
∂Qi

=
∂ES
∂US

S
US
Qi

+
∂ES
∂QS

D
QS
Qi

. (15)

4. Sensitivity between TSTTC and Reactive Power

In Sections 2 and 3, the sensitivity between the TSTTC and the Thevenin equivalent voltage in
Equation (8) and the sensitivity between Thevenin equivalent voltage and reactive power in Equation
(15) were derived. By connecting Equation (8) and Equation (15), the sensitivity between the TSTTC
and reactive power is given in Equation (16).

SPmax
m

Qi
=
∂Pmax

m
∂ES

∂ES
∂Qi

+
∂Pmax

m
∂ER

∂ER

∂Qi
= SPmax

m
ES

S
ES
Qi

+ SPmax
m

ER
S

ER
Qi

. (16)

According to Equation (16), if the reactive power of node i changes by ΔQi, then the TSTTC

changes by SPmax
m

Qi
ΔQi accordingly. In order to obtain SPmax

m
Qi

, it is known from Equations (16), (8), and
(15) that two kinds of parameters are needed. The first kind can be read directly from the phasor
measurement unit (PMU), the supervisory control and data acquisition (SCADA), and the system
parameter database, including PS, QS, US∠θS, XD, TJ and tc. The second kind of parameter needs
to be calculated first, including the Thevenin equivalent parameters (ES,ER,XS,XR), the sensitivity

between voltage and reactive power (S
US
Qi

), and the reactive power transfer factor (D
QS
Qi

). The methods
to calculate them are provided below.

4.1. Thevenin Equivalent Parameter Identification

Thevenin equivalent parameters are affected by the grid topology, power generation condition,
load condition, etc. Each time the reactive power is adjusted, Thevenin equivalent parameters should
be updated. In this paper, the Thevenin equivalent parameters were identified using a tracking
algorithm based on variation correction. The algorithm modifies the Thevenin equivalent parameters
in the previous condition based on real-time conditions, thereby quickly obtaining those in current
conditions [16].

Taking the sending-end shown in Figure 2 as an example, and taking the phase angle of
.
IS as

reference, which is
.
IS = IS∠0◦, by expanding Equation (9) according to the real and imaginary parts,

the Thevenin equivalent parameters are expressed as follows:

{
ES cos δS = US cosθS

ES sin δS = XSIS + US sinθS
. (17)

The main process is to continuously update Ek
S in the current condition (k) through deviation

correction, and then use Equation (17) to obtain δk
S and Xk

S.
The initial Ek

S is

E0
S =

Emax.0
S − Emin.0

S
2

, (18)

where ⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
Emax.k

S = Uk
S cosθk

S/ cos β
Emin.k

S = Uk
S

β= arctan[(Z0
SI0

S + U0
S sinθ0

S)/(U
0
S cosθ0

S)]

Zk
S =

∣∣∣Uk
S/Ik

S

∣∣∣
. (19)
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We can take E0
S into Equation (17) to get δ0

S and X0
S. Then, with the previous values of Thevenin

equivalent parameters (Ek−1
S , δk−1

S , Xk−1
S ) and the present values of Pk

S, Qk
S, and

.
U

k
S, we can calculate Ek

S
according to the following conditions:

If (Zk
S −Zk−1

S )(Xk∗
S −Xk−1

S ) > 0, then Ek
S = Ek−1

S − εk,

If (Zk
S −Zk−1

S )(Xk∗
S −Xk−1

S ) ≤ 0, then Ek
S = Ek−1

S + εk,

where εk = min(Ek−1
S −Uk

S, Ek−1
S − Emax.k

S , Ek−1
S × λ) is the variation correction, and λ is a pre-specified

parameter. Xk∗
S is an evaluation of Xk

S considering the previous values (Ek−1
S and δk−1

S ) and the present

values (Pk
S, Qk

S, and
.

U
k
S).

After obtaining Ek
S, we can take it into Equation (17) to get δk

S and Xk
S, so that all Thevenin

equivalent parameters in the sending-end are updated.

4.2. Sensitivity between Voltage and Reactive Power

The sensitivity between voltage and reactive power can be calculated from the Newton–Raphson
power flow in Equation (20) [17].

[
ΔP
ΔQ

]
=

[
JH JN
JJ JL

][
Δθ

ΔU/U

]
, (20)

where JH, JN, JJ, JL is the Jacobian block matrix from the power flow equation, ΔP and ΔQ are the
active and reactive power deviations, Δθ is the voltage phase angle deviation, and ΔU/U is the ratio
of voltage magnitude deviation to voltage magnitude.

The active power is not changed while adjusting the reactive power; thus, ΔP = 0. We can then
take it to Equation (20) to get Equation (21).

ΔQ = (JL − JJJ
−1
H JN)ΔU/U. (21)

Thus, the sensitivity between voltage and reactive power is as follows:

S = (JL − JJJ
−1
H JN)

−1
/U, (22)

where S is the set of S
Uj

Qi
in Equation (15).

4.3. Reactive Power Transfer Factor

The sensitivity between the reactive power flowing through line i j (starting node i, ending node j)
and the reactive power injected in node l are defined using the implicit function relationship shown in
Equation (23) [18].

∂Qij

∂Ql
=

⎡⎢⎢⎢⎢⎢⎣∂Qij

∂Ui
,
∂Qij

∂Uj
,
∂Qij

∂θi
,
∂Qij

∂θ j

⎤⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

∂Ui/∂Ql
∂Uj/∂Ql
∂θi/∂Ql
∂θ j/∂Ql

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (23)

where

⎡⎢⎢⎢⎢⎢⎣∂Qij

∂Ui
,
∂Qij

∂Uj
,
∂Qij

∂θi
,
∂Qij

∂θ j

⎤⎥⎥⎥⎥⎥⎦
T

=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

UjYij sin(θi − θ j)

UiYij sin(θ j − θi)

−UiUjYij cos(θi − θ j)

UiUjYij cos(θi − θ j)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (24)

where ∂Ui/∂Ql∂Uj/∂Ql∂θi/∂Ql∂θ j/∂Ql can be calculated using the Jacobian matrix in Equation (20).
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The total injected reactive power (QS) from the sending-end into bus S is the sum of the reactive
power transferring through the lines which are directly connected to bus S in the sending-end; thus,

the reactive power transfer factor (D
QS
Qi

) in Equation (25) is as follows:

D
QS
Qi

=
∂QS
∂Ql

=
∑
i∈S

∂QiS
∂Ql

. (25)

5. Reactive Power Control Method for Enhancing the TSTTC of Transmission Lines

The goal of reactive power control is to enhance the TSTTC of transmission lines effectively,
under circumstances where the RES power is curtailed due to the insufficiency of TSTTC. The detailed
reactive power control method is presented below. A flow diagram of the proposed method is shown
in Figure 4.

 

RES forcast power , RES output power

Read data from SCADA and PMU
and system parameter database

Yes

Update TSTTC and 
increase the RES output power accordingly

Adjust the reactive power of 
the picked reactive power device

Yes

No
Is TSTTC gap more than zero?

Calculate the sensitivity between TSTTC 
and reactive power 

Calculate the reactive power adjustment

No

Is reactive power control
effective enough?

Have all the reactive power devices 
run out of adjustment capability?

No

Yes

END

Figure 4. Flow diagram of the reactive power control method.

1. According to the RES forcast power and RES output power, the RES power curtailment is
calculated, which is the TSTTC gap (ΔPmax

m ).
2. With the data read from PMU, SCADA and the system parameter database, the method presented

in Sections 2–4 is used to calculate the sensitivity between TSTTC and reactive power in Equation
(16), and the reactive power devices are sorted by their sensitivities.

3. The reactive power device that is capable of reactive power adjustment and with the biggest
sensitivity is selected, and its reactive power adjustment is calculated as follows:

ΔQi = min(ΔPmax
m /SPmax

m
Qi

, Qmax
i −Qi, ΔQU

i , ΔQUS
i ), (26)

where ΔPmax
m /SPmax

m
Qi

is the reactive power adjustment needed to fill the TSTTC gap, Qmax
i −Qi is

the device’s maximum reactive power adjustment within its adjustment capability, ΔQU
i is the

maximum available reactive power adjustment considering voltage level [13], and ΔQUS
i is the

maximum available reactive power adjustment considering voltage stability [15].

220



Energies 2020, 13, 3154

4. Each time after the reactive power is adjusted, the TSTTC is updated and the RES output power
is increased accordingly. Then, all steps are repeated until there is no RES power curtailment,
or the reactive power control is not effective enough, or all the reactive power devices run out of
adjustment capability.

6. Case Analysis

The Gansu Province Power Grid in China was taken as an example, and the comprehensive
simulation program Power System Analysis Software Package (PSASP) was used to verify the
effectiveness of the proposed reactive power control method.

6.1. Test System Description

The schematic diagram of the Gansu Province Power Grid is shown in Figure 5. The Gansu Province
Power Grid is composed of the sending-end which is the Hexi area grid and the receiving-end which is
the Gansu main grid, while the sending-end and receiving-end are connected by the Hexi–Wusheng
750 kV transmission lines.

 

Figure 5. Schematic diagram of the Gansu Province Power Grid.

In the sending-end, at the end of 2019, the total installed capacities of wind farms, photovoltaic
power stations, and conventional generation plants were 12,773 MW, 7606 MW, and 4164 MW,
respectively, and the maximum load was 4940 MW. The RES power needs to be delivered to the
receiving-end through the transmission lines. The TSTTC of the transmission lines is around 4400 MW
in the typical winter big load operation conditions, and it is far from sufficient during the peak periods
of renewable primary energy, causing severe RES power curtailment.

Taking the typical winter big load operation conditions as the original operation conditions,
the RES output power, the conventional generation output power, and the total load are 6073 MW,
1900 MW, and 3569 MW, respectively. The RES forcast power is 6485 MW and the original TSTTC is
4404 MW. Therefore, there is 412 MW of RES power curtailment due to the insufficiency of the TSTTC,
and the TSTTC gap is 412 MW. The expected fault for the TSTTC calculation is an N − 1 fault on the
Hexi–Wusheng 750-kV transmission lines. The reactive power adjustment capabilities of conventional
generation plants and substations are listed in Table 1.
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Table 1. Reactive power adjustment capabilities of conventional generation plants and substations
(sorted by the first letter of names).

Conventional
Generation Plants

Reactive Power
Adjustment Capabilities

(MVar)
Substations

Reactive Power
Adjustment Capabilities

(MVar)

Baiyin 200 Baiyin 250
Balingsan 200 Dunhuang 300
Jinchang 300 Hexi 250
Jingtai 300 Jiuquan 200

Jingyuan 400 Lanzhou 250
Jiuquan 350 Pingliang 300
Lanlv 400 Wusheng 250

Pingliang 300 Yumen 250
Zhangye 350 Zhangye 300

6.2. Analysis of the Results of Reactive Power Control Method for Enhancing the TSTTC of Transmission Lines

Based on the original operation condition above, taking the first reactive power adjustment as an
example, the sensitivity between the TSTTC and the reactive power of each conventional generation
plant and substation is shown in Table 2.

Table 2. Sensitivity between the transient stability total transfer capability (TSTTC) and the reactive
power of each conventional generation plant and substation in the first reactive power adjustment
(sorted by sensitivities).

Conventional Generation Plants Sensitivity (MW/MVar) Substations Sensitivity (MW/MVar)

Baiyin 0.195 Wusheng 0.248
Jingtai 0.172 Hexi 0.223

Jingyuan 0.137 Baiyin 0.199
Jinchang 0.089 Zhangye 0.078
Zhangye 0.030 Lanzhou 0.041

Lanlv 0.023 Jiuquan 0.033
Pingliang 0.021 Pingliang 0.013
Jiuquan 0.011 Yumen 0.013

Balingsan 0.010 Dunhuang 0.012

As shown in Table 2, the Wusheng substation has the biggest sensitivity, and its reactive power
adjustment is 250 MW, as calculated from Equation (26). The system transient stability before and after
the reactive power adjustment of Wusheng substation is shown in Figure 6, and the system transient
stability is represented by the power angle difference curve of the two power plants with the largest
power angle difference in the system after an N − 1 fault occurs. As shown in Figure 6, the system
transient stability is near critical before the adjustment, and it is improved after the adjustment.

After the first reactive power adjustment, because the system transient stability is improved,
the TSTTC is enhanced by 62 MW. Therefore, more RES output power can be delivered through the
transmission lines, and the RES power curtailment is reduced by 62 MW to 350 MW.

222



Energies 2020, 13, 3154

 

Jinchang power plant Jingtai power plant

Transient process moment / s

Jinchang power plant Jingtai power plant

Transient process moment / s

(a) (b)

Figure 6. System transient stability of Wusheng substation: (a) before reactive power adjustment and
(b) after reactive power adjustment.

The whole process of reactive power adjustment is shown in Table 3. The detailed operation
condition information after each reactive power adjustment is provided in the Supplementary Materials.

Table 3. Whole process of reactive power adjustment.

Adjustment Times Adjustment Nodes
Sensitivity

(MW/MVar)
Adjustment Devices

Reactive Power
Adjustment (MVar)

1 Wusheng substation 0.248 Shunt reactors 250
2 Hexi substation 0.216 Shunt capacitors 250
3 Baiyin substation 0.192 Shunt capacitors 250
4 Baiyin power plant 0.190 Generators 200
5 Jingtai power plant 0.167 Generators 300
6 Jingyuan power plant 0.135 Generators 400
7 Jinchang power plant 0.087 Generators 300
8 Zhangye substation 0.077 Shunt reactors 300
9 Lanzhou substation 0.040 Shunt reactors 250
10 Jiuquan substation 0.035 Shunt reactors 200

Figure 7 shows the changing curve of the TSTTC of the Hexi–Wusheng 750-kV transmission
lines after each reactive power adjustment. Due to the reactive power adjustment, the TSTTC of
Hexi–Wusheng 750-kV transmission lines is enhanced from 4404 MW to 4776 MW.
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Figure 7. Changing curve of the TSTTC of Hexi–Wusheng 750-kV transmission lines.

As shown in Figure 7, after eight reactive power adjustments, the effect of reactive power
adjustment is no longer obvious, and the TSTTC is 4769 MW. This is because the adjustment capacity
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of the devices with a high sensitivity was used up, and the remaining devices with low sensitivities
have little effect on enhancing TSTTC by adjusting their reactive power; thus, the adjustment would be
stopped after the eighth time.

Thereofre, in this case, if the TSTTC gap is less than 355 MW, it can be totally filled using the
proposed reactive power control method. Thus, in this case, the proposed method can help to consume
355 MW of RES power curtailment by delivering it to the load center.

6.3. Accuracy of the Sensitivity between TSTTC and Reactive Power

In this paper, in order to obtain the analytical expression of the sensitivity between TSTTC and
reactive power, while deriving the relationship between TSTTC and the Thevenin equivalent voltage
in Section 2, the system is considered equivalent to a single-machine system. In practical operation,
for a multi-machine system, the calculation of TSTTC uses the continuous power flow method with
transient stability constraints [19]; thus, the accuracy of the sensitivity between the TSTTC and reactive
power calculated in this paper needs to be analyzed.

Figure 8 shows the TSTTC calculated using the sensitivity proposed in this paper and the TSTTC
calculated using the method in Reference [19] using 10 reactive power adjustments described above.
The original TSTTC was calculated using the method in Reference [19], giving 4404 MW. The relative
average error of this method compared to the continuous power flow method is 0.23%.

TS
TT

C
 o

f H
ex

i-W
us

he
ng

 7
50

 k
V

 
tr

an
sm

is
si

on
 li

ne
s

M
W

Reactive power adjustment times

TSTC calculated using sensitivity TSTC calculated using method in [19]

Figure 8. Comparison of TSTTC calculated using different methods.

Therefore, the sensitivity derived in this paper is accurate enough for reactive power control when
enhancing the TSTTC in practical operation.

7. Conclusions

A reactive power control method for enhancing the TSTTC of transmission lines was proposed
in this paper. The key is to obtain the sensitivity between TSTTC and reactive power, which is used
as the control priority in the reactive power control method, so that the TSTTC can be effectively
enhanced to a certain value. The detailed derivation and the calculation method to obtain the sensitivity
between the TSTTC and reactive power were presented, followed by the reactive power control method.
At last, the method was applied to the Gansu Province Power Grid. Results show that the reactive
power control method can effectively enhance the TSTTC of transmission lines; therefore, more RES
power can be delivered to the load center, and the RES power curtailment is reduced; furthermore,
the derived sensitivity between the TSTTC and reactive power was verified to be accurate enough in
practical operation.

The method proposed in this paper is meaningful for reducing RES power curtailment for systems
with large-scale integration of intermittent RES to the sending-end.
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Appendix A

According to Equation (7), SPmax
m

ES
as shown in Equation (8) in the main text can be derived as follows:

∂F(Pmax
m , ES, ER)/∂ES = ER

X∑(III) (cos δc − cos δu) +
ESER

X∑(III) (
∂δu
∂ES

sin δu − ∂δc
∂ES

sin δc)

− ER
X∑(II) (cos δc − cos δ0) − ESER

X∑(II) (
∂δ0
∂ES

sin δ0 − ∂δc
∂ES

sin δc) − Pmax
m ( ∂δu

∂ES
− ∂δ0
∂ES

)
(A1)

∂F(Pmax
m , ES, ER)/∂Pmax

m =
ESER

X∑(III) (
∂δu
∂Pmax

m
sin δu − ∂δc

∂Pmax
m

sin δc)

− ESER
X∑(II) (

∂δ0
∂Pmax

m
sin δ0 − ∂δc

∂Pmax
m

sin δc) − (δu − δ0) − Pmax
m ( ∂δu

∂Pmax
m
− ∂δ0
∂Pmax

m
)

(A2)

where, in Equations (A1) and (A2), the expressions of δ0, δc, and δu about ES, ER, and Pmax
m are as in

Equation (6) in the main text, and their derivatives of ES and Pmax
m are as follows:
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, (A3)
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References

1. Liu, Y.; Zhao, J.; Xu, L.; Liu, T.; Qiu, G.; Liu, J. Online TTC Estimation Using Nonparametric Analytics
Considering Wind Power Integration. IEEE Trans. Power Syst. 2019, 34, 494–505. [CrossRef]

2. Gholipour, E.; Saadate, S. Improving of transient stability of power systems using UPFC. IEEE Trans. Power
Deliv. 2005, 20, 1677–1682. [CrossRef]

3. Wang, Z.; Song, X.; Xin, H.; Gan, D.; Wong, K.P. Risk-Based Coordination of Generation Rescheduling and
Load Shedding for Transient Stability Enhancement. IEEE Trans. Power Syst. 2013, 28, 4674–4682. [CrossRef]

4. Renedo, J.; Garcı’a-Cerrada, A.; Rouco, L. Active power control strategies for transient stability enhancement
of AC/DC grids with VSC-HVDC multi-terminal systems. IEEE Trans. Power Syst. 2016, 31, 4595–4604.
[CrossRef]

5. Zhang, Y.; Liu, W.; Huan, Y.; Zhou, Q.; Wang, N. An optimal day-ahead thermal generation scheduling
method to enhance total transfer capability for the sending-side system with large-scale wind power
integration. Energies 2020, 13, 2375. [CrossRef]

6. Kang, H.; Liu, Y.; Wu, Q.H.; Zhou, X. Switching excitation controller for enhancement of transient stability of
multi-machine power systems. CSEE J. Power Energy Syst. 2015, 1, 86–93. [CrossRef]

225



Energies 2020, 13, 3154

7. Díez-Maroto, L.; Renedo, J.; Rouco, L.; Fernández-Bernal, F. Lyapunov Stability Based Wide Area Control
Systems for Excitation Boosters in Synchronous Generators. IEEE Trans. Power Syst. 2019, 34, 194–204.
[CrossRef]

8. Haque, M.H. Improvement of first swing stability limit by utilizing full benefit of shunt FACTS devices.
IEEE Trans. Power Syst. 2004, 19, 1894–1902. [CrossRef]
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Abstract: In recent years, ultralow-frequency oscillation has repeatedly occurred in asynchronously
connected regional power systems and brought serious threats to the operation of power grids.
This phenomenon is mainly caused by hydropower units because of the water hammer effect of
turbines and the inappropriate Proportional-Integral-Derivative (PID) parameters of governors.
In practice, hydropower and solar power are often combined to form an integrated photovoltaic
(PV)-hydro system to realize complementary renewable power generation. This paper studies
ultralow-frequency oscillations in integrated PV-hydro systems and analyzes the impacts of PV
generation on ultralow-frequency oscillation modes. Firstly, the negative damping problem of
hydro turbines and governors in the ultralow-frequency band was analyzed through the damping
torque analysis. Subsequently, in order to analyze the impact of PV generation, a small-signal
dynamic model of the integrated PV-hydro system was established, considering a detailed dynamic
model of PV generation. Based on the small-signal dynamic model, a two-zone and four-machine
system and an actual integrated PV-hydro system were selected to analyze the influence of PV
generation on ultralow-frequency oscillation modes under different scenarios of PV output powers
and locations. The analysis results showed that PV dynamics do not participate in ultralow-frequency
oscillation modes and the changes of PV generation to power flows do not cause obvious changes in
ultralow-frequency oscillation mode. Ultra-low frequency oscillations are mainly affected by sources
participating in the frequency adjustment of systems.

Keywords: photovoltaic generation; ultralow-frequency oscillation; small-signal model; eigenvalue
analysis; damping torque

1. Introduction

There are differences in mechanism and characteristics between ultralow-frequency oscillation and
traditional low-frequency oscillation. The frequency range of low-frequency oscillation is 0.1–2.5 Hz,
and frequencies of ultralow-frequency oscillation is below 0.1 Hz. At present, researchers in this
field generally believe that ultralow-frequency oscillation is caused by hydropower units. In recent
years, ultralow-frequency oscillation has occurred frequently. As early as 1964, a frequency oscillation
with a period of about 20 s was observed in the Southwestern United States [1]. Ultralow-frequency
oscillations with frequencies below 0.05 Hz have also been observed in Turkey and Bulgaria [2], but
due to their small impacts, they have not attracted widespread attention from researchers. In 2016,
in an asynchronous networking test conducted by Yunnan Power Grid in China, a relatively severe
ultralow-frequency oscillation event occurred, which lasted about half an hour [3]. After tripping the
governor of some hydropower units, the oscillation decayed. According to researchers’ studies, similar

Energies 2020, 13, 1012; doi:10.3390/en13041012 www.mdpi.com/journal/energies227



Energies 2020, 13, 1012

possible troubles of ultralow-frequency oscillations exist in Sichuan Power Grid in China, which also
contains a large number of hydropower units. This problem can be triggered after asynchronous
networking [4].

Some researchers have carried out research work on ultralow-frequency oscillation. Ultralow-frequency
oscillation is related to governors and turbines. The time constant of the water hammer effect and the
governor parameters can change the oscillation frequency and damping [5]. When the proportion of
hydropower units in a system is high, ultralow-frequency oscillation is likely to occur. Adjusting the
PID parameters of governors or increasing the proportion of thermal power units can suppress this
oscillation [6]. Reference [7] did the damping torque analysis and pointed out that ultralow-frequency
oscillation was caused by negative damping generated by a regulating system. The improper design of
governor parameters caused the negative damping torque to be very large, which affected the damping
characteristics of the unit. Reference [8] used the vector margin method to analyze multimachine
systems, and the results showed that thermal power units and hydropower units with small time
constants of the water hammer effect can increase the vector margin of the system while hydropower
units with large time constants of the water hammer effect can reduce the vector margin. Reference [9]
built a small-signal model of a hydropower system and analyzed the change of the damping of the
ultralow-frequency oscillation mode when the PID parameters of a governor were changed through a
characteristic analysis method. Changing parameters can increase the damping ratio of the system and
suppress the ultralow-frequency oscillation of the system.

With the development of distributed generation technology [10], more photovoltaic (PV) generation
is connected to hydropower systems to realize an integrated system, which can make electricity
complementary. As a renewable energy, solar power plays an increasingly important role in power
systems. However, due to the strong correlation between the light intensity received by surface and
environmental factors, the PV output power is random [11]. The output power can be maintained
in a stable state, when the weather is clear and the sunlight is direct. However, when the weather is
cloudy, the output power will decrease sharply in a short time. Such strong fluctuations can have a
huge impact on the stability of the power system. Hydropower can quickly adjust its output power to
complement the output power of solar power generation, which can realize smooth power generation
for the integrated system. The access of PV changes the dynamic characteristics and power flow of the
system, which may affect oscillation modes [12]. Reference [13] analyzed the impact of PV stations
on a hydropower system from the perspectives of frequency characteristics, voltage characteristics,
and stability. The impact of PV access on low-frequency oscillations of hydropower systems has been
extensively studied.

Reference [14] pointed out that renewable energy including wind power and solar power could
result in new low-frequency oscillation modes. Reference [15] focused on the damping of local-mode
power system oscillations and pointed out that, through eigenvalue analysis, the impact of PV power
generation on the small-signal stability of power systems can be positive or negative. Reference [16]
showed that, as PV penetration increases and PV replace synchronous motors, the inertia and
damping torque of a hydropower system decrease, which may reduce system damping. Reference [17]
concluded that the influence factors include permeability, network topology, and disturbance patterns.
Reference [18] believed that, although PV dynamics do not participate in low-frequency oscillation
modes, the access of PV changes the output of the synchronous system of an original system and the
power flow distribution of the system, thereby affecting the low-frequency oscillation mode. However,
whether PV generations will have similar effects on ultralow-frequency oscillations has not been
studied to give certain conclusions.

Motivated by the aforementioned limitations, this paper studied the impact of PV access on the
ultralow-frequency oscillation mode of a hydropower system. Considering the dynamics of the PV
generation, a detailed small-signal model of an integrated PV-hydro system was built. The small-signal
stability analysis method was used to analyze the influence of the PV generation. Based on a two-zone
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and four-machine system and an actual system, the influences of different output powers and locations
of the PV generation on ultralow-frequency oscillation were analyzed and explained.

The rest of this paper is organized as follows. Section 2 analyzes the damping characteristics of
governors and turbines. Section 3 builds a detailed small-signal model of an integrated PV-hydro system.
Section 4 analyzes the influence of PV generation on ultralow-frequency oscillation. Conclusions
derived from these analyses are presented in Section 5.

2. Damping Torque Analysis

Negative damping problems of hydropower units in the ultralow-frequency band are mainly
caused by the water hammer effect of a turbine and improper governor parameters. The damping
torque analysis of the hydraulic turbine and the governor can obtain the damping characteristics
of the ultralow-frequency band. In the following, we provide a damping torque analysis for a
single hydropower unit, which reveals the basic mechanism and impact factors of ultralow-frequency
oscillations [19].

The open-loop system model of a governor and a turbine is shown in Figure 1.

Ggov s Gh s Pm

Figure 1. Open-loop system for a governor and a turbine. Symbols: ω, rotating speed; Ggov, governor
transfer function; Gh, turbine transfer function; Pm, mechanical power.

The turbine transfer function was written as:

Gh(s) =
1− TWs

1 + 0.5TWs
, (1)

where Tw is the water hammer time constant.
The governor transfer function was described as:

Ggov(s) =
KDs2 + KPs + KI

bpKI + s
1

1 + TGs
, (2)

where KP, KI, and KD are the proportional, integral, and differential parameters, respectively, bp is the
adjustment coefficient, and TG is the time constant of the servo system.

The open-loop transfer function of the governor and turbine system was expressed as:

GOpenLoop = GgovGh. (3)

Decomposing Equation (3) in the Δδ−Δω coordinate system, Equation (4) can be obtained as:

− ΔPm = DTΔω+ STΔδ, (4)

where DT is the damping torque and ST is the synchronous torque. The torque position is shown in
Figure 2. For DT > 0, it provides positive damping to the system.
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Pm

ST

DT

Figure 2. The position of mechanical torque.

The damping characteristics of a system composed of a governor and a turbine in a frequency
range of 0–2.5 Hz are shown in Figure 3. For the water hammer time constant Tw, a larger Tw had a
more negative damping torque in the ultralow-frequency band. For KP and KI in the PID governor,
a larger value had more negative damping in the ultralow-frequency band. KD is generally set to
0. However, the water hammer effect is an inherent characteristic of hydro turbines and cannot be
changed. The primary frequency regulation ability of a governor generally requires larger KP and KI,
which contradicts the suppression of ultralow-frequency oscillation.

 
(a) Different Tw 

(b) Different Kp (c) Different Ki 

Figure 3. The damping characteristics of the governor and the turbine in a frequency range of 0–2.5 Hz.

Although the damped torque analysis method can analyze the damping characteristics of the
governor and the turbine at different frequencies, it is difficult to analyze multimachine systems and
the impact of PV generation.
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3. Small-Signal Dynamic Model of an Integrated PV-Hydro System

In order to analyze the impact of PV generation on the ultra-low-frequency oscillation mode of
multimachine systems, a detailed small-signal model of an intergrated PV-hydro system needed to be
established for small-signal stability analysis.

3.1. Modeling of PV Generation

A PV generation model mainly included a PV array, an inverter, and controllers. Figure 4 shows
the structure of a PV generation model connected to a power system.

C U
v

vg

i

Lfi

Figure 4. The structure of photovoltaic (PV) generation. Symbols: Cdc, direct current (DC) capacitor;
Udc, DC-side output voltage; iC, the current of a DC capacitor; Vk, alternating current (AC)-side output
voltage; Lf, AC inductor; ig, AC-side output current; Vg, the voltage of the point connected with a
power system.

3.1.1. PV Array

The accurate model of a PV cell is very complicated, and some parameters are difficult to measure
directly [20]. Thus, it is not convenient for research and application. By simplifying calculation
equations, a practical engineering model was used in this paper [21]. The standard conditions for PV
cells are Sref = 1000 W/m2 and Tref = 25 ◦C. In addition, the voltage–current equation under nonstandard
conditions can be descried as:

I = Isc[1−C1(e
U

C2Uoc − 1)], (5)

C2 =
Um/Uoc − 1

ln(1− Im/Isc)
, (6)

C1 = (1− Im/Isc) exp(−Um/C2Uoc), (7)

where Isc is the short-circuit current, Uoc is the open-circuit voltage, Im and Um are the current and the
voltage at the maximum power, respectively. The parameters under nonstandard conditions can be
obtained as:

T = Tair + kS, (8)

Isc = Iscre f (S/Sre f )[1 + α(T − Tre f )], (9)

Im = Imre f (S/Sre f )[1 + α(T − Tre f )], (10)

Uoc = Uocre f [1− γ(T − Tre f )] ln[e + β(S/Sre f − 1)], (11)

Um = Umre f [1− γ(T − Tre f )] ln[e + β(S/Sre f − 1)], (12)

where T and Tair are the temperatures of the PV cell and air, S is the light intensity, Uocref is the
open-circuit voltage, Iscref is the short-circuit current, Umref is the voltage of the maximum power
point, Imref is the current of the maximum power point in standard conditions, and k, α, β, and γ are
compensation coefficients.
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If the number of PV cells in series is n and the number of parallel connections is m, the voltage
and the current of PV array were written as:

{
Udc = nU
Idc = mI

. (13)

According to Equations (5) and (13), Equation (14) can be obtained as:

Idc = mIsc[1−C1(e
Udc

nC2Uoc − 1)]. (14)

3.1.2. DC Capacitor

Assume that the loss of the inverter can be ignored. Then, the output power of a PV array is equal to
the sum of the power of a DC capacitor and the output power of an inverter, which can be described as:

UdcIdc = UdcIC +
3
2

vgdigd. (15)

The voltage of the capacitor was selected as a state variable, which can be written as:

Cdc
•

Udc = IC. (16)

According to Equations (15) and (16), Equation (17) can be obtained as:

•
Udc =

Idc
Cdc
− 3

2

vgdigd

CdcUdc
. (17)

3.1.3. Inverter and Controller

The PV controller consisted of a voltage controller and a current controller, which can achieve main
functions [22]. The voltage controller regulated the DC voltage to control or maximize the power extracted
from the PV array. The current controller realized the control of an actual current to the current reference
value. Figure 5 shows the structures of voltage and current controllers. i*gq was assigned as 0. The voltage
and current control equations were given as Equations (18) and (19), respectively:⎧⎪⎪⎨⎪⎪⎩ i∗gd = Kpv(U∗dc −Udc) + Kiv

∫
(U∗dc −Udc)dt

i∗gq = 0
, (18)

⎧⎪⎪⎨⎪⎪⎩ v∗kd = Kpi(i∗gd − igd) + Kii
∫
(i∗gd − igd)dt−wL f igq + vgd

v∗kq = Kpi(i∗gq − igq) + Kii
∫
(i∗gq − igq)dt + wL f igd + vgq

. (19)
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U*
dc

i*
gdUdc

wLf

wLf

igd

igq

va
vb
vc

i*
gq

vgd

vgq
 

Figure 5. The structure of controllers. Symbols: U*
dc, the reference value of a DC-side voltage; i*gd, the

reference value of a d-axis current; i*gq, the reference value of a q-axis current; igd, the d-axis current; igq,
the q-axis current; vgd, the d-axis voltage; vgq, the q-axis voltage; ω, the angular frequency of the system.

Xv, Yd, and Yq were introduced as the state variables of the controllers [23]. The dynamic equations
were described as: •

Xv = U∗dc −Udc,•
Yd = i∗gd − igd,
•

Yq = i∗gq − igq

(20)

Considering the structure of the filter Lf, the dynamic equations of filterwere written as:

⎧⎪⎪⎪⎨⎪⎪⎪⎩ L f
•

igd = vkd − vgd + wL f igq

L f
•

igq = vkq − vgq −wL f igd

. (21)

3.1.4. PV Generation

According to Equations (14), (17), (20), and (21), a small-signal model of a PV generation model
can be obtained by linearization as following:

Δ
•

XPV = APVΔXPV + BPVΔVgdq, (22)

where ΔXPV = [ΔUdc, ΔXV, ΔYd, ΔYq, Δigd, Δigq]T, and the coefficient matrices are shown in Equations (23)
and (24):

APV =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

3vgdigd

2CdcU2
dc
− mIsc[1−C1(e

Udc
nC2Uoc −1)]

CdcUdc
0 0 0 − 3vgd

2CdcUdc
0

1 0 0 0 0 0
Kpv Kiv 0 0 −1 0
0 0 0 0 0 −1

KpiKpv
L f

KivKpi
L f

Kii
L f

0 −Kpi
L f

0

0 0 0 Kii
L f

0 −Kpi
L f

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (23)

BPV =

⎡⎢⎢⎢⎢⎢⎣ −
3igd

2CdcUdc
0 0 0 0 0

0 0 0 0 0 0

⎤⎥⎥⎥⎥⎥⎦
T

. (24)
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3.2. Hydropower Unit

3.2.1. Synchronous Generator

All generators were synchronous generators with a fourth-order model. The model was shown as:

.
δ = ω0(ω− 1),
2H

.
ω = (Pm − Pe −D(1−ω)),

.
E
′
q = (−E′q − (Xd −X′d)Id + E f d)/T′d0,

.
E
′
d = (−E′q + (Xq −X′q)Iq)/T′q0

(25)

where ω0 is the base angular frequency, H is the inertia constant, Pm is the mechanical power, Pe is the
electromagnetic power, D is the damping coefficient, E’

d and E’
q are the d-axis and q-axis transient

voltages, respectively, Xd and Xq are the unsaturated reactances, X’
d and X’

q are the unsaturated
transient reactances, Id and Iq are the d-axis and q-axis currents, respectively, Efd is the excitation voltage,
and T’

d0 and T’
q0 are the unsaturated subtransient times. The detailed meanings of the symbols is

given in [19].

3.2.2. Exciter

An excitation system is the main cause of low-frequency oscillations, and it is unclear whether it
has an effect on ultralow-frequency oscillations. Therefore, a detailed typical fourth-order excitation
system was selected [24]. The block diagram of the excitation system is shown in Figure 6.

−
+

+

Trs

Uref

Um

−

Ka

Tas Te s

Kf s
Tf s

Ur

Ur 

+
−

Efd

Figure 6. Block diagram of the exciter.

Uex1, Uex2, and Uex3 were selected as the state variables. The mathematical model was shown as:

.
Uex1 = (Um −Uex1)/Tr,.
Uex2 = (Ka(Ure f −Uex1 −Uex2 −K f E f d/T f ) −Uex2)/Ta,
.

Uex3 = −(K f E f d/T f + Uex3),.
E f d = −(E f d(1 + Se) −Uex)/Te

(26)

where Um, Uref, and Efd are the terminal voltage, reference input excitation voltage, and generator
excitation potential, respectively, and Ka, Kf, Ta, Tf, Tr, and Te are the amplifier gain, stabilizer gain,
amplifier time constant, stabilizer time constant, measurement time constant, and excitation circuit
time constant, respectively. The expressions of Se and Uex were shown as:

Se = Ae
(
eBe |E f d | − 1

)
, (27)
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Uex =
1
2

Uex2(sgn((Urmax −Uex2)(Uex2 −Urmin)) + 1) +
1
2

Urmax(sgn(Uex2 −Urmax) + 1)

+
1
2

Urmin(sgn(Urmin −Uex2) + 1)
(28)

3.2.3. Governor and Turbine

In order to study ultralow-frequency oscillation, a detailed model of a governor and a turbine
was selected [19]. It consisted of a regulating system, an electro-hydraulic servo system, and a turbine
model. In an actual running system, KD is generally set to 0. The hydraulic turbine and the PID
governor are shown in Figure 7.

KP

bP

KI

TFs

TCO s
TWs

TWs

−

+

KW +

+
KP

−
+

YPID PGV
Pm

X
X

Figure 7. Block diagram of a water turbine and a PID governor. Symbols: KW, the gain of frequency
deviation; bp, permanent difference coefficient; KP1, the gain of the governor; KI1, the integral gain of
the governor; KP2, the gain of the servo system; TF, the time constant of stroke feedback; TW, the time
constant of the water hammer.

X1, X2, PGV, and Pm were seleted as the state variables of the model composed of a governor and
a turbine.

3.3. Small-Signal Model of the Integrated PV-Hydro System

Suppose the system has n generator nodes, one PV generation, and l connected nodes. The lines
and loads of the system can be expressed by algebraic Equation (29):

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ΔIdq1
. . .

ΔIdq(n+1)
0
. . .
0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

[
Y11 Y12

Y21 Y22

]
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ΔVdq1
. . .

ΔVdq(n+1)
ΔVdq(n+2)

. . .
ΔVdq(n+l+1)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (29)

By eliminating the connected nodes, the nodal admittance matrix can be simplified as:

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
ΔIdq1
. . .

ΔIdq(n+1)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦= (Y11 −Y12Y−1
22 Y21)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
ΔVdq1
. . .

ΔVdq(n+1)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦. (30)

By integrating the PV small-signal model into the hydropower system, a small-signal dynamic
model of the integrated system can be obtained as:

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

•
Δxw1

. . .
•

Δxwn•
ΔxPV

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
= Asys

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Δxw1

. . .
Δxwn

ΔxPV

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, (31)
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where ΔXsys = [ΔXw1, . . . , ΔXwn, ΔXPV]T, Asys is the complete system state matrix, and ΔXw1, . . . ,
ΔXwn are the state variables of n hydropower units, and ΔXPV is the state variables of the PV generation.
By analyzing the eigenvalues and the eigenstructures of Asys, the system small-signal stability can
be evaluated.

4. Small-Signal Stability Analysis

According to the small-signal model above, the effect of grid-connected PV generation on
ultralow-frequency oscillation was studied based on two test systems, i.e., a modified two-zone and
four-machine system and an actual system.

• The two-zone and four-machine system is a typical benchmark system with standard parameters
to study power system oscillations [19]. This paper selected it as a case study system and added
PV generation into this system. The steam turbines of the two-zone and four-machine system
were replaced by water turbines for hydropower studies.

• In order to study the effect of PV generation in an actual system, an actual integrated PV-hydro
system in Sichuan Province, China was selected, so that the research has practical significance.

4.1. Modified Two-Area and Four-Machine System

Based on the two-zone and four-machine system, an integrated PV-hydro system was constructed.
The structure of the integrated PV-hydro system is shown in Figure 8. The parameters of the two-zone
and four-machine system can be found in Reference [19]. The characteristic matrix of the system can
be obtained by Equation (31).

 

Figure 8. The structure of an integrated PV-hydro system. Gen1, Gen2, Gen3 and Gen4 are the
abbreviations for the names of hydropower stations.

In order to make the damping characteristics of each hydropower unit different, different water
hammer time constants were set for each hydroelectric unit. The detailed parameters of governors and
turbines are shown in Table 1.

Table 1. The parameters of governors and turbines.

Gen1 Gen2 Gen3 Gen4

Tw/s 1 1 3 3
KP 2.6 2.6 2.6 2.6
KI 6 6 6 6
KD 0 0 0 0

The ultralow-frequency oscillation of the system calculated by the small-signal model is shown in
Table 2. The oscillation frequency was less than 0.1 Hz, which belongs to the ultralow-frequency range.
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Table 2. The ultralow-frequency oscillation.

Eigenvalues Damping Ratio (%) Frequency (Hz)

−0.0127 ± 0.1635i 7.73 0.026

4.1.1. Participation Factor Analysis

Participation factors are the multiplication of the corresponding elements in the right and left
eigenvectors of a state matrix. It can be used for evaluating the association degree between state
variables and modes. In this paper, we performed the participation factor analysis based on the state
matrix Asys in Equation (31).

The participation factors of state variables for the ultralow-frequency oscillation mode are shown
in Figure 9. As can be seen from Figure 9, the dynamics of synchronous machines, governors, and
turbines were mainly involved in the ultralow-frequency oscillation mode, and the generators with
a larger Tw were more involved. The dynamics of PV hardly participate in the ultralow-frequency
oscillation mode. This is mainly because PV generation uses power control modes and does not
participate in the frequency regulation.

 

Figure 9. Participation factors. The state variables of synchronous machines contain δ, ω, E’
d, and E’

q.
The state variables of excitation systems contain Uex1, Uex2, and Uex3. The state variables of governors
and turbines contain X1, X2, PGV, and Pm. The state variables of PV generation contain Udc, XV, Yd, Yq,
igd, and igq.

4.1.2. Different Output Powers

When the output power of PV generation increased from 100 to 600 MW, the root locus of the
ultralow-frequency oscillation mode changed, as shown in Figure 10, and the corresponding damping
ratio and frequency are shown in Table 3. In Figure 10, the abscissa axis correspond to the real parts of
eigenvalues, and the vertical axis corresponds to the imaginary parts of eigenvalues. It can be seen from
the results that the changes in PV output power had little effect on the ultralow-frequency oscillation mode.
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Figure 10. Root locus of the ultralow-frequency oscillation.

Table 3. Damping ratio and frequency with increasing of PV output power.

Output Power (MW) Damping Ratio (%) Frequency (Hz)

100 7.73 0.026
200 7.75 0.026
300 7.77 0.026
400 7.79 0.026
500 7.81 0.026
600 7.82 0.026

4.1.3. Different Locations

The ultralow-frequency oscillation modes for PV generation connected to different locations are
shown in Table 4. It can be seen that the connections of PV generation with different buses had little
effect on the ultralow-frequency oscillation mode.

Table 4. The ultralow-frequency oscillation modes for PV generation connected to different locations.

Location Eigenvalues Damping Ratio (%) Frequency (Hz)

Bus 5 −0.0126 ± 0.1635i 7.71 0.026
Bus 6 −0.0127 ± 0.1635i 7.73 0.026
Bus 10 −0.0131 ± 0.1636i 7.96 0.026
Bus 11 −0.0131 ± 0.1636i 7.97 0.026

4.1.4. Replacing Generator

Table 5 shows the ultralow-frequency oscillation modes when a hydropower unit was replaced by
PV generation. According to the results of the damping torque analysis, a larger Tw of a hydropower
unit provided more negative damping. Because Tw values of Gen1 and Gen2 were small, they provided
less negative damping to the system. When they were replaced by PV generation, the system damping
ratio reduced. Since the Tw of Gens 3 and 4 were large, they provided more negative damping to the
system. When they were replaced by PV generation, the system damping ratio was improved.

Table 5. The ultralow-frequency oscillation modes by replacing a generator.

Generator Replaced Eigenvalues Damping Ratio (%) Frequency (Hz)

Gen 1 −0.0050 ± 0.1580i 3.14 0.025
Gen 2 −0.0049 ± 0.1580i 3.12 0.025
Gen 3 −0.0160 ± 0.1644i 9.64 0.026
Gen 4 −0.0159 ± 0.1644i 9.62 0.026
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4.2. Actual System of a County in Sichuan Province, China

An integrated PV-hydro system in a county of Sichuan Province in China was selected as the
second test system with its structure shown in Figure 11. The system was connected to an external
grid through a double feeder, which could be disconnected from an outside grid and then achieve an
islanded operation.

Figure 11. Structure diagram of a county town in China. MP, YJW, CCB, MGQ, GJH, MW, and REZ
are the abbreviations for the names of hydropower stations, MX is the abbreviation for the name of a
PV station.

The output powers of the sources are shown in Table 6. The ultralow-frequency oscillation modes
of the system under different operating modes are shown in Table 7. When connected to the network,
the overall damping of the system was relatively strong, since the external power grid can help stabilize
the frequency. During island operation, the damping of the ultralow-frequency oscillation mode
became smaller, and it was easier to excite the ultralow-frequency oscillation.

Table 6. The output powers of sources.

Name
Output Power (MW)

Grid-Connected Mode Island Mode

MP 45 10
YJW 60 13
CCB 54 12

MHQ 36 12
GJH 44 10
MW 23 5
REZ 37 9
MX 100 20

Table 7. Ultralow-frequency oscillations under different operating modes.

Operating Mode Eigenvalues Damping Ratio (%) Frequency (Hz)

On-grid −1.172 ± 0.42i 94.2 0.066
Off-grid −0.032 ± 0.33i 9.7 0.053

The participation factors are shown in Figure 12. Figure 12 indicates that the dynamics of PV
hardly participated in the ultralow-frequency oscillation mode. The root locus of the PV output power
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increasing from 20 to 70 MW is shown in Figure 13. In Figure 13, the abscissa axis corresponds to
the real parts of eigenvalues, and the vertical axis corresponds to the imaginary parts of eigenvalues.
Figure 13 indicates that the root positions of the ultralow-frequency oscillation mode changed very
little. The conclusion is the same as that obtained by studying the two-zone and four-machine system.

 
Figure 12. Participation factors. The state variables are the same as in Figure 9.

 

Figure 13. Root locus of the ultralow-frequency oscillation.

Remark: In order to diminish the negative influences of the ultralow-frequency oscillation, some
methods have been proposed. First, by quitting the frequency regulation function of hydropwer
generators with negative damping, the oscillation could be eliminated [25]. Second, some optimization
methods for the PID parameters of hydropower governors were proposed, which take into account
the tradeoff between the performance of primary frequency regulation and the suppression of
ultralow-frequency oscillations [4]. In addition, some researchers have added a governor’s power
system stabilizer on the speed control side of a hydropower generator to increase its damping in
the ultralow-frequency band, thereby suppressing ultralow-frequency oscillations [9]. In this paper,
we mainly focused on analyzing the impact of PV generation on ultralow-frequency oscillations.
The methods to suppress ultralow-frequency oscillations will be included in our future work.
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5. Conclusions

In this paper, a small-signal dynamic model of an integrated PV-hydro system was established.
The small-signal stability analysis method was used to analyze and study the impact of PV generation
on ultralow-frequency oscillation modes. The main conclusions are summarized as follows:

(1) The dynamics of synchronizers, governors, and turbines were mainly involved in
ultralow-frequency oscillation modes, while the dynamics of PV were hardly involved.

(2) Different output powers and locations of PV generation changed the distribution of the power
flow but had very little effect on ultralow-frequency oscillation modes.

(3) When a synchronous machine in the system was replaced by PV generation, the ultralow-frequency
oscillation mode changed significantly. In addition, when the negative damping characteristic of the
replaced unit was relatively strong, the damping of the system was improved after the replacement.

Ultralow-frequency oscillation is a special phenomenon of hydropower systems. It is mainly
caused by the negative damping of governors and turbines in the ultralow-frequency band. However,
PV generation usually use power control modes and do not reserve power for frequency regulation.
The reason for the ultralow-frequency oscillations of hydropower systems is mainly the small-signal
stability problem due to frequency regulation. With the power control mode, the PV generation did not
participate in frequency regulation, and thus it has little influence on ultralow-frequency oscillation.
Our future research will focus on the influence of PV generation on ultralow-frequency oscillation
when it is involved in the system frequency regulation.
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Nomenclature

Tw water hammer time constant of a turbine
KP proportional parameter of a governor
KI integral parameter of a governor
KD differential parameter of a governor
DT damping torque
ST synchronous torque
Cdc DC capacitor
Udc DC-side output voltage
Vk AC-side output voltage
Lf AC inductor
ig AC-side output current
Vg voltage of a parallel point with a power system
Isc short-circuit current of PV cells
Uoc open-circuit voltage of PV cells
Im current of PV cells at the maximum power
Um voltage of PV cells at the maximum power
T temperature of PV cells
Tair temperature of the air
S light intensity
Uocref open-circuit voltage in standard conditions
Iscref short-circuit current in standard conditions
Umref voltage of the maximum power point in standard conditions
Sref light intensity in standard conditions
Tref temperature in standard conditions
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k compensation coefficient
α compensation coefficient
β compensation coefficient
γ compensation coefficient
U*

dc reference value of a DC-side voltage
i*gd reference value of a d-axis current
i*gq reference value of a q-axis current
igd d-axis current
igq q-axis current
vgd d-axis voltage
vgq q-axis voltage
ω angular frequency of a system
ω0 base angular frequency
H inertia constant of a synchronous machine
Pm mechanical power
Pe electromagnetic power
D damping coefficient of a synchronous machine
E’

d d-axis transient voltage
E’

q q-axis transient voltage
Xd d-axis unsaturated reactance
Xq q-axis unsaturated reactance
X’

d d-axis unsaturated transient reactance
X’

q q-axis unsaturated transient reactance
Id d-axis current
Iq q-axis current
Efd excitation voltage
T’

d0 d-axis unsaturated subtransient time
T’

q0 q-axis unsaturated subtransient time
Um terminal voltage
Uref reference input excitation voltage
Ka amplifier gain
Kf stabilizer gain
Ta time constant of an amplifer
Tf time constant of a stabilizer
Tr time constant of a measurement
KW gain of a frequency deviation
bp permanent difference coefficient
KP1 gain of a governor
KI1 integral gain of a governor
KP2 gain of a servo system
TF time constant of stroke feedback
TW time constant of water hammer
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Abstract: Renewable energy systems and electric vehicles (EVs) are receiving much attention in
industrial and scholarly communities owing to their roles in reducing pollutant emissions. Integrated
energy systems (IES), which connect different types of renewable energies and storages, have become
common in many applications, such as the grid-connected photovoltaic (PV) and battery systems,
fuel cells and battery/supercapacitor in EVs. The advantages of all energy sources are maximized
by utilizing connection and control strategies. Because many storage systems and household loads
are mainly direct current (DC) types, the DC grid has considerable potential for increasing the
efficiency of distribution grids in the future. In IES and future DC grid systems, the triple active
bridge (TAB) converter is an isolated bidirectional DC-DC converter that has many advantages
as a core circuit. Therefore, this paper reviews the characteristics of the TAB converter in current
applications and suggests next-generation applications. First, the characteristics and operation modes
of the TAB converter are introduced. An overview of all current applications of the TAB converter
is then presented. The advantages and challenges of the TAB converter in each application are
discussed. Thereafter, the potential future applications of the TAB converter with an adaptable power
transmission design are presented.

Keywords: triple active bridge; integrated energy systems; DC grid; isolated bidirectional DC-DC
converter; multiport converter

1. Introduction

In current years, renewable energy systems and electric vehicles (EVs) have been increasingly
used [1–6]. Renewable energy systems include, but are not limited to, photovoltaic (PV), wind power,
biomass, hydro, and geothermal systems. The rooftop PV system is a common and essential energy
source for residential loads. Other than battery EVs and hybrid EVs (HEVs), many fuel cell EVs
(FCEVs) are also developed and implemented [7–9]. However, the fuel cells have the disadvantage of
a slow transient response. Therefore, the battery or supercapacitor is used to adapt to the fast response
in EVs and other applications [10]. EVs may use a lithium-ion battery, supercapacitor, fuel cell, or their
integration to optimize power density. By connecting different types of energy and storage, electrical
systems become integrated energy systems (IES) [11]. For example, a household electrical system
connects PV, EVs, and/or storage systems. The EVs use integrated fuel cells, and/or batteries, and/or
supercapacitors. The IESs can then optimize the advantages of all the energy systems. Therefore, this
type of IES will be developed more in the future.

Direct current (DC) grids offer many advantages over alternating current (AC) grids, such as
potentially higher efficiencies, and reduced filter effort [12–14]. DC-DC converters are one of the most
important technologies for future DC grids. They offer precise control ability for power flow with high
reliability. Dual active bridge (DAB), an isolated bidirectional dc-dc converter, has been proposed for
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many applications [15,16]. The DAB converter includes two full-bridge inverters that are connected by
an isolation transformer at high-frequency operation, as shown in Figure 1. It has advantages such as
a bidirectional power flow with high efficiency. However, it can only connect two ports; thus, many
DAB converters need to be used to connect different elements to the DC-bus in the IES. Moreover,
it may require a communication bus to control power flow.

V1 V ′
2

L1 L′
2

Figure 1. Dual active bridge (DAB) converter circuit.

Therefore, the triple-active-bridge (TAB) converter was proposed to connect one more element
by adding one more port to the DAB converter, as shown in Figure 2 [17]. The advantages of the
DAB converter can be kept in the TAB converter. Moreover, it is not only applicable to one more port
but also enables flexible power transmission between three ports, as shown in Figure 3. This shows
that three DAB converters are required in Figure 3 to achieve flexible power transmission between
three elements, which is achieved by only one TAB converter in Figure 3b. Also, the communication
between the three elements is not necessary when using the TAB converter. Therefore, the control of
the total system is more straightforward. In addition, in comparison to other multiport converters,
the TAB converter has the advantage by using a transformer, which not only converts the voltage
ratio but also improves the safety of the system. Therefore, the TAB converter is proposed for many
applications in IES and DC grid.
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Port 3

V1

V ′
2
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3
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Figure 2. Triple-active-bridge (TAB) converter circuit.

(a) (b)

Figure 3. Comparison of a system using DAB and TAB converters. (a) System using DAB converter,
(b) System using TAB converter.

Because there is an increase in the number and types of microgrids [18,19], the TAB converter
is proposed to develop micro-grid systems, as shown in [20–25]. The future DC grid has potential
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in household applications, for which the TAB converter has an advantage [19–22]. It can be used to
connect medium and low voltages in the DC distribution grid [26–30]. An uninterruptible power
supply (UPS), which uses a battery to support the source in the worst-case scenario, is a suitable
application for the TAB converter [31–33]. The TAB converter was discussed as an important part that
can improve the reliability of the distribution system in the data center [34,35]. The proposed system
in EVs applications is discussed in [36–40].

However, researches on the TAB converter focuses on each separated application and
characteristic. It loses an overview of the current status, such as the advantages and challenges of the
TAB converter in current applications. Also, there are many new applications such as all electrical ships,
autonomous underwater vehicles, etc., that involve replacing other energy systems with electricity.
Therefore, this paper presents an overview of current applications. The advantages and challenges of
the TAB converter in different applications are analyzed. Then, future applications, which use storage
systems, are suggested for use with the TAB converter. Also, potential applications and concepts in
next-generation applications are proposed. This becomes a reference for researchers and engineers in
the related topic for improving the TAB converter in current applications and extending applications.

2. Characteristics of the TAB Converter

2.1. Configuration and Model

Figure 2 shows the circuit diagram of the TAB converter. It includes a three-winding transformer
connecting port-1, port-2 and port-3. Each port has an inductance connected in series, and a full
bridge inverter. The series inductances, L1, L′

2, and L′
3 include the leakage and external inductances

on each port. The symbols n2 and n3 are the turn ratios of the port-2 and port-3. The phase voltages
between the leg midpoints of each port, u1, u′

2, and u′
3, have the amplitudes V1, V′

2, and V′
3, respectively.

S11 to S14, S21 to S24, and S31 to S34 are the control signals of ports -1, -2 and -3, respectively. Figure 4
shows a three-phase TAB converter made by adding one switching leg to each inverter [41]. It is
proposed for high power applications. Each phase of the three-phase TAB converter can be modeled
as a single-phase TAB converter [26,41].

V1

V ′
2

V ′
3

Figure 4. Three-phase TAB converter.

Figure 5 shows Y-type and Δ-type equivalent circuits of the TAB converter, respectively [40].
The voltages and currents of the port-2 and port-3 refer to the port-1 as the following equation.⎧⎪⎪⎪⎨⎪⎪⎪⎩

u2 = u
′
2/n2

u3 = u
′
3/n3

i2 = i
′
2n2

i3 = i
′
3n3

(1)
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where u2 and u3 are the port-1-referred voltages, and i2 and i3 are the port-1-referred currents,
respectively. Thus, it has the following equation.⎧⎪⎪⎪⎨⎪⎪⎪⎩

L2 = L′
2/n2

2
L3 = L′

3/n2
3

V2 = V′
2/n2

V3 = V′
3/n3

(2)

where L2 and L3 are port-1-referred inductances, and V2 and V3 are port-1-referred voltage
amplitudes, respectively.

u1

u2

u3

i1

i2

i3

L1

L2

L3

L12

L13

L23

u1

u2

u3

(a) (b)

Figure 5. Equivalent circuit of the TAB converter. (a) Y-type, (b) Δ-type.

2.2. Power Transmission and Control Methods

Based on the above model, the power transmission of the TAB converter is expressed by the
following equations.

P1 =
V1V2 ϕ2(π − |ϕ2|)L3 + V1V3 ϕ3(π − |ϕ3|)L2)

2π2 f (L1L2 + L2L3 + L3L1)
(3)

P2 =
V2V1(−ϕ2)(π − |ϕ2|)L3 + V2V3(ϕ3 − ϕ2)(π − |ϕ3 − ϕ2|)L1

2π2 f (L1L2 + L2L3 + L3L1)
(4)

P3 =
V3V1(−ϕ3)(π − |ϕ3|)L2 + V3V2(ϕ2 − ϕ3)(π − |ϕ2 − ϕ3|)L1

2π2 f (L1L2 + L2L3 + L3L1)
(5)

where P1, P2, and P3 are the transmission powers of the of ports-1, -2, and -3, respectively. f is the
switching frequency of the converter. ϕ2 and ϕ3 are phase shift angles on the port-2, and port-3 with
reference to the port-1, respectively.

Therefore, the power transmission ability of each port can be controlled by two-phase shift
angles, ϕ2 and ϕ3, as shown in Figure 6a. The phase shift angles between u1, u2, and u3 decide
amplitude and direction of the transmission power among the three ports [21–25]. The decoupling
matrix is implemented into the control loop to remove the interference among the ports [25,40].
Besides, the combined duty cycles and two-phase shift angles methods were discussed to improve
the efficiency of the TAB converter, as shown in Figure 6b [38–40,42]. δ1, δ2, and δ3 are duty cycle
variations of u1, u2, and u3, respectively. This technique can extend the soft switching at light load
but it reduces the power transmission ability of the converter [42]. Furthermore, upon adding more
variables to the system, the control system and calculation of the controller become more complex.
Therefore, the two-phase shift angles method is widely used for controlling the TAB converter in
many applications. The combined duty cycle and two-phase shift angles method can be considered for
applications that usually operate under light load condition.
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Figure 6. Control methods of the TAB converter.

2.3. Operation Mode and Characteristics

By controlling the phase shift angles, the TAB converter has many working operation modes,
as shown in Figure 7.

(a)

(b)

(c)

Figure 7. Operation modes of TAB converter: (a) Single input single output (SISO), (b) Dual input
single output (DISO), (c) Single input dual output (SIDO).

It can be categorized into three groups. The single input single output (SISO) modes when the
power comes from one port to another while the third port does not get power. The dual input single
output (DISO) modes, which supplies power to one port from the other two ports. The single input
dual output (SIDO) modes when power from one port is supplied to the two other ports. This shows
the flexible power transmission ability of the TAB converter.

Figure 8 shows the phase shift operation of the TAB converter in all operation modes by using
two phase-shift angles. The horizontal and vertical axes show the phase shift values of port 2
and port 3, ϕ2 and ϕ3, respectively. The phase shift angles are decided by the operating power,
inductance values, and voltages as the relationship in (2)–(4). The series inductances are important
elements of the TAB converter. A normalized design method for the inductances was discussed
in [21,22]. Voltage variations, which are in many applications, need to be considered in operation
modes. Figure 8a shows the phase shift operation when the voltages of the three ports are all 100%.
Figure 8b shows the phase shift operation when V1 and V2 are both 100%, whereas V3 is 80%. It shows
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that the SISO modes are the most critical in the design and control of the TAB converter, where the
phase-shift angles are the largest.

(a) (b)

Figure 8. Phase shift operation of TAB converter in two different voltage states: (a) V1, V2, and V3 are
all 100%, (b) V1 and V2 are both 100%, V3 is 80%.

The experimental waveform of each port in operation mode 1-2 is shown in Figure 9 to explain
the characteristic in one of the most critical operation modes. The figure shows that the root mean
square (RMS) and peak current of port 2, i′2, are much higher in the voltage variation condition. In this
case, the combined duty cycle and phase shift control can be applied to reduce the RMS and peak
currents of port 2 [38–40,42].
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Figure 9. Experimental waveform of TAB converter in mode 1-2: (a) V1, V2, and V3 are all 100%; (b) V1

and V2 are both 100%, V3 is 80%.

3. Current Applications of TAB Converter

3.1. Microgrids

A microgrid is an integrated system that combines sources, storage systems, and loads [18,19].
The DC bus Microgrid systems using TAB converter were discussed in [20–22]. Figure 10 shows the
comparison of a DC bus microgrid using the TAB converter and the conventional converter. It shows
that the system using the TAB converter can reduce the required number of DC-DC converters and
communication lines. Consequently, the cost of the system is reduced.. The rapidly increasing use of the
EVs will bring much change in household electrical systems in the future. The DC household electrical
system is discussed in [19]. The TAB converter can be used in household electrical systems for a power
range of 10 kilowat (kW), as discussed in [21,22]. The EVs or storage can be charged from the grid or
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directly from the rooftop PV. In addition, EVs have a high-power battery, which can be a storage and
support system for the household load or grid [5]. By using the TAB converter, the DC bus microgrid
system becomes more flexible in setup and more optional in operation, which are advantages.

Figure 10. Comparison of DC bus microgrid using the TAB converter and the conventional DC-DC
converter. (a) The system uses the conventional DC-DC converter. (b) The system uses the
TAB converter.

An autonomous DC microgrid using the TAB converter is proposed in [23–25], as shown in
Figure 11. One port of the TAB converter is connected to one element, and the remaining two ports
are connected to the autonomous DC microgrid to control the power and voltage. The TAB converter
can change the control target to keep a constant voltage and for different loads depending on the
condition of the system. The transformers of the TAB converters isolate all the parts of the microgrid.
Therefore, if one element has an error, other elements still work well, and the system is easy to extend
at any time. The DC/AC converter can be added to a port that connects to an AC load or source.
This idea can be applied to the traditional microgrid system when some elements are used to improve
reliability. In the future microgrid system, the TAB converter is a promising circuit when combining
two above systems.

Figure 11. TAB converter for an autonomous DC microgrid system.

3.2. Connection of Medium Voltage Grid and Low Voltage Grid

The medium voltage DC (MVDC) grid has recently created a need for the investigation of the
concept of the DC distribution grid [43–45]. The overall stability and efficiency of the DC grid are
increased by controlling the power flow [26]. Therefore, a three-phase TAB converter is proposed for
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the MVDC grid in [26–30], as shown in Figure 12. The nominal voltage of the MVDC grid is 5 kV.
Two LVDC grids work at 380 V and 760 V, respectively. The 760 V LVDC grid is examined as a ±380 V
LVDC grid. The TAB converter can use all operation modes in Figure 7 for this application because the
power is required to be transferred in any direction among the three ports. It can operate as an equal
three DAB converter as shown in the comparison in Figure 3. Therefore, the system can reduce the
number of components and costs by using the TAB converter. In typical operation, the power mainly
comes from MVDC to LVDC as the operation modes 1-1, 1-2, and 3-1. However, in some critical
situations, the remaining operation modes of the TAB converter can be used for this application.
Then, three grids can support each other. This shows that the TAB converter can be optimally utilized
for all operation modes in this application.

Figure 12. TAB converter connection medium-voltage direct current (MVDC) and low-voltage direct
current (LVDC).

A three-phase TAB converter rated 150 kW is designed to connect 5 kV MVDC and two LVDC
sources in [26–30]. The modulation strategy and transformer design are considered to operate at a rated
power [26]. The soft-switching limitation in each port is analyzed. Subsequently, a parallel-phase
operation (PPO) is proposed to extend the soft-switching component of the converter [27]. All ports
achieve soft switching by applying the multiport duty cycle method. The current and voltage
measurements require isolation to the MVDC part, as discussed in [28]. The dynamic of the current
control loop is discussed in [29]. The instantaneous current control is applied to the TAB converter to
achieve a high dynamic power response. The challenges of using the 1200 V SiC MOSFET for the TAB
converter in MVDC and LVDC is discussed in [30].

Other configurations, which can connect multiple single-phase TAB converters, can also be
applied to interconnect MVDC and LVDC, as shown in Figure 13 [46–48]. It can connect two ports in
series and one port in parallel to connect two MVDC grids and one LVDC grid, as shown in Figure 13a.
Figure 13b shows the system which connects one port in series and two ports in parallel to connect
one MVDC grid and two LVDC grids. The number of modules is selected depending on the available
semiconductor devices and operating voltage. The insulated-gate bipolar transistor (IGBT) devices
rated 4.5 kV are considered for high voltage applications. More research to utilize the devices and
voltage range of each module should be discussed more in the future.
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(a) (b)

Figure 13. Multiple TAB converter for high voltage high power application: (a) two ports in series,
one port in parallel; (b) one port in series, two ports in parallel.

3.3. Uninterrupted Power Supply Systems

The TAB converter was proposed for the uninterrupted power supply (UPS) systems [31,32],
as shown in Figure 14. The power source, load, and battery are connected using one TAB converter as
discussed in [31,32], where the power source and electric load may require a frequency isolation of
50 Hz and 60 Hz, respectively. The system operates typically in the mode 1-1. However, all remaining
modes can be used in an abnormal situation. By using a TAB converter with a three-winding
transformer, the safety of the system is improved. The operation of the system is flexible with
simple control.

Figure 14. TAB converter in UPS application.

A UPS system powered by a fuel cell is proposed by using a TAB converter in [33,42,49], as shown
in Figure 15. The system is flexible and can work on grid-connected or stand-alone modes. The fuel
cells have a slow transient response, which is a drawback. The supercapacitor can be used as storage
to support the fuel cells to respond quickly in transient time. Depending on the load and the status
of the supercapacitor and fuel cell, it may operate in different modes. This could be discussed more
in the future. For high power applications, the three-phase TAB converter can also be used. In low
power applications, the half-bridge TAB converter is suitable [50]. This shows that the TAB converter
is an excellent selection for these proposed systems where all operation modes are achieved by
one converter.
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Figure 15. TAB converter in line-interactive UPS using fuel cell and supercapacitor application.

3.4. Power Distribution for Data Center

The reliability of the distribution systems for data centers is of the most importance points.
Interruptions of power systems in the data center have the high cost of millions of dollars an hour [51].
Therefore, the TAB converter was proposed to improve the reliability and availability of power
distribution of data centers in [34,35], as shown in Figure 16. This system can operate as a UPS system
to prevent power faults in distribution systems of the data center. The number of converters can be
reduced by sharing a battery between two distribution lines. Consequently, using the TAB converter
can reduce the cost of the system. Furthermore, two distribution lines can support each other in
a critical situation. Therefore, all operation modes of the TAB converter can be used in this application,
which maximizes the advantages of the TAB converter.

Figure 16. TAB converter in power distribution for data center application.

Typically, the data center distribution system has many independent loads. The power
requirement at a time is different for each load. Some loads may require high power while others
need low power. Balancing the load can improve the sustainability of the system. In order to improve
the reliability of the data center distribution system, the TAB converter was proposed to share the
power between the distribution lines in [52], as shown in Figure 17. The power distribution in each
load group is evaluated. The TAB converter balances the power load for the data center system.
This can improve the reliability of the system from 96.00% to 97.53%. Therefore, the TAB converter is
a promising candidate in this application. However, the stability and accuracy will be the challenge
for controlling the TAB converter in this application because of high-reliability requirements.
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Figure 17. Improving the reliability of power distribution for data center by using TAB converter.

3.5. Electric Vehicles

Electric vehicles (EVs) normally have a high voltage (HV) battery of 300 V–400 V and a low
voltage (LV) battery of 14 V [53]. The HV battery supplies the main power for the motor. The LV
battery supplies power for other facilities such as the fan, light, wiper, radio, etc. The on-board charger
is implemented in EVs to charge the EVs at home with a power range of 3–6 kW. Therefore, the DC-DC
converter and charger are combined using the TAB converter as shown in Figure 18 [36–39]. The port-1
is connected to the main battery. The port-2 is connected to the low voltage battery. The port-3
is connected to the DC source after the rectifier from the AC grid. The two DC-DC converters in
the conventional system are combined by using one TAB converter. This reduces the components,
size, and cost of the system. However, the idling isolation of the charger port is a challenge in this
application. Therefore, phase shift combined duty cycles are proposed for this condition to reduce the
peak and RMS current [36–40]. This shows that this method can be applied in other applications that
have a similar critical condition.

Figure 18. TAB converter for electric vehicles (EVs) application as an integrated on-board charger and
DC-DC converter.

The 42 V bus for EVs was discussed in [40] to increase the power for HEVs. Therefore, the electrical
system may have three voltage levels (14 V/42 V/400 V). The TAB converter has many advantages for
this system because it separates voltage levels using one converter with a three-winding transformers,
as shown in Figure 19. The power can be supplied from three storage systems effectively during
start-up or regular running. This shows that all the operation modes of the TAB converter can be
applied in this application to maximize the power and lifetime of the system. In the future, the studies
on optimal power and operation modes for each condition of the system can be discussed more.
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Figure 19. DC-DC converter in EVs application using the TAB converter.

3.6. More Electric Aircraft

Beside electric vehicles, the more electric aircraft (MEA) has been widely researched and discussed
to reduce emissions in the world [54,55]. The electrical system in MEA requires improved efficiency,
reliability, and reduced implementation costs. The electrical system usually uses a 230 V AC voltage
and two DC voltages, of 270 V and 28 V, respectively. The auxiliary power unit (APU) is used to
supply power when the MEA is on the ground. It can use a battery and fuel cell system of 270 V
or 540 V [55–57]. The battery can also be used for emergency situations, to store energy in low load
conditions, and support in heavy load conditions. Therefore, the TAB is proposed to regulate power
flow in MEAs in [58], as shown in Figure 20. Two DC voltages and APU are connected and supported
by one TAB converter and a centralized control system.

Using the TAB converter is an advantage because the power between three elements always
works together to achieve high safety and reliability of this application. However, high current and
high power design and control are the challenges of this application. More research and verification
should be discussed in detail in the future.

Figure 20. TAB converter in more electric aircraft application.

4. Future Applications with Battery

In recent years, there have been many new applications which aim to use more electricity as the
main energy. There are many types of batteries and techniques that are developing to connect many
cells in series and parallel for the high power applications [59–62]. Therefore, this part aims to propose
the TAB converter for new potential applications which use the storage system.
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4.1. Autonomous Underwater Vehicles

The autonomous underwater vehicles (AUVs) have spread widely in recent years [63–65]. The size
and weight of the AUVs are limited, and the data can be corrected if the AUVs can work for a long
time. Therefore, the power system of the AUVs is a challenge. The Lithium-ion battery is used for
AUVs because of its high power density [63]. The fuel cell system for AUVs is discussed to extend
their working time [64]. The integrated fuel cell and battery systems for AUVs have been discussed in
recent times [65]. This can achieve a higher power density, which reduces the number of the batteries
and increases the power for the AUVs. With the many advantages in the integrated power system,
the TAB converter is a promising candidate for this application. A TAB converter can be connected
directly between the motor driver (M), fuel cell, and battery, as shown in Figure 21.

Figure 21. Proposed TAB converter for autonomous underwater vehicles (AUVs).

It can use a 48 V battery with a capacity of 34 Ah for a small AUVs [65]. A fuel cell can install a
48 V system. The converter operates at 1 to 3 kW. However, this application requires high efficiency
and small size. To realize a large power AUVs system, the system can be implemented with an optimal
design of the TAB converter, depending on the battery and fuel cell system.

4.2. All-Electric Ships

All-electric ships (AESs) are developed to improve the efficiency of energy in the ships [66,67].
The advantages of MVDC distribution for all-electric ships (AESs) was discussed in [68]. By using
MVDC (1–8 kV) distribution, the motor is not connected to a fixed-frequency system and can be
designed and operated to maximize efficiency. The advantage of the battery energy storage system
(BESS) for the ship was discussed in [69]. Therefore, the electrical ship is a promising application of
the TAB converter in the future, as shown in Figure 22.

Figure 22. Proposed TAB converter for future all-electric ships.
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The battery and supercapacitor can be charged by regenerative energy in the light load condition,
and then used for supporting in the heavy load condition. It stabilizes the voltage and current of the
electrical grid in the ship. Additionally, the battery and supercapacitor are useful auxiliary power
systems for rapid-starting in booster or electric-motor modes. Depending on the size and type of
ship, the power system may range from 500 kW to several megawatt. The storage capacity is selected
depending on the control strategy. It can be implemented by the 400 V storage system. The TAB
converter for AESs application may work at several hundred kW, which is challenged by the high
voltage high power design.

5. Future Applications for Controlling Power Flow

The AC power utility system for a railway, for example, shinkansen in Japan, uses two single-phase
AC voltages 25 kV or 20 kV for two direction lines [70–72]. The single-phase AC voltages are supplied
from a three-phase voltage using a Scott-connected transformer, as shown in Figure 23a. The electric
power load of each single-phase voltage may be unbalanced depending on the number and position of
the trains in each direction. This affects the three-phase voltage side, which causes a more significant
voltage fluctuation. Therefore, a railway static power conditioner (RPC) is developed to control voltage
fluctuation on the three-phase voltage side in [72], as shown in Figure 23b. An RPC is constructed from
two pulse width modulation (PWM) inverters, which are connected by a large DC link capacitor system.
The other side of each inverter is connected to a single-phase voltage by a single-phase transformer.

(a) (b) (c)

Figure 23. Proposed future concept for shinkansen power supply using the TAB converter:
(a) conventional railway power utility system, (b) railway static power conditioner to balance voltage,
(c) future concept using TAB converter.

In this way, the two inverters can work as a static synchronous compensator (STATCOM), and the
reactive power is compensated by feeding an active power from one bus to another. The power
utility system then needs a scott traction transformer, two inverters, two single-phase transformers,
and a DC link capacitor system. Both the Scott transformer and RPC have large-capacity, high weight,
and big size.

In this paper, a future concept is suggested for application in the future railway utility by
using the TAB converter, as shown in Figure 23c. A TAB converter, which connected 160 kV DC
voltage from the rectifier and two 44 kV DC voltages outputs for the train system. It can replace
both the Scott transformer and RPC to achieve isolation and power flow control targets. The size,
components, and cost are reduced. The reactive power from the load also is compensated. With this
new concept, the power of each phase of the AC source is balanced, which improves the stability and
reliability of the grid. The connection of many TAB converters in the module can be suggested to solve
the challenges of very high voltage and power.

6. Summary and Discussion

The above sections reviewed current applications and proposed new applications of the TAB
converter. This section gives a summary all applications of the TAB converter. The advantage and
challenges of each application are summarized, as shown in Table 1. For each application, the TAB
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converter contributes to the different targets to develop conventional systems. There are also different
challenges in each application, which also need more development in the future. The normal and
abnormal operation modes are listed. It shows that some applications use all operation modes such
as distribution systems for data center and more electric aircraft, where the TAB converter is a good
selection because of saving cost and improving the reliability. Some applications do not use all
operation modes. However, by using the TAB converter, it not only reduces the component but also
extends the functionality of the system.

In the future, research into the TAB converter can go in two directions. Firstly, new studies can
focus on solving the general issues of the TAB converter. This can have an impact on one or many
applications. Secondary, the new investigation can solve a challenge in each application also is the
contribution. This suggests that also the new trend of semiconductors and the magnetic components
can be discussed to improve the TAB converter. It is also necessary to undertake further study of the
TAB converter in these applications, which are high power and high voltage/current.
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7. Conclusions

The TAB converter is considered a promising circuit for next-generation DC grid and integrated
energy systems, which have vast market prospects. The advantages of the TAB converter
include multiple interfacing ports with isolation, achievable implementation of centralized controls,
and improved flexibility of electric systems. This paper reviewed the characteristics of the TAB
converter and the research status of the current applications. The paper also showed that the TAB
converter could be an upgraded solution for conventional systems. Additionally, some potential
future applications with the battery were presented. A future concept for AC voltage railway systems
was also proposed. The design and performance optimization of the TAB converter for high power
applications with high reliability will be the trend in the future.
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Abstract: With the growing concern about decreasing CO2 emissions, renewable energy sources
are being vastly integrated in the energy systems worldwide. This will bring new challenges to the
network operators, which will need to find sources of flexibility to cope with the variable-output
nature of these technologies. Demand response and multi-energy systems are being widely studied
and considered as a promising solution to mitigate possible problems that may occur in the
energy systems due to the large-scale integration of renewables. In this work, an optimal model
to manage the resources and loads within residential and commercial buildings was developed,
considering consumers preferences, electrical network restrictions and CO2 emissions. The flexibility
that these buildings can provide was analyzed and quantified. Additionally, it was shown how this
model can be used to solve technical problems in electrical networks, comparing the performance
of two scenarios of flexibility provision: flexibility obtained only from electrical loads vs. flexibility
obtained from multi-energy loads. It was proved that multi-energy systems bring more options
of flexibility, as they can rely on non-electrical resources to supply the same energy needs and
thus relieve the electrical network. It was also found that commercial buildings can offer more
flexibility during the day, while residential buildings can offer more during the morning and evening.
Nonetheless, Multi-Energy System (MES) buildings end up having higher CO2 emissions due to a
higher consumption of natural gas.

Keywords: CO2 emissions; commercial buildings; flexibility quantification; flexibility optimization;
HVAC systems; multi-energy systems; network operation; residential buildings

1. Introduction

1.1. Motivation and Aim

The growing worldwide concern with global warming is leading to the implementation of
crosscutting policies to reduce greenhouse gas emissions, in particular in the transport and electricity
and heat generation sectors, which produced two-thirds of the world’s CO2 emissions in 2016 [1].

The increasing pressure to reduce CO2 emissions in these sectors is leading policy-makers to
incentivize the adoption of emissions-free technologies, such as electrical vehicles (EVs) and renewable
energy sources [2]. Despite the evident environmental benefits that these technologies yield, they also
pose new challenges to network operators, which are facing higher uncertainties due to the volatile
behavior of renewable energy technologies.

As a consequence, the network operation paradigm has been changing in the last decades,
relying increasingly in flexibility provided by generation and demand side assets. As the integration
of renewables is expected to boost in the coming years, it is of utmost importance to find new ways of
increasing energy systems flexibility.
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The increased flexibility needs of future energy systems can primarily be satisfied at the demand
side, where the integration of different energy systems (electricity, heat and gas) will be one of the most
promising options to deliver additional flexibility while keeping the user comfort level and avoiding
service disruption. Multi-Energy Systems (MES) can help in increasing the penetration of renewable
energy sources (RES) due to the possibility of switching between energy sources and large-scale heat
and gas storage systems, which are, in general, cheaper than electricity storage technologies, such as
Li-ion batteries [3].

1.2. Literature Review

MES are able to integrate different energy vectors through the use of resources that can
transform one energy vector to another in order to meet the energy requirements of the system.
The concept of Energy Hub (EH) is being vastly used in the literature to model this kind of systems [4].
Nonetheless, the EH can be used to model any type of building, even those that only use electricity.
EHs are able to model the interactions between production, delivery and consumption of different
energy vectors through a conversion matrix. Electricity, heat, cooling, gas or hydrogen are some of
the vectors that can be integrated within the EH concept. It also considers the efficiency and other
characteristics of the resources present in the hub. A standardized matrix model for the MES was
developed in [5] in order to facilitate the modeling, integration and optimization of these systems.
Later, a linear method was presented in [6], which does not use dispatch factors and thus reduces the
complexity of the problem.

The main advantages foreseen for MES is the flexibility that these systems are able to provide
to the operation of energy systems. Several works focus on the use of different type of resources like
virtual storage by heating/cooling sources, technologies like combined heat and power (CHP) [7],
fuel cells (FC) [8], power-to-gas (P2G) [9], microgrids [10], fuel stations [11] or parking lots [12] in
order to study the advantages that their operation can bring to the energy systems. This flexibility
can be used to help increasing renewables integration [3,13], solving technical problems in electricity
networks [14] and decreasing CO2 emissions [15].

Other studies on flexibility focus on the characteristics that different types of buildings,
like commercial or residential, can offer to system operators or to aggregators. This is due to the
fact that this type of buildings have different demand profiles, with non-coincident peak consumption
periods, and use different types of heating and cooling resources. Commercial buildings usually have
heating, ventilation and air conditioning (HVAC) systems to increase workers and visitors’ comfort
levels and thus are able to provide both heating and cooling energy. This is an important source of
flexibility since it encompass different energy vectors and has a high degree of controllability, namely
through the temperature set-point and fans speed. These systems can be controlled through demand
response (DR) programs as presented in [16] and can participate in electricity markets, as studied
in [17]. Although the majority of the residential buildings do not have centralized HVAC systems to
control space temperature evenly, they usually have individual thermostats to define temperature
set-points for each room. This way, these systems are also able to provide flexibility to system operators
or aggregators, as show in [18,19].

In [18,19] it is also described an home energy management system. This system is responsible for
acquiring and processing the required data from appliances and managing flexible loads, as well as
establishing communication between the aggregator, users and appliances. The main functionalities
of the home energy management system will be used in this work under the name of energy hub
management system (EHMS), which will be responsible for controlling the resources of the EH.

System operators and aggregators are also able to use more flexibility from energy system by
controlling other loads, like water heating [20], lighting [21] or even refrigeration systems [22] present
in some type of commercial and residential buildings, through DR programs. The flexibility provided
by EVs and its benefits to the electrical network is also vastly studied in the literature under the concept
of V2G, as in [23].
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1.3. Contributions and Advantages of the Proposed Model

This paper proposes an innovative approach to optimize the flexibility provided by multi-energy
residential and commercial buildings with the aim of solving technical problems in electricity networks
operation. The model generally contributes to increase networks robustness and may be used by
system operators to increase the quality of service indexes. It aims at minimizing costs, considering
the prices of energy, the costs of using DR programs and the costs of CO2 emissions, while keeping the
network operating within the specified technical limits.

The proposed model considers different sources of flexibility from residential and commercial
buildings. This flexibility comes from changing the flexible load patterns or by managing the
resources within the buildings. The flexible loads include thermal loads, like space heating
and cooling, water heating or refrigeration systems, and also other loads, like EVs or lighting.
Space heating and cooling is assumed to be controlled through temperature set-points defined for
centralized HVAC systems and thermostats. Although only some type of resources are used in this
work, such as electric boilers (EB), gas boilers (GB), CHPs, air conditioners (AC) and heat pumps
(HP), the proposed model is prepared to include other resources like P2G or combined cooling, heat
and power (CCHP). The studies performed look forward to a future where these technologies are
widely used, since although these resources and their combinations are not extensively used nowadays,
the situation may change in the coming years as the costs of these technologies have been showing a
clear decreasing trend.

The optimization problem used assumes that consumers provide the parameters necessary for
its resolution, like temperature ranges, lighting levels or EVs charging needs. The optimization
problem differs from [7–10,14,16–23] by allowing the participation of different sources of load
flexibility (e.g., PVs, EVs, HVAC systems, thermal loads, lighting) in DR programs and by considering
the constraints imposed by the consumers needs and by the technical characteristics of the
electrical network.

In the literature, the models developed for HVAC systems considering thermal models are
usually non-linear models [24,25] or quadratic [26]. In order to linearize these models, some works
use a sequential linearization approach [17] or assume a linear model with parameters calculated
using regression methods [16]. A new linear model for HVAC systems was developed in this work.
This linear model differs from the other linearized models by discretizing the air flow rate supply
variable. This way, the approach for the linearization of the models is simpler as it does not require to
be done individually for each building.

With this model, the authors studied and compared the flexibility that can be provided by
buildings to electrical network operators considering two scenarios: the buildings only have electrical
loads (only-electrical buildings) and the buildings have loads that consume different types of energy
(MES buildings). In the literature there are several studies regarding the advantages of MES, but this
study specifically compares the same buildings with two different structures: one purely electrified and
other with MES. Electrification and MES are two different perspectives of looking into future scenarios
of the power systems development. They have aroused great interest in the scientific community and
this study offers a new level of comparison of both of them.

Furthermore, the flexibility offered by commercial and residential buildings is studied and
compared. There are several works in the literature that study the flexibility that commercial [16,17]
and residential [18,19] buildings are able to offer to network operators or aggregators but these works
only focus on each type of buildings individually. Commercial and residential buildings have different
patterns of consumption which may reflect the availability of flexibility in different times of the day.
In this work, it was considered the operation of both type of buildings and the flexibility that each
building is able to provide was compared.

The proposed approach was applied to a case study that includes an electrical network with
technical problems. The results achieved show how the model manages the flexibility from the
resources available to overcome the identified technical problems. In addition to the global flexibility
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quantification, the contribution of different flexible resources was also analyzed. The importance
of a detailed model to explore every source of flexibility within buildings in order to mitigate any
problem present in power networks is thus highlighted.

Lastly, an annual analysis of the different cases was also performed with emphasis on the costs,
energy consumed and CO2 emissions.

1.4. Paper Organization

The rest of the paper is organized as follows: Section 2 explains the problem and the model
developed in this study; in Section 3, the mathematical model of the proposed approach is presented;
Section 4 provides the case studies and numerical results; finally, Section 5 presents the main findings
of the work developed.

2. Problem and Model Description

This work focus on the flexibility that can be provided by residential and commercial buildings
to a system operator. This flexibility is obtained by changing the resources’ point of operation.
The buildings’ flexibility will be quantified and analyzed for two scenarios: when they have resources
that only use electricity and when they have multi-energy resources. The model developed allows
the system operator to optimize the flexibility of the buildings’ resources through a DR-based
program in order to solve network technical problems. Therefore, the model assumes that the system
operator is able to control the resources and loads of the EHs by communicating with their EH
management system.

2.1. System Operator

The system operator is responsible to satisfy the energy needs of the consumers, while maintaining
the network operating within the predefined technical limits. When the network is operating in normal
conditions, systems operators may use the clients’ flexibility to minimize operating costs (OPEX) or
to maximize RES integration. When technical problems occur, flexibility may be used to solve them.
Of course that consumers should be paid for the flexibility provided. The cost of this DR-based service
is assumed to be established in a contract set between the system operator and the consumer.

The consumers present in the network are commercial and residential buildings. They are
represented by EHs and it is assumed that they have an EHMS integrated. The EHMS is responsible
for the control of all the assets within the EH, to fulfill the consumers’ load requirements and optimize
the EH. When needed, the system operator communicates with the EHMSs to request the delivery
of flexibility.

EHs are connected to the electrical network in a certain point and they consume or inject electricity
in that same point. This way, the system operator is able to manage the consumption or injection of
electricity in that point by by using the flexibility of the EHs. When needed, the system operator orders
the resources to decrease or increase the consumption of one energy vector or change the load patterns
through the DR program, always taking into account the limits predefined by the client.

2.2. Energy Hub

EHs represent commercial and residential buildings and they are formed by input and output
energy points, conversion technologies, storage systems and different types of loads (Figure 1).

The input energy points considered are the electricity consumed from the electrical network and
from local PVs and the gas consumed from the gas network. The output point is the electricity injected
into the electrical network.

Conversion technologies can transform one type of energy to another and storage systems can
store energy to be used in another time.

The loads to be satisfied include electricity, gas, heating and cooling loads. They can be inflexible
(e.g., electrical equipment and cookers) or flexible (lighting, space heating and cooling, water heating,
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refrigeration and EVs). Inflexible loads have to be completely satisfied while flexible loads can be
modified, according to the flexible limits imposed by the consumers, in order to optimize the EH.

Figure 1. Example of an energy hub scheme.

2.3. Energy Hub Management System

As previously explained, an EHMS is responsible for controlling the assets of the EH in order
to fulfill the requirements of the consumers. They are also responsible to communicate with the
system operator to inform their energy needs and their availability to participate in the DR program.
These requirements are initially set in the EHMS and they involve defining different restrictions and
flexibility levels for each type of load. The definition of requirements for each type of load, resources
and storage system is explained in the following paragraphs. A scheme of the EHMS is presented in
Figure 2. This concept was adapted from [27] and extended for the application in an EH.

The space heating and cooling temperature requirements for each space are initially
communicated by consumers to the EHMS and the actual temperature of each room is calculated
by the EHMS using a thermal model. The HVAC systems control the heating and cooling power of
commercial buildings and thermostats control the heating and cooling power of residential buildings.
These systems are responsible for activating the necessary resources to provide the cooling and heating
power according to the temperature requirements of the consumers and the actual room temperature
calculated by the EHMS.

The consumers communicate the temperature for water heating and refrigeration and the
range of acceptable temperatures (i.e., their temperature flexibility) to the EHMS. Water heating
and refrigeration loads are also defined by thermodynamic models and calculated by the EHMS.
Electric equipment, lighting and gas cooking loads are defined according to the profiles sent by the
consumers. Lighting in commercial buildings has a flexibility range that is also defined by the clients.

The restrictions of EVs are defined by the consumers and they involve defining the hours when
the EVs will connect and disconnect from the EH and the state-of-charge (SOC) desired at the moment
of disconnection.

Storage systems, PVs and other conversion resources have no requirements and can be managed
as better fits the EHMS. The only limits imposed are related with their technical characteristics.
In summary, the inputs that the consumers need to provide to configure the EHMS are the following:
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• Spaces temperature set points and flexibility bands;
• Hot water temperature and flexibility band;
• Refrigeration systems temperatures and flexibility bands;
• Profiles of electrical equipment, lighting and cooking;
• Lighting flexibility bands;
• EVs connection and disconnection hours;
• Final SOC of the EVs.

These inputs need to be provided only once. After that, the consumer may provide new inputs if
he wants to reconfigure the EHMS.

With all this information, the EHMS will calculate the energy required by the EH and manage
the resources, storage systems and flexible loads in order to satisfy all the requirements imposed by
the consumers.

Figure 2. Energy hub management system scheme, adapted from [27].

3. Model Constraints

The model developed in this work and presented in this section has the goal of optimizing the
costs of the resources present in the network in order to fulfill all technical requirements from the
network and from the resources.

3.1. Objective Function

The objective function in Equation (1) considers the costs of buying electricity as seen in
Equation (2) and gas in Equation (3), the costs of DR in Equation (4), the profit of selling electricity in
Equation (5), the costs of CO2 emissions (6) and penalization costs for voltage violations in Equation
(7). The costs of DR consider the modification of the profile of lighting and temperature of rooms,
water and refrigeration systems.

Cost = Costelectricity + Costgas + CostDR − Costsold + CostCO2
+ Costviol (1)

Costelectricity = ∑
j

∑
t

Iw
j,t.π

elec
t , ∀j ∈ {EB} (2)
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Costgas = ∑
j

∑
t

Ig
j,t.π

gas
t , ∀j ∈ {EB} (3)

CostDR = ∑
j

∑
t
(ΘDR,room,− + ΘDR,room,+

i,t+1 + ΘDR,water,−
i,t+1 + ΘDR,water,+

i,t+1

+ΘDR,re f r,−
i,t+1 + ΘDR,re f r,+

i,t+1 + PDR,light,−
i,t+1 + PDR,light,+

i,t+1 ).πDR
t , ∀j ∈ {EB}

(4)

Costsold = ∑
j

∑
t

Ow
j,t.π

sold
t , ∀j ∈ {EB} (5)

CostCO2
= ∑

j
∑

t
(Iw

j,t.π
CO2,elec
t + Ig

j,t.π
CO2,gas
t ), ∀j ∈ {EB} (6)

Costviol = ∑
j

∑
t

Vviol
j,t .πviol

t , ∀j ∈ {EB} (7)

The objective function is subjected to operational network constraints which are presented in the
following subsections.

3.2. Network Constraints

In this section, the operation of an electrical network is presented. Some of the variables presented
are linked with the variables of the EH modeling in Section 3.3, as it will be discussed.

3.2.1. Power Flow Constraints

The considered network is a radial distribution network. A branch power flow model
(DistFlow) [28,29] was considered and modeled through Equations (8)–(13).

Pi,j = Pj + ∑kj−kPj,k + ri,j.I
2i,j , ∀i, j ∈ {NL} (8)

Qi,j = Qj + ∑
kj−k

Qj,k + xi,j.I2
i,j, ∀i, j ∈ {NL} (9)

V2
j = V2

i − 2.(ri,j.Pi,j + xi,j.Qi,j) + (r2
i,j + x2

i,j).I
2
i,j, ∀i, j ∈ {NL} (10)

Vj <= Vj <= Vj, ∀j ∈ {NB} (11)

Ii,j <= Ii,j <= Ii,j, ∀i, j ∈ {NB} (12)

I2
i,j.V

2
i = P2

i,j + Q2
i,j, ∀i, j ∈ {NL} (13)

The mathematical formulation presented above is non-linear and non-convex. This formulation
was simplified using a linear version of the DistFlow, the LinDistFlow [30,31] in Equations (14)–(17).
In this linear approximation, the branch loss terms (r2

i,j + x2
i,j).I

2
i,j were neglected. This is possible

if it is assumed that the line losses are much smaller than the branch power terms Pi,j and Qi,j.
Voltages are also nearly balanced and (Vi − V0)

2 ≈ 0. These assumptions will lead to the expression
V2

i ≈ −V2
0 + 2.V0.Vi. The substitution of this term in Equation (10) leads to Equation (16). Differently

from the DC-power flow, this model considers lines resistance and models active and reactive power
flow. Variable Vviol

j represents a voltage violation and it is used to allow the problem to converge even

when a solution with all the voltages inside the allowable limits (lower limit—Vj ; upper limit—Vj)
does not exist. This value has a high penalization in the objective function.

Pi,j = Pj + ∑
kj−k

Pj,k, ∀i, j ∈ {NL} (14)

Qi,j = Qj + ∑
kj−k

Qj,k, ∀i, j ∈ {NL} (15)
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Vj = Vi −
ri,j.Pi,j + xi,j.Qi,j

V0
, ∀i, j ∈ {NL} (16)

Vj − Vviol
j <= Vj <= Vj, ∀j ∈ {NB} (17)

The power flow was calculated for each instant t. It should be mentioned that this model can only
be applied in radial networks.

Equation (18) defines that the power Pj in each bus is related with the power of all EHs in that
bus. The calculation of the power Iw

n,t for each EH is presented in Section 3.3.

Pj = ∑
n

Iw
n,t ∀n ∈ {EHj}, ∀j ∈ {NB}, (18)

3.2.2. Generator Units Constraints

Equations (19) and (20) define the limits of PV and wind generators.

Pwind
t,n <= Pwind

t,n <= Pwind
t,n , ∀n ∈ {NW} (19)

PPV
t,n <= PPV

t,n <= PPV
t,n , ∀n ∈ {NPV} (20)

3.3. Energy Hub Modelling Constraints

In this section, the operation for an EH is presented. Some of the variables are linked with the
variables of the network modelling in Section 3.2 and of the resources modelling in Section 3.4, as it
will be explained.

3.3.1. Load

Equations (21)–(24) represent the consumption of each type of load. The load of each energy
vector is equal to the sum of the energy coming from the energy network, storage systems or the
converters i generating that energy vector.

Lw
t = ∑

i
Ei,load

t , ∀i ∈ {Nw, Sw, Cw, EV} (21)

Lh
t = ∑

i
Ei,load

t , ∀i ∈ {Sh, Ch} (22)

Lc
t = ∑

i
Ei,load

t , ∀i ∈ {Sc, Cc} (23)

Lg
t = ∑

i
Ei,load

t , ∀i ∈ {Ng} (24)

The electrical load Lw
t is equal to the sum of the electricity needed for EVs, HVAC systems,

refrigeration systems, electrical equipment and lighting, as seen in Equation (25). The heating load
Lh

t is equal to the sum of the heat needed to supply the heating for spaces and water as seen in
Equation (26). The cooling load Lc

t is equal to the sum of the cooling needs for space cooling as seen in
Equation (27). The gas load Lg

t is equal to the sum of gas needed for cooking as seen in Equation (28).

Lw
t = ∑

n
PEV,cha

n,t + ∑
i

P f an
i,t + Pre f r

i,t + Pequip
i,t + Plight

i,t , ∀i ∈ {R}, ∀n ∈ {EV} (25)

Lh
t = ∑

i
Ph,resources

i,t + Pwater
i,t , ∀i ∈ {R} (26)

Lc
t = ∑

i
Pc,resources

i,t , ∀i ∈ {R} (27)
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Lg
t = ∑

i
Pcook

i,t , ∀i ∈ {R} (28)

3.3.2. Energy Hub Inputs

Equation (29) and (30) represents the energy inputs of each EH. Each energy input is equal to the
sum of the energy that goes from the energy network to the storage systems, loads and converters i
that consume that energy vector.

Iw
t = ∑

i
Enet,i

t , ∀i ∈ {Lw, Sw, Cw, EV} (29)

Ig
t = ∑

i
Enet,i

t , ∀i ∈ {Lg, Cg} (30)

3.3.3. Energy Hub Outputs

Equations (31) represents the electrical output of each EH, i.e., the electricity sold to the network.
The energy output is equal to the sum of the energy that goes from the EVs, storage systems or
converters i generating electricity to the electrical network.

Ow
t = ∑

i
Ei,net

t , ∀i ∈ {Sw, Cw, EV} (31)

3.3.4. Energy Converters and Storage Systems Input

Equations (32)–(35) represent the energy inputs of each type of storage system or converter inside
the EH. The energy input of each system j is equal to the sum of the energy that goes from the network,
storage systems or converter i generating that energy vector to that system.

Ej,in
t = ∑

i
Ei,j

t , ∀i ∈ {Nw, Sc, Gw}, j ∈ {Sc, Cw} (32)

Ej,in
t = ∑

i
Ei,j

t , ∀i ∈ {Nh, Sc, Gh}, j ∈ {Sc, Ch} (33)

Ej,in
t = ∑

i
Ei,j

t , ∀i ∈ {Sc, Gc}, j ∈ {Sc, Cc} (34)

Ej,in
t = ∑

i
Ei,j

t , ∀i ∈ {Ng}, j ∈ {Cg} (35)

Equation (36) represent the limits of the energy inputs of each storage system or converter j.

0 <= Ej,input
t <= Pj, ∀j ∈ {S, C} (36)

3.3.5. Energy Resources Output

Equations (37) to (39) represent the output of the storage systems or resources present in the
EH. The output of each system is the sum of energy that goes from that system i to the network,
storage system, load or resource j that consumes that energy vector. It should be noted that the
electricity sold to the electrical network is considered in Equation (37).

Ei,out
t = ∑

i
Ei,j

t , ∀i ∈ {Sw, Gw}, j ∈ {Nw, Sw, Lw, Cw} (37)

Ei,out
t = ∑

i
Ei,j

t , ∀i ∈ {Sh, Gh}, j ∈ {Sh, Lh, Ch} (38)
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Ei,out
t = ∑

i
Ei,j

t , ∀i ∈ {Sc, Gc}, j ∈ {Sc, Lc, Cc} (39)

3.4. Load, EVs, Storage and PV Contraints

In this section the constraints of the different loads, EVs, storage systems and PVs are presented.
As mentioned, some of the variables are linked with the variables from the energy huh modelling in
Section 3.3. In Table A1 of Appendix A, it is synthesized the values of the main parameters used in the
models presented in this section.

3.4.1. Thermal Model

The temperature in a room is calculated by Equation (40) [19]. Equation (41) set the temperature
at which the room has to be, taking into account the temperature set by the consumer Θ̂room

i,t and
the temperature changes due to the participation in the DR program. Equations (42) and (43) define

the limits imposed by the consumers for the increase Θ̂
DR,room,+
i,t+1 and decrease Θ̂

DR,room,−
i,t+1 of the

temperature in a room for the participation in the DR program.

Θroom
i,t+1 = βt.Θroom

i,t + (1 − βt)(ΘO
t + Ri.(Ph

i,t − Pc
i,j,t + PIn f

i,t )) + li,t, ∀i ∈ {R} (40)

Θroom
i,t = Θ̂room

i,t − ΘDR,room,−
i,t+1 + ΘDR,room,+

i,t+1 , ∀i ∈ {R} (41)

0 <= ΘDR,room,−
i,t+1 ,<= Θ̂

DR,room,−
i,t+1 , ∀i ∈ {R} (42)

0 <= ΘDR,room,+
i,t+1 <= Θ̂

DR,room,+
i,t+1 ∀i ∈ {R} (43)

Equation (44) defines the infiltration rate present in the rooms [32].

PIn f
i,t =

ACHi.vi.CVair.(ΘO
i − Θroom

i,t+1)

3600
, ∀i ∈ {R} (44)

In order to calculate the energy necessary for the cooling and heating needs, it is necessary to
define first the thermal parameters for each room. Equation (45) defines the thermal resistance [33,34].

Ri =
Xi

ki.Awall
i

, ∀i ∈ {R} (45)

The thermal reactance is calculated by using the heat capacity from the air in the room and from
the walls. For the sake of simplicity, the outside walls and windows parameters were not considered
in this study. The heat capacity contribution of the materials inside the room were not considered as
well. Equation (46) defines the thermal reactance [35].

Ci = CVair.vi + cwall .Awall
i .Xi.di, ∀i ∈ {R} (46)

Parameters ACHi, vi, Xi, ki, Awall
i , cwall

i and di were assumed according to the information
from [36].

3.4.2. HVAC System

Commercial buildings have an HVAC system installed. Their typical configuration is represented
in Figure 3. The cooling coil provides the cooling power and the heating coils in each room provide
the heating power. There is a supply fan which moves the cooling or heating air throughout the entire
system. For each room there is also an individual variable air volume (VAV) box connected to the
HVAC system, which regulates the temperature inside a room.
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Figure 3. Scheme of a heating, ventilation and air conditioning (HVAC) system [37].

Equations (47)–(50) define the cooling and heating power provided by the respective coils [16].

Pc,coil
i,t = Pc

i,t, ∀i ∈ {R} (47)

Ph,coil
i,t = Ph

i,t, ∀i ∈ {R} (48)

Pc,coil
i,t = cair.mi,t.(Θroom

i,t − ΘC,c
t ), ∀i ∈ {R} (49)

Ph,coil
i,t = cair.mi,t.(Θ

C,h
t − Θroom

i,t ), ∀i ∈ {R} (50)

The coils are air-water heat exchangers and Equations (51) and (52) define the power needed
to power the cooling and heating coils [26], respectively, from the heating and cooling resources of
the EH.

Pc,resources
i,t =

Pc,coil
i,t

ηc,coil .COPc,coil , ∀i ∈ {R} (51)

Ph,resources
i,t =

Ph,coil
i,t

ηh,coil .COPh,coil , ∀i ∈ {R} (52)

The relationship between the fan power and the airflow is between a quadratic and a cubic
function, depending on the fan system [33]. This behavior is explained by the fan needing more power
to compensate the leakage in the system, when an increase in airflow is necessary. In this work, it was
assumed that the fan system model used is the same as the one presented in [16], as it is a model
for commercial buildings. This model is defined in Equation (53) and it is applied to the commercial
buildings considered in this work. The values of b1, b2, b3 and b4 are taken from the same reference.
Nonetheless, if the required data was available, they could be identified using several techniques,
including the ordinary least squares technique [25].

P f an
t = b1.m3

t + b2.m2
t + b3.mt + b4 (53)

The total airflow supplied by the fan system is equal to the summation of the individual airflow
of each room as seen in Equation (54).

mt = ∑
i

mi,t, ∀i ∈ {R} (54)

The value of ηh and ηc is 0.98 and the value of COPh and COPc is 5.92. The discharge air cooling
temperature ΘC,c

t is set to 12.5 ◦C and the discharge air heating temperature ΘC,h
t is set to 50 ◦C.

The values to calculate the fan power are the following: b1 = 2.57 × 10−12, b2 = −4.45 × 10−9,
b3 = 1.46 × 10−4 and b4 = 4.71 × 10−3. Each fan has a limit of 20,000 cfm.

Equation (49) present a non-linearity between two continuous variables mi,t and Θroom
i,t .

Variable mi,t was discretized by assuming binary variables b f an
j,i,t that are multiplied by a small value
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of 100 cfm. This way, the problem can optimize the supply air flow rate with a rate of 100 cfm.
By assuming a maximum of 20,000 cfm for a fan, there would exist 200 new binary variables. This
would increase the complexity of the problem. Thus, instead of increasing the values by 100 each time,
the supply air flow rate can be increase by 100, 200, 300, 400, 2000, 3000, 4000 and 10,000 cfm. This way,
the problem can still look for solutions between 0 and 20000 cfm while needing only 8 new binary
variables. This linearity is present in Equation (55).

mi,t = ∑
n

bn
i,t.m

n, ∀n ∈ {M}, ∀i ∈ {R} (55)

Nonetheless, with the discretization of mi,t there is still a non-linearity due to the multiplication
of the binary variables bn

i,t and Θroom
i,t . This non-linearity can be solved by replacing that multiplication

by a new continuous variable yi,t, as represented in Equation (56), and by adding the restrictions
represented by Equations (57)–(60).

yi,t = bn
i,t.Θ

room
i,t , ∀i ∈ {R}, ∀n ∈ {M} (56)

yi,t <= bn
i,t.Θ

room
i,t , ∀i ∈ {R}, ∀n ∈ {M} (57)

yi,t <= Θroom
i,t , ∀i ∈ {R} (58)

yi,t >= Θroom
i,t − Θroom

i,t .(1 − bn
i,t), ∀i ∈ {R}, ∀n ∈ {M} (59)

yi,t >= 0, ∀i ∈ {R} (60)

With the discretization of mi,t, Equation (53) also presents several non-linearities due to the
multiplication of several binary variables. It was considered an additional binary variable y that
replaces the multiplication of the two binary variables. In Equations (61)–(63) it is presented a general
approach for the linearization of all these non-linearities.

y <= b1 (61)

y <= b2 (62)

y >= b1 + b2 − 1 (63)

3.4.3. Thermostats

Contrary to the HVAC systems, thermostats used in residential buildings control directly the
heating and cooling resources according to the thermal model defined in Equation (40). This way,
Pc

it and Ph
i,t are the power needs that are requested from the heating and cooling converters as seen in

Equations (64) and (65).
Pc,resources

i,t = Pc
i,t, ∀i ∈ {R} (64)

Ph,resources
i,t = Ph

i,t, ∀i ∈ {R} (65)

3.4.4. Water Heating

The power necessary to heat the water to the required temperature is presented in
Equation (66) [20]. The required temperature of the water is calculated according to the temperature
defined by the consumer Θ̂water

i,t and the changes from the DR program as seen in Equation (67).

The consumers also define the temperature limits of the DR program Θ̂
DR,water,−
i,t+1 and Θ̂

DR,water,+
i,t+1 ,

as present in Equations (68) and (69).

Pwater
i,t = cw.mi.(Θwater

i,t − Θwater,i
j ), ∀i ∈ {R} (66)
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Θwater
i,t = Θ̂water

i,t − ΘDR,water,−
i,t + ΘDR,water,+

i,t , ∀i ∈ {R} (67)

0 <= ΘDR,water,−
i,t+1 ,<= Θ̂

DR,water,−
i,t+1 , ∀i ∈ {R} (68)

0 <= ΘDR,water,+
i,t+1 <= Θ̂

DR,water,+
i,t+1 , ∀i ∈ {R} (69)

The value of cw is 4.18 J/g·◦C (considering water at 18 C◦) and initial temperature Θwater,i
j is set to

15 ◦C in Winter. The mass of water mi is defined according to the water consumption profile.

3.4.5. Refrigeration

The model used in this work to represent a refrigerator is represented in
Equations (70) and (71) [22]. The required temperature of the refrigeration system is calculated
according to the temperature defined by the consumer Θ̂re f r

i,t and the changes from the DR program (72).

The consumers also define the temperature limits of the DR program Θ̂
DR,re f r,−
i,t+1 and Θ̂

DR,re f r,+
i,t+1 as

present in Equations (73) and (74).

Θre f r
t+1 = εiΘ

re f r
i,t + (1 − εi).(Θroom

i,t − COPre f r.
Pre f r

i,t

a
) + lt, ∀i ∈ {R} (70)

εi = e
−Δt.a
mcap , ∀i ∈ {R} (71)

Θre f r
i,t = Θ̂re f r

i,t − ΘDR,re f r,−
i,t + ΘDR,re f r,+

i,t , ∀i ∈ {R} (72)

0 <= ΘDR,re f r,−
i,t+1 ,<= Θ̂

DR,re f r,−
i,t+1 , ∀i ∈ {R} (73)

0 <= ΘDR,re f r,+
i,t+1 <= Θ̂

DR,re f r,+
i,t+1 , ∀i ∈ {R} (74)

The coefficient of performance COPre f r was assumed to be 3 and the insulation a was assumed to
be 15 kJ/◦C for residential systems and 850 kJ/◦C for supermarket systems.

3.4.6. Other Loads

The power necessary to supply energy to cooking and other electrical equipment, according to
their load profiles, is defined in Equations (75) and (76).

Pequip
i,t = Lequip

i,t , ∀i ∈ {R} (75)

Pcook
i,t = Lcook

i,t , ∀i ∈ {R} (76)

The power necessary to supply energy for lighting is defined in Equation (77), which already takes
into account the changes due to the participation in the DR program. This participation is constrained

by the limits imposed by the consumers P̂
DR,light,−
i,t+1 and P̂

DR,light,+
i,t+1 , as seen in Equations (78) and (79).

Plight
i,t = Llight

i,t − PDR,light,−
i,t + PDR,light,+

i,t , ∀i ∈ {R} (77)

0 <= PDR,light,−
i,t+1 ,<= P̂

DR,light,−
i,t+1 , ∀i ∈ {R} (78)

0 <= PDR,light,+
i,t+1 <= P̂

DR,light,+
i,t+1 , ∀i ∈ {R} (79)
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3.4.7. Electric Vehicles

The operation of EVs is defined by constraints (80)–(85). Equation (80) defines the state-of-charge
(SOC) of the EV. Equation (81) represents the limit of the EV SOC. Equations (82) and (83) set the range
for charging and discharging power.

SOCEV
n,t+1 = SOCEV

n,t + PEV,cha
n,t .ηEV,cha

n − PEV,dis
n,t

ηEV,dis
n

, ∀i ∈ {EV} (80)

SOCEV
n,t <= SOCEV

n,t <= SOCEV
n,t , ∀i ∈ {EV} (81)

0 <= PEV,cha
n,t <= bEV,cha

n,t .PEV,cha
n,t , ∀i ∈ {EV} (82)

0 <= PEV,dis
n,t <= bEV,dis

n,t .PEV,dis
n,t , ∀i ∈ {EV} (83)

Equation (84) assures that EVs do not charge and discharge at the same time.

bEV,cha
n,t + bEV,dis

n,t <= 1, ∀i ∈ {EV} (84)

EVs have to be charged according to the consumer preferences. Consumers should define the

hour of day (HD) that an EV should be charged and the minimum state-of-charge required ŜOC
EV

,
taking into account the limits of charging. This is defined in Equation (85).

SOCEV
n,HD >= ŜOC

EV
, ∀i ∈ {EV} (85)

It should be noted that the sum of the charging power of all EVs is the same as the variable
EEV,input

t used to model the EH in Section 3.3.4. Similarly, the sum of the discharging power of all EVs
is the same variable as EEV,output

t used in Section 3.3.5. This is presented in Equations (86) and (87).

EEV,in
t = ∑

n
PEV,cha

n,t , ∀i ∈ {EV} (86)

EEV,out
t = ∑

n
PEV,dis

n,t , ∀i ∈ {EV} (87)

3.4.8. Storage Systems

The operation of storage units installed in the EH is defined by constraints (88)–(92). Equation (88)
defines the SOC of the storage system. Equation (89) represents the storage limit capacity.
Equations (90) and (91) set the range for charging and discharging power.

SOCsto
n,t+1 = SOCsto

n,t + Psto,cha
n,t .ηsto,cha

n − Psto,dis
n,t

ηsto,dis
n

, ∀n ∈ {S} (88)

SOCsto
n,t <= SOCsto

n,t <= SOCsto
n,t , ∀n ∈ {S} (89)

0 <= Psto,cha
n,t <= bsto,cha

n,t .Psto,cha
n,t , ∀n ∈ {S} (90)

0 <= Psto,dis
n,t <= bsto,dis

n,t .Psto,dis
n,t , ∀n ∈ {NS} (91)

As storage system cannot charge or discharge at the same time, Equation (92) defines
this constraint.

bsto,cha
n,t + bsto,dis

n,t <= 1, ∀n ∈ {S} (92)
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Again, it should be noted that the sum of the charging power of all storage devices is the same
as the variable Ei,input

t , ∀i ∈ {S} used to model the EH in Section 3.3.4. Similarly, the sum of
the discharging power of all storage devices is the same variable as Ei,output

t , ∀i ∈ {S} used in
Section 3.3.5. This is presented in Equations (93) and (94).

Ei,in
t = Psto,cha

n,t , ∀i, n ∈ {S} (93)

Ei,out
t = Psto,dis

n,t , ∀i, n ∈ {S} (94)

3.4.9. PVs

Equation (95) defines the power generated by a PV.

PPV
t <= PPV

t <= PPV
t (95)

4. Case Study and Results

4.1. Case Study Description

Figure 4 presents the network used as a test case. It is a modified IEEE 37 node test feeder with
penetration of wind and solar energy. There is 2.85 MW of wind generation at bus 3, 9, 10, 14 and 20,
and 1 MW of solar generation installed at bus 4 and 20.

Figure 4. Adapted IEEE 37 node test feeder.

This network has several loads, including residential buildings, commercial buildings, an hospital,
warehouses, medium and small offices and a supermarket. The location and number of buildings
in the network is presented in Table 1. This table also presents the type of loads of these
buildings, besides space heating and cooling, lighting and electrical equipment. The supermarket
has 10 refrigeration systems, while the residential buildings only have 1 system each. Refrigeration
systems have a maximum power of 5 kW for supermarkets and 1 kW for residential buildings.

These buildings are represented by the models shown in Sections 2 and 3. They are supplied by
the electrical network, the gas grid and by local PVs. The technical restrictions of the gas grid were not
considered in this study.
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Table 1. Information of the buildings in the network.

Buildings Bus Number of Buildings Other Loads

Residential 5, 8, 9, 16, 18, 19 10, 5, 5, 5, 5, 5 Refrigeration, Water
Small Office 12, 14 5, 5 Water

Medium Office 3, 11 1, 1 Water
Warehouse 17, 21 1, 1 -

Supermarket 20 1 Refrigeration, Water
Hospital 7 1 Water

The resources assumed for each case, i.e., only electrical buildings and MES buildings,
are presented in Table 2. All the buildings also have heat storage systems installed. The efficiency of
EB is 0.95, GB is 0.9 and the efficiency of CHP for electricity is 0.35 and for heat is 0.45. The efficiency
of heating storage systems is 0.88. The COP of both HP and AC systems is 3.45.

Table 2. Maximum power of resources: only electrical buildings vs. Multi-Energy System
(MES) buildings.

Resources (kWh)

Buildings Electrical MES
EB HP AC GB CHP HP AC

Residential 1 1 1 1 - 1 1
Small Office 10 - 5 5 10 - 5

Medium Office 100 - 75 50 100 - 75
Warehouse 50 50 50 50 - 50 50

Supermarket - 100 50 - 50 50 50
Hospital 200 - 100 100 300 - 100

In every building, 10% of the occupants have an EV. EVs have a charging and discharging power
limit of 10 kW and an efficiency of 0.9. The battery capacity of these vehicles varies between 35 kWh
and 100 kWh.

PVs are installed in every building: 10 kW in small offices, 50 kW in medium offices, 20 kW in
warehouses, 20 kW in the supermarket and 200 kW in the hospital. The systems’ efficiency is 0.227.

The parameters and profiles of each building are taken from [36]. The assumptions for the
parameters of the models were already presented in Section 3.

The wind and PV generation profiles are presented in Figure 5 and they were taken from [38],
for the day 7 January 2019. The outside temperature is presented in Figure 6 and was taken
from [38] for the same day. The average monthly wind and PV generation profiles are presented in
Figures A1 and A2 in the Appendix B and they were calculated with the information taken from [38]
for the years 2017 and 2018. The average monthly outside temperature is presented in Figure A3 in the
Appendix B and was calculated from the information taken from [38] for the years 2017 and 2018.

Figure 5. Profiles of solar and wind generation.
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Figure 6. Profiles of outside temperature.

In Figure 7, the prices of electricity and gas are shown. They were taken from ENTSO-E [39] and
from the MIBGAS platform [40], respectively, for the day 7 January 2019. The price of the electricity
sold to the grid was assumed to be 0.5 of the electricity price in order to enforce self-consumption
and avoid injection into the grid. The average monthly electricity and gas prices are presented in
Figures A4 and A5 in the Appendix B and they were calculated with the information from [39] and [40],
respectively, for the years 2017 and 2018.

Figure 7. Electricity and gas prices.

The price of DR services related with temperatures flexibility was assumed to be 0.5 e/◦C.
This figure was assumed for the purpose of this work, as no supporting reference was found in the
literature. Although it is outside the scope of this work, it is a very interesting topic that should be
further studied in a dedicated work.

The price of each voltage violations was assumed to be very high to force the optimisation model
to give priority to the resolution of these technical problems. This value was set to 10,000,000 e.

The cost of the CO2 emissions from the natural gas is calculated by considering the average
market price of CO2 emissions and a factor representing the total emissions per MWh of natural gas
consumed. The CO2 emissions market price considered was 25 e/tonCO2 for every month and it was
taken from [41], whereas the emission factor was set to 0.2 tonCO2/MWh and it was taken from [42].
This means that the CO2 emissions cost for natural gas was set to 5 e/MWh for the entire year.

The cost of the CO2 emissions from electricity is calculated as follows:

• First, the percentage of coal and natural gas in the electricity generation mix is determined,
defining a daily profile for each of these resources;

• Then, the daily profiles are multiplied by the CO2 emissions market price for that day and by
a factor representing the total emissions of each resource per MWh of generated electricity.
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The daily profiles of coal and natural gas in the electricity generation mix were calculated with
the information from [43] for the years 2016, 2017 and 2018 and are presented in Figures A6 and A7 of
Appendix B. The emission factors per MWh of electricity generated for coal and natural gas were set
to 1 tonCO2/MWh and 0.41 tonCO2/MWh and they were taken from [44]. The average monthly cost
of the CO2 emissions from the electricity generated is presented in Figure A8 of Appendix B.

The cost of the CO2 emissions, for both electricity and natural gas, will not have a significant
impact in the results as they are much lower than electricity and gas prices.

The optimization problem described in the previous sections is a mixed-integer linear
programming problem (MILP) and was solved with pycharm [45], using the CPLEX optimizer in
a core i7, 3.5 GHz PC.

4.2. Results

In this section it is studied how the flexibility provided by the different buildings can be used to
solve voltage problems that may appear in the network. To this end, the following cases were created:

• Only electrical buildings without optimization (no DR);
• Only electrical buildings with optimization (with DR);
• MES buildings without optimization (no DR);
• MES buildings with optimization (with DR).

With these cases it will be possible to study and compare the flexibility provided by electrical
and MES buildings and by residential and commercial buildings, as well as their annual costs,
energy consumption and CO2 emissions.

The organization of this section is as follows:

• In Section 4.2.1, grid technical problems occurring in 7 January 2019 are analyzed;
• In Section 4.2.2, the daily load profiles of the proposed cases are studied;
• In Sections 4.2.3 and 4.2.4, the flexibility that only-electrical vs. MES buildings and commercial vs.

residential buildings are able to offer for that day is analyzed;
• In Section 4.2.5, it is studied how the flexibility provided by the different resources and loads are

used to mitigate voltage problems;
• Finally, Section 4.2.6 presents the annual results for energy consumption, CO2 emissions and costs.

4.2.1. Grid Technical Problems

In this section it is presented the technical results of the network on the 7 January 2019.
The voltages in all buses at peak hour and the voltages at bus 20 during all day are presented
and analyzed.

In Figure 8 it is presented the voltages in every bus of the network at 6h. It is possible to observe
that buses 18, 19, 20 and 21 present undervoltage problems in the scenario with “electrical buildings
without optimization”, while in the scenario with “electrical buildings with optimization” only bus
20 presents a slight undervoltage problem. The other scenarios do not present this type of problems.
These problems occur due to the fact that these buses have high consumption of electricity at this hour,
as it will be analyzed in Section 4.2.2, and also because they are the farthest from the feeding point,
as it is possible to observe in Figure 4.

Figure 9 shows the daily profile of the voltages in bus 20. It is possible to observe that severe
voltage problems occur in the “electrical buildings without optimization” scenario. Buses 18, 19 and 21
also reveal similar undervoltage problems. The importance of DR programs is easily perceptible in
the “electrical buildings with optimization” scenario, as almost all undervoltage problems cease to
exist. Nevertheless, there are still some minor problems in buses 20 and 21. In both MES scenarios,
with and without DR, no voltage problems occur. Even without using the DR program, the system
was never with technical problems as part of the MES buildings consumption relies on other energy
vectors besides electricity.
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Figure 8. Voltages in the buses at 6 h (peak hour).

Figure 9. Voltages during the day at bus 20.

In total, in the scenario with electrical buildings without optimization, there were 54 cases of
undervoltage affecting 4 buses, while in the scenario with electrical buildings with optimization there
were 14 cases affecting 2 buses. This means that flexibility activation through DR programs reduce the
number of undervoltage problems by 74%.

4.2.2. Daily Load Diagrams

In this section it is presented the electricity and gas consumed in the network during the day of
7 January 2019. The changes in the load due to the participation in DR programs are analyzed.

In Figure 10 it is presented the electrical consumption in the network. It is possible to observe that
without optimization, the case with “only electrical” buildings consumes more electricity than the case
with MES buildings. The peak consumption at 6h in the scenario with electrical buildings without
optimization is due to the fact that electricity prices are cheaper at this hour and clients start heating
the spaces, especially in commercial buildings. This higher consumption of electricity causes several
voltage problems in the network, as it was seen in the previous section.
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Figure 10. Power consumed in the network.

The utilization of flexibility to solve the referred problems impose changes to the daily load
profiles. It is possible to observe that the main changes occur in the scenario with only electrical
buildings with optimization as this case presents several voltage problems during the entire day.
This way, the electrical load was decreased in this case.

In the cases without optimization, the peak load is 85% lower in the scenario MES buildings in
comparison with the scenario only electrical buildings; comparing the same cases with optimization, it
is observable that the peak load is reduced by 67%.

Figure 11 shows the overall gas consumption in the network. The peak consumption is at 7 h as
most of the buildings with gas also start heating their spaces at this hour.

Figure 11. Gas consumed in the network.

4.2.3. Flexibility of Only Electrical and MES Buildings

In this section, the flexibility that electrical and MES buildings are able to offer is analyzed
and quantified. The minimum and maximum flexibility represents the minimum and maximum
consumption that each building is able to consume at each hour.

Figure 12 presents the minimum and maximum flexibility (red lines) that the buildings are capable
of providing in the only electrical and MES scenarios. Eventually, this flexibility may be activated if
proper DR-based programs are implemented.
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Figure 12. Total flexibility offered by electrical and MES buildings.

The most important conclusion to retain is that buildings have the capability to provide
a significant band of flexibility that may be very important to system operators, as they can use
it to solve low voltage and/or branches’ overload problems in distribution networks, as it will be seen
in Section 4.2.1.

Although the electrical buildings scenario have a larger flexibility band, their minimum limit is
slightly higher as all the loads rely entirely on electricity. In the MES scenario, the flexibility band is
generally straighter since there are less loads that use electricity. However, in this case, the overall
buildings’ consumption is lower than in the only electrical scenario, what may be an interesting
situation for system operators since networks utilization will be lower.

It is possible to observe that only electrical buildings have major modifications in their profiles
during the first 7 h of the day. This happens to avoid higher peaks of consumption at 7 h,
when buildings start heating their spaces. Buildings accumulate heat in the previous hours decreasing
their energy needs at 7 h. This is also shown in Section 4.2.5.

In average, the total minimum consumption of MES buildings is 40% lower than electrical
buildings while the maximum consumption is 37% lower.

4.2.4. Flexibility of Residential and Commercial Buildings

In this section, the flexibility that residential and commercial buildings are able to offer is analyzed
and quantified.

In Figure 13 it is presented the range of flexibility of residential and commercial buildings. It is
possible to observe that commercial buildings have a higher range of flexibility than residential
buildings. They have a higher flexibility during the day as they are intensively used during these
periods, with a higher number of appliances and loads connected and capable of increasing or
decreasing their energy consumption. Air heating/cooling and water heating are good examples of
loads that are a great source of flexibility in these periods.

Residential buildings have higher flexibility after 16h and during the night. This happens since
residential buildings do not usually have EVs connected between 8 h–16 h, which are a significant
source of flexibility. Additionally, the utilization of other residential equipment (e.g., heating and
cooling) is also reduced during this period, contributing to decrease the flexibility margin.

It is possible to observe that the main modifications in the load profiles with the activation of
flexibility occurred in the case with “only electrical” buildings, to both residential and commercial
buildings. Nonetheless, the flexibility utilization has a higher impact in residential buildings during
the first 7 h of the day.
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Figure 13. Total flexibility offered by residential and commercial buildings.

4.2.5. Impact on the Daily Load Profiles of Flexible Loads

The flexibility that buildings are able to offer comes essentially from using resources that consume
gas instead of electricity and from DR programs. DR programs are capable of changing the load
patterns of lighting, refrigeration, water heating and space heating. In this section, it is analyzed the
flexibility that each source of flexibility is able to provide to the system operator. This highlights the
importance of considering every possible source of flexibility within a building.

Figure 14 shows the lighting consumption in a supermarket. The lighting systems can be decreased
by 10% in relation to their initial value.

It is possible to observe a decrease in the lighting consumption in the scenario electrical buildings
with optimization. This is the only scenario where the DR program was activated for lighting. In the
MES scenarios, changes in the lighting consumption patterns did not happen (i.e., DR programs were
not activated) since all the network problems detected were solved by replacing part of the electricity
consumption by gas. This is the reason why the series of the scenarios electrical buildings without
optimization, MES buildings without optimization and MES buildings with optimization overlap.

Figure 14. Power consumed for lighting in the supermarket.
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In Figure 15 it is presented the temperature and the energy consumed for space heating in a room
of the supermarket. Each type of building and each room has its own temperature requirements and
different schedules of the HVAC system. In order to simplify the analysis of the results, only the
requirements for the temperature of a room in a supermarket are presented, although the requirements
for the other buildings are similar:

• HVAC system is always “on”;
• Between 6 h and 23 h:

– The temperature set-point is 21 ◦C;
– The temperature can vary between 15 ◦C and 25 ◦C.

• Between 0 h and 6 h and after 23 h:

– There is no set-point;
– The temperature can vary between 15 ◦C and 25 ◦C.

As Figure 15 shows, the temperature requirements were met in all the scenarios. It is possible to
observe that the case electrical buildings with optimization was the only case where flexibility of the
space temperature was used. In this case, the DR program was activated and the temperature in the
room decreased below the set-point but remained inside the allowed interval. This happened since
the DR program was activated and the energy consumed for heating this room was decreased to zero.
In the other scenarios, the temperature strictly followed the set-point defined.

Figure 15. Temperature and power consumed for heating in the main room of the supermarket.

It is also possible to observe that between 0 h and 6 h and after 23 h, in all scenarios,
the temperature was different from 21 ◦C due to the absence of set-point.

Figure 16 shows the temperature profile of the refrigeration systems of the supermarket as well
as the respective power profile (the series of the scenarios without optimization are overlapped).
The temperature requirements of all refrigeration systems present in this network are the following:

• The temperature is set to −5◦C for the entire day;
• The temperature can vary between −6 ◦C and −3 ◦C by using the DR program.

More flexibility was used in the scenario electrical buildings with optimization, as the temperature
increases due to the reduction of the power consumption to provide flexibility to the grid.

In the scenario MES buildings with optimization, the system operator did not request any
flexibility. However, some flexibility was used to decrease energy costs at the expense of a slightly
higher temperature in the refrigeration system. An example of the flexibility utilization for this purpose
is shown in Figure 16, where more power was consumed between 5–7 h to decrease temperature,
as the energy cost in this period was lower.
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Figure 16. Temperature and power consumed by the refrigeration systems of the supermarket.

In the other scenarios the temperature is the same as the set-point as the DR program is not
available and their series are overlapped.

Figure 17 presents the water temperature in the hospital at bus 13 and the respective power
consumption. The water temperature requirements for all buildings present in the network are
the following:

• The temperature is set to 49 ◦C for the entire day;
• The temperature can vary between 44 ◦C and 54 ◦C by using the DR program.

As it is possible to observe, the scenario electrical buildings with optimization was the only case
where there was a decrease in the water temperature, with the correspondent power decrease to
provide flexibility to the grid.

It is important to notice that the power necessary to heat the water depends on the set-point of the
water temperature, which is a flexible value, and the water volume consumed, which is not flexible
and it is set by the consumer. This way, the flexibility provided by heating the water is provided only
by changing the water temperature and not the used volume.

Figure 17. Temperature and power consumed for heating the water in a hospital.

In Figures 18 and 19 it is presented the charging and discharging of EVs in a residence and a
medium size office. It is possible to observe that the charging and discharging patterns in the scenario
with electrical buildings with optimization differ from both MES buildings scenarios and the scenario
with electrical buildings without optimization. This reflects the utilization of EVs flexibility to mitigate
the undervoltage problems in the network.
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Figure 18. Electrical vehicles (EVs) charging power in a medium size office.

Figure 19. EVs discharging power in a medium size office.

Figure 20 presents the electricity and heat production profiles of the CHP unit in the supermarket.
As it is possible to observe, there is a peak at 7 h. Comparing these figures with Figure 10, it is possible
to observe that the supermarket consumes much less electricity from the network at this hour and relies
more on the gas network and the CHP unit for the provision of electricity and heat. This is because gas
prices are lower than electricity prices and by consuming less electricity the power network is not so
overload and its limits are more relaxed.

Figure 20. Provision of heat and electricity by the combined heat and power (CHP) unit of
the supermarket.
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4.2.6. Annual Results

In this section, it is first presented the annual consumption of electricity and gas as well as the
annual emissions of CO2. After, the costs of buying electricity and gas, the costs of the emitted CO2

and the costs of using DR programs are presented. The results obtained in this section allow the
generalization of the results presented in the previous sections.

From Figure 21 and Table 3 it is possible to observe that the cases with only electrical buildings
consume naturally more electricity than the cases with MES buildings. In total, the electricity consumed
in the case with MES buildings without optimization is 33% lower than the case with only electrical
buildings, while in the cases with optimization it is 30% lower. The utilization of flexibility (in the
scenario with optimization) decreases the consumption of electricity by 6% in the only-electrical
buildings cases, while in the MES buildings it only decreases 1%. This happens since in the cases
with only electrical buildings, DR program are activated more often due to the technical problems in
the network.

The gas consumption is very low in only electrical buildings cases, as the gas is only used for
cooking in residential buildings. In the cases with MES buildings, more gas is used during the winter
as it is the main source of heating.
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Figure 21. Annual consumption of electricity and gas.

Table 3. Annual consumption of electricity and gas in each scenario.

Case Electricity (MWh) Gas (MWh)

Electrical without optimization 5035 3
Electrical with optimization 4750 3
MES without optimization 3372 2028

MES with optimization 3328 1904

In Figure 22 the annual emissions of CO2 for each case are presented. It is possible to observe
that MES buildings have naturally higher emissions than only electrical buildings. Although they
consume less electricity, the gas consumption is much higher which makes CO2 emissions higher. It is
also possible to observe that the cases with optimization have lower emissions as they also consume
less energy due to the activation of downward flexibility. These results show that DR programs can
have an impact on the CO2 emissions from buildings.

In total, only electrical buildings have 40% and 44% lower emissions of CO2 than MES buildings
in the cases without optimization and with optimization, respectively. DR programs (i.e., optimization
scenarios) lowered the emissions of CO2 by 6% in the case with only electrical buildings and 4% in the
case with MES buildings.

The costs of electricity and gas consumption, emissions of CO2 and DR programs are presented in
In Figure 23. As expected from the previous results, the costs of electricity are higher in the cases with
only electrical buildings as more electricity is consumed than in the MES buildings cases. The costs

292



Energies 2020, 13, 2704

of gas and CO2 emissions are higher in the MES buildings scenarios. The case with only electrical
buildings with optimization has the higher costs related with flexibility activation (DR programs),
as this is the case that presents more technical problems in the electrical network.

Figure 22. Annual emission of CO2.

It is also possible to observe that the total costs at the end-of the year are lower in the case
with MES buildings with optimization, as they consume less electricity that have higher prices when
compared to natural gas.

In total, without optimization, the annual costs of electricity in the cases with only electrical
buildings are 32% higher than the cases with MES buildings, the CO2 costs are 40% lower and the total
annual costs are 10% higher. With optimization, the annual electricity costs are 29% higher, the costs of
CO2 emissions are 44% lower and the total annual costs are 29% higher.

Figure 23. Annual costs of electricity, gas, CO2 emissions and DR programs.

5. Conclusions

This work presented a model to optimize energy consumption in buildings, aiming at minimizing
costs while satisfying the technical constraints of the power network. The model developed is capable
of controlling a wide variety of loads (thermal loads, lighting, EVs, PVs, etc.) taking into account the
flexibility that their owners are willing to provide. This flexibility can be used for technical matters,
i.e., to improve networks operation, or for economic purposes, i.e., decrease overall energy cost,
including CO2 costs. A novel linearized model for the HVAC system was also developed in this work,
decreasing the complexity of the problem. The model was used with a test network to quantify and
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compare the capability of only electrical buildings and MES buildings, both commercial and residential,
to offer flexibility. Annual costs, energy consumption and CO2 emissions were also studied.

Analyzing the grid technical problems for the day 7 January 2019, in the scenarios with only
electrical buildings, there are a number of undervoltage problems detected in the network and they
cannot be entirely solved even when flexibility is activated through DR programs. These stressful
operating conditions are not verified in the MES scenarios, where no technical problems were detected.
In the only electrical buildings scenarios, the voltage problems detected were greatly reduced after the
activation of the DR program—the number of buses with voltages below 0.9 p.u. was reduced from 54
to 14, representing a 74% reduction. The flexibility provided in the DR scenario was obtained from
electrical and thermal loads, which can offer flexibility through thermal storage, lightings, EVs or CHP
units and thus contribute to reduce the power absorbed from the grid. It is thus possible to conclude
that DR programs are an important tool for system operators as they can enable important changes in
the load profiles to avoid voltage problems or overloaded branches.

As expected, it is in the MES scenarios that electricity consumption is lower. One of the outcomes
of this study is the quantification of the network load reduction that can be achieved in the MES
scenarios in comparison with the only electrical buildings scenarios. In average, in the scenarios
without DR, the load is 85% lower during the peak hour while in the scenarios with DR it is 67%
lower. In the only electrical scenarios, the DR program was capable of reducing the peak load by 55%,
although it was not enough to mitigate all voltage problems.

With lower electricity consumption, it is not surprising that buildings can reach lower absolute
values of consumed power in MES buildings scenarios. In the comparison between commercial and
residential buildings, the former revealed overall wider ranges of flexibility. Commercial buildings can
generally provide more flexibility during the day, especially in the MES scenarios, while residential
buildings are more flexible during the night and late afternoon.

The last outcome from this work is related with the annual costs, energy consumption and CO2

emissions. It was concluded that MES consume ca. 33% less electricity, although they consume more
gas. This way, annual energy costs are lower when considering MES buildings, presenting a reduction
of ca. 32% in electricity costs and ca. 10% in total costs. In the cases with only electrical buildings,
system operators need to solve technical problems through the activation of flexibility. This will
increase total energy costs by ca. 25%, although the number of technical problems will be decreased by
74%. It was also concluded that only electrical buildings have ca. 44% and 40% lower emissions of
CO2, with and without optimization, respectively. This is due to the fact that MES buildings consume
more natural gas, while only electrical buildings depend strictly on electricity. If the mix of electricity
generation is highly based on renewable sources, the emissions of CO2 by consuming electricity will
be lower than if consuming natural gas. The annual results follow the trend of the results obtained for
the day 7 January 2019.

Future work should address the integration of the restrictions of the gas network and the models
of shiftable loads, such as washing machines and dryers. Other energy vectors could also be integrated,
like hydrogen or district heating. The utilization of the flexibility provided by MES buildings in
energy markets, trough multi-energy aggregators, should also be studied. Other points to be taken in
consideration and that should be further studied are the fixed costs in the consumer ’s tariffs and the
costs of DR programs. For planning purposes, investment costs should also be a matter of study.
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Abbreviations

Parameters and Variables
P Active power [kWh]
Q Reactive power [kVar]
I Current [A]
V Voltage [V]
v Volume [m3]
r Resistance [Ω]
R Thermal resistance [◦C/kW]
x Reactance [Ω]
X Thickness of the walls [m]
Θ Temperature of the room [◦C]
β Thermal constant (β = e

−Δt
CR )

ACH Infiltration rate [air changes per hour—ACH]
l Heat gain and losses [◦C]
C Thermal capacitance [kWh/◦C]
c Specific heat capacity [J/g·◦C]
CV Volumetric heat capacity [kJ/m3·◦C]
k Thermal conductivity of the material [kW/m·◦C]
A Area [m2]
a Insulation [kWh/◦C]
d Density of the materials of the walls [g/m3]
m Supply air flow rate [cfm, cubic feet per minute]
η Efficiency [%]
COP Coefficient of performance
ε System inertia
L Load
b Binary variable
SOC State-of-charge
E Energy flow between resources [kWh]
I Energy input of the energy hub [kWh]
O Energy output of the energy hub [kWh]
π Price [e/kWh] or [e/◦C]
Cost Cost [e]
Subscripts
t Time interval
i, j, k Item belonging to a set
t Time interval
0 Initial time
wind Wind generator
PV PV generator
O Outside
h Heating vector
c Cooling vector
g Gas vector
w Electricity vector
C Discharge
consumer Consumer
DR Demand response
+,− Increase, decrease
air Air
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Superscripts
In f Infiltration
wall Wall
coil Coil
f an Fan
water Water
re f r Refrigeration system
equip Electrical equipment
cook Cooking
light Lighting
in Input
out Output
EV Electrical vehicle
stot Storage system
net Network
ch Charging
dis Discharging
net Network
viol Voltage violation
CO2 Carbon dioxide
Sets
NL Electrical network load
NB Electrical network bus
NW Electrical network wind generator
NPV Electrical network PV
R Energy hub room
N Energy hub network
C Energy hub converter
S Energy hub storage
L Energy hub load
EV Energy hub EV
PV Energy hub PV
M Fan supply air flow values ε

Symbolŝ Parameter defined by consumer
, Maximum, minimum

Appendix A. Parameters of the Models

Table A1. Summary of the parameters used in the models presented in Section 3.4.

Parameter Description Value

cair Specific heat capacity of air 1.09 J/g·◦C
ηh,coil Efficiency of heating coil 0.98
ηc,coil Efficiency of cooling coil 0.98

COPh,coil COP of heating coil 3.45
COPc,coil COP of cooling coil 4.45

ΘC,c
t Discharging cooling air temperature 12.5 ◦C

ΘC,h
t Discharging heating air temperature 50 ◦C

b1 Parameter 1 of the fan model 2.57 × 10−12

b2 Parameter 2 of the fan model −4.45 × 10−9

b3 Parameter 3 of the fan model 1.46 × 10−4

b4 Parameter 4 of the fan model 4.71 × 10−3

cw Specific heat capacity of water 4.18 J/g·◦C
Θwater,i

j Initial temperature of water 15 ◦C
COPre f r COP of refrigeration systems 3

a (Residential) Insulation of residential refrigeration systems 15 kJ/◦C
a (Supermarket) Insulation of supermarket refrigeration systems 850 kJ/◦C
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Appendix B. Average Values Per Month
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Figure A1. Average daily wind generation profiles, per month.
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Figure A2. Average daily PV generation profiles, per month.
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Figure A3. Average daily temperature profiles, per month.
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Figure A4. Average daily electricity prices, per month.
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Figure A5. Average gas prices, per month.
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Figure A6. Average daily profile of electricity generation from coal, per month.
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Figure A7. Average daily profile of electricity generation from natural gas, per month.
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Figure A8. Average daily CO2 prices for electricity consumed, per month.
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Abstract: Hydrogen presents an attractive option to decarbonise the present energy system. Hydrogen
can extend the usage of the existing gas infrastructure with low-cost energy storability and flexibility.
Excess electricity generated by renewables can be converted into hydrogen. In this paper, a novel
multi-energy systems optimisation model was proposed to maximise investment and operating
synergy in the electricity, heating, and transport sectors, considering the integration of a hydrogen
system to minimise the overall costs. The model considers two hydrogen production processes:
(i) gas-to-gas (G2G) with carbon capture and storage (CCS), and (ii) power-to-gas (P2G). The proposed
model was applied in a future Great Britain (GB) system. Through a comparison with the system
without hydrogen, the results showed that the G2G process could reduce £3.9 bn/year, and that the
P2G process could bring £2.1 bn/year in cost-savings under a 30 Mt carbon target. The results also
demonstrate the system implications of the two hydrogen production processes on the investment
and operation of other energy sectors. The G2G process can reduce the total power generation capacity
from 71 GW to 53 GW, and the P2G process can promote the integration of wind power from 83 GW
to 130 GW under a 30 Mt carbon target. The results also demonstrate the changes in the heating
strategies driven by the different hydrogen production processes.

Keywords: hydrogen; multi-energy systems; power system economics; renewable energy generation;
whole system modelling

1. Introduction

The new-found interest in hydrogen from both industry and academia has stimulated research
exploring the application of hydrogen as a potential option for decarbonizing major parts of the energy
system. Hydrogen can play a key role alongside electricity in the low carbon economy due to its low-cost
storability, flexibility, low-carbon hydrogen production technologies, and the opportunity to re-energise
the gas distribution network. Considering the expensive investment for large scale deployment of
electric storage to facilitate the mass integration of renewable energy sources (RES), hydrogen storage
can potentially serve as an alternative, when coordinated with other hydrogen-related technologies,
to fulfil the same functionality at a lower cost due to its reduced capital cost [1,2]. It is also a flexible
energy vector that can be produced from various primary energy sources. Two main sources were
considered in this paper: natural gas and electricity via electrolysers. Hydrogen can be used as fuel for
electricity generation, fuel for a hydrogen boiler for heating, and it can also be used to power fuel cells
for transport and co-generation for electricity and heat. This raises important questions on how the
hydrogen should be integrated with other energy systems and the importance of whole-energy system
optimisation, compared to the traditional silo planning approach.
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The need to address these questions has triggered the development of multi-energy systems
modelling approaches to assess the technical and cost implications of integrating hydrogen
into the overall energy system. Compared to the energy system planning approach without
considering synergies between different sectors, multi-energy systems, whereby different energy
vectors (e.g., electricity, heat and gas, etc.) can operate in a coordinated fashion at various levels,
introduces an important opportunity to improve the system planning technically, economically, and
environmentally [3]. Few applications of hydrogen include hydrogen boilers, hydrogen fuel-cells
for vehicles, and micro-CHP (combined heat and power), which demonstrate that hydrogen brings
interaction to all sectors across the energy landscape. However, the impacts of this cross-energy vector
interaction on the energy system capacity requirement and operation, primary energy demand, values,
and options that hydrogen create have not been thoroughly investigated, especially in the context of
multi-energy systems. The benefits and the system implications of integrating a hydrogen supply chain
should be identified through a whole-system approach to capture complex interactions across different
technologies, different energy vectors, and coordination between investment in energy infrastructure
and operating decisions.

Authors have proposed the use of a holistic optimisation model for electricity system investment
and operation decisions to assess the value of bulk and distributed energy storages in the future
low-carbon electricity systems [4]. Enhancing the model in [4], the authors proposed the integrated
electricity and heat energy model in [5]. The model was used to analyse the system implications and
cost performance of alternative heating decarbonisation strategies including the use of hydrogen,
electrification, and hybrid heat pumps. The analyses considered the interactions between electricity
sectors and heat sectors. Similarly, Zhang et al. [6] quantified the benefits of the integration of heat,
particularly district heating, and the electricity system. Through integrated planning, the flexibility
that exists in the heating system can be utilised to support the electricity system, which otherwise
has to count on the flexibility measures within the electricity system itself. The series of case studies
demonstrated that district heating network and application of thermal energy storage would enhance
the flexibility of the overall energy system, thus delivering substantial cost savings to meet the carbon
target. Chaudry et al. [7] proposed a combined gas and electricity system optimisation model to solve
short-term operation problems. The model links two energy sectors through gas turbine generation.
The proposed combined gas and electricity system model has demonstrated its value for assessing the
consequences of the failure of vital facilities.

Previous research on the integration of hydrogen in the overall energy system has mostly
focused on its industrial production, transmission, and distribution [8]. Authors designed a future
hydrogen supply chain which covered production, storage, and distribution for the UK transport
demand. A few previous studies have considered the interactions of hydrogen with other energy sectors.
Almansoori et al. [9] adopted optimisation techniques to develop the hydrogen supply chain for the
transport sector; the optimal infrastructure structure and operation costs were determined through the
proposed model. The mixed-integer linear programming (MILP) model was proposed to optimise the
design and operation of integrated wind–hydrogen–electricity networks [10]. The optimisation only
considered the transport demand supplied by hydrogen. However, the design and operation of the
wider power sector and other hydrogen production processes were not considered. Samsatli et al. [11]
proposed a comprehensive spatiotemporal MILP model to optimise the integrated electricity–hydrogen
value chains to supply the space and water heating demand in GB. The impacts of P2G facilities in
the integrated electricity and gas system were analysed in [12–14], which proved the flexibility and
effectiveness of P2G facilities. In [15], a power-to-hydrogen-and-heat scheme was proposed, in which
the power-to-heat and power-to-hydrogen processes were coupled through adopting the heat recovery
from the P2G process. The synergy among the electricity sector, transport sector, and hydrogen sector
was analysed in [16], but the heat sector was not considered.

This paper proposes an electricity–heat-transport–hydrogen economical optimisation with
environmental constraints at the national level, which simultaneously considers the infrastructure
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capital expenditures (CAPEX) and whole system operative expenditures (OPEX), thus meeting the
specific carbon target at a lower whole-system cost. The key contributions of this paper can be
summarised as follows:

1) It incorporates modelling of the hydrogen system into a combined optimization multi-energy
systems model considering both investment and operation at the system level.

2) It assesses the system implications, economic, and environmental impact of different hydrogen
production infrastructures across the whole system level.

3) It also investigates the impacts of hydrogen integration on each individual energy sector under
different carbon targets.

The remainder of this paper is organized as follows. Section 2 presents the integrated multi-energy
systems model. In Section 3, a series of case studies are performed to compare the advantages and
disadvantages of adopting G2G and P2G individually with the system without hydrogen integration
in different carbon scenarios. The conclusions are provided in Section 4.

2. Integrated Multi-Energy Systems Model

2.1. Interactions in the Multi-Energy Systems

Interactions take place through the energy conversion between different energy carriers to supply
energy demand and to ensure optimal and secured operation. There are numerous interactions between
different energy sectors in the proposed model, as shown in Figure 1. In this model, gas-heated
reformers combined with carbon capture storage (GHR-CCS) and electrolysers are the technologies
for the G2G and P2G processes, respectively. GHR and electrolysis link hydrogen with the gas and
electricity system together respectively. The electricity generation can also use hydrogen as a fuel to
make electricity and hydrogen systems interactive. Meanwhile, the transportation demand can be
supplied by electricity or hydrogen through electric vehicles (EV) and hydrogen fuel-cell vehicles
(HFCV), respectively, which means that electricity and hydrogen systems are also coupled in the
transportation sector. The hydrogen boiler can function in the same way as existing gas boilers in
the heating system, but brings zero-emissions, which maintains resilience for householders through
promoting the diversity of energy carriers. The other components like electricity storage and thermal
energy storage or other heating devices (resistance) can also be added to the model, which were omitted
here for brevity.

Figure 1. Interaction of integrated electricity–heat–transport–hydrogen system.

2.2. Objective Function

The model was formulated as a MILP problem with a 1-year time horizon and hourly time
resolution to capture the interactions across investment and operating decisions. The objective function
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(Equation (5)) is to minimize the overall annuitized investment and operation cost. The fixed and
variable operating and maintenance costs of all the technologies were also considered, which were
omitted in the equations for brevity. The total cost in the electricity system is formulated in Equation (1).

Ce =
G∑

g=1
πg·ng·Pg +

R∑
r=1

(πhvsr ·nhvsr + πlvsr ·nlvsr) +
L∑

l=1
π fl · fl +

G∑
g=1

T∑
t=1

Z
(
γg, Pg,t,πnl,πst,μg,t

)
(1)

The electricity system investment cost includes the annuitized capital cost of new-built generation,
reinforcement cost of transmission, and distribution networks. The operational cost of the electricity
system consists of the operation cost of the conventional generation, which is fossil fuel based as well
as the no-load cost that is a function of the number of synchronized units and start-up cost and the
fixed and variable O&M cost of all the units including RES. The total cost in the heating system, which
includes the cost in the DHN and end-use heating appliances are formulated in Equations (2) and (3),
respectively. The operational cost in the heat sector is mainly from the natural gas consumption of
industrial and end-use natural gas boiler.

Ch,hn =
R∑

r=1
(πhpr ·nhpr + πngbr ·nngbr + πhbr ·nhbr + D(DHr)) +

R∑
r=1

T∑
t=1

γngbr ·Hngbr,t (2)

Ch,ed =
R∑

r=1
(πehpr ·nehpr + πengbr ·nengbr + πehbr ·nehbr) +

R∑
r=1

T∑
t=1

γengbi ·Hengbi,t (3)

District heating is supplied by industrial heat pumps (HPs), natural gas boilers (NGBs), and
hydrogen boilers (HBs) and end-use heating appliances include air source heat pumps (ASHPs), end-use
NGBs, and HBs. The total cost in the hydrogen system is formulated in Equation (4). The operational
cost in the hydrogen system refers to the natural gas consumption of GHR.

Ch2 =
I∑

i=1

(
πeli ·neli + πsmri ·nsmri + πhsi ·nhsi

)
+

I∑
i=1

T∑
t=1

γsmri ·Qsmri,t +
L∑

l=1
π fhtl
· fhtl (4)

The investment of the hydrogen system cost includes the annuitized capital cost of the electrolyser,
GHR-CCS, hydrogen storage, and the hydrogen transmission pipelines. The study assumes the cost of
EV and HFCV is the same, and therefore, their costs can be omitted from the optimisation problem;
the portfolio of EV and HFCV is optimised based on their system integration costs rather than by the
vehicle’s capital cost. It is trivial to include different EV and HFCV costs in the objective function; at
present, it is the interest of this paper to evaluate the competitiveness of these technologies on the basis
of their system integration costs.

Min ϕ = Ce + Ch,hn + Ch,ed + Ch2 (5)

2.3. Constraints

The proposed model is subject to several constraints in each energy system. Constraints associated
with the electricity system include those in Equations (6)–(22). All constraints are applied to each
time interval within the optimisation time horizon (1-year) (∀t ∈ T) for all regions and locations
(∀r ∈ R, ∀i ∈ I). Electricity supply and demand are balanced in each time interval (Equation (6)).
The electricity demand includes non-heat demand, the demand of HPs, and the electricity consumption
of electrolysis and EV. DC power flow model Equation (7) is applied to determine power flows in
the electricity network. The production of all the generating units is within their installed capacity
including renewable energy units (Equations (8) and (9)). The change in the generation of a thermal
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unit within a single time interval is limited by its ramping capacity (Equations (10) and (11)), and the
number of units being synchronised is constrained in Equations (12)–(14).

G∑
g=1

Pg,t =
R∑

r=1

(
DEr,t +

Hhpr ,t
ηhp

+
Hehpr ,t
ηehpr ,t

+
Qelr ,t
ηel

+
Vevr ,t
ηev

)
(6)

−
(

fl + fl
)
≤ F(G, D,θ) ≤ fl + fl (7)

μg,t·Pg ≤ Pg,t ≤ μg,t·Pg (8)

μg,t ≤ ng (9)

Pg,t − Pg,t−1 ≤ μg,t·Rup
g · Δt (10)

Pg,t−1 − Pg,t ≤ μg,t−1·Rdown
g · Δt (11)

μg,t − μg,t−1 = stg,t − dstg,t (12)

stg,t ≤ ng − μg,t−1 (13)

dstg,t ≤ μg,t−1 (14)

The reinforcement cost of the electricity distribution network is expressed as a function of peak
flow in the local distribution system [4], which are formulated in Equations (15) and (16). The concept
of reverse power flow, meaning that due to high PV penetration, the net energy may flow in the
opposite direction was also considered in this model (Equations (17) and (18)).

DEr,t +
Hhpr ,t
ηhp

+
Vevr ,t
ηev

+
Hehpr ,t
ηehpr ,t

− Phvpvr,t − Plvpvr,t ≤ hvsr + hvsr (15)

κ·DEr,t +
Vevr ,t
ηev

+
Hehpr ,t
ηehpr ,t

− Plvpvr,t ≤ lvsr + lvsr (16)

Phvpvr,t + Plvpvr,t −DEr,t − Hhpr ,t
ηhp
− Vevr ,t

ηev
− Hehpr ,t

ηehpr ,t
≤ σhv·

(
hvsr + hvsr

)
(17)

Plvpvr,t − κ·DEr,t − Vevr ,t
ηev
− Hehpr ,t

ηehpr ,t
≤ σlv·

(
lvsr + lvsr

)
(18)

Frequency response and operating reserve are two balancing services considered in this model.
The supplementary frequency response and operating reserve can also be provided by the heating
sector (HP) and hydrogen sector (electrolyser) as well as the transport sector (EV). The system frequency
response requirement is directly related to the level of system inertia [17], which can be treated as
linear to the online synchronous capacity in each time period (Equations (19) and (20)). The operating
reserve requirement is determined by the forecasting errors of electricity load and renewable energy
generation (Equations (21) and (22)).

rspg,t ≤ μg,t·rspg (19)

R∑
r=1

(
rsphpr,t + rspehpr,t + rspelr,t + rspevr,t

)
+

G∑
g=1

rspg,t ≥ SFt (20)

resg,t ≤ μg,t·resg (21)

R∑
r=1

(
reshpr,t + resehpr,t + reselr,t

)
+

G∑
g=1

resg,t ≥ SRt (22)

Heating demand is supplied by either DHN or end-use appliances (Equations (23)–(28)).
The industrial-sized HPs, NGBs, and HBs are deployed on the heat network for district heating.
All the appliances were also used as end-use heating appliances. Hybrid electric HPs and natural gas
boilers (Hybrid HP-NGBs) have been proven to have a significant overall economic advantage over
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other individual heat devices like HP-only and DHN [5]. With the presence of HBs, the hybrid HPs
and HBs (Hybrid HP-HBs) can be another heating strategy.

Hdhnr,t + Hedur,t = DHr,t (23)

Hdhnr,t = Hhpr,t + Hngbr,t + Hhbr,t (24)

Hedur,t = Hehpr,t + Hengbr,t + Hehbr,t (25)

Hdhnr,t = λdhn·DHr,t (26)

Hedur,t = λedu·DHr,t (27)

λdhn + λedu = 1 (28)

Similarly, the transport demand is supplied by electric vehicles (EVs) and hydrogen fuel cell
vehicles (HFCVs) (Equations (29)–(31)). EVs are modelled as flexible loads that can provide a
demand-side response (DSR). Constraints (32) and (33) describe the demand reduction and the energy
balance for demand shifting.

Vevr,t = λevr ·DTr,t + d+r,t − d−r,t (29)

Vh f cvr,t = λh f cvr ·DTr,t (30)

λevr + λh f cvr = 1 (31)

d−r,t ≤ ε·DTr,t (32)∑
t∈D

d−r,t =
∑

t∈D
d+r,t (33)

The hydrogen system in this model considers the hydrogen supply chain from production to
end-users via hydrogen storage, transmission, and distribution. Currently, the national gas transmission
system and the local gas distribution system in the UK are constructed primarily from carbon steel.
The unprotected iron and carbon steel pipelines suffer from embrittlement due to the diffusion of
hydrogen into the material, which results in a reduction of structural integrity and can potentially cause
the fracture. Therefore, these materials are not suitable for hydrogen networks [18]. The model assumes
new hydrogen transmission through pipelines is needed in addition to the existing transmission gas
pipelines. At the distribution level, the government-sponsored Iron Mains Replacement Programme
is expected to convert a majority of the current natural gas distribution network to polyethylene
pipes that are hydrogen tolerant by 2030 [19,20]. As the upgrade of the gas distribution network will
occur in all scenarios, we assumed in this study that the local natural gas distribution systems will be
compatible with hydrogen use by 2050 and the upgrade cost of gas distribution was excluded from the
model. The hydrogen energy balancing is formulated in Equation (34). The hydrogen storage model is
formulated by Equations (35)–(38). The hydrogen transmission capacity is optimised by using the
transportation model [21]. The output of all the technologies is limited by its own capacity. To save the
length of the article, these are not listed in the paper.

I∑
i=1

(
Qeli,t + Qsmri,t + SH−i,t − SH+

i,t

)
=

∑
g∈Ii

Ph2g ,t

ηh2g
+

R∑
r=1

(
Hhbr ,t
ηhb

+
Hehbr ,t
ηehb

+
Vh f cvr ,t
ηh f cv

)
(34)

SH+
i,t ≤ nhsi (35)

SH−i,t ≤ nhsi (36)

SHSi,t ≤ nhsi ·SHSTi (37)

SHSi,t = SHSi,t−1 − SH−i,t + ηhs·SH+
i,t (38)
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The total direct carbon emissions of the whole system do not exceed the regulated amount of
carbon emissions including electricity, heat, and hydrogen sectors. The carbon emission constraints are
formulated as Equation (39).

T∑
t=1

G∑
g=1

Pg,t·Cg +
T∑

t=1

R∑
r=1

(
Hngbr,t·Cngb + Hengbr,t·Cengb

)
+

T∑
t=1

I∑
i=1

Qsmri,t·Csmr ≤ CT (39)

The MILP problem defined in this section was implemented in the FICO Xpress optimisation
tool [22] and solved by the Newton Barrier method.

3. Case Studies

3.1. System Description and Assumptions

The proposed integrated multi-energy systems model in Section 2 was applied to analyse
and optimise the GB 2050 energy systems, with 30 Mt and 10 Mt carbon targets. The benefits of
integrating hydrogen into energy systems were analysed. The study used a simplified GB transmission
system representing five main regions: (1) Scotland (SCOT); (2) North England and Wales (EW-N);
(3) Middle England and Wales (EW-M); (4) South England and Wales (EW-S); and (5) London (LON).
Three neighbouring systems, Ireland (IE), Continental Europe (CE), and Norway (NOR) are connected
with GB through finite interconnectors. The model also considers the investment and operation in IE
and CE; this will enable the cross-border interactions to be modelled more accurately. The topology of
the simplified network together with the length and transmission capacity is illustrated in Figure 2.

 
Figure 2. The simplified topology of the interconnected GB system.

The cost and operation data for different types of electricity generation are listed in Table 1 [2,23].
We assumed that the cost of hydrogen-fuelled generation (H2-CCGT, H2-OCGT) is 1.2 times that
of the conventional CCGT and OCGT based on the parameters in [24]. The data on heating and
hydrogen technologies are listed in Tables 2 and 3, respectively [2,25]. Other assumptions on the costs
or operational parameters are omitted here for brevity.
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Table 1. Economic and operational parameters of the generation units.

Generation
Capital Cost

(£/kW)
Fixed O&M
(£/kW/year)

Discount
Rate (%)

Lifetime
(Years)

Marginal Cost
(£/MWh)

Carbon Emissions
(kg/MWh)

Nuclear 5191 83.4 9.5% 40 5.0 0
CCGT 581 16.6 7.5% 25 37.7 318.8
OCGT 312 8.2 7.5% 30 54.2 520.6

Gas-CCS 2361 41.6 13.8% 25 33.1 31.9
Coal-CCS 3403 82.0 13.5% 25 35.4 80.5
H2-CCGT 697 17.0 7.5% 25 0 0
H2-OCGT 374 8.5 7.5% 30 0 0

Wind 1642 30.9 8.9% 23 0 0
PV 452 6.2 5.8% 25 0 0

Table 2. Economic and operational parameters of the heating technologies.

Heating Technology
Capital Cost

(£/kW)
Fixed O&M
(£/kW/year)

COP (%)
Discount Rate

(%)
Lifetime
(Years)

End-use HP 600 22.0 200%–300% 3.5% 12
End-use NGB 75 6.0 95% 3.5% 12
End-use HB 75 6.0 95% 3.5% 12

Industrial HP 480 17.6 380% 3.5% 12
Industrial NGB 35 2.8 98% 3.5% 12
Industrial HB 35 2.8 98% 3.5% 12

Table 3. Economic and operational parameters of the hydrogen production technologies.

Hydrogen
production

Capital Cost
(£/kW)

Fixed O&M
(£/kW/year)

Discount
Rate (%)

Lifetime
(Years)

Carbon Emission
(kg/MWh)

Efficiency
(%)

Electrolyser 465 48.5 10% 30 0 74%
GHR-CCS 384 24.4 10% 40 21.9 84%

In order to quantify the economic benefit of integrating a hydrogen system with different hydrogen
production technologies, the whole system costs of four different scenarios were compared under
different carbon targets. The four scenarios are described as follows:

1) REF: This is the counterfactual scenario assuming that there is no hydrogen integration across the
whole energy system.

2) P2G: Hydrogen is integrated into the energy system, which is produced only by the P2G process
(i.e., electrolyser).

3) G2G: Similar to Equation (2), but hydrogen is produced only by G2G process (i.e., GHR-CCS).
4) OPT: The model was used to optimise the capacity of different hydrogen production processes

(G2G and P2G).

3.2. The Economic Benefit of Hydrogen Integration

This section compares the economic performance of P2G, G2G, and OPT by comparing the costs
against the costs of the counterfactual scenario (REF). Figure 3 shows the whole system cost savings
for each scenario under two different carbon targets. The G2G process was identified as the most
cost-effective hydrogen production technology under the carbon target 30 Mt, which can reduce the
cost by £3.9 bn/year (6.5%). The P2G scenario can bring £2.1 bn/year (3.8%) cost-savings. The OPT
scenario brings further cost savings up to £6.6 bn/year (11.2%) by optimally combining the portfolio
of hydrogen production technologies. In the heating sector, the use of hybrid heating technology
(hybrid HP-HBs), which is based on the use of high COP (coefficient of performance) HPs, to supply
the baseload of heat demand while providing the flexibility to use hydrogen to supply peak demand
or when there is scarcity in the low-carbon electricity generation output.
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The flexibility provided by the hydrogen system can reduce the total power generation capacity
requirement from 71 GW to 53 GW in the G2G scenario and reduce electricity operation costs by £5.1
bn/year under a 30 Mt carbon target. Integration of hydrogen also allows hydrogen-fuelled power
generation to displace higher cost low-carbon technologies such as nuclear and CCS while supporting
better integration of renewables by providing flexibility and balancing fluctuating renewable energy
in the system. It is worth noting that under the P2G scenarios, the investment in renewable energy,
especially wind power, has increased significantly due to the P2G facilities, which can help integrate
renewable energy, as its power consumption can be adjusted to follow the renewable generation.
The excess of renewable energy can be stored cost-effectively and used when the output of the renewable
is low.

Figure 3. Saving from hydrogen integration under different carbon targets.

Most of the benefits gained in the heat sector through the deployment of HB is driven by
the reduced investment in the end-use heating appliances and industrial heating appliances under
30 Mt and 10 Mt carbon targets, respectively, which also further achieved the cost savings in the
distribution network reinforcement due to the peak demand reduction that was compensated by
hydrogen-based heat.

The increased cost of hydrogen integration is mainly from the hydrogen system, which is
dominated by the operation cost of the hydrogen system in the G2G and OPT scenarios. The increased
cost in the P2G scenarios mainly comes from the hydrogen production investment. The economic
benefit of the integration of the hydrogen system is influenced by the carbon target. In the 10 Mt
case, due to the zero-emission characteristics of the P2G process, it plays a more important role in
the low-carbon scheme, and its economic benefits become stronger than the G2G process. However,
the G2G process still has an economic advantage, especially saving on the investment of electricity
infrastructure (e.g., generation and grid network). The annual saving of the OPT scenario under a
carbon target of 10 Mt increased to 15.2 bn/year (20.6% of total cost in the REF scenario).

3.3. Impact of Hydrogen Integration on the Electricity System

The integration of hydrogen into the system makes the application of hydrogen fuel power
generation (such as H2-CCGT and H2-OCGT) advantageous, thus reshaping the power system
potentially, and using HB as the main low-carbon heat source reduces the electricity peak demand and
the need for a new power system capacity compared with the system capacity needed if the heat is
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decarbonised through electrification only. This section compares the capacity and annual electricity
generation mix between different cases under given carbon targets.

Figure 4 shows the portfolio of electricity generation capacity in each scenario. It can be observed
that the G2G process can reduce the capacity requirement of electricity generation significantly (and
other electricity infrastructure, e.g., network) compared to P2G. The choice of hydrogen production
pathway will have significant implications for the electricity system. A large part of the low-carbon
generation is replaced by the hydrogen-fuelled generation because sufficient flexibility can be provided
from the hydrogen-fuelled generation without carbon emission, a more expensive source of flexibility
like gas-ccs is not necessary. The high-carbon generation capacity reduction is driven by the enhanced
flexibility and presence of hydrogen-fuelled generation. P2G can significantly promote the integration
of wind power as the electrolyser can absorb excess wind power, which improves the wind power
utilisation. The availability of firm low carbon generation such as nuclear is more critical for energy
system decarbonisation under a more demanding carbon target. It is worth emphasising that the carbon
emissions from the G2G process limit the large-scale deployment of hydrogen-fuelled generation in
the electricity system.

 
Figure 4. Optimal generation capacity portfolio in different scenarios.

Figure 5 shows the portfolio of annual electricity production in each scenario, where the annual
wind power generation in the REF cases were 240 TWh and 278 TWh under 30 Mt and 10 Mt carbon
targets, respectively. It can be observed that the annual wind power generation in the P2G cases
increased to 435 TWh and 421 TWh, which were 67% and 61% of total generation under the 30 Mt and
10 Mt carbon targets, respectively. The increased system ability to integrate wind is driven by the use
of the P2G facility, which allows the excess renewable energy to be stored cost-effectively via hydrogen
storage, thus reducing the curtailment rate of wind and solar power. The difference in the annual
generation mix is further reflected by the increased generation of nuclear power in the G2G cases
compared with the P2G cases, where the nuclear power generation in the G2G cases is notably higher
than in the case of P2G as well as its capacity. The main reason is that the G2G facility cannot help
integrating more renewable energy, and it will give priority to nuclear power as low-carbon power
generation. Meanwhile, the relatively high carbon emission of GHR increases the integration costs
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of a hydrogen system under a 10 Mt carbon target. Thus, the installed capacity of hydrogen-fuelled
generation and its production decrease.

 
Figure 5. Optimal electricity production in different scenarios.

3.4. Impact of Hydrogen Integration on the Heating System

The mix of heating technology and annual heat production under different carbon targets are
shown in Figure 5. The national DHN pathway only contributes a small part of heat demand in
each scenario under both carbon targets due to the expenditure associated with the deployment of
heat networks.

As shown in Figure 6, in a system with hydrogen, the heating pathway is shifted from end-use
HP-NGB to end-use HP-HB, which drives less investment in the electricity sector as can be derived
from Figure 4. It is worth noting that hybrid HP-HB can dominate the heating market, which is up to
73% in the OPT scenario when the carbon target becomes tighter (10 Mt).

Figure 6. Heating technology capacity and production portfolio under different carbon targets.

Hydrogen integration also has a notable impact on the annual heat production mix. It can be
observed that HP supplies the baseload while NGB only provides a little part of heat demand during
the peak load due to its emissions and less flexibility when the hydrogen integration is not enabled, or

313



Energies 2020, 13, 1606

its integration is not cost-effective (e.g., the P2G pathway). In the G2G case, the heat provided by HB
increases to 23% and 27% under the 30 Mt and 10 Mt carbon targets, respectively. In the OPT scenario,
the P2G process brings zero-emission hydrogen production, which offsets the carbon emissions from
the G2G process and makes HB production increase further to 29% under a 10 Mt carbon target.
Generally, the P2G process is necessary to offset the carbon emissions from the hydrogen system under
a demanding carbon target.

3.5. Impact of Hydrogen Integration on the Transport Sector

In this model, assume the efficiency of HFCV is 40% lower than EV [26]. Figure 7 shows the
proportion of each transport technology in different scenarios under different carbon targets. When the
carbon target is 30 Mt, in the P2G scenario, EV still accounts for the most market. If hydrogen production
shifts from P2G to G2G or a combined pathway, the cost of hydrogen system integration will be
reduced so that the hydrogen will become more competitive in the transport sector, which will allow
HFCV to dominate the transport market. However, when the carbon target is tightened to 10 Mt, EV
takes back the domination position due to the hydrogen production process, which is less competitive.
Only through least-cost hydrogen production (OPT), can the HFCV occupy 35% of the market share.
In summary, from the whole-system point of view, the deployment of HFCV is sensitive to the costs of
hydrogen and lower costs of hydrogen drive investment in HFCV. Emission is another factor affecting
the deployment of HFCV, and the P2G process is necessary for the development of HFCV due to its
zero-emission feature. However, the capital cost of HFCV is still not competitive compared to the
current EVs [27].

Figure 7. The proportion of each transport technology.

3.6. Impact of Hydrogen Integration on Carbon Emission

The integration of the hydrogen system will influence the decarbonisation strategies of other
energy sectors. Figure 8 shows the total carbon emissions of each energy system in each scenario.
The integration of the hydrogen system shifts the carbon emissions from the electricity system to other
energy sectors in all the P2G, G2G, and OPT scenarios. Decarbonisation of the heat sector under a 30 Mt
carbon target will require a higher integration of low-carbon heat supply technologies (HP and HB) and
increased investment cost in the electricity and hydrogen sectors. When the carbon target is set strictly
to 10 Mt, the high hydrogen integration cost of P2G also increases the cost of the decarbonisation in the
electricity and heat sectors. When more economical hydrogen production methods (G2G and OPT) are
adopted to produce hydrogen, the penetration of hydrogen in the electricity and heat sectors increases
further, and the carbon emissions of the whole system mainly come from the hydrogen system due to a
higher share of hydrogen-fuelled power generation, and HB replaces most of the NGB, as shown in
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Figures 4 and 6, respectively. This case study indicates that hydrogen integration may shift the carbon
emissions from the electricity and heat sector to the hydrogen system since it is more cost-effective to
decarbonise the energy through hydrogen. It is worth noting that the carbon emissions of the heat
sector are far lower than the other energy sectors in the G2G and OPT scenario with the 10 Mt carbon
target due to the massive deployment of HB, indicating that the hydrogen integration will play an
important role in the cost-effective transition towards a zero-carbon future energy system.

Figure 8. Carbon emission mix under different carbon targets.

3.7. Hydrogen Production Technologies Deployment

The deployment of an electrolyser requires more electricity system investment, which increases
the 34.4 GW and 52.1 GW peak demand under 30 Mt and 10 Mt carbon targets in the P2G scenario,
respectively. From Table 4, it can be observed that GHR-CCS dominated the hydrogen production
technology due to the economic advantages of GHR as mentioned in the above case. However,
the capacity of the electrolyser increases when the carbon target becomes stricter because of its
zero-carbon emissions feature. In terms of the annual hydrogen production, when the carbon target
changes from 30 Mt to 10 MT, the annual hydrogen production of the electrolyser increases in all
scenarios. In contrast, the annual hydrogen production of GHR-CCS decreases in the G2G scenario
and the share of GHR-CCS decreases in the OPT scenario, mainly due to the need to meet a stricter
carbon target.

Table 4. Capacity and the annual output of different hydrogen production technologies.

Scenarios
Capacity (GW) Proportion (%) Production (TWh) Proportion (%)
EL GHR EL GHR EL GHR EL GHR

30 Mt

P2G 19.3 0 100% 0% 93.4 0 100% 0%
G2G 0 79.7 0% 100% 0 461.4 0% 100%
OPT 9.1 60.1 13.1% 86.9% 25.5 313.5 7.5% 92.5%

10 Mt

P2G 27.2 0 100% 0% 128.3 0 100% 0%
G2G 0 103.0 0% 100% 0 353.5 0% 100%
OPT 11.4 95.5 10.7% 89.3% 39.6 301.3 11.6% 88.4%

3.8. The Relation between the P2G Facility and Wind Power

In this system, aside from P2G being able to absorb the excess wind power to integrate more
wind power into the system, the P2G facility can also offer a flexible load, thus providing ancillary
services like frequency response through the interrupted operation, which also increases the wind
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power integration potentially. So, as shown in Figure 9, P2G can promote the integration of wind
power, and G2G plays the opposite role.

 
Figure 9. The wind power capacity and its load factor under different carbon targets.

3.9. Sensitivity Studies

This section conducts sensitivity studies investigating the drivers for different hydrogen production
technologies. The impact of two important drivers (i.e., the capital cost of wind power and natural gas
price on the hydrogen production mixes) are investigated below.

3.9.1. Sensitivity Analysis of Wind Power Capital Cost

Figure 10 illustrates the wind power capacity and hydrogen production technology capacity mix
in a series of wind power capital cost scenarios under the carbon targets of 30 Mt and 10 Mt. It can be
observed that the competitiveness of the P2G facility is highly sensitive to the variation of wind power
capital cost, while the penetration of the P2G facility is much more robust under the stricter carbon
targets. In terms of G2G capacity, with the increase in capital costs of wind power, less wind power will
be installed; consequently, the G2G capacity will need to increase to achieve the overall carbon target.

 
Figure 10. The sensitivity study on the capital cost of wind power.

3.9.2. Sensitivity Analysis of Natural Gas Price

As mentioned before, the cost of large-scale hydrogen integration is dominated by the operation
cost of the hydrogen system, which is highly sensitive to the natural gas price. The above case studies
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are based on the natural gas price of 67 p/therm. The G2G process has a dominating role in the
integration of hydrogen in the OPT scenario. As shown in Figure 11, when the natural gas price drops
by 50% to 33.5 p/therm, the overall integration cost of the G2G facilities will be reduced due to the
decrease of the natural gas price, which will weaken the integration of P2G facilities. On the contrary,
if the price of natural gas increases by 50% to 100.5 p/therm, the P2G’s zero-emission advantage will
enable it to integrate more capacity than the G2G process under the 30 Mt carbon target. However, the
capacity of G2G is still higher than that of P2G due to the higher demand for hydrogen integration
under the 10 Mt carbon target. The G2G still has an economic advantage compared to P2G. In terms of
hydrogen production, the rise of natural gas prices has significantly reduced the production of G2G, in
contrast, the production of P2G is slowly rising, and exceeds that of G2G under the 30 Mt carbon target
when the natural gas price is 100 p/therm.

Figure 11. The sensitivity study on the natural gas price.

4. Conclusions

This paper proposes an integrated electricity, heat, transport, and hydrogen energy systems model
to investigate the impact of different hydrogen production technologies on multi-energy systems.
The model was applied to optimise the decarbonisation strategies of the whole energy system while
assessing the values of hydrogen integration. The studies demonstrate that hydrogen integration
through the G2G process brings more economic benefits when compared to the P2G process, which
can deliver £3.9 bn/year and £14.2 bn/year cost savings under the 30 Mt and 10 Mt carbon targets,
respectively. The OPT pathway can offset the carbon emissions from the G2G process and achieve
further cost savings. The results also clearly demonstrate the changes in the electricity side driven by
the different hydrogen integration strategies. The G2G process can reduce the total power generation
capacity requirement from 71 GW to 53 GW, and the P2G can increase the integration of wind power
capacity from 83 GW to 130 GW under the 30 Mt carbon target. The integration of hydrogen will
promote the deployment of HB, which, combined with HP, will dominate the heating market, which is
up to 73% in the OPT scenario under the 10 Mt carbon target. From the perspective of the transport
sector, the development of HFCV is highly related to the integration cost of the hydrogen system,
especially in a demanding carbon scenario. The HFCVs can occupy 90% market share in the OPT
scenario under a 30 Mt carbon target, however, when the carbon target becomes tighter (10 Mt), the
integration cost of the hydrogen system increases, and the market share of HFCV will decrease to 35%
in the OPT scenario. Finally, the series of sensitivity studies indicate that the integration of the P2G
facility is highly sensitive to the wind power capital cost, and the G2G facility is highly sensitive to
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the natural gas price. The uncertainty in various costs will need to be taken into consideration when
deciding the hydrogen production technologies.

It is worth mentioning that we only considered the direct carbon emissions of all the technologies
during their energy production in this study. The indirect emissions generated during the equipment
construction or energy transmission were ignored. The carbon emissions along the life cycle of the
energy supply were investigated in [28,29]. Our future work will address this limitation, making
carbon emission analysis more integrated.
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Abbreviations

G2G Gas-to-gas
CCS Carbon capture and storage
P2G Power-to-gas
GB Great Britain
RES Renewable energy sources
CHP Combined heat and power
MILP Mixed-integer linear programming
CAPEX Capital expenditures
OPEX Operative expenditures
GHR-CCS Gas-heated reformers combined with carbon capture storage (GHR-CCS)
EL Electrolyser
H2S Hydrogen storage
EV Electric vehicle
HFCV Hydrogen fuel-cell vehicle
PV Photovoltaics
HV High voltage
LV Low voltage
DHN District heating network
IGB Industrial natural gas boiler
IHP Industrial heat pump
IHB Industrial hydrogen boiler
HP End-use heat pump
NGB End-use natural gas boiler
HB End-use hydrogen boiler
HP-B Hybrid end-use heat pump and natural gas boiler
HP-HB Hybrid end-use heat pump and hydrogen boiler
HB End-use hydrogen boiler
COP Coefficient of performance
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Notation

Sets

I Set of locations
R Set of regions
T Set of operating time intervals
D Set of operating days
G Set of conventional generators
PV Set of PV generation units
HV High voltage distribution network
LV Low voltage distribution network
L Set of transmission/interconnection corridors
DHN Set of district heating network
Functions

Z(·) Generation operating cost function
F(·) Power flow function
D(·) District heating network cost function
Parameters

Δt Time interval (h)
πg Generation investment cost (£/GW/year)
π f Transmission network cost (£/GW/year)
πhv Electricity high-voltage distribution network cost (£/GW/year)
πlv Electricity low-voltage distribution network cost (£/GW/year)
πhp Industrial heat pump cost (£/GW/year)
πehp End-use heat pump cost (£/GW/year)
πngb Industrial natural gas boiler cost (£/GW/year)
πengb End-use natural gas boiler cost (£/GW/year)
πhb Industrial hydrogen boiler cost (£/GW/year)
πehb End-use hydrogen boiler cost (£/GW/year)
πel Electrolyser investment cost (£/GW/year)
πsmr GHR-CCS investment cost (£/GW/year)
πhs Hydrogen storage investment cost (£/GW/year)
πht Hydrogen pipeline investment cost (£/GW/km/year)
πnl Generation no-load cost (£/h)
πst Generation start-up cost (£/start)
γ The operation cost of each system (£/GWh)
DE Electricity demand (GW)
DH Heat demand (GW)
DT Transport demand (GW)
f Existing electricity transmission capacity (GW)
hvs Existing high-voltage distribution network capacity (GW)
lvs Existing low-voltage distribution network capacity (GW)
P The power rating of a generation unit (GW)
P Minimum stable generation (GW)
Rup Ramping up limit (GW/h)
Rdown Ramping down limit (GW/h)
rsp Frequency response limit (GW)
res Spinning reserve limit (GW)
SF System frequency response requirement (GW)
SR System operation reserve requirement (GW)
η Energy conversion efficiency (%)
ε The ratio of flexible transport demand (%)
κ The ratio of electricity demand at high-voltage distribution level (%)
σ Reverse power flow coefficient (%)
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SHST Hydrogen storage duration (h)
CT Carbon target (tCO2/year)
C Direct carbon emission of each technology (tCO2/GWh)
Variables

n The additional capacity of technologies (GW)
f Additional transmission network capacity (GW)
d− Reduction in transport load due to DSR (GW)
d+ Increased transport load due to DSR (GW)
P Electricity generation (GW)
st Number of generating units being synchronized
dst Number of generating units being de-synchronized
μ Number of units in operation
H Heating production (GW)
Q Hydrogen production (GW)
V Transportation supply (GW)
θ Voltage angle
λ Penetration of production technologies (%)
rsp Frequency response (GW)
res Spinning reserve (GW)
SH+ Hydrogen production by storage (GW)
SH− Hydrogen consumed by storage (GW)
SHS The energy content of hydrogen storage (GWh)
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Abstract: For the integrated energy system of coupling electrical, cool and heat energy and gas and
other forms of energy, the medium- and long-term integrated demand response of flexible load,
energy storage and electric vehicles and other demand side resources is studied. It is helpful to
mine the potentials of demand response of various energy sources in the medium- and long-term,
stimulate the flexibility of integrated energy system, and improve the efficiency of energy utilization.
Firstly, based on system dynamics, the response mode of demand response resources is analyzed
from different time dimensions, and the long-term, medium-term and short-term behaviors of users
participating in integrated demand response are considered comprehensively. An integrated demand
response model based on medium-and long-term time dimension is established. Then the integrated
demand response model of integrated energy system scheduling and flexible load, energy storage
and electric vehicles as the main participants is established to simulate the response income of users
participating in the integrated demand response project, and to provide data sources for the medium-
and long-term integrated demand response system dynamics model. Finally, an example is given
to analyze the differences in response behaviors of flexible load, energy storage and electric vehicle
users in different time dimensions under the conditions of policy subsidy, regional location and user
energy preferences in different stages of the integrated energy system.

Keywords: integrated energy system; integrated demand response; medium- and long-term; system
dynamics; user decision

1. Introduction

In recent years, in order to improve energy use efficiency and deal with problems such as
the deterioration of the ecological environment, an integrated energy system [1–3] for the energy
interconnected network has been established, and the mutual conversion between different energy
sources [4,5] has become a hot topic for research in various countries around the world [6–8]. Integrated
demand response (IDR) provides an important entry direction for the two-way interaction between
supply and demand sides in an integrated energy system. At the end of consumption, users can
achieve the same effect by selecting different types of energy. The user’s short-term, medium-term,
and even long-term energy use has been broadened, and the impact of integrated demand response on
the medium- and long-term load curve and integrated energy system planning is increasing. Therefore,
it is of great significance to study the integrated demand response for integrated energy systems.

For integrated demand response, existing studies can consider the response type, participation
equipment, and participation method [9–14] of the IDR from the system operation level. Based on the
reduction of load, transfer of load, and alternative load [15], analyze the cost of the IDR resource to
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the overall system operation or the impact of integrated energy utilization efficiency; at the system
planning level, there have been studies that can comprehensively consider the peak-cutting and
valley-filling effect of the coordinated operation of combined heat and power units and electricity to
gas, but focus more on the impact of IDR on equipment capacity and typical loads. Most are still from
the perspective of the power system, and analyze the impact of other forms of energy supply on the
power load [10,16]. At present, most of them are based on the typical load day or random scenarios
to establish the IDR model and analyze its impact on planning and operation. It is a short-term
integrated demand response, and there is not much research on the medium- and long-term integrated
demand response.

Generally speaking, the user’s long-term investment in integrated energy-consuming equipment
behavior will affect the maximum potential and flexibility of its IDR, and this maximum potential will
affect the user’s recognition and participation in the IDR, which ultimately determines the user of an
IDR event. The actual participation effect [17,18], system dynamics can integrate the analysis of the
long-term potential, medium-term potential, and short-term response of demand response resources
into the same model [19], but currently analyzes the factors affecting integrated demand response
resources from different time dimensions. Research is not integrated, and it is not integrated in terms
of the coupling between long-, medium-, and short-term user behavior and the time-varying nature of
demand response resources.

In response to the above problems, based on the existing research, based on system dynamics,
this paper analyzes the response methods of demand response resources in different time dimensions,
comprehensively considers the user’s long-term investment, updates and behaviors of integrated
energy equipment, whether to sign integrated demand response contracts in the medium- term.
A dynamic model of integrated demand response system based on the medium and long-term time
dimension is established according to system dynamics. In the short-term time scale, an integrated
demand response model of integrated energy system scheduling and flexible loads, energy storage,
and electric vehicles were established as participants. Based on the long-term incentives of policy
subsidy, the example analyzes the policy subsidy at different stages of the integrated energy system,
regional location, and user energy preferences; flexible load, energy storage, and response behavior of
electric vehicle users in different time dimensions.

2. Multi-Energy Load-Oriented Integrated Demand Response Model for Integrated
Energy Systems

2.1. Modeling Principles

The medium- and long-term integrated demand response model for integrated energy systems
includes three parts: a long-term integrated demand response decision model, a medium-term
integrated demand response decision model, and a short-term integrated demand response decision
model. The modeling principle is shown in Figure 1.

In the long-term integrated demand response decision model, users compare the utility value that
can be provided during the life cycle of integrated energy equipment with their own expectations,
decide whether to invest in integrated energy equipment, and invest in integrated energy equipment
can enhance users’ long-term potential. That is, the maximum capacity that users can respond to. In the
medium-term integrated demand response decision-making model, users decide whether to sign an
integrated demand response contract based on the integrated demand response revenue accumulated
during the validity period of the contract, and users who sign an integrated demand response contract
have medium-term potential, and only users with medium-term integrated demand response potential
can make short-term response decisions. In the short-term integrated demand response decision
model, a simulated response is run based on the integrated energy system scheduling and integrated
demand response to determine the response capacity and response revenue, and whether the decision
is to respond.
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For a user, if an integrated demand response contract is not signed, whether it responds and the
response capacity is not considered. If the user signs an integrated demand response contract, the
response decision is made. If the user has also invested in an integrated energy equipment, contact the
compared with other users who have not made long-term decisions, the long-term integrated demand
response potential and medium-term integrated demand response potential are higher, and this user
has more respond capacity.

Start
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Short-term integrated 
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Figure 1. Medium- and long-term integrated demand response modeling process for integrated
energy systems.
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2.2. Dynamic Model of Integrated Demand Response System Based on Medium- and Long-Term
Time Dimension

A system dynamics model that can effectively characterize different time dimensions and step
sizes is used to study the integrated demand response behavior at different time scales. The causal
circuit diagram is shown in Figure 2. Where, “→” represents the main circuit, which reflects the
long-term integrated user response. The interrelationships among decision-making, medium-term
decision-making and short-term decision-making, “+” indicates positive correlation between variables,
and “-” indicates negative correlation between variables.
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Change of 
time
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Medium-term integrated demand 
response decision module

Short-term integrated demand 
response decision module

Figure 2. Causal loop diagram.

The dynamic cause-effect circuit diagram of the integrated demand response system based
on the medium- and long-term time dimension is divided into three major modules: long-term
integrated demand response decision module, medium-term integrated demand response decision
module, and short-term integrated demand response decision module. The short-term integrated
demand response decision module is divided into Run simulation and short-term integrated demand
response decision-making for short-term integrated demand response. The user’s gas-to-electricity
ratio and heat-to-electricity ratio change as the user’s load increases. The integrated demand response
income is given by the integrated demand response model based on electricity, gas, and heat loads.
Demand response contract revenue and integrated energy equipment performance are provided by the
integrated demand response operation simulation based on the cumulative demand response contract
time and equipment usage time cumulatively. The user’s expected response revenue, medium-term
expected revenue, and long-term expected revenue are affected by the user’s own characteristics. Users
with different electricity, gas, and heat load ratios expect different response returns, and the expected
response returns will affect the medium-term expected returns, which in turn affects long-term expected
returns with equipment costs and policy subsidy in different periods.

2.2.1. Long-Term Integrated Demand Response Decision Model

The user’s long-term integrated demand response decision, considers whether to replace
high-efficiency integrated energy equipment, increase inventory or modify production lines, and
other technological transformation projects that increase the potential of integrated demand response.
The user’s long-term decision model considers the capacity of integrated energy equipment, equipment
costs, and policy subsidy. Medium-term expected returns, long-term expected returns and other
variables, among which policy subsidy as long-term incentives will have a greater impact on users’
decisions. Users comprehensively consider the effectiveness of integrated energy-use equipment
and long-term expected returns, and make the long-term decision-making that whether to invest
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in integrated energy-use equipment. The specific stock flow diagram is shown in Figure 3, and the
mathematical model is shown in formula.

S =

{
1, Uie > Rle
0, other

(1)

where S represents whether to invest in integrated energy equipment. Uie represents integrated energy
equipment utility. Rle represents long-term expected return.

Uie = Iel (2)

where Iel represents integration of integrated demand response income with equipment life.

Rle = Rme × (1 + Rlu) + Ps + Ce (3)

where Rme represents medium-term expected return. Rlu represents long-term user expectation
improvement rate. Ps represents policy subsidy. Ce represents equipment cost.

Plr = Pir × (1 + Rai × S) (4)

where Plr represents long-term integrated demand response potential. Pir represents initial response
potential. Rai represents response improvement rate after investing in integrated energy equipment.

Initial response potential
Medium-term integrated demand

 response contract return
Long-term integrated 

demand response potential Medium-term integrated 
demand response potential

Medium-term expected returnWhether to invest
 in integrated energy equipment

Integrated energy 
equipment capacity

Long-term expected return

Utility of integrated 
energy equipment Equipment cost

Policy subsidy

Figure 3. Long-term integrated demand response decision module stock flow chart.

2.2.2. Medium-Term Integrated Demand Response Decision Model

The user’s medium-term decision considers whether to sign a medium-term integrated demand
response contract. The user’s medium-term decision model considers variables such as contract
duration, long-term integrated demand response potential, integrated demand response income,
and expected response income, among which the long-term integrated demand response potential
determines the medium-term integrated demand In response to the maximum capacity of the contract,
the user comprehensively considers the medium-term integrated demand response contract revenue
and medium-term expected revenue to make a medium-term decision on whether to sign an integrated
demand response. The specific inventory flow chart is shown in Figure 4, and the mathematical model
is shown in formula.

Cmi =

{
1, Rmc > Rme

0, other
(5)
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where, Cmi represents whether to sign a medium-term integrated demand response contract. Rmc

represents medium-term integrated demand response contract revenue.

Rmc = Pic + Plr ×Rc (6)

where, Pic represents points for integrated demand response income over the duration of the contract.
Rc represents revenue coefficient.

Rme = Er × (1 + Rmu) (7)

where, Er represents expected response revenue. Rmu represents long-term user expectation
improvement rate.

Pmr =

{
Plr, Cmu

0, other
(8)

where, Pmr represents medium-term integrated demand response potential. Cmu represents user sign
medium-term integrated demand response contracts.
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demand response contract

Long-term integrated 
demand response potential

Long-term expected 
return

Medium-term integrated 
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Medium-term 
expected return

Expected 
response return

Contract period

Figure 4. Medium-term integrated demand response decision module stock flow chart.

2.2.3. Short-Term Integrated Demand Response Decision Model

The user’s integrated demand response decision model considers whether to participate in
responding to IDR events on a daily scheduling time scale.

R =

{
1, Cmu &&Rid > Er

0, other
(9)

where, R represents whether to respond. Rid represents integrated demand response revenue.

Rsi = u(Cr, Pe), Vsr (10)

where, Rsi represents short-term integrated demand response revenue. Cr represents response capacity.
Pe represents energy price. Vsr represents short-term integrated demand response simulation value.

Rse = u(Cer, Pex, Up) (11)

where, Rse represents short-term expected response revenue. Cer represents expected response capacity
Pex represents expected energy price. Up represents user preference.
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The short-term integrated demand response decision model considers whether to sign a
medium-term integrated demand response contract, the expected energy price, the user’s own
preferences, the expected response capacity, the gas-electricity ratio and the thermoelectric ratio of
the self-load, response capacity, energy prices and other variables. Among them, different users have
different sensitivity to gas-electricity ratio and thermoelectricity ratio and users consider short-term
integrated demand response income and expected response income to make a short-term decision
on whether to respond. The specific inventory flow chart is shown in Figure 5, and the mathematical
model is shown in formula.
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Figure 5. Short-term integrated demand response simulation module stock flow chart.

3. Short-Term Integrated Demand Response Operation Simulation

The short-term integrated demand response operation simulation in the short-term integrated
demand response decision model is a data source for the dynamic model of the integrated demand
response system based on the medium- and long-term time dimension.

Based on the regional electric-pneumatic interconnected integrated energy system network, the
coupling nodes connect the park-level heat network through combined cooling, heat and power (CCHP)
to build a park-level cool-heat-electric-gas integrated energy system. Regional-level electricity-gas
interconnection network is used as the input/output of CCHP in the park-level integrated energy
system to provide a network architecture for connecting the park-level integrated energy system.
Establish an integrated energy system and establish a scheduling model to obtain node energy
prices and then use the energy network Node multi-energy load users are targeted, considering
gas-electricity/thermal-electricity replaceable loads, establishing an integrated demand response model,
simulating the short-term response capacity and short-term response benefits of users participating
in integrated demand response, and passing them to users for response decisions. The simulated
short-term integrated demand response income of the user is integrated according to the integrated
demand response contract cycle and the integrated energy equipment usage cycle, and is used as an
indicator for the user’s medium-term and long-term decisions. The linkage principle is shown in
Figure 6.
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Figure 6. Modeling schematic.

3.1. Integrated Energy System Scheduling Model

The CCHP equipment of the coupling node in this paper mainly includes the use of combined
heat and power, gas boilers, electric refrigerators, and absorption refrigerators. There are many related
models [20,21], which are not repeated here. The electric-pneumatic network is connected to the
park-level heating network to supply power and cooling while heating users. The structure of the
integrated energy system is shown in Figure 7.
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Figure 7. Integrated energy system structure.
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3.1.1. Heat Network Model

The main considerations are node flow balance, node power fusion, load taking characteristics,
temperature constraints of water supply and return water, and heat transfer characteristics of the pipe
section [22].

1. Node traffic balance

For any node in the heat network, the sum of the incoming hot water flow is equal to the sum of
the outgoing flow, that is: ∑

j∈Spipe+
i

Qg
j,t =

∑
k∈Spipe−

i

Qg
k,t (12)

where, Spipe+
i and Spipe−

i is a set of pipes connected to node i and starting and ending from node i
respectively; Qg

j,t is the mass flow of hot water in pipe j during period t.

2. Node temperature fusion

Hot water of different temperatures flows from different pipes to the same node and is mixed. After
mixing, the hot water flowing into the different pipes from the same node has the same temperature,
that is: ∑

j∈Spipe+
i

TO
j,tQ

g
j,t = TI

k,t

∑
k∈Spipe−

i

Qg
k,t (13)

where, TO
j,t is the hot water outlet temperature of pipe j in period t; TI

k,t is the temperature of the hot
water in the pipeline k for period t.

3. Load taking characteristics

For a heat network branch that contains hot users, the load node i consumes heat at time t as the
mass flow through the load node is water temperature reduced to return water temperature, which is:

hL
i,t = cQg

i,t

(
Tg

i,t − Th
i,t

)
(14)

where, C is the specific heat capacity of hot water, taking 4.2 kJ/(kg·◦C).

4. Variable supply and return water temperature constraints

In order to ensure the heat supply quality of heat sources and heat users, the supply and return
water temperatures of heat sources and heat users need to be limited, that is:

Tg
min ≤ Tg

i,t ≤ Tg
max (15)

Th
min ≤ Th

i,t ≤ Th
max (16)

5. Heat transfer characteristics of pipe sections

According to the modelling of heat transfer characteristics in [23], the steady-state heat transfer
characteristics are as follows:

Te = (Ta − Ts)
x

Rcρ f
+ Ts (17)

where x is the distance between a point on the pipe section and the head of the pipe section; R is the
thermal resistance per unit length of the pipe section; T s, T e, T a are the head end temperature of a
pipe section, x is the temperature and outside temperature; f is the flow of hot water.

The transient heat transfer characteristics are as follows:
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For places near the heat source, the transient process is short. After one adjustment and before the
next adjustment, the temperature of the pipe section has reached a steady state. The transient heat
transfer characteristics of the pipe section at these points can be expressed as:

Ti(x, t) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(Ti−1

s −Ti−2
s )(1−αx)
βx (t− ti−1)

+
(
Ta − Ti−2

s

)
αx + Ti−2

s t ∈ [ti−1, ti−1 + βx](
Ta − Ti−1

s

)
αx + Ti−1

s t ∈ (ti−1 + βx, ti]

(18)

where Ti(x, t) is the temperature of the heat network pipe at time t from the heat source x during the
i-th period; Ti−1

s and Ti−2
s are the temperature of the heat source at time ti−1 and time ti−2; i = 1,2,3, . . .

For places far away from the heat source, the steady state has not been reached during the
adjustment process. The transient heat transfer characteristics of the pipe section at these points can be
expressed as:

Ti(x, t) =

(
Ta − Ti−1

s

)
αx + Ti−1

s − Ti−1(x, ti−1)

βx
× (t− ti−1) + Ti−1(x, ti−1) t ∈ [ti−1, ti] (19)

where, Ti(x, t) is the temperature of the heat network pipe at time ti−1 from the heat source x during
the i − 1 period; i = 1,2,3, . . .

3.1.2. Natural Gas Network Model

It mainly includes pipeline flow constraints, gas source point constraints, flow balance constraints,
compressor constraints, and node pressure constraints [22].

1. Pipeline flow constraints

For an ideal adiabatic gas pipeline, considering the two-way flow of natural gas, the flow equation
can be expressed as:

∼
Qij,t

∣∣∣∣∣∼Qij,t

∣∣∣∣∣ = C2
i j

(
p2

i,t − p2
j,t

)
(20)

where,
∼
Qij,t = (Qin

ij,t + Qout
i j,t )/2, which represents the average flow through pipe ij at time t, where

Qin
ij,t, Qout

i j,t are the first section of natural gas injection flow and the final natural gas output flow of
pipeline ij at time t; Cij is the constants related to the efficiency, temperature, length, inner diameter,
and compression factor of pipeline ij; pi,t, pj,t, respectively the pressure value of the first and last nodes
i and j at time t.

2. Natural gas source point constraint

QN
n,min ≤ QN

n,t ≤ QN
n,max (21)

where, QN
n,max, QN

n,min, QN
n,t are the upper and lower limits of the natural gas supply flow at the gas

source point n and the output of the gas source at time t.

3. Traffic balance constraint

QN
i,t +

∑
i∈Ω j

Qij,t + QP2G
i,t −QG2P

i,t −QL
i,t −QCCHP

i,t = 0 (22)

where, QN
i,t supply gas flow for node i at time t; QP2G

i,t is the gas-to-electricity gas supply flow at node i
at time t; QG2P

i,t is the natural gas flow consumed by the gas turbine at node i at time t; QL
i,t is the natural

gas load at node i at time t. QCCHP
i,t is the natural gas flow consumed by CCHP at node i at time t.
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4. Compressor constraint

Using a simplified compressor model [24] is

pl,t ≤ βcompi,t (23)

where, βcom is the compression coefficient of the compressor, and pl,t and pi,t are the pressure values of
nodes l and i.

5. Node pressure constraint

pmin
i ≤ pi,t ≤ pmax

i (24)

where, pmax
i , pmin

i are the upper and lower limits of the pressure value at node i.

3.1.3. Grid Model

Node power balance, unit output constraints, climbing constraints, branch flow constraints, and
electrical model gas and gas turbine related model constraints can be referred to in the literature [24,25],
and will not be described here.

3.1.4. Objective Function

The park-level heat network is coupled to the regional-level electric-pneumatic interconnected
integrated energy system network through CCHP equipment. The heat load is consumed by CCHP
to supply electricity and natural gas. It only needs to consider the system’s dispatching costs for
electricity and natural gas, mainly including the cost of thermal power generation, the cost of natural
gas supply and the cost of electricity to gas, that is:

minF =
∑
t∈T

⎡⎢⎢⎢⎢⎢⎢⎣
∑

g∈ΩG

f1(PG
g,t) +

∑
n∈ΩN

f2(QN
n,t) +

∑
l∈ΩP2G

f3(PP2G
l,t )

⎤⎥⎥⎥⎥⎥⎥⎦ (25)

where, F is the integrated operating cost of the system; T is the number of time sections; ΩG is thermal
power units; ΩN is a set of natural gas source points; ΩG2P is gas turbine unit; Ωp2G is a unit for gas to

electricity. f1
(
PG

g,t

)
is the power generation cost function of thermal power unit g at time t, expressed as:

f1
(
PG

g,t

)
= ag

(
PG

g,t

)2
+ bgPG

g,t + cg (26)

where ag, bg, cg are the parameters of the g consumption curve of the thermal power unit. PG
g,t is the

active output of the thermal power unit g at time t.
f2
(
QN

n,t

)
is the cost function of gas supply point n at time t, which is expressed as:

f2
(
QN

n,t

)
= CN

n,tQ
N
n,t (27)

where, CN
n,t is the gas supply cost coefficient of gas source point n at time t, QN

n,t is the natural gas supply
flow at gas source point n at time t.

f3
(
PP2G

l,t

)
is the running cost function of electric gas l at time t, which is expressed as:

f3
(
PP2G

l,t

)
= CP2G

l,t PP2G
l,t (28)

where, CP2G
l,t is the operating cost coefficient of electric gas l at time t, PP2G

l,t is the active power converted
from electricity to gas l at time t.
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3.2. Integrated Demand Response Model Considering Flexible Loads, Energy Storage, and Electric Vehicle
as Participants

The multi-energy synergy of the integrated energy system expands the form of user participation
in integrated demand response. Based on the difference in energy prices, users can choose different
energy consumption methods to maximize their own energy efficiency. The main body is divided
into flexible loads, energy storage and electric vehicles. In the power demand response, the response
methods of flexible loads mainly include interruptible, translational, and transferable types, which are
not described here, mainly considering the coupling and substitution relationship between multiple
energy sources According to different ways of energy replacement, establish gas-electricity replacement
load and heat-electricity replacement load model. For energy storage, in addition to considering
traditional electric energy storage, you also need to establish models for gas storage systems and heat
storage systems. For cars, the user’s electric vehicle driving characteristics are considered to establish a
charge and discharge model for electric vehicles.

3.2.1. Node Energy Price

First, determine the node energy price according to the node energy balance constraints of the 3.1
integrated energy system scheduling model, as shown below:

PG
i,t + PW

i,t + PCCHP
i,t + PG2P

i,t − PP2G
i,t −

∑
j∈Ωi

Pij,t = PL
i,t (29)

QN
i,t +

∑
i∈Ω j

Qij,t + QP2G
i,t −QG2P

i,t −QCCHP
i,t = QL

i,t (30)

The right side of the above formula is the node power load and the node natural gas load. PL
i,t

increasing 1, the objective function value F (system operating cost) will correspondingly generate a
marginal value corresponding to the power network node, and use this value to represent the node
electricity price, which is recorded as:

pe
i,t = ∂F/∂PL

i,t (31)

Similarly, whenever the node natural gas load QL
i,t increasing 1, the value of the objective function

will also generate a marginal value corresponding to the natural gas network node. Use this value to
represent the natural gas price of the node and record it as:

pg
i,t = ∂F/∂QL

i,t (32)

3.2.2. Flexible Load Response Model

For user i, at time t, the electric load adjusted by the energy replacement project can be expressed as:

qe
i,t = qe

i,t − Leg
i,t − Leh

i,t (33)

The adjusted natural gas load is expressed as:

qg
i,t = qg

i,t + ρe/gLeg
i,t (34)

The adjusted heat load is expressed as:

qh
i,t = qh

i,t + ρe/hLeh
i,t (35)

where: Leg
i,t replace the electric load with gas for the user at time t; Leh

i,t replace the electric load with heat

for the user at time t; qe
i,t The user’s power load value before participating in the energy replacement
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project; qg
i,t is the user’s natural gas load value before participating in the energy replacement project; qh

i,t
is the user’s heat load value before participating in the energy replacement project; ρe/g is gas-electricity
substitution coefficient; ρe/h is the thermo-electric substitution factor.

3.2.3. Multi-Type Energy Storage Response Model

The electric energy storage system, gas storage system, and heat storage system can all participate
in the integrated demand response, and the response can be achieved by switching the charging and
discharging mode [26]. The dynamic mathematical model of electric energy storage is expressed as:

EESS
t = (1− μe)EESS

t−1 +

⎛⎜⎜⎜⎜⎜⎝PESS,in
t ηech −

PESS,dis
t
ηedis

⎞⎟⎟⎟⎟⎟⎠× Δt (36)

where EESS
t is the storage capacity of electric energy storage during t period, μe is the loss rate of electric

energy storage, PESS,in
t , PESS,dis

t are the storage charge and discharge power during t period, and ηech
and ηedis represent the charge and discharge efficiency.

The mathematical model of gas storage dynamics is expressed as:

EGS
t =

(
1− μg

)
EGS

t−1 +

⎛⎜⎜⎜⎜⎜⎝FGS,in
t ηgch −

FGS,dis
t
ηgdis

⎞⎟⎟⎟⎟⎟⎠× Δt (37)

where EESS
t is the gas storage capacity of gas storage during t period, μg is the loss rate of gas storage,

FGS,in
t and FGS,dis

t are the injection and extraction flow of the gas storage facility during the period t,
and ηgch and ηgdis represent the injection and extraction efficiency.

The mathematical model of thermal storage dynamics is expressed as:

HHS
t = (1− μh)HHS

t−1 +

⎛⎜⎜⎜⎜⎜⎝QHS,in
t ηhch −

QHS,dis
t
ηhdis

⎞⎟⎟⎟⎟⎟⎠× Δt (38)

where HHS
t is the heat storage capacity of thermal energy storage during t period, μh is the heat

dissipation loss rate of heat storage, QHS,in
t , QHS,dis

t are the heat storage and endothermic power during
the period t, and ηhch and ηhdis represent the efficiency of heat absorption and heat release.

3.2.4. Electric Vehicle Response Model

Electric vehicle can be used as mobile energy storage to participate in integrated demand response,
and the response is closely related to travel rules, mileage and atmospheric conditions such as sunlight.
While achieving energy storage, it can meet users’ travel requirements. Frequent discharge of batteries
will cause a certain amount of battery life for electric vehicles. In order to slow down the degradation
of battery life, it is necessary to minimize the number of charge and discharge switching times [27] of
the battery. It is assumed that the electric vehicle is only discharged once a day. The electric vehicle
charge and discharge limit time tlim can be expressed as:

tlim =
Pdtn + Pctl − (1− Sn)Cs

Pc + Pd
(39)

where, Pd, Pc, Cs are the charging and discharging power and rated capacity of the electric vehicle, tn,
tl, and Sn are the current time and off-grid, respectively. Time and state of charge of the current time.

The state of charge when the electric vehicle leaves is satisfied by the following formula:

Sn ≥ dnext ×W + Qmin

Cs
(40)
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where, dnext represents the next mileage of the electric vehicle, W is the power consumed per kilometer,
and Q min is the minimum power of the electric vehicle.

Discharge capacity of electric vehicle PEV
d . It can be expressed as:

PEV
d =

Pd
Pc + Pd

[(tl − tn)Pc − (1− Sn)Cs] (41)

Charging capacity of electric vehicle PEV
c can be expressed as:

PEV
c = Cs(Sn + Sl − Sa − Smin) (42)

where, Sl, Sa, and Smin are the state of charge when offline, the state of charge when connected, and the
lowest state of charge, respectively.

3.2.5. Objective Function

Based on microeconomics theory, users’ satisfaction with electricity, gas and heat is expressed
as [28,29]:

ve
i,t =

∫ qe
i,t

qne
i,t

(q
a

) 1
εe

dq (43)

vg
i,t =

∫ qg
i,t

qng
i,t

(q
a

) 1
εg

dq (44)

vh
i,t =

∫ qh
i,t

qnh
i,t

(q
a

) 1
εh dq (45)

where ve
i , vg

i as well as vh
i Satisfaction of electricity, gas and heat for user i, qe

i,t, qg
i,t, qh

i,t For user i’s pure

electrical load, pure gas load, pure thermal load, qne
i,t , qng

i,t , qnh
i,t represent the rigid load of electricity,

natural gas, and heat, respectively of user i at time interval t; εe, εg, εh represent the user’s electricity,
gas, and heat demand-price elasticity coefficient.

Maximizing node user utility is expressed as:

maxUi =
T∑

t=1

{
λe

[
ve

i,t(q
e
i,t) − qe

i,tp
e
t

]
+ λg

[
vg

i,t(q
g
i,t) − qg

i,tp
g
t

]
+λh

[
vh

i,t(q
h
i,t) − (qhe

i,tp
e
t + qhg

i,t pg
t )

]}
(46)

where Ui is the integrated energy efficiency of node user i, λe, λg as well as λh. The weight coefficients

for user electricity, gas and heat use, qhe
i,t, qhg

i,t are electric energy and natural gas consumed by CCHP

for pure thermal load, pe
t , pg

t are the node electricity price and the node gas price obtained from the
integrated energy system scheduling model. Finally, the short-term response income is classified
according to the proportion of electricity, gas, and heat load. According to the short-term response
income and short-term response corresponding to different gas-to-electricity ratios and thermoelectric
ratios, expected returns make short-term response decisions [30–32].

4. Analysis of Examples

4.1. Study Data

In the underlying integrated energy system dispatching network, the improved IEEE24-node
power grid and the Belgian 20-node gas network are coupled by electricity-to-gas, gas turbines and
other equipment to form an upper-layer electric-pneumatic interconnected network. The improved
campus-level heat network will pass CCHP according to [17]. It is connected to the electricity-gas
network to form a park-level cool-heat-electricity-gas integrated energy system as shown in Figure 8,
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where, the IEEE24 node system has eight generating units; nodes 2 and 22 are gas turbines, which
are respectively connected to the natural gas network. Anderlues is connected to the Mons node;
nodes 13 and 18 are combined cooling and heating power units, which are connected to the Liege
and Zomergem nodes of the natural gas network, eight nodes of the thermal network I and eight
nodes of the thermal network II; power nodes 8, 19 and 21 each connected to a wind power unit with a
rated output of 100 MW. In order to maximize the wind power and avoid the natural gas network line
blockage, the input end of the electricity to gas is also connected to nodes 8, 19 and 21 of the power
network, and the output end is connected to the Loenhout, Peronnes, and Voeren nodes in the natural
gas network are connected. The 20-node natural gas system in Belgium includes 21 gas pipelines,
two pressurized stations, and two gas source points W1 and W2. The heating networks I and II are
connected to an electric boiler at 11 nodes, respectively. The upper and lower limits of output are 300
MW and 40 MW, and the efficiency is 0.95.

To Luxemburg

Arlon

Sinsin

Wanze

Liège

s Gravenvoeren

Norvegian gas

Berneau
Warnand- Dreye

NamurFrom storage

Blaregnies

To France

Mons
Pé ronnes Anderlues

Brussel

Hasselt

Loenhout

Poppel

Dutch gas
From storage

Algerian gas

Zeebrugge

Dudzele
Brugge

Zomergem
Gent

P2G

P2G

P2G

Figure 8. Integrated energy system example diagram of combined power grid, gas network and
heat network.

4.1.1. Equipment Related Parameters

The relevant parameters of the gas turbine are shown in Table 1. The relevant parameters of the
electric-to-gas conversion are shown in Table 2. The CCHP on the heating network I and the heating
network II have the same configuration parameters, as shown in Table 3. On this basis, take coupling
node 13 and coupling node 18 in the power grid for comparison and analysis. It is assumed that the
two nodes have the same load before the response, corresponding to user 1 and user 2, respectively.

337



Energies 2020, 13, 710

And their energy consumption preferences and expected response benefits to the integrated demand
response are different.

Table 1. Gas turbine related parameters.

Unit
Power

Network Node
Natural Gas

Network Node

Active
Upper Limit

(MW)

Active
Lower Limit

(MW)

Conversion
Efficiency (%)

GT1 2 Anderlues 104 0 43%
GT2 18 Liege 80 0 43%
GT3 22 Mons 80 0 43%

Table 2. P2G related parameters.

Unit
Power

Network
Node

Natural Gas
Network

Node

Enter
Upper Limit

(MW)

Enter
Lower Limit

(MW)

Methane
Conversion
Efficiency

(%)

Run Cost
($/MW)

P2G1 8 Loenhout 88 0 60% 1.5
P2G2 19 Peronnes 88 0 60% 1.6
P2G3 21 Voeren 66 0 60% 1.5

Table 3. CCHP related parameters.

Name Maximum Output (MW) Lower Output Limit (MW) Effectiveness (%)

Electric refrigerator 200 0 4
Absorption

refrigeration 200 0 1.1

Cogeneration 350 0 0.75
Gas boiler 500 0 0.9

Heat Exchanger 10,000 0 0.9

4.1.2. Flexible Load Data

Take the load of four weeks in a month in the second year of winter to analyze the response of
flexible load users to the integrated demand response project. The growth of gas load, heat load, and
electrical load over time in one month is shown in Figure 9. The growth from Monday to Friday was
relatively stable, and the load increased significantly every weekend.

Figure 9. Flexible load growth in a month.
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4.1.3. Energy Storage Load Data

Take the load of four quarters in a year to analyze the participation of energy storage users in
integrated demand response projects. The change of electricity, gas and heat load over time in a year is
shown in Figure 10.

 T

Figure 10. Quarterly load change.

4.1.4. Changes in Mileage of Electric Vehicle

The daily response of electric vehicle users is affected by the satisfaction of the mileage and
the response income. The daily mileage is approximately log-normally distributed. The random
distribution of the mileage of the user 1 within a month and the responses are shown in Figure 11.

 T

Figure 11. Electric vehicle mileage.

4.1.5. Changes in Policy Subsidy

Assume that the integrated demand response project has been implemented for five years, and
the policy subsidy reflects the long-term incentive level. In order to compare and analyze the impact
of different long-term incentive levels on the medium- and long-term integrated demand response
decision, it is assumed that the policy subsidy changes are shown in Figure 12.
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 T

Figure 12. Policy subsidy change.

In the second year, the policy subsidy increased compared to the first year, but in the third year,
the policy subsidy fell to a trough due to some reasons, and in the fourth and fifth years, it returned to
the high subsidy level.

4.1.6. Changes in Policy Subsidy

According to the short-term integrated demand response operation simulation, the short-term
expected response benefits are shown in Table 4, and the different parameters of different types of
users’ response to the long-term integrated demand are shown in Table 5.

Table 4. Short-term expected response income.

Gas-Electricity Ratio Thermoelectric Ratio
Short-Term Expected Response

Returns ($)

Greater than 1.1875 and
Less than 1.33

Greater than 0.9375 and
less than 1 26,931.453

Greater than 1.1875 and
Less than 1.33 Greater than 1 25,435.261

Greater than 1.1875 and
Less than 1.33 Less than 0.9375 25,435.261

Greater than 1.33 / 26,931.453
Less than 1.1875 / 17,954.302

Table 5. Differential parameters for medium- and long-term response.

User
Medium-Term Yield

Improvement
Long-Term Yield

Improvement Rate
Equipment Cost ($)

Flexible load user 1 9 0.15 835
Flexible load user 2 9 0.2 835

Energy storage user 1 9 0.15 17,167
Energy storage user 2 9 0.2 17,167
Electric vehicle users1 9 0.15 33,335
Electric vehicle users 2 9 0.2 33,335
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4.2. Analysis of Short-Term Integrated Demand Response Simulation Results

Due to the continuous use characteristics of the energy storage equipment, the investment period
of the energy storage equipment is set to half a year, and the investment equipment will be used.
Therefore, the long-term energy storage equipment investment decision is not considered to analyze
the short-term response benefits of energy storage users. It mainly analyzes the short-term response of
flexible loads and electric vehicle users. The short-term response income simulation results are shown
in Table 6.

Table 6. Short-term response benefit simulation results.

Gas-Electricity Ratio Thermoelectric Ratio Short-Term Response Income ($)

Greater than 1.1875 and
Less than 1.33

Greater than 0.9375 and
less than 1 28,427.645

Greater than 1.1875 and
Less than 1.33 Greater than 1 26,931.453

Greater than 1.1875 and
Less than 1.33 Less than 0.9375 26,931.453

Greater than 1.33 / 25,435.261
Less than 1.1875 / 13,465.727

4.2.1. Analysis of Short-Term Response of Flexible Load Users

For flexible loads, the response situation is more closely related to time. The changes in weekday
and holiday loads make users’ changes in expected response revenue more obvious. Therefore, this
article analyzes the response of flexible load users to participate in integrated demand response from
weekly load changes. The response within four weeks is shown in Figure 13. Among them, “1” on
the ordinate represents the user’s participation in the response, and the abscissa is the number of
days. In the four weeks shown in Figure 12, users have higher responsiveness from Monday to Friday
and relatively few weekends. The main reason is that users have higher requirements for energy
consumption on weekends and higher expected returns on integrated demand response projects, so
they have fewer response times.

 T

Figure 13. Short-term response of flexible load users.
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4.2.2. Analysis of Short-Term Response of Electric Vehicle Users

The response of the electric vehicle is shown in Figure 14. In conjunction with Figures 11 and 14,
when the electric vehicle’s mileage did not exceed 58 km, the user chose to respond. This is mainly
because when the mileage did not exceed 58 km, the user’s travel satisfaction was within the acceptable
range. However, when the mileage exceeded 58 km, the response was not enough to make up for the
user’s request for travel satisfaction, and it did not respond.

 T

Figure 14. Short-term response of electric vehicle users.

4.3. Long-Term Integrated Demand Response Analysis of Flexible Loads, Energy Storage, and Electric Vehicle

4.3.1. Analysis of Medium- and Long-Term Decisions for Flexible Load Users

Vensim software was used to simulate the long-term integrated demand response project. The
medium- and long-term integrated demand response situation of flexible load users is shown in
Figure 15, where the red block is the subsidy level, and the long-term decision of users 1 and 2 is 1 for
integrated investment. Energy equipment, when it was 0, did not invest. When the medium-term
decision was 1, it means that it signed a medium-term integrated demand response contract, and when
it was 0, it means that it did not sign a contract. User 1 started to invest in integrated energy-use
equipment after the second year subsidy policy was raised, and A medium-term integrated demand
response contract was signed, but its sensitivity to policy subsidy was not high, and even if the subsidy
slightly declined in the third year, its investment decision on integrated energy-using equipment
was unchanged, and an integrated demand response contract was also signed. User 2 first began to
invest in integrated energy equipment in 2015, actively participated in integrated demand response
projects and signed medium-term integrated demand response contracts, but its sensitivity to policy
subsidy was high. When the subsidy fell in the third year, it was decided not to invest in integrated
energy equipment. However, a medium-term contract is still signed to ensure integrated demand
response participation.
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Figure 15. Medium- and long-term decision-making of flexible load users.

4.3.2. Medium- and Long-Term Decision Analysis of Energy Storage

The response of energy storage is greatly related to seasonal changes, and the changes in winter and
summer make the response gains of energy storage significantly different, so this section analyzes the
medium-to-long-term decisions of energy storage users from the changes in seasonal load. According
to Figure 10 quarterly load changes of energy storage users, and the medium-to-long-term integrated
demand response of energy storage users including electricity storage, gas storage, and heat storage
systems are shown in Figure 16.

Figure 16. Long-term decision-making of energy storage users.
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Combining Figures 12 and 16, User 1 had a higher preference for the energy consumption of
electric loads, and has been investing in electric energy storage equipment since the first year, but did
not invest in heat and gas storage in the season when the heat load and gas load were small. Equipment,
after the policy subsidy rose sharply in the later period, began to invest in energy storage equipment
regardless of the season. User 2’s preference for electricity, heat, and gas was relatively balanced, and
in the first year of policy subsidy levels, no energy storage equipment was invested. After the subsidy
rose in the second year, it has been investing in energy storage equipment and responded positively.

4.3.3. Analysis of Medium- and Long-Term Integrated Decision of Electric Vehicle

According to Table 5, it can be seen that the long-term profit improvement rate of electric vehicle
user 2 is higher than that of user 1, which reflects that user 2’s travel satisfaction is higher than that of
user 1. The medium-to-long-term integrated demand response of electric vehicle users is shown in
Figure 17.

Figure 17. Medium- and long-term decision-making of electric vehicle.

Faced with the first year of policy subsidy, users with low travel satisfaction 1 began to invest in
electric vehicles. Until the third year, subsidies fell, and the upgrading of electric vehicles was stopped,
but investment was resumed after the subsidy rose. The travel satisfaction of 2 was high. In the face
of the first to third year of subsidy, they were reluctant to invest in electric vehicles. After the sharp
increase in the fourth year, they began to invest in electric vehicles.

5. Conclusions

Based on system dynamics, this paper analyzes the long-term, medium-term, and short-term
integrated demand response behavior of demand response resources in different time dimensions, and
establishes an integrated demand response model based on the long-term time dimension. Considering
flexible loads, energy storage, and electric vehicles as IDR participation, the main body, established an
integrated energy system scheduling and integrated demand response model, simulates the benefits of
user participation in IDR, and provides a data source for the long-term integrated demand response
model. The example is based on long-term incentives based on policy subsidy, and compares and
analyzes different long-term incentive levels and regions: location, user energy preferences, and
other characteristics of flexible load, energy storage, and electric vehicle users’ response behavior in
different time dimensions. When users of different types and locations face incentive signals from
policy subsidy, their response decisions are significantly different. In the future, the uncertain impact
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of user response can be considered, and the user energy consumption behavior will continue to be
deepened. We will analyze the multiple behaviors of different users, and do further research on a good
source-charge interaction mechanism, considering issues such as economics, environmental protection,
voltage quality and safety.
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