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## 1. Introduction

It is well-known now that angular momentum carried by elementary particles can be categorized as spin angular momentum (SAM) and orbital angular momentum (OAM). In the early 1900s, Poynting recognized that a particle, such as a photon, can carry SAM, which has only two possible states, i.e., clockwise and anticlockwise circular polarization states. However, only fairly recently, in 1992, Allen et al. discovered that photons with helical phase fronts can carry OAM, which has infinite orthogonal states [1]. In the past two decades, the OAM-carrying beam, due to its unique features, has gained increasing interest from many different research communities, including physics, chemistry and engineering [2,3]. Its twisted phase front and intensity distribution have enabled a variety of applications, such as micromanipulation [4-6], laser beam machining [7-9], nonlinear matter interactions [10-12], imaging [13-15], sensing [16,17], quantum cryptography, and classical communications [18-23].

## 2. Special Issue Papers

This special issue aims to explore the novel insights of OAM beams. It focuses on state-of-the-art advances in fundamental theories, devices, and applications as well as future perspectives of OAM beams. The collected papers have well accomplished these goals by contributing leading-edge derivation, analysis, and experiments with significant results. The topics cover OAM generation and reception, multiplexing and de-multiplexing, device and system. The frequencies range from radio frequency ( RF ) to infrared wave, while the techniques behind extend from integrated photonics, fiber optics, free-space optics, to dielectric. The special issue consists of three review papers, one communication and five research articles.

More specifically, from the physical perspective, Prof. Barnett and his group have a review paper on the helicity of light, and how it can be both produced and used in light-matter interactions [24]. The paper starts from the form of the helicity density and its associated continuity equation in free space, in the presence of local currents and charges, and upon interaction with bulk media, leading to the characterization of both microscopic and macroscopic sources of helicity.

Regarding OAM beam generation technologies, Prof. Liu's group reviews the generation of OAM modes using fiber systems [25]. This review paper first introduces the basic concepts of fiber modes and the generation and detection theories of OAM modes. Next, fiber systems based on different devices are introduced, including long-period fiber grating, mode-selective coupler, microstructured optical fiber, and the photonic lantern. Finally, the key challenges and prospects for fiber OAM mode systems are discussed.

Another review paper, focusing on tunable OAM generation, is contributed from Prof. Wu's group [26]. The authors classify the tunable OAM mode generation methods into three categories, according to the OAM and polarization states. The fiber-based and free-space generation methods are categorized into three types according to the controllable variables, respectively. Last, the pros and cons of each generation method are analyzed and the key challenges for tunable OAM modes are discussed.

Most fiber-based or free-space OAM beam generators are bulky, slow, and cannot withstand high powers. Prof. Litchinitser's group design and experimentally demonstrate an ultra-fast, compact chalcogenide-based all-dielectric metasurface beam converter, which has the ability to transform a Hermite-Gaussian (HG) beam into an OAM beam at near infrared wavelength [27]. The topological charge carried by the output OAM beam can be switched between positive and negative values, and the device provides high transmission efficiency.

For the reception of OAM radio waves, Dr. Klemes contributes a communication article using pseudo-Doppler interpolation techniques [28]. The method can be used to receive OAM waves in the far field of an antenna transmitting multiple OAM modes, each carrying a separate data stream at the same RF. The frequency domain method provides a higher signal-to-noise ratio (SNR) than using spatial-domain OAM reception techniques. Moreover, no more than two receiving antennas are necessary to separate any number of OAM modes in principle.

In OAM communications systems, different OAM beams can carry multiple data channels, boosting the spectral efficiency and capacity significantly. Consequently, the simultaneous processing of OAM beams is necessary, and OAM multiplexing/de-multiplexing devices are key enablers of such systems. Prof. Li et al. contribute an article on mode-selective photonic lanterns for OAM mode division multiplexing [29]. The authors design a three-mode OAM mode-selective photonic lantern by optimizing the taper length with small mode crosstalk, which employs only a single mode fiber port to selectively generate each OAM mode.

In a more integrated manner, Prof. Romanato and his group explore holographic Silicon metasurfaces for OAM de-multiplexing based on OAM-mode projection [30]. The device uses Pancharatnam-Berry optical elements (PBOEs) and can de-multiplex beams with different polarization and OAM states at the wavelength of 1310 nm . The geometric-phase control is achieved by inducing a spatially-dependent form-birefringence on a silicon substrate, patterned with properly-oriented subwavelength gratings.

There are two experimental demonstrations for free-space OAM communications systems, one in the 1550 nm optical regime, and the other on 28 GHz RF frequency band. Dr. Qu and Prof. Djordjevic investigate turbulence mitigation methods in free-space optical OAM communications system based on coded modulation [31]. Adaptive optics, channel coding, Huffman coding combined with low-density parity-check (LDPC) coding, and spatial offset are used for turbulence mitigation, achieving a total data transmission capacity of 500 Gbps .

Finally, Dr. Lee and colleagues evaluate the performance of OAM-based wireless communications systems [32]. To overcome the beam divergence of OAM multiplexing, the authors use a combination of multi-input multi-output (MIMO) and OAM technology, achieving a new milestone in point-to-point transmission rates at 100 Gbps for a 10 m transmission distance.

## 3. Perspectives

It has just been 27 years since the discovery of OAM by Les Allen and his co-workers. Within this fairly short period of time, an extensive research community has been established globally, and OAM theories have been further improved. Especially during the past decade, OAM related devices and applications have experienced significant growth. From this trend, we are expecting the OAM field to continue grow with novel and unique applications to debut one after another. Hopefully, more OAM related technologies can be commercialized in the near future to enable new industry and serve society.
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#### Abstract

We consider the helicity and chirality of the free electromagnetic field, and advocate the former as a means of characterising the interaction of chiral light with matter. This is in view of the intuitive quantum form of the helicity density operator, and of the dual symmetry transformation generated by its conservation. We go on to review the form of the helicity density and its associated continuity equation in free space, in the presence of local currents and charges, and upon interaction with bulk media, leading to characterisation of both microscopic and macroscopic sources of helicity.


Keywords: helicity; chirality; orbital angular momentum; dual symmetry; light-matter interactions; bi-isotropic media

## 1. Introduction

The study of the handedness, or chirality, of matter has its roots in the work of Arago [1], Biot [2] and Pasteur $[3,4]$ in the early 19th Century, with the discovery that the polarisation of light rotates upon propagation through certain crystals and molecular solutions. It was Lord Kelvin who introduced the word chiral to describe such matter, which is non-superimposable upon its mirror image [5], with a chiral object and its mirror image being called enantiomers. In particular, it was realised in these early experiments that if the rotation angle of the polarisation vector through a solution of chiral molecules is given by $\theta$, then the rotation of the light in the enantiomeric form of the solution is through the angle $-\theta$. We need not look far to observe that chirality is in fact ubiquitous in nature: our left and right hands and feet are distinct from each other, with the word "chiral" itself derived from the Greek word for hand, $\chi \in \iota \rho$ [6]. The weak force, being parity violating, is a striking example of the role of handedness in nature [7], as is the remarkable selectivity evident in biological homochirality [8]: the complex molecules DNA, RNA, as well as the proteins and sugars comprising all living organisms, are indeed chiral. A simple example of a chiral molecule, alongside an achiral counterpart, is shown in Figure 1.

The response of such chiral matter to the polarisation of light is called natural optical activity [9], and it is with this topic which we are primarily concerned. Of course, light itself can have a chiral structure: left- and right-circularly polarised fields trace out helices with opposite handedness, and accordingly act as a chiral influence on matter which itself exists in two enantiomeric forms. This is manifest in many different effects [6], the most well-known being optical rotation, due to left- and redright-circularly polarised light having a different refractive index in the chiral medium [2], and circular dichroism, arising from the different absorption coefficients for the two polarisations [10]. We therefore look for a way of characterising such polarised fields before and after interaction with an object which will allow us to infer any chiral influence of that object. Light carries an intrinsic angular momentum [11], or spin, which differs in sign for left- and right-circular polarisation, promoting the spin as a natural candidate for our purposes [6]. Being a pseudovector, however, means that the
spin has even parity, whereas a little thought on the problem reveals that an odd-parity observable is required to distinguish the interaction of light with two enantiomers of a chiral object, which are parity odd. The answer lies in the projection of the spin in the direction of propagation of the light beam: the optical helicity [12-19]. We use the well-known method of constructing continuity equations for conserved quantities in electrodynamics [17] to show that the helicity can be used to characterise the interaction of light with different types, and indeed scales, of matter. In Section 2, we review the definition of the electromagnetic helicity in a vacuum, before looking at microscopic sources of helicity in the form of mixed radiating electric-magnetic dipoles in Section 3. We extend the method in Section 4 to examine the conditions under which helicity is conserved in lossless bulk media, before summarising the results in Section 5.
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Figure 1. (a) The molecule bromochlorofluoromethane is chiral, as the molecule and its mirror image cannot be superimposed, even after rotation. (b) Dichlorofluoromethane, on the other hand, is achiral, as the molecule can be superimposed upon its mirror image after rotation.

## 2. Review and Motivation

In many areas of physics, it is useful to characterise the "twist" of a vector field by a pseudoscalar quantity of the form $\mathbf{F} \cdot(\boldsymbol{\nabla} \times \mathbf{F})$. In fluid mechanics, for example, the quantity $\boldsymbol{\nabla} \times \mathbf{v}$ is called the "vorticity" $[20,21]$, where $\mathbf{v}$ is the fluid flow velocity, and the further quantity $\mathbf{v} \cdot(\boldsymbol{\nabla} \times \mathbf{v})$ describes the knottedness of the vortex lines [22].

In plasma physics, the conserved quantity $\mathbf{A} \cdot(\boldsymbol{\nabla} \times \mathbf{A})$ has been used since the late 1950s to characterise the topology of magnetic field lines [23,24], where $\mathbf{A}$ is the magnetic vector potential. More recently, this quantity has been applied to the study of optical fields. It can be generalised in order to include both electric and magnetic contributions by including an additional vector potential $\mathbf{C}$, defined such that $\boldsymbol{\nabla} \times \mathbf{C}=-\mathbf{D}^{\mathrm{T}}$, where $\mathbf{D}^{\mathrm{T}}$ is the transverse part of the displacement field [25]. For the free field, $\mathbf{D}^{\mathrm{T}}=\epsilon_{0} \mathbf{E}$, and the helicity density is often expressed in terms of $\mathbf{E}$ rather than $\mathbf{D}$. In the presence of a medium, however, it is preferable to use the form given here. This leads to the symmetrical definition:

$$
\begin{equation*}
h=\frac{1}{2}\left[\sqrt{\frac{\epsilon_{0}}{\mu_{0}}} \mathbf{A} \cdot(\boldsymbol{\nabla} \times \mathbf{A})+\sqrt{\frac{\mu_{0}}{\epsilon_{0}}} \mathbf{C} \cdot(\boldsymbol{\nabla} \times \mathbf{C})\right] \tag{1}
\end{equation*}
$$

This is the quantity we refer to as the "helicity" (or, more accurately, "helicity density") throughout this article. The helicity is a Lorentz pseudoscalar and is a conserved quantity of the free electromagnetic field. It is closely connected to the spin angular momentum of light, and has attracted attention as a way of describing the interactions of light with chiral matter $[16-18,26]$.

### 2.1. Integrated Helicity and Local Densities

Here, we will say a few words about the purpose of extending the magnetic definition of helicity to include the extra gauge potential $\mathbf{C}$, leading to the second term in (1). Indeed, the quantity $\int \mathbf{A} \cdot \mathbf{B} d^{3} \mathbf{r}$, where B is the magnetic induction, is sometimes used as a measure of the total electromagnetic helicity $[27,28]$, as, when time averaged, it is equivalent to the volume integral of (1). There is a sense in which the helicity is only meaningful when integrated over all space: the appearance of the gauge potentials in the definition implies that the helicity density at a point is explicitly gauge-dependent. However, the total helicity is physically meaningful, as the volume integral serves to pick out only the transverse parts of A and C, which are gauge-invariant, meaning that the integrated helicity is in fact a gauge-independent quantity [14].

Such gauge-related ambiguity in the definition of the local densities might suggest that the physically meaningful content of both definitions is the same. On the other hand, the manner in which the total integral becomes gauge-independent might suggest that a local helicity density could be unambiguously defined by explicitly using only the transverse parts of the potentials in (1). This is the approach adopted throughout this article, though it should be cautioned that such a helicity density still retains an element of a non-local character, as even the gauge-invariant parts of the potentials at a point are not only determined by the fields and their derivatives at that point; the values of the fields at other points are involved as well [17].

Having said this, there are more than simply aesthetic reasons that the symmetrical definition of helicity might be preferred over the asymmetrical. For one thing, we will see that the symmetrical definition obeys an exact local continuity equation and is therefore locally conserved, at least in the absence of matter [6,17]. Furthermore, it retains its form under both Lorentz and duality transformations [14], the latter being transformations that rotate electric into magnetic fields, and vice versa, encapsulating the symmetry between these fields in the absence of charges. An analogous continuity equation cannot be drawn up for the asymmetrical definition [17], and only its integral over all space is invariant under duality and Lorentz transformations. This feature is the origin of subtle complications in the use of $\mathbf{A} \cdot \mathbf{B}$ in the study of plasmas [24], but such issues do not arise for the locally-conserved form. Finally, as will be shown in Section 2.3, the quantum helicity operator derived from (1) has a particularly intuitive form, in further support of this symmetric definition.

### 2.2. Helicity and Chirality

The helicity is closely related to the "chirality", another conserved quantity of the free electromagnetic field, introduced by Lipkin [29] as one of a class of conserved quantities called "zilches". It is defined as:

$$
\begin{equation*}
\chi=\frac{\epsilon_{0}}{2}\left[\mathbf{E} \cdot(\boldsymbol{\nabla} \times \mathbf{E})+c^{2} \mathbf{B} \cdot(\boldsymbol{\nabla} \times \mathbf{B})\right] . \tag{2}
\end{equation*}
$$

This quantity has also been studied as a means of describing the interaction of light with chiral matter. Tang and Cohen [30] demonstrated the physical significance of the chirality, showing that the differential excitation rate between the two enantiomers of a chiral molecule in a monochromatic optical field is proportional to the chirality of the field in which they are immersed. Since that work, the chirality density has been applied to the analysis of a number of scenarios, including that of fields near metamaterial surfaces, where configurations have been suggested in which the ratio of chirality density to energy density is greater than in circularly polarised light. This "superchirality" has been proposed as a means of enhancing the enantioselectivity of some chiroptical techniques [31,32],
although the importance of such "superchirality" in explaining the reported enhancements has been challenged [33]. Superchirality in the works of Tang and Cohen [31] is associated with regions of destructive interference and hence a reduction in the energy density; however, it is also possible to generate bright regions of superchirality [34].

In monochromatic fields, the helicity and chirality densities are proportional to one another [14]. However, they have different frequency dependencies, and so, in a general time-dependent field, no strict proportionality holds. A simple and striking illustration of the non-equivalence of helicity and chirality is provided by considering the superposition of two circular plane waves of opposite handedness and different frequencies; in this case, the two quantities have opposite signs. For rightand left-circular polarisations, the helicity is proportional to $\pm 1 / \omega$ and the chirality to $\pm \omega$. This might immediately suggest that the two measures give opposite signs: if the right-handed wave has a higher frequency than the left-handed, then the magnitude of the chirality of the right-handed wave will be greater than that of the left, but the magnitude of the helicity will be greater for the left than the right. Of course, the helicity and chirality are both quadratic in the fields, so the above represents little more than a plausibility argument; explicit calculation, however, reveals that they do indeed have opposite signs. If we take our two plane waves to be travelling in the positive $z$ direction, then choosing vector potentials $\mathbf{A}=-\int \mathbf{E} d t$ and $\mathbf{C}=-\frac{1}{c^{2}} \int \mathbf{B} d t$ and using the real parts of the fields and potentials in (2) and (1) gives:

$$
\begin{equation*}
\chi=\frac{2 \epsilon_{0} E_{0}^{2}}{c}\left(\omega_{1}-\omega_{2}\right) \cos ^{2}\left(\frac{\omega_{1}-\omega_{2}}{2} \eta\right) \tag{3}
\end{equation*}
$$

and:

$$
\begin{equation*}
h=-\frac{2 \epsilon_{0} E_{0}^{2}}{\omega_{1} \omega_{2}}\left(\omega_{1}-\omega_{2}\right) \cos ^{2}\left(\frac{\omega_{1}-\omega_{2}}{2} \eta\right) \tag{4}
\end{equation*}
$$

where $\omega_{1}$ is the frequency of the right-handed wave, $\omega_{2}$ that of the left-handed, $E_{0}$ the peak electric field strength of each wave, and $\eta \equiv t-z / c$. We see that the helicity and chirality densities are here both proportional to the energy density at all times, but with opposite signs and different dependencies on the two frequencies.

Given the sign difference, it seems reasonable to ask which of the helicity and chirality corresponds to the intuitive "sense" of the rotation in the example field given here. This field does have a clear intuitive sense of rotation: if there is no frequency difference between the two circular plane waves, the resulting superposition is simply a linearly polarised plane wave, but for small frequency differences, the result is approximately a linearly polarised wave with a frequency equal to the average frequency and a plane of polarisation that slowly rotates at $\left(\omega_{1}-\omega_{2}\right) / 2$. This rotation of the polarisation plane is directly analogous to the amplitude modulation in the "beats" observed in the addition of two linearly polarised waves of different frequency. Our simple example may also be of some practical interest, as these fields form the basis of an "optical centrifuge", a procedure that can be used to excite very high rotational states in molecules [35]. This is accomplished by introducing a linear chirp into each of the two waves, one chirped up and the other down, so that the speed of rotation increases with time, driving the molecule up a ladder of rotational transitions.

The rotation of the polarisation plane is in the same sense as that of the higher-frequency circularly polarised wave. Therefore, insofar as the sign of these quantities should be a guide to the sense of "rotation" in the field, the chirality density might appear to assign the correct sign (the chirality of the combined field has the same sign as the chirality of the higher frequency wave), while the helicity has the opposite (the helicity of the combined field has the opposite sign to that of the higher frequency wave). However, the angular momentum content of the combined field is actually dominated by the lower frequency plane wave. This can be shown by a simple photon-counting argument: if the two plane waves have the same field strength (and therefore the same energy), then there are more photons in the lower frequency mode than in the higher, as the photons in the lower frequency mode have less energy each. As each photon in the higher frequency mode carries an angular momentum of $\hbar$ and
each in the lower frequency mode an angular momentum of $-\hbar$, it is clear that the sign of total angular momentum is indeed reflected by the helicity, rather than the chirality.

### 2.3. Quantum Helicity Operator

One reason to prefer the helicity over chirality as a measure of the degree of handedness of an optical field is its intuitive quantum-mechanical form. The operators for the electric and magnetic fields and the two vector potentials are given by [17]:

$$
\begin{align*}
& \hat{\mathbf{E}}=\sqrt{\frac{\hbar c k}{2 \epsilon_{0} V}} \sum_{\mathbf{k}, \lambda} i \mathbf{e}_{\mathbf{k}, \lambda} \hat{a}_{\mathbf{k}, \lambda} e^{i(\mathbf{k} \cdot \mathbf{x}-\omega t)}+h . c, \\
& \hat{\mathbf{B}}=\sqrt{\frac{\hbar}{2 \epsilon_{0} c k V}} \sum_{\mathbf{k}, \lambda} i\left(\mathbf{k} \times \mathbf{e}_{\mathbf{k}, \lambda}\right) \hat{a}_{\mathbf{k}, \lambda} e^{i(\mathbf{k} \cdot \mathbf{x}-\omega t)}+h \cdot c, \\
& \hat{\mathbf{A}}=\sqrt{\frac{\hbar}{2 \epsilon_{0} c k V}} \sum_{\mathbf{k}, \lambda} \mathbf{e}_{\mathbf{k}, \lambda} \hat{a}_{\mathbf{k}, \lambda} e^{i(\mathbf{k} \cdot \mathbf{x}-\omega t)}+h . c, \\
& \hat{\mathbf{C}}=\sqrt{\frac{\hbar \epsilon_{0} c}{2 k^{3} V}} \sum_{\mathbf{k}, \lambda}\left(\mathbf{k} \times \mathbf{e}_{\mathbf{k}, \lambda}\right) \hat{a}_{\mathbf{k}, \lambda} e^{i(\mathbf{k} \cdot \mathbf{x}-\omega t)}+h . c, \tag{5}
\end{align*}
$$

where $\lambda$ labels two orthogonal polarisation modes, $\mathbf{e}_{\mathbf{k}, \lambda}$ and $a_{\mathbf{k}, \lambda}$ are respectively the polarisation vector and annihilation operator corresponding to a photon in mode $(\mathbf{k}, \lambda), V$ is the quantisation volume and $k \equiv \sqrt{\mathbf{k}^{2}}$. Using these field and vector potential operators, expanded in the basis of creation and annihilation operators for left- and right-circular polarisation modes, the quantum-mechanical version of the classical definition of the integrated helicity density (1) corresponds to the difference in the total number of left- and right-circularly polarised photons in the field [14,15,17]:

$$
\begin{equation*}
\hat{\mathcal{H}}=\int \hat{h} d^{3} r=\hbar \sum_{\mathbf{k}}\left(\hat{N}_{\mathbf{k},+}-\hat{N}_{\mathbf{k},-}\right) . \tag{6}
\end{equation*}
$$

Here, $\hat{N}_{\mathbf{k},+}$ and $\hat{N}_{\mathbf{k},-}$ are the number operators for photons in the $(\mathbf{k},+)$ and $(\mathbf{k},-)$ modes, $\hat{N}_{\mathbf{k},+} \equiv \hat{a}_{\mathbf{k},+}^{\dagger} \hat{a}_{\mathbf{k},+}$ and $\hat{N}_{\mathbf{k},-} \equiv \hat{a}_{\mathbf{k},-}^{\dagger} \hat{a}_{\mathbf{k},-}$. This form of the helicity operator allows the electromagnetic definition of helicity to be connected to the concept of helicity in particle physics, where the helicity of a particle is defined as the projection of its spin angular momentum in the direction of propagation [19]. The angular momentum associated classically with circular polarisation is conventionally associated with the photon spin, meaning that each photon in a right- or left-handed mode contributes $\pm \hbar$ of helicity. Parenthetically, it should be noted that the terminology of separating the total angular momentum into spin and orbital "angular momenta" must be approached with caution. There is a sense in which neither the spin, nor the orbital quantum operators correspond to angular momenta, as neither satisfy the commutation relations of an angular momentum [36-39]. However, the quantities are physically distinct, as supported by experimental evidence [39], and are furthermore separately conserved under separate rotational transformations of the electromagnetic fields [36-38,40].

### 2.4. Helicity and Duality Symmetry

The free-space Maxwell equations treat electric and magnetic fields on equal footing. To say this more precisely: the form of the free space Maxwell equations is invariant under the duality transformation [41]:

$$
\begin{array}{r}
\mathbf{E} \longrightarrow \mathbf{E} \cos \theta+c \mathbf{B} \sin \theta,  \tag{7}\\
c \mathbf{B} \longrightarrow c \mathbf{B} \cos \theta-\mathbf{E} \sin \theta,
\end{array}
$$

for any real (pseudoscalar) angle $\theta$. This property of the free electromagnetic field has been variously referred to as the Heaviside-Larmor symmetry, duplex symmetry [14], dual-symmetry [18] or "electric-magnetic democracy" [42]. The helicity of the electromagnetic field is fundamentally connected with the dual-symmetry of the free-space Maxwell equations: the duality transformation can be obtained by taking the helicity as the generator of an infinitesimal transformation of the fields [14]. To put the matter the other way around, the conservation of helicity in a vacuum can be derived from the dual-symmetry of the free-space Maxwell equations using Noether's theorem [12].

Here, we will examine the approach taken in [15,17], where the quantum-mechanical optical helicity $\hat{h}$ is used to form the transformation operator:

$$
\begin{equation*}
\hat{U}(\theta)=\exp \left(-\frac{i}{\hbar} \theta \hat{h}\right), \tag{8}
\end{equation*}
$$

which can be applied to the vector fields $\hat{\mathbf{E}}$ and $\hat{\mathbf{B}}$ in (5) to produce:

$$
\begin{align*}
& \hat{U}^{\dagger}(\theta) \hat{\mathbf{E}} \hat{U}(\theta)=\hat{\mathbf{E}} \cos \theta+c \hat{\mathbf{B}} \sin \theta \\
& \hat{U}^{\dagger}(\theta) c \hat{\mathbf{B}} \hat{U}(\theta)=c \hat{\mathbf{B}} \cos \theta-\hat{\mathbf{E}} \sin \theta . \tag{9}
\end{align*}
$$

This is in complete analogy with (7), where now, the helicity operator $\hat{h}$ is explicitly shown to generate this transformation. Results for the potentials $\hat{\mathbf{A}}$ and $\hat{\mathbf{C}}$ in (5) follow similarly:

$$
\begin{align*}
& \hat{U}^{\dagger}(\theta) \hat{\mathbf{A}} \hat{U}(\theta)=\hat{\mathbf{A}} \cos \theta+\sqrt{\frac{\mu}{\epsilon}} \hat{\mathbf{C}} \sin \theta, \\
& \hat{U}^{+}(\theta) \hat{\mathbf{C}} \hat{U}(\theta)=\hat{\mathbf{C}} \cos \theta-\sqrt{\frac{\epsilon}{\mu}} \hat{\mathbf{A}} \sin \theta . \tag{10}
\end{align*}
$$

### 2.5. Continuity Equations in Free Space

As mentioned above, helicity is a conserved quantity in vacuum. This fact can be expressed using a local continuity equation, relating the time derivative of the helicity density at a point to the helicity flux through an infinitesimal volume surrounding that point. Taking the time derivative of the helicity density (1):

$$
\begin{align*}
\partial_{t} h & =\frac{1}{2}\left[\sqrt{\frac{\epsilon_{0}}{\mu_{0}}}(\dot{\mathbf{A}} \cdot \mathbf{B}+\mathbf{A} \cdot \dot{\mathbf{B}})-\sqrt{\frac{\mu_{0}}{\epsilon_{0}}}(\dot{\mathbf{C}} \cdot \mathbf{D}+\mathbf{C} \cdot \dot{\mathbf{D}})\right] \\
& =\frac{1}{2}\left[\sqrt{\frac{\epsilon_{0}}{\mu_{0}}}(-\mathbf{E} \cdot(\boldsymbol{\nabla} \times \mathbf{A})-\mathbf{A} \cdot(\boldsymbol{\nabla} \times \mathbf{E}))-\sqrt{\frac{\mu_{0}}{\epsilon_{0}}}(\mathbf{H} \cdot(\boldsymbol{\nabla} \times \mathbf{C})+\mathbf{C} \cdot(\boldsymbol{\nabla} \times \mathbf{H}))\right], \tag{11}
\end{align*}
$$

where, from the free-space Maxwell equations, we have used $\mathbf{E}=-\dot{\mathbf{A}}$ and $\mathbf{H}=-\dot{\mathbf{C}}$, with the dotted notation indicating the time derivative of the fields. Using the vector identity $\nabla \cdot(\mathbf{E} \times \mathbf{A})=$ $\mathbf{A} \cdot(\boldsymbol{\nabla} \times \mathbf{E})-\mathbf{E} \cdot(\boldsymbol{\nabla} \times \mathbf{A})$ and $\boldsymbol{\nabla} \cdot(\mathbf{H} \times \mathbf{C})=\mathbf{C} \cdot(\boldsymbol{\nabla} \times \mathbf{H})-\mathbf{H} \cdot(\boldsymbol{\nabla} \times \mathbf{C})$, this is rearranged to produce:

$$
\begin{equation*}
\partial_{t} h+\frac{1}{2}\left[\sqrt{\frac{\epsilon_{0}}{\mu_{0}}} \boldsymbol{\nabla} \cdot(\mathbf{E} \times \mathbf{A})+\sqrt{\frac{\mu}{\epsilon}} \boldsymbol{\nabla} \cdot(\mathbf{H} \times \mathbf{C})\right]=-\sqrt{\frac{\epsilon_{0}}{\mu_{0}}} \mathbf{E} \cdot \mathbf{B}+\sqrt{\frac{\mu_{0}}{\epsilon_{0}}} \mathbf{H} \cdot \mathbf{D} . \tag{12}
\end{equation*}
$$

Inserting the relations $\mathbf{B}=\mu_{0} \mathbf{H}$ and $\mathbf{D}=\epsilon_{0} \mathbf{E}$ and using $\boldsymbol{\nabla}\left(\mu_{0} / \epsilon_{0}\right)=0$ leads to the free-space helicity continuity Equation [14,15,17]:

$$
\begin{equation*}
\partial_{t} h+\boldsymbol{\nabla} \cdot \mathbf{v}=0, \tag{13}
\end{equation*}
$$

where the helicity flux density $\mathbf{v}$ is defined as:

$$
\begin{equation*}
\mathbf{v}=\frac{1}{2}\left[\sqrt{\frac{\epsilon_{0}}{\mu_{0}}} \mathbf{E} \times \mathbf{A}+\sqrt{\frac{\mu_{0}}{\epsilon_{0}}} \mathbf{H} \times \mathbf{C}\right] . \tag{14}
\end{equation*}
$$

Thus, the conservation of helicity in a vacuum is explicitly demonstrated. Note that, thanks to the use of the definition (1), helicity is shown to be locally conserved; a stronger result than if only the integrated quantity were conserved. A pleasing analogy can be drawn between this characteristic of the helicity density and the one of the electromagnetic energy density: the total energy can be written as the volume integral of $\epsilon_{0} / 2\left(\mathbf{E}^{2}+c^{2} \mathbf{B}^{2}\right)$, or indeed as the integral over all space of either the $\mathbf{E}^{2}$ or $\mathbf{B}^{2}$ contributions. Only the energy density formed by the combined electric and magnetic contributions, however, is conserved locally [41].

There is an appealingly simple relationship between the helicity flux density and the spin density. The latter is often written as $\epsilon_{0} \mathbf{E} \times \mathbf{A}$, but it can also be written in the manifestly duplex-symmetric form:

$$
\begin{equation*}
\mathbf{s}=\frac{1}{2}\left[\epsilon_{0} \mathbf{E} \times \mathbf{A}+\mathbf{B} \times \mathbf{C}\right], \tag{15}
\end{equation*}
$$

which immediately establishes the relation $\mathbf{s}=\mathbf{v} / c$. The relationship between these quantities and the helicity density is reminiscent of that between the energy density, the energy flux density and the momentum density, with Poynting's vector playing the role of both of the latter two quantities. For helicity and spin, $\mathbf{s}$ (or v) plays an analogous double role.

## 3. Microscopic Sources

### 3.1. Helicity in the Presence of Current and Charge

We have introduced the helicity as a quantity associated with the free electromagnetic field, but it is also of interest as a way to describe the interaction of light with chiral or achiral matter. The presence of matter breaks dual-symmetry, as all known matter is made up of only electric charges, with no magnetic ones. In the presence of matter, therefore, helicity is not generally conserved. (We note parenthetically that the equations still remain invariant if we additionally "rotate" the electric charges into magnetic ones, introducing a charge and density and current density of magnetic charges. This symmetry of the equations means that it is in a sense a matter of convention that we speak of electric charges, rather than magnetic charges; the non-existence of magnetic monopoles can be rephrased as "every particle has the same ratio of electric to magnetic charge", and it is only a matter of convention that leads us to treat all charges as purely electric. See [41], Chapter 6 §11.).

One way of discussing helicity in the presence of charges is to treat the charges microscopically, with the fields described using the equations of free-space electromagnetism. In the presence of a current density $\mathbf{j}$ and a charge density $\rho$, it can be shown that the continuity equation becomes [17]:

$$
\begin{equation*}
\partial_{t} h+\boldsymbol{\nabla} \cdot \mathbf{v}=\frac{1}{2} \sqrt{\frac{\mu_{0}}{\epsilon_{0}}}[\mathbf{g} \cdot(\boldsymbol{\nabla} \times \mathbf{C})+\mathbf{C} \cdot(\boldsymbol{\nabla} \times \mathbf{g})], \tag{16}
\end{equation*}
$$

where $\mathbf{g}$ is a vector field defined by the requirement $\nabla \times \mathbf{g}=\mathbf{j}^{\mathrm{T}}$, the transverse part of the current density. The continuity Equation (16) now expresses the non-conservation of helicity, with additional terms on the right-hand side showing how the matter acts as a source or sink of helicity in the field [17]. The terms "source" and "sink" must be treated with caution, as-unlike (for example) the case of energy-there is not a sense in which the matter "gains" or "loses" helicity when it absorbs or emits into the field.

The chirality density obeys a similar continuity equation [30]:

$$
\begin{equation*}
\partial_{t} \chi+\frac{1}{2 \mu_{0}} \boldsymbol{\nabla} \cdot(\mathbf{E} \times(\boldsymbol{\nabla} \times \mathbf{B})-\mathbf{B} \times(\boldsymbol{\nabla} \times \mathbf{E}))=-\frac{1}{2}(\mathbf{j} \cdot(\boldsymbol{\nabla} \times \mathbf{E})+\mathbf{E} \cdot(\boldsymbol{\nabla} \times \mathbf{j})) . \tag{17}
\end{equation*}
$$

Comparison of the two continuity equations again demonstrates the close connection between chirality and helicity: the chirality is the quantity one would obtain by forming the helicity from the curl of the fields, rather than the fields [15]. This observation makes clear why a direct proportionality holds for monochromatic light, where taking the curl merely introduces a factor of $i \omega$.

It is clear that $\mathbf{g}$ is acting like a magnetisation, as $\boldsymbol{\nabla} \times \mathbf{M}=\mathbf{j}_{\text {free }}$. We also note that, as we only consider the transverse E field, there is no analogous "polarisation-like" term to correspond with $\boldsymbol{\nabla} \cdot \mathbf{P}=\rho$. This leaves the source term asymmetric in terms of electric and magnetic contributions.

### 3.2. Dipole Model of a Helicity Source

As an illustration of how charges and currents can act as a source of helicity, we consider a point source consisting of an oscillating electric and a magnetic dipole, with electric and magnetic dipole moments $\mathbf{p}(t)$ and $\mathbf{m}(t)$, as has been examined by Leeder et al. [28]. This can be thought of as a simple model of a radiating chiral molecule, as the optical activity of chiral molecules ultimately arises from the simultaneous induction of electric and magnetic dipole moments through the electric-dipole magnetic-dipole polarisability tensor G [9] (see Chapter 3, §5.4). Leeder et al. treat the emission from the dipoles quantum-mechanically, calculating a differential irradiance for left- and right-circularly polarised light by considering the difference in decay rates into the two circular polarisation modes. From this, they obtain an expression for the net emitted helicity. There are three contributions to the total irradiance: one depending on $|\mathbf{p}|^{2}$, one on $|\mathbf{m}|^{2}$ and one on $\mathbf{p} \cdot \mathbf{m}$. The mixed dipole term $\mathbf{p} \cdot \mathbf{m}$ is the only contribution to the total irradiance that is different for the two enantiomers, and hence contributes to the net emitted helicity. We present here an analysis of helicity emission from the dipole system in the context of the continuity Equation (16), working within classical electromagnetism.

Consider an electric dipole oscillating along the $+z$ axis with dipole moment:

$$
\begin{equation*}
\mathbf{p}(t)=p_{0} \exp \left[i\left(\omega t+\phi_{\mathrm{p}}\right)\right] \hat{\mathbf{z}}, \tag{18}
\end{equation*}
$$

where we have defined $p_{0}=q_{0} d$, with $d$ and $q_{0}$ the size and charge of the dipole, respectively. The resultant (retarded) vector potential in the far field defined by $d \ll \lambda \ll r$ is [43]:

$$
\begin{equation*}
\mathbf{A}_{\mathrm{p}}^{\prime}=\Re\left[\frac{i \omega \mu_{0} p_{0}}{4 \pi r} \exp \left[i\left(\omega(t-r / c)+\phi_{\mathrm{p}}\right)\right] \hat{\mathbf{z}}\right] \tag{19}
\end{equation*}
$$

We call this $\mathbf{A}_{\mathrm{p}}^{\prime}$, as we reserve the symbol $\mathbf{A}$ for the transverse part of the vector potential. From this expression, $\mathbf{B}_{p}, \mathbf{E}_{\mathrm{p}}, \mathbf{C}_{\mathrm{p}}$ and $\mathbf{A}_{\mathrm{p}} \equiv \mathbf{A}_{\mathrm{p}}^{\prime T}$ can be found.

Similarly, we consider a current oscillating in a loop of radius $b$ in the $x y$ plane, $I(t)=I_{0} \exp \left[i\left(\omega t+\phi_{\mathrm{m}}\right)\right]$. The resultant oscillating dipole moment is given by:

$$
\begin{equation*}
\mathbf{m}(t)=\int I(t) d \mathbf{a}=m_{0} \exp \left[i\left(\omega t+\phi_{\mathrm{m}}\right)\right] \hat{\mathbf{z}}, \tag{20}
\end{equation*}
$$

where $m_{0}=\pi b^{2} I_{0}$. The vector potential is calculated as [43]:

$$
\begin{equation*}
\mathbf{A}_{\mathrm{m}}=\mathbf{A}_{\mathrm{m}}^{\mathrm{T}}=\Re\left[\frac{i \omega \mu_{0} m_{0}}{4 \pi r^{2} c}(x \hat{\mathbf{y}}-y \hat{\mathbf{x}})\right] . \tag{21}
\end{equation*}
$$

Using this to find $\mathbf{B}_{\mathrm{m}}, \mathbf{E}_{\mathrm{m}}$ and $\mathbf{C}_{\mathrm{m}}$, we calculate the total helicity density and flux density of the combined electric-magnetic dipole system in the far-field:

$$
\begin{equation*}
h_{\mathrm{pm}}=\frac{\epsilon_{0}}{c}\left(\frac{\mu_{0}^{2} m_{0} p_{0} \omega^{3}}{16 \pi^{2} r^{4}}\left(x^{2}+y^{2}\right) \sin \left(\phi_{\mathrm{m}}-\phi_{\mathrm{p}}\right)\right) \tag{22}
\end{equation*}
$$

$$
\begin{equation*}
\mathbf{v}_{\mathrm{pm}}=\epsilon_{0}\left(\frac{\mu_{0}^{2} m_{0} p_{0} \omega^{3}}{16 \pi^{2} r^{5}}\left(x^{2}+y^{2}\right) \sin \left(\phi_{\mathrm{m}}-\phi_{\mathrm{p}}\right)\right) \mathbf{r} \tag{23}
\end{equation*}
$$

From (22), $\partial_{t} h_{\mathrm{pm}}=0$, and we use Gauss's theorem to calculate the net helicity flux of the combined dipole system:

$$
\begin{equation*}
\int \nabla \cdot \mathbf{v}_{\mathrm{pm}} d^{3} \mathbf{r}=\frac{\epsilon_{0} \mu_{0}^{2} m_{0} p_{0} \omega^{3}}{6 \pi} \sin \left(\phi_{\mathrm{m}}-\phi_{\mathrm{p}}\right) \tag{24}
\end{equation*}
$$

We can identify this with the source term on the right-hand side of (16). Noting $\int \mathbf{g} \cdot(\boldsymbol{\nabla} \times \mathbf{C}) d^{3} \mathbf{r}=$ $\int \mathbf{C} \cdot(\boldsymbol{\nabla} \times \mathbf{g}) d^{3} \mathbf{r}$ [17], we obtain:

$$
\begin{equation*}
\int \mathbf{g} \cdot(\boldsymbol{\nabla} \times \mathbf{C}) d^{3} \mathbf{r}=\frac{\epsilon_{0} \mu_{0} m_{0} p_{0} \omega^{3}}{6 \pi c} \sin \left(\phi_{\mathrm{m}}-\phi_{\mathrm{p}}\right) \tag{25}
\end{equation*}
$$

which is maximised for a phase difference of $\pm \pi / 2$ between the dipoles.
Left- and right-circularly polarised light can also be produced by a pair of orthogonally-aligned oscillating electric or magnetic dipoles. We consider the former configuration: $\mathbf{p}_{1}(t)=\left|\mathbf{p}_{1}(t)\right| \hat{\mathbf{z}}$ and $\mathbf{p}_{2}(t)=\left|\mathbf{p}_{2}(t)\right| \hat{\mathbf{y}}$, with a phase difference of $\phi_{\mathbf{p}_{2}}-\phi_{\mathbf{p}_{1}}$ between the oscillations. The resultant helicity flux density in the far-field is:

$$
\begin{equation*}
\mathbf{v}_{\mathrm{pp}}=\frac{\epsilon_{0} c}{2}\left(\frac{\mu_{0}^{2} p_{0}^{2} \omega^{3}}{16 \pi^{2} r^{5}} \sin \left(\phi_{\mathrm{p}_{2}}-\phi_{\mathrm{p}_{1}}\right) x r\right) \mathbf{r} \tag{26}
\end{equation*}
$$

again maximised for $\phi_{\mathrm{p}_{2}}-\phi_{\mathrm{p}_{1}}=\pi / 2$. The helicity density of this coupled dipole system is again time independent, so that the "source term" is found in analogy with the above calculation. We find $\int \nabla \cdot \mathbf{v}_{\mathrm{pp}} d^{3} \mathbf{r}=0$ : the coupled electric-electric dipole system does not describe a source of helicity.

These results follow intuitively by considering Figures 2 and 3, where the far-field patterns of the electric-magnetic and electric-electric dipole systems in the $y z$ plane have been drawn. A $\pi / 2$ phase difference between the dipole oscillations results in right-circular polarisation in the $+x$ direction in both dipole systems. In the $-x$ direction, however, we obtain left-circular polarisation for the electric-magnetic dipole pair and right-circular polarisation for the electric-electric dipoles. Thus, we obtain a net flux of helicity for the electric-magnetic dipole system only.

The results of this calculation are intimately related to the respective parity of the electric-magnetic and electric-electric dipole systems. Considering again Figure 2, a parity transformation reverses the direction of the electric dipole only, so that the field patterns in both the $+x$ and the $-x$ direction are reversed, and a net flux of left-circular polarisation is produced. A parity transformation $\hat{\mathbf{P}}$ thus interconverts the two "enantiomeric" configurations of the electric-magnetic dipole systems and produces a negative sign in the integrated source term in (25). The two enantiomeric forms can therefore be described simply by the aligned and anti-aligned configurations (or equivalently, as a positive or negative phase difference between the two oscillations in either configuration), which can be distinguished in the far-field $y z$ plane by an excess of right- or left-circular polarisation, respectively.

For the electric-electric dipoles in Figure 3, however, both dipoles are reversed under $\hat{\mathbf{P}}$, so that the field patterns in $\pm x$ directions remain unchanged. As the electric-electric system is parity-even, but left- and right-circularly polarised fields are reversed under a parity transformation, it follows that the electric-electric dipole system cannot produce an excess of either polarisation and hence cannot be used to describe a source of helicity.


Figure 2. Oscillating electric $\mathbf{p}(t)$ and magnetic $\mathbf{m}(t)$ dipoles aligned along the $z$ axis, with the latter lagging by a phase of $\pi / 2$. The far-field pattern is that of right-circularly polarised light in the $+x$ direction and left-circularly polarised light in the $-x$ direction: there is a net flux of right-circular polarisation in the $y z$ plane.


Figure 3. Two oscillating electric dipoles, labelled $\mathbf{p}_{1}(t)$ and $\mathbf{p}_{2}(t)$, oscillate along the $z$ and $y$ axes, respectively, with a phase difference of $\pi / 2$. The far-field pattern in the $+x$ direction is identical to that produced by the electric-magnetic dipole configuration in Figure 2, but has opposite polarisation in the $-x$ direction: the net helicity flux in the $y z$ plane is zero.

## 4. Macroscopic Sources

### 4.1. Helicity in Achiral, Reciprocal Media

We have seen how helicity can be produced by a microscopic source (a dipole), but it is also possible to discuss the generation of helicity within the framework of macroscopic electromagnetism in dielectric media. It is perhaps surprising that even in the presence of matter, there are some situations in which the helicity of an arbitrary electromagnetic field is still conserved. The conditions under which the electromagnetic helicity is conserved within media have been studied in recent years $[16,18,19]$. Fernandez-Corbaton et al. [16] consider the propagation of helicity in isotropic, lossless linear media, and these results are extended by van Kruining and Götte in [18] to include anisotropic and general linear media. Alpeggiani et al. [19] further consider helicity in a dispersive, lossy medium, while the electromagnetic chirality is examined in such media by Vázquez-Lozano and Martínez [44].

In the following, we consider a linear, lossless and isotropic medium. If the medium is comprised of distinct, homogeneous regions labelled by $i$, helicity is conserved so long as $\epsilon_{i} / \mu_{i}$ remains constant for all $i$ [16]. Following a similar method to that used in Section 2.5, we can derive a continuity equation
for helicity in such media. We use the definitions of $h(1)$ and $\mathbf{v}$ (14), along with the constitutive relations $\mathbf{D}=\epsilon \mathbf{E}$ and $\mathbf{B}=\mu \mathbf{H}$, to obtain:

$$
\begin{equation*}
\partial_{t} h+\nabla \cdot \mathbf{v}=\frac{1}{2}\left[\nabla\left(\sqrt{\frac{\epsilon}{\mu}}\right) \cdot(\mathbf{E} \times \mathbf{A})+\nabla\left(\sqrt{\frac{\mu}{\epsilon}}\right) \cdot(\mathbf{H} \times \mathbf{C})\right], \tag{27}
\end{equation*}
$$

where we have allowed for the possibility that $\epsilon$ and $\mu$ are functions of position. This explicitly shows the conservation of helicity when $\nabla(\epsilon / \mu)=0$, which can be seen as a continuous statement of the result for stratified media presented in [16].

We extend the results of [17] discussed in Section 3.1, to examine the effects of inserting a local current density $\mathbf{j}$ into a medium described by the constitutive relations $\mathbf{D}=\epsilon \mathbf{E}$ and $\mathbf{B}=\mu \mathbf{H}$. We find a source term analogous to the right-hand side of (16), but with the replacement of $\epsilon_{0} \rightarrow \epsilon$ and $\mu_{0} \rightarrow \mu$. Moreover, this type of source cannot be associated with that produced by a gradient of $\epsilon / \mu$, as given by the right-hand side of (27).

### 4.2. Helicity in Bi-Isotropic Media

We model a general linear, lossless bi-isotropic medium, where we allow for both a chiral and a magnetoelectric response, using an extension of the "Drude-Born-Fedorov" constitutive relations to include the Tellegen parameter $\alpha$ [45]:

$$
\begin{align*}
\mathbf{D} & =\epsilon(\mathbf{E}+\beta \boldsymbol{\nabla} \times \mathbf{E})+\alpha \mathbf{H} \\
\mathbf{B} & =\mu(\mathbf{H}+\beta \boldsymbol{\nabla} \times \mathbf{H})+\alpha \mathbf{E}, \tag{28}
\end{align*}
$$

where $\beta$ is the referred to as the chirality parameter. The results of [16] have been extended to include chiral and Tellegen media, as well an anisotropic polarisabilities, in [18], where it has been explicitly shown that Maxwell's equations in a medium remain invariant under a duality transformation of the fields when there is a constant ratio $\epsilon / \mu$ and a Tellegen parameter of zero. The chirality parameter, on the other hand, is free to vary in space. This result in [18] is based on the symmetrized constitutive relations of Condon [45], but it is straightforward to show that the same condition for dual symmetry holds for the Drude-Born-Fedorov relations given above.

Inserting the constitutive relations (28) with $\alpha=0$ into the helicity density and flux density (1) and (14) reveals that the conservation of helicity in a chiral medium cannot be expressed by a local continuity equation unless the expression for the helicity density inside a chiral medium is suitably modified [46].

## Helicity Conservation in a Chiral Medium

Both helicity and energy are conserved in a lossless chiral medium [18,47]. It therefore follows that, in a situation where the interface between the vacuum and the medium is dual-symmetric, the helicity per photon of light in the chiral medium should remain the same as the vacuum values. This is the situation depicted in Figure 4. In [14], free electromagnetic fields with left- and right-circular polarisation are shown to have a helicity of $\pm \hbar$ per photon. In [46], the expressions for the helicity density and flux density (1) and (14) are trivially extended to those in a linear medium by replacement of the vacuum electric and magnetic responses, $\epsilon_{0}$ and $\mu_{0}$, with $\epsilon$ and $\mu$. In considering the propagation of left- and right-circularly polarised light within a chiral medium, is it shown that, although the flux density formed in this way produces the correct helicity of $\pm \hbar$ per photon, the helicity density does not. This follows from the fact that the energy density within a chiral medium is of the form [48]:

$$
\begin{equation*}
w_{1}=\frac{1}{2}[\mathbf{D} \cdot \mathbf{E}+\mathbf{B} \cdot \mathbf{H}-\beta \epsilon \mu(\mathbf{E} \cdot \dot{\mathbf{H}}-\dot{\mathbf{E}} \cdot \mathbf{H})], \tag{29}
\end{equation*}
$$

containing an explicit $\beta$-dependent term. As we know the correct form of the helicity flux density within the medium is:

$$
\begin{equation*}
\mathbf{v}=\frac{1}{2}\left(\sqrt{\frac{\epsilon}{\mu}} \mathbf{E} \times \mathbf{A}+\sqrt{\frac{\mu}{\epsilon}} \mathbf{H} \times \mathbf{C}\right), \tag{30}
\end{equation*}
$$

we can use this and the condition of local helicity conservation to find the form of the helicity density. We find:

$$
\begin{align*}
\boldsymbol{\nabla} \cdot \mathbf{v} & =\frac{1}{2}\left(\sqrt{\frac{\epsilon}{\mu}}(\mathbf{A} \cdot(\boldsymbol{\nabla} \times \mathbf{E})-\mathbf{E} \cdot(\boldsymbol{\nabla} \times \mathbf{A}))-\sqrt{\frac{\mu}{\epsilon}}(\mathbf{C} \cdot(\boldsymbol{\nabla} \times \mathbf{H})-\mathbf{H} \cdot(\boldsymbol{\nabla} \times \mathbf{C}))\right) \\
& =\frac{1}{2}\left(\sqrt{\frac{\epsilon}{\mu}}(-\mathbf{A} \cdot \dot{\mathbf{B}}-\mathbf{E} \cdot \mathbf{B})-\sqrt{\frac{\mu}{\epsilon}}(\mathbf{C} \cdot \dot{\mathbf{D}}+\mathbf{H} \cdot \mathbf{D})\right), \tag{31}
\end{align*}
$$

and use the product rule to write this as:

$$
\begin{equation*}
\nabla \cdot \mathbf{v}=-\partial_{t} \frac{1}{2}\left(\sqrt{\frac{\epsilon}{\mu}} \mathbf{A} \cdot \mathbf{B}-\sqrt{\frac{\mu}{\epsilon}} \mathbf{C} \cdot \mathbf{D}\right)-\left(\sqrt{\frac{\epsilon}{\mu}} \mathbf{E} \cdot \mathbf{B}-\sqrt{\frac{\mu}{\epsilon}} \mathbf{H} \cdot \mathbf{D}\right) . \tag{32}
\end{equation*}
$$

Identifying the time derivative as $\partial_{t} h$ and inserting the constitutive relations (28) with $\alpha=0$ leads to:

$$
\begin{equation*}
\nabla \cdot \mathbf{v}=-\partial_{t} h-\sqrt{\epsilon \mu} \beta[\mathbf{E} \cdot \dot{\mathbf{D}}+\mathbf{H} \cdot \dot{\mathbf{B}}], \tag{33}
\end{equation*}
$$

which is rearranged to produce:

$$
\begin{equation*}
\partial_{t}(h+\sqrt{\epsilon \mu} \beta w)+\nabla \cdot \mathbf{v}=0 \tag{34}
\end{equation*}
$$

where $w=1 / 2(\mathbf{D} \cdot \mathbf{E}+\mathbf{B} \cdot \mathbf{H})$ is the energy density in an achiral medium. Equation (34) is correct to first order in the chirality parameter, denoted $\mathcal{O}(\beta)$, by which we mean that we neglect terms multiplied by $\beta^{2}$, or higher powers. This is incorporated into the definition of the helicity density $h$ to form [46]:

$$
\begin{equation*}
h_{1}=\frac{1}{2}\left(\sqrt{\frac{\epsilon}{\mu}} \mathbf{A} \cdot \mathbf{B}-\sqrt{\frac{\mu}{\epsilon}} \mathbf{C} \cdot \mathbf{D}\right)+\sqrt{\epsilon \mu} \beta w . \tag{35}
\end{equation*}
$$

It is further shown in [46] that this indeed produces a helicity to energy density ratio of $\pm 1 / \omega$ for right- and left-circularly polarised light, leading to a helicity of $\pm \hbar$ per photon [47]. In addition, it can be shown that higher order terms in $\beta$ of the helicity and energy densities retain this correspondence between the definitions, i.e.:

$$
\begin{equation*}
h_{n+1}=\frac{1}{2}\left(\sqrt{\frac{\epsilon}{\mu}} \mathbf{A} \cdot \mathbf{B}-\sqrt{\frac{\mu}{\epsilon}} \mathbf{C} \cdot \mathbf{D}\right)+\sqrt{\epsilon \mu} \beta w_{n} \tag{36}
\end{equation*}
$$

such that $\partial_{t} w_{n}+\boldsymbol{\nabla} \cdot \mathbf{S}=0$ and $\partial_{t} h_{n+1}+\boldsymbol{\nabla} \cdot \mathbf{v}=0$, where $w_{n}$ is the energy density of the fields to $\mathcal{O}\left(\beta^{n}\right)$ and $\mathbf{S}=\mathbf{E} \times \mathbf{H}$ is the energy flux density. This follows from the exact expression:

$$
\begin{equation*}
\partial_{t} h+\boldsymbol{\nabla} \cdot \mathbf{v}=\sqrt{\epsilon \mu} \beta \boldsymbol{\nabla} \cdot \mathbf{S}, \tag{37}
\end{equation*}
$$

such that energy conservation to all orders in $\beta$ implies helicity conservation to all orders in $\beta$.


Figure 4. At the interface between a vacuum and a dual-symmetric, lossless chiral medium characterised by $\epsilon, \mu$ and the chirality parameter $\beta$, both the energy and helicity of an electromagnetic field are conserved. As a consequence, the ratio of the helicity density to energy density, $h / w$, must be preserved across the interface. In the chiral medium, the energy density contains a chiral contribution, as given by $w_{1}(29)$, requiring a modification of the helicity density to $h_{1}$ (35) such that $h / w=h_{1} / w_{1}$ holds.

We can examine the general form of a source of helicity in lossless non-reciprocal media by inserting the constitutive relations (28) with $\alpha \neq 0$ into $h_{1}$ and $\mathbf{v}$, producing:

$$
\begin{equation*}
\partial_{t} h_{1}+\nabla \cdot \mathbf{v}=-\alpha\left(\sqrt{\frac{\epsilon}{\mu}}|\mathbf{E}|^{2}-\sqrt{\frac{\mu}{\epsilon}}|\mathbf{H}|^{2}\right) \tag{38}
\end{equation*}
$$

where we have imposed $\nabla(\epsilon / \mu)=0$. As the energy is conserved [47], it follows that the helicity per photon of the light within a Tellegen material must differ from the familiar free-space values.

### 4.3. Currents and Charges in Bi-Isotropic Media

We now consider what happens when a local current density is placed inside a chiral medium. Inserting the constitutive relations (28) into $\boldsymbol{\nabla} \times \mathbf{E}=-\dot{\mathbf{B}}$ and $\boldsymbol{\nabla} \times \mathbf{H}=\dot{\mathbf{D}}+\mathbf{j}$ leads to:

$$
\begin{equation*}
\dot{\mathbf{A}}=\beta(\boldsymbol{\nabla} \times \mathbf{E})+\frac{1}{\epsilon}(\boldsymbol{\nabla} \times \mathbf{C}+\alpha \mathbf{H}) \tag{39}
\end{equation*}
$$

and:

$$
\begin{equation*}
\dot{\mathbf{C}}=\mathbf{g}+\beta(\boldsymbol{\nabla} \times \mathbf{H})-\frac{1}{\mu}(\boldsymbol{\nabla} \times \mathbf{A}-\alpha \mathbf{E}), \tag{40}
\end{equation*}
$$

where again, $\boldsymbol{\nabla} \times \mathbf{g}$ is equal to the transverse part of the current density. We insert $\dot{\mathbf{A}}$ and $\dot{\mathbf{C}}$ into $\partial_{t} h_{1}$ from (35) and find to $\mathcal{O}(\beta)$ :

$$
\begin{equation*}
\partial_{t} h_{1}+\boldsymbol{\nabla} \cdot \mathbf{v}=\frac{1}{2} \sqrt{\frac{\mu}{\epsilon}}[\mathbf{g} \cdot(\boldsymbol{\nabla} \times \mathbf{C})+\mathbf{C} \cdot(\boldsymbol{\nabla} \times \mathbf{g})]-\sqrt{\epsilon \mu} \beta \mathbf{j} \cdot \mathbf{E}-\alpha\left(\sqrt{\frac{\epsilon}{\mu}}|\mathbf{E}|^{2}-\sqrt{\frac{\mu}{\epsilon}}|\mathbf{H}|^{2}\right) \tag{41}
\end{equation*}
$$

This reduces to the result for a medium with no chiroptical or magnetoelectric response when $\alpha=\beta=0$. The helicity contribution due to the chiral response of the material is identifiable as an energy source, as obtained from the energy continuity equation in the presence of charges [41]. As this term is a scalar, the pseudoscalar nature of $\beta$ is responsible for this term's acting as a source of helicity. The Tellegen contribution, proportional to $\alpha$, is identical to the helicity source in an absence of currents or charges, as given in (38).

Consider a chiral, reciprocal material described by (28) with $\alpha=0$. From (41), we would expect that an emitter that in free space emits no net helicity, such as a single oscillating electric dipole, may act as a source of helicity when placed inside a chiral medium. Lathakia et al. have shown that
this is so, by explicitly calculating the radiation pattern of a single oscillating electric dipole embedded in a sphere composed of a lossless chiral medium [49]. From the point of view of an observer in the far field, outside the sphere, the radiation pattern from the point electric dipole embedded in the sphere appears identical to that of a point electric and point magnetic dipole oscillating in a vacuum. In particular, the chiral medium is impedance matched with the surrounding vacuum to produce this result, so that the net helicity cannot be attributed to a gradient in $\epsilon / \mu$ at the vacuum-chiral interface. As the chiral medium considered above and in [49] is lossless, neither can this generation of helicity arise as a result of circular dichroism within the chiral sphere [30]. Furthermore, we know that the electromagnetic helicity of a field is conserved within a dual-symmetric chiral medium, so the helicity "source" in this case can only be attributed to the interaction of the embedded current and the chiral medium itself; a result which seems worthy of further investigation.

It is interesting to observe that for $\mathcal{O}(\beta)$, we can write $-\beta \mathbf{j} \cdot \mathbf{E}=\beta(\boldsymbol{\nabla} \times \mathbf{g}) \cdot(\boldsymbol{\nabla} \times \mathbf{C})$, so that the current helicity source in the chiral medium appears as an even-parity combination of $\mathbf{g}$ and $\mathbf{C}$. We would expect terms $\mathcal{O}\left(\beta^{2 n+1}\right)$ to echo this structure, with even-order terms $\mathcal{O}\left(\beta^{2 n}\right)$ containing odd-parity combinations of $\mathbf{g}$ and $\mathbf{C}$, such as given by the first term on the right-hand side of (41).

## 5. Concluding Remarks

We have examined in detail the construction of the helicity density (1) in a vacuum and discussed the merits of using this quantity to characterise chiral light. Alongside this, we examined the chirality density (2) of the free electromagnetic field and pointed out cases in which the two quantities are trivially related. Only the conservation of helicity, however, generates a physically-meaningful symmetry transformation of the system. We used this to construct a continuity equation of the helicity of the free field, before extending the method to examine cases under which this symmetry is broken and helicity is no longer conserved. We have identified four distinct types of helicity sources. The first results from a non-constant value of $\epsilon / \mu$, taking the form of the right-hand side of (27). The second helicity source has the general form of (16) [17] and can be understood in its simplest form in terms of a coupled electric-magnetic dipole system. The third results from the non-reciprocity parameter $\alpha$ in the constitutive relations, of the form (38). The final type of source examined in this article results from a dual-symmetric object embedded in a chiral medium, expressible as an energy source multiplied by the chirality parameter $\beta$, as given by (41).

Categorisation of the distinct sources of helicity in this way provides insight into the electromagnetic response of different types of matter and is achieved by exploiting the inherent symmetry of the Maxwell equations. The distinction between the microscopic and macroscopic sources results from the non-tractable nature of the problem of determining the electromagnetic response of large volumes ( $\gg$ than the size of individual molecules) of helicity sources. In order to bridge this gap, we can perhaps look to experiments in which chiral objects are embedded into a dielectric host, forming an artificial composite chiral medium [50,51]. In recent work, such methods have been used to verify that a chiral nanostructure is in fact able to sense the orbital, as well as the spin angular momentum of an impinging light beam [52,53]. Theoretical study on this subject continues to reveal insight into the significance of twisted light beams in chiral light-matter interactions [54,55], paving the way for new methods in the detection and manipulation of chiral matter. The importance of helicity in the characterisation of both natural and engineered chiral nanostructures is indeed becoming increasingly apparent: Hanifeh et al. [56] show that using structured light with maximised helicity leads to a direct measure of the chirality of such an object, which does not require knowledge of the helicity or energy densities of the field. It is also evident that both the helicity of the incident fields and the dual-symmetry (or helicity preserving nature) of a photonic structure are essential in circular dichroism enhancement effects [57]. Reconciling our understanding of both microscopic and macroscopic sources of helicity in a general theoretical model, however, is an ongoing topic of investigation.
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Featured Application: In this paper, the basic concepts of fiber modes, the principle of generation and detection of orbital angular momentum (OAM) modes are exhaustive discussed, and the recent advances of OAM generation in fiber systems are reviewed, which are expected to make a contribution to space-division multiplexing optical fiber transmission systems, atom manipulation, microscopy, and so on.


#### Abstract

Orbital angular momentum (OAM) beams, characterized by the helical phase wavefront, have received significant interest in various areas of study. There are many methods to generate OAM beams, which can be roughly divided into two types: spatial methods and fiber methods. As a natural shaper of OAM beams, the fibers exhibit unique merits, namely, miniaturization and a low insertion loss. In this paper, we review the recent advances in fiber OAM mode generation systems, in both the interior and exterior of the beams. We introduce the basic concepts of fiber modes and the generation and detection theories of OAM modes. In addition, fiber systems based on different nuclear devices are introduced, including the long-period fiber grating, the mode-selective coupler, microstructural optical fiber, and the photonic lantern. Finally, the key challenges and prospects for fiber OAM mode systems are discussed.


Keywords: orbital angular momentum; long period fiber grating; mode selective coupler; photonics lantern; microstructure optical fiber

## 1. Introduction

Since Allen first demonstrated the orbital angular momentum (OAM) of light as an independent dimension in 1992 [1], beams carrying OAM have attracted increasing interest in various fields. OAM beams are characterized by the phase singularity and helical wavefront. Due to the helical wavefront, the propagating direction (or wavevector) is variant with the azimuthal angle, which is also helical relative to the optical axis. The helical degree is described by so-called "topological charge (TC)". OAM beams with different TC can be regarded as several independent dimensions carrying information. These properties make OAM beams different from conventional plane light waves and many unique applications in terms of atom manipulation [2-4], nanoscale microscopy [5], optical tweezers [6-8], optical communication [9-13], and data storage [14,15] have been realized.

There are many methods used to generate OAM beams. Such methods can be roughly divided into two categories, spatial and fiber generating methods. Spatial methods are generally assisted by spatial light modulators [16], spiral phase plates [17,18], diffractive phase holograms [19-22], metamaterials [23-26], cylindrical lens pairs [27], q-plates [28,29], photonics integrated circuits including micro-ring resonators [30], among other devices, as shown in Figure 1. Each spatial method
has its own advantages and disadvantages. However, there are two common defections for them, i.e., the high insertion loss and the large volume. Because there exists interface with high refractive index differences in these methods, the conversion processes from incident beams to OAM beams are not modest, thereby leading to a relatively high insertion loss. Meanwhile, the volumes of spatial devices are usually large. This indicates that miniaturization and integration of the space systems is challenging.

Compared with spatial generating methods, fiber generating methods have shown their certain advantages. A converter applied in fiber methods can be fiber gratings [31-44], mode selective couplers [45-48], and microstructure optical fibers [49-51] and photonic lanterns [52,53]. As a cylindrical waveguide, fiber is a natural beam shaper for OAM beams. Incident beams of any shapes will be converted into the eigenmodes with cylindrical symmetry under the restriction of fiber. Since the conversion process is more modest than that in spatial generating methods, the energy efficiency is higher in fiber generating methods. Moreover, all the devices in fiber generating methods are smaller, which greatly facilitates miniaturization.


Figure 1. A summary of typical OAM generation techniques based on spatial components (spiral phase plate [18], spatial light modulator [16], metamaterial [24], micro-ring resonator [30], and computer-generated holograms [22]) [16-30]. Reprinted with permission from [18], copyright 2010 Springer Nature; [16], copyright 2004 The Optical Society; [24], copyright 2011 AAAS; [30], copyright 2012 AAAS; [22], copyright 2011AAAS.

This paper highlights recent advances in fiber OAM generation systems. We start by introducing three types of fiber modes in Section 2, i.e., cylindrical vector (CV), linearly polarized (LP), and OAM modes. Following this, Section 3 briefly describes the basic concepts and theories of OAM beam generation and detection. In Section 4, the recent advances in fiber OAM generation systems are given. A brief discussion of this research and further expectations are presented in Section 5.

## 2. Three Types of Fiber Mode

### 2.1. Cylindrical Vector Modes

Cylindrical vector (CV) modes, whose polarization varies based on the spatial location, show many unique properties and applications compared with the conditional plane light waves. As the eigenmodes in fiber, any mode field in fiber can be regarded as the superposition of CV modes, with different amplitudes and phase differences. CV modes are divided into different azimuthal orders. Each azimuthal order mode is composed of two or four degenerated modes, whose propagation constants are almost the same. For general step index fibers, the zeroth azimuthal order mode, which is only composed of two degenerated modes, namely, $H E_{1, m}^{\text {even }}$ and $H E_{1, m}^{\text {odd }}$ mode. The first order mode is composed of $T M_{0, m}, T E_{0, m}, H E_{2, m}^{\text {even }}$, and $H E_{2, m}^{\text {odd }}$ mode. The $l$ th $(l>1)$ order mode is composed of $E H_{l-1, m^{\prime}}^{\text {even }}, E H_{l-1, m^{\prime}}^{\text {odd }}, H E_{l+1, m^{\prime}}^{\text {even }}$, and $H E_{l+1, m}^{\text {odd }}$. Here, $m$ is the radial order, denoting the number of noaxial
radial nodes of the mode. In general, researches are simply conducted on the properties of radial order $m=1$. We use the default $m=1$ in this paper unless indicated. Figure $2 \mathrm{a}, \mathrm{b}$ give the propagating properties and time average intensity pattern of two typical CV modes, $T E_{01}$ and $T M_{01}$. As shown in Figure 2a,b, the polarization state of each point is linearly polarized, and the polarized direction of each point is related to the spatial angle. In the center of CV mode, there is a so-called "polarized singularity", where the intensity vanishes in the area. This is because the radial distribution is defined by the cylindrical function with higher azimuthal order $(l>0)$, such as the Bessel function, Laguerre Gaussian (LG) function, and Hermite-Gaussian (HG) with non-zeroth orders. These functions with non-zeroth orders are zero at the center point. The last column are the time average patterns during an integer-number period. Because the response frequency of a detective device is much slower than the frequency of light, what we detect using the detective devices are the time average intensity patterns during countless periods of light, which is close to the integer-period time average patterns. The integer-period time average intensity patterns of CV modes are doughnut shaped for a higher azimuthal order mode (and biscuit shaped for zeroth order mode).

### 2.2. Linearly Polarized Modes

Linearly polarized (LP) modes are another group of fiber mode base. Their polarization states are also linearly polarized, but the polarized directions are the same, invariant with the spatial angle. However, the polarized amplitude at each point changes periodically with the spatial angle. If considering the radial field distribution simultaneously, the intensity patterns of LP modes are $2 l$ lobes, where $l$ is the azimuthal order, as mentioned for CV modes. LP modes are not the eigenmodes in fiber unless the four degenerated modes are strictly degenerated. However, on the end facet of fiber, the field can still be expressed in LP mode bases because there is no restriction of cylindrical waveguide outside the fiber. Any $l$ th order electric field in fiber can also be decomposed into four LP mode bases with different complex amplitudes. Figure $2 \mathrm{c}, \mathrm{d}$ show the propagating properties and time average intensity patterns of two typical LP modes $L P_{11}^{\text {even }}$ and $L P_{11}^{\text {odd }}$, where $\hat{x}$ denotes the linear polarization along the $x$-axis and $L P_{l, m}^{e v e n}$ and $L P_{l, m}^{o d d}$ represent the two LP modes with complementary intensity patterns. Here $\hat{x}$ can be replaced by other linearly polarized symbols when the observed coordinates change.

### 2.3. Orbital Angular Momentum Modes

OAM modes, are also one of the groups of fiber-based modes. Unlike the conventional plane light wave, OAM modes are characterized by a helical phase front $e^{ \pm i l \xi}$ [1], where $\pm l$ is the TC and $\xi$ is the azimuthal angle related to the optic axis. In addition, $l$ can take the integer numbers from zero to $+\infty$. It should be noted that $l$ is the same as the azimuthal order of CV modes. For different points on the beam cross-section with the same radius, the polarization states are the same, but with different phases. This indicates the helical phase front of OAM modes. Figure 2e,f show the propagating properties and time average intensity patterns of two typical OAM modes $\hat{\sigma}^{-} O A M_{+1}$ and $\hat{x} O A M_{+1}$. Taking $\hat{\sigma}^{-} O A M_{+1}$ as an example, as indicated in Figure 2e, electric vectors at each point with the same radius on the beam cross section are the right-hand circular polarized ( $\hat{\sigma}^{-}$). The phase factor of $O A M_{+l}$ should be $e^{i(k z-\omega t+l \xi)}$. For $l$ th order OAM modes, the number of equal phase points on the beam cross section will be $l$. As shown in Figure 2e, initially, the $x$-polarization point is located at $\xi=0(k z-\omega t+\xi=0)$. Then, when the field propagates to $k z-\omega t=\frac{\pi}{4}$, the $x$-polarization point (with the same phase) is located at $\xi=-\frac{\pi}{4}(k z-\omega t+\xi=0)$. This means that, with $\xi=-(k z-\omega t)$, the equal phase point appears along the clockwise direction during the propagating, which indicates the factor $e^{i \zeta}$. Thus, Figure 2e indicates $\hat{\sigma}^{-} O A M_{+1}$ mode. The analysis method is similar to that of $\hat{x} O A M_{+l}$. The symbol $\hat{x}$ simply indicates the linear polarization, which can be substituted by another linear polarization symbol when the observation coordinates rotate.


Figure 2. The propagation properties during half a period and the integer-period time average patterns of two typical CV modes, (a) $T E_{01}$ and (b) $T M_{01}$; and two typical LP modes, (c) $\hat{x} L P_{11}^{\text {even }}$ and (d) $\hat{x} L P_{11}^{\text {odd }}$; and two typical OAM modes, (e) $\hat{\sigma}^{-} O A M_{+1}$ and (f) $\hat{x} O A M_{+1}$.

For a typical combination of CV modes used to generate the OAM mode, $\hat{\sigma}^{-} O A M_{+1}=T M_{01}-$ $i T E_{01}$, as shown in Figure 2 The term " $-i T E_{01}$ " indicates the figures of the first row (Figure 2a) with $\mathrm{a}-\frac{\pi}{2}$ phase delay. The physical meaning of $\hat{\sigma}^{-} O A M_{+1}=T M_{01}-i T E_{01}$ is the interference between $T M_{01}$ and $T E_{01}$ patterns with a $-\frac{\pi}{2}$ phase delay of $T E_{01}$. In Figure 2, when $T M_{01}$ propagates to $k z-\omega t=\frac{\pi}{2}, T E_{01}$ reaches $k z-\omega t=0$. Adding these two electric fields, we obtain the $\hat{\sigma}^{-} O A M_{+1}$ at $k z-\omega t=\frac{\pi}{2}$. In addition to $\hat{\sigma}^{-} O A M_{+1}=T M_{01}-i T E_{01}$, there are a series of transformation relations among CV, LP, and OAM modes. Moreover, we may note that there is no difference among the time average intensity patterns of CV and OAM modes. To further assure the phase information, a fundamental mode is usually used to interfere with a higher order fiber mode. Through the interference patterns we can obtain the phase information to confirm the specific electric vector field of the same doughnut intensity patterns. In the following section, we are going to derive the entire relation for CV modes, LP modes, and OAM modes, and introduce the generation and detection of OAM modes.

## 3. Basic Concepts and Theories of OAM Beams Generation and Detection

### 3.1. Transformation Relation among CV Modes, LP Modes, and OAM Modes

As the three groups of fiber mode bases, there is a transformation relation among CV modes, LP modes and OAM modes. Among these three modes, CV modes are the eigenmodes in fiber, which are able to propagate stably in fiber. We start our introduction of the transformation relation with CV modes.

In an axisymmetric index profile fiber, the intrinsic electric field is under the restriction of a cylindrical waveguide. By solving the Helmholtz equation in cylindrical coordinates, the eigenmodes in fiber can be derived, that is the CV modes. The solutions are given in Equation (1):

$$
\binom{E_{x}(r, \xi, z)}{E_{y}(r, \xi, z)}=\left\{\begin{array}{cc}
F_{l, m}(r)\binom{\cos (l \xi)}{\sin (l \xi)} e^{i \beta_{1} z ;} & E H_{l-1, m}^{\text {even }} / T M_{0, m}  \tag{1}\\
F_{l, m}(r)\binom{-\sin (l \xi)}{\cos (l \xi)} e^{i \beta_{2} z ;} & E H_{l-1, m}^{\text {odd }} / T E_{0, m} \\
F_{l, m}(r)\binom{\cos (l \xi)}{\cos (l \xi)} e^{i \beta_{3} z ;} & H E_{l+1, m}^{\text {even }} \\
F_{l, m}(r)\binom{\sin (l \xi)}{\cos (l \xi)} e^{i \beta_{4} z ;} & H E_{l+1, m}^{o d d}
\end{array}\right.
$$

where $\xi$ is the spatial angle, $F_{l, m}(r)$ is radial field distribution, $l$ is the azimuthal order of CV modes, $m$ is the radial order and $\beta_{1-4}$ are the propagation constants. Usually, $F_{l, m}(r)$ is the Bessel function in a step index fiber. For $l=1, E H_{l-1, m}^{\text {odd }}$ should be substituted by $T M_{0, m}$ and $E H_{l-1, m}^{\text {even }}$ should be substituted by $T E_{0, m}$. In this section, however, we simply use $E H_{l-1, m}^{\text {even }}$ and $E H_{l-1, m}^{o d d}$ to express the corresponding CV modes for conciseness, even for $l=1$. Any $l$ th-order electric field in fiber can be decomposed into the superposition of the four degenerated eigenmodes, that is, $E=A E H_{l-1, m}^{\text {even }}+B E H_{l-1, m}^{\text {odd }}+C H E_{l+1, m}^{\text {even }}+D H E_{l+1, m}^{\text {odd }}$, where $(A, B, C, D)^{T}$ is an arbitrary complex vector. The amplitudes and the phases of $(A, B, C, D)^{T}$ represent the amplitudes and the relative phases of $E H_{l-1, m^{\prime}}^{\text {even }}, E H_{l-1, m^{\prime}}^{\text {odd }}$, and $H E_{l+1, m^{\prime}}^{\text {even }}, H E_{l+1, m^{\prime}}^{\text {odd }}$, respectively.

In $O A M$ mode bases, the four mode bases are $\hat{x} O A M_{-l}, \hat{y} O A M_{-l}, \hat{x} O A M_{+l}$, and $\hat{y} O A M_{+l}$, where $\hat{x}(\hat{y})$ represents the $x(y)$ linearly polarized direction and $O A M_{ \pm l}$ represents the OAM modes with TCs $\pm l$. With the aid of Jones calculus, any $l$ th-order electric field can be expressed as $E=O A M_{-l}\binom{x_{-l}}{y_{-l}}+O A M_{+l}\binom{x_{+l}}{y_{+l}}$. Likely, as an arbitrary complex vector, $\left(x_{-l}, y_{-l}, x_{+l}, y_{+l}\right)^{T}$ completely describes the entire $l$ th-order electric field. In LP mode bases, the four mode bases are $\hat{x} L P_{l, m}^{\text {even }}, \hat{y} L P_{l, m}^{\text {even }}, \hat{x} L P_{l, m}^{\text {odd }}$, and $\hat{y} L P_{l, m}^{\text {odd }}$, where $L P_{l, m}^{\text {even }}$ and $L P_{l, m}^{o d d}$ represent the two LP modes with complementary intensity patterns. Any lth-order electric field can be expressed in LP mode bases as $E=L P_{l, m}^{\text {even }}\binom{x_{e}}{y_{e}}+L P_{l, m}^{\text {odd }}\binom{x_{0}}{y_{0}}$. The corresponding complex vector is $\left(x_{e}, y_{e}, x_{0}, y_{o}\right)^{T}$.

For three groups of fiber mode bases, there exists transformation relation from CV modes to LP modes and OAM modes as follows (the detailed derivation can be found in [54]):

$$
\frac{1}{2}\left(\begin{array}{cccc}
1 & -i & 1 & i  \tag{2}\\
i & 1 & -i & 1 \\
1 & i & 1 & -i \\
-i & 1 & i & 1
\end{array}\right)\left(\begin{array}{c}
A \\
B \\
C \\
D
\end{array}\right)=\left(\begin{array}{c}
x_{-l} \\
y_{-l} \\
x_{+l} \\
y_{+l}
\end{array}\right)
$$

for CV modes to OAM modes:

$$
\left(\begin{array}{cccc}
1 & 0 & 1 & 0  \tag{3}\\
0 & 1 & 0 & 1 \\
0 & -1 & 0 & 1 \\
1 & 0 & -1 & 0
\end{array}\right)\left(\begin{array}{l}
A \\
B \\
C \\
D
\end{array}\right)=\left(\begin{array}{l}
x_{e} \\
y_{e} \\
x_{0} \\
y_{0}
\end{array}\right)
$$

for CV modes to LP modes, and:

$$
\frac{1}{2}\left(\begin{array}{cccc}
1 & 0 & i & 0  \tag{4}\\
0 & 1 & 0 & i \\
1 & 0 & -i & 0 \\
0 & 1 & 0 & -i
\end{array}\right)\left(\begin{array}{l}
x_{e} \\
y_{e} \\
x_{0} \\
y_{0}
\end{array}\right)=\left(\begin{array}{c}
x_{-} \\
y_{-} \\
x_{+} \\
y_{+}
\end{array}\right)
$$

for LP modes to OAM modes. If we define the transformation matrix of CV modes to LP modes (Equation (3)) as $\mathrm{M}_{1}$, and the transformation matrix of LP modes to OAM modes as $\mathrm{M}_{2}$ (Equation (4)), then the transformation matrix of CV modes to OAM modes (Equation (2)) is just the matrix product of $M_{1}$ and $M_{2}$, namely, $M_{3}=M_{1} M_{2}$. Figure 3 shows the intuitive sketch describing the transformation relation among CV modes, LP modes and OAM modes. In Figure 3, the circle indicates all $l$ th order electric fields, which should be a four-dimensional complex space, however, we simply use a two-dimensional circle to express them. The lines with different colors in the three circles indicate the different divided methods of the four-dimensional complex space. Notice that, the shapes of the lines are irrelevant. They are simply used to clearly denote the different space divided methods. Four degenerated modes operate as the different bases to completely describe the four-dimensional complex space (the entire $l$ th order modes), where they can be transformed into each other through the transformation matrix derived above. The transformation among the mode bases is equivalent to the base transformation in the four-dimensional complex space, by the aforementioned matrices. The generation of pure OAM modes, is equivalent to adjust the mode field using physical methods to further simplify the expression in OAM mode bases. For example, a pure OAM mode $\hat{x} O A M_{-l}$ expressed in OAM mode bases is $(1,0,0,0)^{T}$, whereas $0.5\left(E H_{l-1, m}^{\text {even }}+i E H_{l-1, m}^{\text {odd }}+H E_{l-1, m}^{\text {even }}-i H E_{l-1, m}^{\text {odd }}\right)$ or $0.5(1, i, 1,-i)^{T}$ in CV mode bases and $\hat{x} L P_{l, m}^{\text {even }}-i \hat{x} L P_{l, m}^{\text {odd }}$ or $(1,-i, 0,0)^{T}$ in LP mode bases. The three expressions denote the same spatial field which is not a pure CV mode or pure LP mode because the expression in the corresponding mode bases contain several components. The generation of pure CV modes or LP modes is similar.


Figure 3. Sketch of the four-dimension complex space model and the transformation among CV mode, LP mode, and OAM mode bases of $l$ th azimuthal order modes.

### 3.2. Generation of OAM Beams

Recently, all-fiber OAM generation methods have received increasing interests owing to the advantages of the lower insertion loss and better compatibility with the optical fiber communication links. The all-fiber system used to generate OAM beams can be summarized as shown in Figure 4. The system is divided into three parts: mode couple module, field control module, and polarization separation module.

Due to the difference of the effective refractive index (ERI) between different order modes being sufficiently large that mode coupling between different mode groups cannot occur by perturbations, such as fiber bending, twisting or extrusion. The mode couple module is used to couple the fundamental mode to a specific $l$ th-order CV mode. It is usually composed of the fiber gratings [31-44] and the fiber couplers [45-48]. As mentioned above, the $l$ th-order CV modes are composed of four degenerated modes. The mode couple module couples the fundamental mode to the $l$ th-order CV modes, which can be seen as the superposition of the initial four degenerated modes with random amplitudes and phases in reality. This typically can't be used to generate pure OAM beams.

The field control module, the polarization controller (PC) usually used in the fiber system, is applied to redistribute the generated random state of lth-order CV modes. Due to the ERIs of the four degenerated modes with the same order are approximately the same, the four degenerated modes with the same order will be strongly coupled to other degenerated modes in the same mode group when passing through the PC because of the bending, twisting, and extruding of the few-mode fiber (FMF) provided by the PC. This will change the relative amplitudes and phases among these four degenerated modes. In some particular situation, the pure OAM modes can be generated, such as $\hat{\sigma}^{ \pm} O A M_{ \pm l}=H E_{l+1, m}^{\text {even }} \pm i H E_{l+1, m}^{\text {odd }}$.


Figure 4. Sketch of fiber OAM modes generation system. Reprinted with permission from [54], copyright 2018 De Gruyter.

The polarization separation module is used to separate two orthogonal polarized OAM modes after the polarization control module. It is composed of a QWP and a polarizer with a particular angle. The angle depends on the mode distribution prior to the polarization separation module. If the field control module generates an electric field of two orthogonal polarized OAM modes which carry different TCs, such as $\hat{\sigma}^{+} O A M_{-l}+\hat{\sigma}^{-} O A M_{+l}$, the two polarized orthogonal OAM modes can be separated through a polarization separation module. A polarization separation module is not necessary if the electric field after the polarization control module is carrying pure TC.

### 3.3. Detection of OAM Beams

Beams from the fiber will be converted into a divergent wave once they leave the fiber. For conciseness, we use a spherical wave to discuss the same physical process in this review. Indeed, they could be other types of divergent waves besides spherical waves, as long as their wavevectors are different from the other interference beam, such as a Gaussian light, whose curvatures of these lights are not the same on the beam cross-section when propagating while a spherical wave is a light wave with an invariant curvature. Without loss of generality, the physical meaning of the discussion below will not change under the assumption of a spherical wave.

The spherical wave is characterized by the factor $e^{i k R}$, where $k$ is the wavevector and $R=$ $\left(x^{2}+y^{2}+z^{2}\right)^{\frac{1}{2}}$ is the radius relative to the light source. A spherical wave carrying OAM TC $=+$
$l$ can be expressed as $\left.E_{S}(r, \xi, z)=F_{l, m}(r) e^{i\left(l \xi+k_{s}\left(r^{2}+z^{2}\right)^{\frac{1}{2}}\right.}\right)$, where $k_{s}$ denotes the wavevector of OAM mode, $r=\left(x^{2}+y^{2}\right)^{\frac{1}{2}}$ and $\xi$ denote the transverse radius and the spatial angle on the beam cross section respectively and $z$ denotes the propagating distance along with the optics axis. In addition, $F_{l, m}(r)$ is the radial field distribution, as mentioned above. A fundamental mode with a different divergence is usually used to interfere with OAM beam to detect the phase information of OAM beams. A spherical fundamental mode can be expressed as $E_{f}(r, \xi)=F_{0,1}(r) e^{i k_{f}\left(r^{2}+z^{2}\right)^{\frac{1}{2}}}$, where $k_{f}$ denotes the wavevector of fundamental mode. In general, the radial field distribution only affects the spot size but do not contribute to the final interference shapes. Herein, we omit the discussion about the radial field. Assume that the polarizations of the signal OAM beams and the interference beams are the same, the interference of the electric field should be:

$$
\begin{equation*}
|E|^{2}=\left(E_{s}+E_{f}\right)^{*}\left(E_{s}+E_{f}\right)=\left|E_{s}\right|^{2}+\left|E_{f}\right|^{2}+E_{s}^{*} E_{f}+E_{f}^{*} E_{s} \tag{5}
\end{equation*}
$$

where the left term $\left|E_{S}\right|^{2}+\left|E_{f}\right|^{2}$ is the direct current (DC) component invariant with the spatial angle $\xi$, which acts as an intensity base in the interference patterns. Because the DC component doesn't affect the shapes of the patterns, we emphatically show the interference term $E_{s}^{*} E_{f}+E_{f}^{*} E_{s}$ through Equation (6):

$$
\begin{equation*}
E_{s}^{*} E_{f}+E_{f}^{*} E_{s} \propto F_{l, m}(r) F_{0,1}(r) \cos \left(l \xi+\left(k_{s}-k_{f}\right)\left(r^{2}+z^{2}\right)^{\frac{1}{2}}+\phi_{s}-\phi_{f}\right) \tag{6}
\end{equation*}
$$

where the term $F_{l, m}(r) F_{0,1}(r)$ indicates the area of interference related to the spot sizes of OAM beam and fundamental beam. Here, $\phi_{s}-\phi_{f}$ indicates the initial phase difference of OAM beam and the fundamental beam. Based on Equation (6), Figure 4 shows the interference patterns of $O A M_{+1}$, $O A M_{+2}$ and $O A M_{+3}$ with the different wavevector difference $k_{s}-k_{f}$ and initial phase difference $\phi_{s}-\phi_{f}$.

As can be seen, when $k_{s} \neq k_{r}$, the patterns exhibit the vortex shapes, while the vortex number indicates $|l|$, the absolute value of TC. Meanwhile, the vortex rotation direction is closely related to the difference between wave vectors of two beams. When $k_{s}-k_{f}<0$, which indicates that the fundamental beam is more divergent, a counter-clockwise vortex indicates $l$ as the positive value while a clockwise vortex indicates the negative value. Contrary patterns exist when $k_{s}-k_{f}>0$. When $k_{s}=k_{f}$, the interference patterns do not exhibit the vortex shapes and we are unable to judge the specific TC for this type of interference.

Moreover, Figure 5a,b show the effects of the initial phase difference $\phi_{s}-\phi_{f}$ between the two interference beams on the interference patterns. When the initial phase difference changes, the patterns simply rotate an angle but do not change the number and direction of the vortex. This means that the initial phase difference does not disturb OAM beam detection under the interference condition.

If the physical process is angle-independent, the distinction between $O A M_{+l}$ and $O A M_{-l}$ is not important. We can simply define one direction of the rotated vortex as $O A M_{+l}$ and the other as $O A M_{-l}$. The counter-clockwise rotated vortex is usually defined as $O A M_{+l}$. However, if the physical process is related to the meta-surface, chiral devices, and some other angle-dependent devices, the distinction between $O A M_{+l}$ and $O A M_{-l}$ is crucial, and a meticulous method must be used, as discussed above. That is, the divergence of the signal OAM beam and the interference fundamental beam must be given.


Figure 5. The interference patterns of $O A M_{+1}, O A M_{+2}$ and $O A M_{+3}$ when $k_{s}-k_{f}>0, k_{s}-k_{f}=0$ and $k_{s}-k_{f}<0$ and (a) $\phi_{s}-\phi_{f}=0$ and (b) $\phi_{s}-\phi_{f}=0$.

Figure 6a shows another influencing factor in addition to the difference in wavevector, that is, the tilted degree, which indicates the difference in the propagating direction of the reference beam from the signal OAM beam. The larger the tilted degree is, the larger the angle of the propagating direction between the OAM beam and the reference beam. The effects of the TC and wavevector have been discussed above (Figure 5). Here, we highlight the effect of the tilted degrees. In Figure 6a, we set the propagating direction of the signal OAM beam as the reference axis (red arrow). On the top of Figure 6a, the red arrow indicates that the propagation direction of the signal OAM beam and the reference beam are the same. In addition, black arrows indicate the tilted degree between these two beams. As can be seen, the interference patterns shift into a fork-like shape from the vortex shape when the tilted degree increases. In addition, the open direction of the "fork" is closely related to the tilted direction. As shown in the second row in Figure 6a, for $O A M_{-1}$, the fork is upward open when the fundamental mode is left-tilted in relation to signal OAM beam. While it is downward open direction for a right-tilted fundamental mode. For $O A M_{+1}$ (the first row of Figure 6a), the results are opposite, compared to the first and the second rows in Figure 6a. Thus, interference patterns are closely related to the left-tilted or right-tilted between the OAM mode and the fundamental mode.

As for the effect of the difference of wavevectors, compared with the second and the fourth row of Figure 6a, the divergence (wavevector) difference $k_{s}-k_{f}$ does not disturb the judgement for nonzero tilted degree. Unlike a case of normal incidence (the middle red arrow), the vortex shape is different when the divergence difference $k_{s}-k_{f}$ changes, as shown in the middle column in Figure 6a, which will disturb the judgment about the TC of signal OAM beam. In addition, when disregarding TC = $+l$ or TC $=-l$ of the OAM mode, upward-open-fork shape patterns are usually defined as $+l$ while the downward-open-fork shape patterns are defined as $-l$. Otherwise, it's necessary to introduce the reference beam is left-tilted or right-tilted relative to the propagation direction of signal OAM beam.

In addition to using a fundamental beam with a different divergence to interfere with OAM beams, there are still some other methods to obtain the TC information of an OAM beam. The reference light $E_{f}$ can be other types, such as a tilted plane light wave and an OAM beam itself with a spatial translation. Without proof, we provide the typical interference patterns of these two types.

Figure 6b shows the interference between a non-divergent OAM beam $\left(O A M_{-1}, O A M_{-2}\right.$ and $\left.O A M_{-3}\right)$ and right-tilted plane light wave $\left(k_{s}=k_{f}=0\right)$. This is the degenerated case when $k_{s}-k_{f}=0$ and titled degree is non-zero in Figure 6a. We are able to judge different TCs through this interference method. In physical angle-independent processes, people generally define the number of interference line in the upper part $l$ more than that in the lower part. In other words, a right-tilted reference beam is usually assumed if not caring about the sign of the TC. For an angle-dependent physical process, the tilted degree between the OAM mode and fundamental mode must be given.


Figure 6. (a) Interference patterns with different TCs, wave vectors and tilted degrees. The interference patterns of OAM beams $\left(O A M_{-1}, O A M_{-2}, O A M_{-3}\right)$ with (b) the tilted plane light wave; (c) itself with a translation when the initial phase interference $\phi_{s}-\phi_{f}=0$ or $\pi$.

As for Figure 6c, the OAM beam interferes with itself with a translation. If setting the propagating direction of the left-translational OAM beam as the reference axis (Figure 6a), the other OAM beam operates as a left-tilted reference beam related to the signal OAM beam. These two interference beams have the same divergence (wavevector). Thus, in the left area of arbitrary subfigure in Figure 6c, the TC is recognized as $+l$ for a downward open fork-shaped pattern and $-l$ for upward open fork-shaped pattern, according to the judging method given in Figure 6a. For the right area, the result is opposite, where the TC is $+l$ for upward-opening-fork shape pattern and $-l$ for downward-opening-fork shape pattern. To integrate these two methods, when comparing Figure $6 b, c$, we just need to focus on the right part in Figure 6c and use the same judgment process as that used for the tilted plane light wave (Figure 6b). In addition, the two rows patterns in Figure 6b,c show the effect of initial phase difference on the interference pattern. This simply leads to a translation of the patterns but not disturb the judgment about the TC.

## 4. Advances in Fiber OAM Generation Systems

### 4.1. Fiber Grating-Based OAM Generation Systems

Optical fiber gratings, a diffraction grating formed by the axially periodic refractive index modulation of fiber core using a certain method, have been developed into a mature technology and have been widely used in optical communications and fiber sensing in recent decades [55]. It is well-known that optical fiber gratings can be classified into two types, that is, fiber Bragg grating (FBG) [56] and long-period fiber grating (LPFG) [57-68], according to the grating period. The grating period of FBG is usually hundreds of nanometers or a few micrometers and the grating period of LPFG is usually hundreds of micrometers. In the FBG or LPFG, the fundamental mode in fiber core is coupled to the backwardor forward-propagating cladding mode or core mode at distinct wavelengths respectively. LPFG, written into a few-mode fiber, is the most commonly used an OAM conversion device. The working principle of the LPFG is the coupled mode theory. When the grating period satisfies the phase-matching condition $\lambda_{m}=\left(n_{e f f 1}-n_{e f f}\right) \Lambda$, where $\lambda_{m}$ is the resonant wavelength, $n_{e f f 1}$ and $n_{e f f 2}$ are the effective refractive index (ERI) of fundamental mode and higher-order core mode, respectively, the fundamental mode in the fiber core will be coupled to higher-order core mode, thereby leading to the transmission spectrum of the fundamental mode with one or a few notches, as shown in Figure 7c.

There have been several methods used to fabricate an LPFG, including ultraviolet laser [57], femtosecond laser irradiation [58], $\mathrm{CO}_{2}$ laser irradiation [27,32,43,59-61], cleaving-splicing method [62], arc discharge [63], acousto-optic interaction [64], mechanical micro-bending [31,33-35,65], and so on. The $\mathrm{CO}_{2}$ laser irradiation and mechanical micro-bending are the two frequently-used methods to fabricate the LPFG to generate the OAM modes.

The working principle of the mechanically induced LPFG is shown in Figure 7a. The few-mode fiber is placed between two plates with periodically grooves or between a plate with periodically grooves and a flat plate. When the period satisfies the phase-matching condition and putting pressure on the one of the two plates, the fundamental mode will be coupled to the higher-order core mode. The advantages of this method are that one can adjust the resonant wavelength or the order of coupled higher order mode, by adjusting the grating period. In addition, the length of the fiber under pressure, which controls the linewidths of the notch, can easily be changed. In addition, the depth of the notches can be tuned by adjusting the pressure. Finally, when the pressure is removed, the transmission spectrum of the fiber returns to its initial spectrum. The disadvantage of this method is some fiber cannot be used to fabricate an LPFG.

Compared with the methods mentioned above, a high-frequency $\mathrm{CO}_{2}$ pulse is an attractive tool used to fabricate an LPFG owing to its convenience, economy and high efficiency. As shown in Figure 7 b , the $\mathrm{CO}_{2}$ laser irradiation method uses a high-frequency $\mathrm{CO}_{2}$ laser to continuously notch grooves on one side of the few-mode fiber to form a series of periodic structures. Because of the advantages of a $\mathrm{CO}_{2}$ laser writing technique, the LPFGs can be successfully written into various types of special fiber, such as multi-core fiber [66] and photonic crystal fiber [61,67], and different types of LPFG, such as a sampled or a chirped grating, can be inscribed in the fiber [68]. However, this method has broken the fiber structure, and the resonant wavelength and the coupled mode are fixed once the LPFG is fabricated.


Figure 7. Experimental setup of (a) mechanical micro-bending and (b) CO2 laser irradiation method to fabricate LPFGs; (c) transmission spectrum of the LPFGs. Reprinted with permission from [65], copyright 2000 The Optical Society; [60], copyright 2018 The Optical Society; [43], copyright 2018.

In general, fiber grating-based methods for pure OAM mode generation, with experimental set up as shown in Figure 8a, can be classified into two types according to the source modes. For one type, the OAM modes can be generated by combining two linearly polarized modes with a $\pi / 2$ phase shift, where the generated OAM modes have no spin angular momentum (SAM). For the other type, the OAM modes can be generated by combining two vector modes ( $H E_{l+1, m}$ or $E H_{l-1, m}$ ) with a $\pi / 2$ phase shift, where the generated OAM modes have the SAM at the same time. There have been many reports about the generation of these two types OAM modes using LPFGs [32,34,35,37,43].

For the first type, namely the generation of linearly-polarized OAM (LP-OAM) modes, the LP-OAM modes in the $x$ and $y$ polarized directions can be obtained by eliminating other component in the OAM mode bases except one, such as $\left(x_{-l}, y_{-l}, x_{+l}, y_{+l}\right)^{T}=(1,0,0,0)^{T}$, which corresponds to $\hat{x} O A M_{-l}$, an $x$-linear polarized OAM beam with $\mathrm{TC}=+l$. The expression in other mode bases can be obtained by substituting this vector into Equation (2) or Equation (4). $\left(x_{-l}, y_{-l}, x_{+l}, y_{+l}\right)^{T}=(1,0,0,0)^{T}$ is equivalent as $(A, B, C, D)^{T}=0.5,0.5 i, 0.5,-0.5 i^{T}$ and $\left(x_{e}, y_{e}, x_{0}, y_{0}\right)^{T}=(1,0,-i, 0)^{T}$. Given a physical meaning, that is $\hat{x} O A M_{-l}=0.5 E H_{l-1, m}^{\text {even }}+0.5 i E H_{l-1, m}^{\text {odd }}+0.5 H E_{l+1, m}^{\text {even }}-0.5 i H E_{l+1, m}^{\text {odd }}=$ $\hat{x} L P_{l, m}^{\text {even }}-i \hat{x} L P_{l, m}^{\text {odd }}$. Thus, the LP-OAM can be obtained by combining the even and odd $L P_{l, 1}$ mode
having the same polarized direction with a $\pm \pi / 2$ phase shift. The first order LP-OAM modes, composed of $L P_{11}^{a}$ and $L P_{11}^{b}$ mode with a $\pi / 2$ phase shift, using a two-mode fiber (TMF), a mechanical LPFG, a mechanical rotator and metal slabs, as shown in Figure 8a, and the second order LP-OAM modes, composed of $L P_{21}^{a}$ and $L P_{21}^{b}$ mode with a $\pi / 2$ phase shift, utilizing an LPFG written in a four-mode fiber induced by $\mathrm{CO}_{2}$ laser irradiation, have been experimentally demonstrated in [35] and [37], respectively.

For the other type, namely the generation of circularly-polarized OAM (CP-OAM) modes, the typical CP-OAM modes with SAM being $\pm 1$ can be obtained by the following equation [43]:

$$
\begin{align*}
& \left(\begin{array}{l}
\hat{\sigma}^{-} O A M_{+1} \\
\hat{\sigma}^{+} O A M_{-1} \\
\hat{\sigma}^{+} O A M_{+1} \\
\hat{\sigma}^{-} O A M_{-1}
\end{array}\right)=F_{1,1}(r)\left(\begin{array}{cccc}
1 & i & 0 & 0 \\
1 & -i & 0 & 0 \\
0 & 0 & 1 & i \\
0 & 0 & 1 & -i
\end{array}\right)\left(\begin{array}{c}
H E_{21}^{\text {even }} \\
H E_{21}^{o d d} \\
T M_{01} \\
T E_{01}
\end{array}\right), l=1  \tag{7}\\
& \left(\begin{array}{l}
\hat{\sigma}^{-} O A M_{+l} \\
\hat{\sigma}^{+} O A M_{-l} \\
\hat{\sigma}^{+} O A M_{+l} \\
\hat{\sigma}^{-} O A M_{-l}
\end{array}\right)=F_{l, 1}(r)\left(\begin{array}{cccc}
1 & i & 0 & 0 \\
1 & -i & 0 & 0 \\
0 & 0 & 1 & i \\
0 & 0 & 1 & -i
\end{array}\right)\left(\begin{array}{c}
H E_{l+e n}^{e v e n} \\
H E_{l+1,1}^{\text {odd }} \\
E H_{l-1,1}^{\text {even }} \\
E H_{l-1,1}^{\text {old }}
\end{array}\right), l \geq 2
\end{align*}
$$

where $\hat{\sigma}^{+}$and $\hat{\sigma}^{-}$represent left- and right-handed circular polarization. Taking $\hat{\sigma}^{+} O A M_{+1}$ as an example, one can just set the expression in the OAM mode bases as $\left(x_{-l}, y_{-l}, x_{+l}, y_{+l}\right)^{T}=(0,0,1, i)^{T}$ and calculate the corresponding expression in the CV mode bases or LP mode bases, the results of which are the same as Equation (7). The first- and second-order CP-OAM modes composed of even and odd $H E_{21}, H E_{31}, E H_{11}$ and $T M_{01}, T E_{01}$ modes with a $\pi / 2$ phase shift are experimentally demonstrated in [43] by our group, as shown in Figure 8b,c, using two LPFGs written in a four-mode fiber induced by $\mathrm{CO}_{2}$ laser. The first LPFG is used to convert fundamental mode to the first order mode. The second LPFG is used to convert the generated the first order mode to the second order mode which has wider bandwidth than the LPFG converting fundamental mode to the second order mode.

The OAM mode generated mentioned above is only one pure OAM mode with the same polarization. There are other two types of mixed OAM modes composed of two orthogonal polarized OAM modes with the opposite TCs, according to the polarization state of the two orthogonal modes that can be generated in all-fiber system. One type is LP-OAM, while the other type is CP-OAM.

For the first type, the mixed OAM mode, composed of two orthogonal LP-OAM modes with the opposite TCs, can be obtained by the following equation:

$$
E=\left\{\begin{array}{l}
E H_{l-1,1}^{\text {even }} \pm i H E_{l+1,1}^{\text {odd }}=\hat{x} O A M_{ \pm l} \pm i \hat{y} O A M_{\mp l}  \tag{8}\\
E H_{l-1,1}^{\text {odd }} \mp i H E_{l+1,1}^{\text {even }}=\hat{x} O A M_{\mp l} \pm i \hat{y} O A M_{ \pm l}
\end{array}\right.
$$

where $E$ represents the mixed OAM mode. We can find that the mixed OAM modes are composed of $x$ - and $y$-polarized LP-OAM modes with the opposite TCs, and these two orthogonal LP-OAM modes can be separated by a polarizer. In 2016, Jiang et al. experimentally demonstrated a method to generate optical vortices with tunable OAM in optical fiber by using a mechanical LPFG, a mechanical rotator and a metal parallel slab [34]. The tunable OAM mode can be seen as a combination of $H E_{l+1, m}^{\text {even }}$ $\left(H E_{l+1, m}^{\text {odd }}\right)$ and $E H_{l-1, m}^{\text {odd }}\left(E H_{l-1, m}^{\text {even }}\right)$, with a $\pi / 2$ phase shift. They experimentally achieved the smooth variation of OAM mode from $l=-1$ to $l=+1$ by adjusting the polarizer placed at the end of the fiber, as shown in Figure 8d.


Figure 8. (a) and (b) Operating principle of OAM generation based on LPFGs system; (c)-(e) mode pattern of corresponding generated OAM modes in (c) [43], (d) [34], and (e) [32], respectively. Reprinted with permission from [35], copyright 2015 The Optical Society; [32], copyright 2018 The Optical society; [34], copyright 2016 The Optical Society; [43], copyright 2018 De Gruyter.

For the other type, the mixed OAM mode, composed of two orthogonal CP-OAM modes with the opposite TCs, can be obtained by the following equation:

$$
\begin{gather*}
E H_{l-1, m}^{\text {even }}=\frac{1}{2}\left(\sigma^{-} O A M_{-l}+\sigma^{+} O A M_{+l}\right) \\
E H_{l-1, m}^{o d d}=-\frac{i}{2}\left(\sigma^{-} O A M_{-l}-\sigma^{+} O A M_{+l}\right) \\
H E_{l+1, m}^{\text {eden }}=\frac{1}{2}\left(\sigma^{+} O A M_{-l}+\sigma^{-} O A M_{+l}\right)  \tag{9}\\
H E_{l+1, m}^{o d d d}=\frac{i}{2}\left(\sigma^{+} O A M_{-l}-\sigma^{-} O A M_{+l}\right)
\end{gather*}
$$

We can see that the arbitrary single CV mode can be seen as a linear combination of a left-handed and a right-handed CP-OAM with the opposite TC. Since one of these two CP-OAM is left-handed, the other one is right-handed, we can use a QWP to make these two CP-OAM have an orthogonal projection. Then we can use a polarizer with optical axis rotating to one projection orientation to filter out the other CP-OAM. The authors of this paper have experimentally demonstrated that using a single CV mode in a two-mode fiber (TMF), the topological charge of generated OAM mode can be switched among $-1,0,+1$, as shown in Figure 8e [32]. In our work, a $\mathrm{CO}_{2}$-laser induced rocking LPFG inscribed in the two-mode fiber is fabricated to efficiently generate the CV mode, including $T E_{01}, T M_{01}$ and $T E_{01} \pm T M_{01}$ mode. Then a QWP and a polarizer are used to separate the two CP-OAM modes.

The OAM modes obtained by $[34,35,37,43]$ are all generated by a combination of two or four degenerated modes in the same mode group and the associated eigenmodes must maintain a stable phase and polarization. In addition, in ideal cylindrical waveguides such as fiber, the propagation constants of the $T E_{01}$ and $T M_{01}$ mode are different. For example, the effective index separation between the $T E_{01}$ and $T M_{01}$ mode is measured to be $6.6 \times 10^{-4}$ in the fiber [36]. The purity of CP-OAM generated by combination of $T M_{01} \pm i T E_{01}$ or $H E_{21}^{\text {even }} \pm i T E_{01}$ cannot be maintained when the length of optical fiber is changed. However, the OAM modes generated by a single CV mode don't have this problem.

However, the generated OAM modes obtained by the studies mentioned above are dependent on the polarization state of the input light, namely, these all-fiber generators exhibited a sensitivity requiring specialized polarization states for the input light without adjusting the PC. Zhang et al. have proposed a polarization-independent OAM generator based on a chiral fiber grating (CFG) fabricated by twisting a fused few-mode fiber during hydrogen-oxygen flame heating [44]. They experimentally fabricate a left-handed CFG (LCFG) and a right-handed CFG (RCFG) to convert the fundamental mode to the OAM mode, and experimentally investigate the polarization characteristics, helical phase of the coupled mode in CFG for varying polarization state of input light. Their results showed that the coupled OAM mode had the same polarization state with the input fundamental mode. And the chirality of the generated OAM mode was polarization-independent and determined solely by the helicity of the CFG, as shown in Figure 9. The OAM mode generated by the RCFG can only be $O A M_{+1}$ mode, while OAM mode generated by the LCFG can only be $O A M_{-1}$ mode.

Compared to other mode converters, LPFGs have many advantages, such as low loss, small size, easy fabrication, and high coupling efficiency up to $99 \%$, and so on. However, LPFGs also have many disadvantages compared with the mode selective coupler and the photonic lantern, for example, the narrow bandwidth and one LPFG can only convert the fundamental mode (the zeroth order mode) to a phase-matching higher order mode. Thus, there have been many attempts to increase the bandwidth of an LPFG, such as chirped LPFG [69], length-apodized LPFG [70], the cascading of several LPFGs [43], operating an LPFG at its turning point along its phase-matching curve [71], shortening the length of the LPFG, namely decreasing the number of grooves [72], and so on. However, chirping can significantly decrease the mode conversion efficiency and the bandwidth increase is still limited. For LPFG operating at its turning point, such a turning point may not exist for a given set of guided modes. For shortening the length of LPFG, it will decrease the coupling efficiency. For the cascading of several LPFGs, for example, the bandwidth of cascading two LPFGs that one LPFG convert fundamental mode to the first order mode and the other LPFG convert the first order mode to the second order mode is wider than the bandwidth of LPFG that directly converts fundamental mode to the second order mode [43], However, this method needs the fabrication of several LPFGs, which brings about extra loss.

### 4.2. Mode Selective Coupler (MSC)-Based OAM Generation Systems

Optical fiber couplers have been widely used in many research areas, such as optical communication, optical sensing, and fiber lasers. In addition, the fiber couplers can be fabricated from various types of fibers, such as single mode fiber, few mode fiber, polarization-maintaining fiber, and ring core fiber.

The operation principle of the MSC is shown in Figure 10. Composed of SMF and FMF, MSC is based on the phase-matching condition between the fundamental mode in the SMF and higher order modes in the FMF. This can be achieved by satisfying the ERI of the fundamental mode in the SMF equaling to that of the higher order mode in the FMF. When the phase-matching condition is satisfied, the fundamental mode in the SMF will be converted to the particular higher order mode in the FMF.


Figure 9. The mode pattern of generated OAM mode based on the (a) LCFG and (b) RCFG respectively; RCP: right circularly-polarized; LCP: left circularly-polarized. Reprinted with permission from [44], copyright 2019 The Optical Society.


Figure 10. Schematics of the MSCs, composed of the SMF and the FMF. SMF: single-mode fiber; FMF: four-mode fiber.

In order to determine the coupling efficiency between the fundamental mode and high-order modes on the fiber tapering diameter, the following coupled equations are solved [73]:

$$
\begin{align*}
& \frac{d A_{1}(z)}{d z}=i\left(\beta_{1}+C_{11}\right) A_{1}+i C_{12} A_{2} \\
& \frac{d A_{2}(z)}{d z}=i\left(\beta_{2}+C_{22}\right) A_{2}+i C_{21} A_{1} \tag{10}
\end{align*}
$$

where $z$ is the distance along the coupling region of the MSC, $A_{1}$ and $A_{2}$ are the slowly-varying field amplitudes in the SMF and FMF of the MSC, and $\beta_{1}$ and $\beta_{2}$ are the propagation constant of fundamental mode in the SMF and higher order mode to be coupled in the FMF, respectively. Due to the phase matching condition that ERI of fundamental mode in the SMF equaling to that of the first or second order modes in the FMF, $\beta_{1}$ should be equal to $\beta_{2}$. $C_{11}$ and $C_{22}, C_{12}$, and $C_{21}$ are the self-coupling and mutual coupling coefficients, respectively. Self-coupling coefficients are small relative to mutual coupling coefficients, and can be ignored. Moreover, the mutual coupling coefficients $C_{12} \approx C_{21} \approx C$, where $C$ is a coefficient depending on the width and length of the coupling region. Thus, the power distribution in coupler can be given as follows [74]:

$$
\begin{align*}
& P_{1}(z)=\left|A_{1}(z)\right|^{2}=1-F^{2} \sin ^{2}\left(\frac{C}{F} z\right)  \tag{11}\\
& P_{2}(z)=F^{2} \sin ^{2}\left(\frac{C}{F} z\right)
\end{align*}
$$

where $F=\left(1+\frac{\beta_{1}-\beta_{2}}{4 C^{2}}\right)^{-\frac{1}{2}}, F^{2}$ is the maximum coupling power between two fibers. According to Equation (11), it can be found that the power in coupling region exchanges periodically.

The MSC can be divided into two types according the fiber type used in its fabrication. One type is the MSC composed of the SMF and the FMF or multimode fiber (MMF). The FMF and MMF are
similar to the SMF, which is composed of a core, cladding, and coating. The RI difference between the fiber core and cladding or the radius of the fiber core of FMF/MMF is larger than that of SMF. The other type is the MSC composed of the SMF and the ring core fiber (RCF), also called vortex fiber. The RCF is usually composed of three parts, namely, the fiber core, cladding, and ring. In these three parts, the RI of the ring is the highest. Thus, the light is able to be restricted and propagate in the ring. While it's invariant for the RI of the fiber core and cladding. The RCF can limit the radial order $m$ to 1 and thereby fix the number of degenerated modes in each high azimuthal order mode group to be 4 , which will decrease the multi-input-multi-output complexity. In addition, the RCF is more suitable for transmitting OAM modes than the FMF or MMF. However, the fabrication of RCFs is more difficult than the FMF/MMF. The fabrication of MSC, composed of SMF and the FMF/MMF is easier than the MSC composed of SMF and RCF, while the later MSC is more compatible to the OAM mode transmission system than the MSC composed of FMF/MMF. There have been many works to generate OAM mode based on the two types of MSCs [45-48]. The experimental setup usually used to generate the OAM mode based on the MSC is shown in Figure 11a The MSC is used to couple the fundamental mode to the higher order CV mode group, and the polarization controllers are used to redistribute the generated random state of $l$ th-order CV modes to the OAM modes we want to obtain. The polarizer is used to identify the polarization state of the generated OAM modes or to separate the two orthogonal OAM modes.
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Figure 11. (a) A typical experimental setup based on MSC to generate OAM modes; $(\mathbf{b}-\mathbf{c})$ mode pattern of generated (b) LP-OAM, and (c) two orthogonal CP-OAM mode, respectively.

The authors of this paper have also experimentally demonstrated that arbitrary linearly-polarized OAM mode can be generated by carefully adjusting the PC without changing the polarization state of the input light based on the MSC, composed of a SMF and a TMF. The experimental results are shown in Figure 11b. We can find that the $0^{\circ}-, 45^{\circ}-, 90^{\circ}-$, and $135^{\circ}$-polarized LP-OAM modes with $\pm 1 \mathrm{TC}$ are generated successfully. In addition, we have also experimentally demonstrated the generations of $\sigma^{+} O A M_{ \pm 1}$ and $\sigma^{-} O A M_{ \pm 1}$ mode using a single first order CV mode, including $T M_{01}, T E_{01}, H E_{21}^{e v e n}$, and $H E_{21}^{\text {odd }}$ modes. These two CP-OAM modes can be separated by using a QWP and a polarizer with an angle $\pm \pi / 4$. The results are shown in Figure 11c.

Yao et al. have proposed an all-fiber system to generate tunable first order OAM mode based on an all-fiber MSC, composed of an SMF and a TMF [48]. The MSC is used to couple fundamental mode to the first order mode. And they experimentally demonstrate the generation of first order OAM mode, produced by combining $H E_{21}^{\text {even }}$ and $T E_{01}$ (or $H E_{21}^{\text {odd }}$ and $T M_{01}$ ) with a $\pi / 2$ phase shift, and the topological charge of generated OAM mode can be tuned from -1 to +1 by adjusting the polarizer placed at the end of the FMF.

The excitation of first order CP-OAM modes obtained by Equation (7), using an MSC composed of an SMF and an RCF for the first time have been experimentally demonstrated in [47], and the mode purity of excited OAM mode is up to $75 \%$.

Compared to the fiber grating-based mode converters mentioned above, the advantages of MSC include low loss, small size, easy fabrication, broad-bandwidth and the controllable coupling efficiency for the pure high-order mode which can be used in certain situations, such as in laser cavities, and so on. However, the MSCs also have disadvantages, for example, one MSC can only convert the fundamental mode to a particular high-order mode and, thus, we can only obtain one OAM mode by one MSC. If we want to multiplex N OAM modes, we need to cascade N MSCs which brings extra loss and complexity.

### 4.3. Micro-Structured Optical Fiber-Based OAM Generation System

The generation of OAM mode by the studies mentioned above are based on the all-fiber system concluded in Figure 4. The mode coupling module can only couple the fundamental mode to the mixed mode composed of four degenerated modes in the lth-order CV mode group with random phase and amplitude. A field control module is used to redistribute the phase and amplitude of four degenerated modes to generate the OAM mode. It is usually difficult to obtain one particular OAM mode by adjusting the PC in the all-fiber system. It is more convenient if we can use a special fiber device to directly couple the fundamental mode to the OAM mode we want. There have been some reported works generating OAM modes directly through a special micro-structured optical fiber design [49-51].

There are two main operating principles of designing fiber for converting the fundamental mode to the high order OAM modes. One is based on the mode coupling theory. The designed fibers based on this principle are usually composed of one or several single-mode cores used to support the fundamental mode and one ring core used to support OAM mode. The electric fields of the fundamental core mode and the high order mode in the ring can be expressed as:

$$
\begin{align*}
E_{A}(r) & =A(z) E_{A}(x, y) \exp \left(i \beta_{A} z\right)  \tag{12}\\
E_{B}(r) & =B(z) E_{B}(x, y) \exp \left(i \beta_{B} z\right)
\end{align*}
$$

where the coefficients $A(z)$ and $B(z)$ vary with $z$. And according to coupling mode theory, the two coefficients satisfy:

$$
\begin{align*}
& \frac{d A(z)}{d z}=i \kappa_{A A} A+i \kappa_{A B} B e^{i\left(\beta_{B}-\beta_{A}\right) z}  \tag{13}\\
& \frac{d B(z)}{}=i \kappa_{D D} B+i \kappa_{D} A \rho^{i\left(\beta_{A}-\beta_{B}\right) z}
\end{align*}
$$

The mode coupling coefficient $\kappa$ is given by:

$$
\begin{equation*}
\kappa_{v \mu}=\frac{\omega}{4} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E_{v}^{*}(x, y) \cdot \Delta \varepsilon \cdot E_{\mu}(x, y) d x d y \tag{14}
\end{equation*}
$$

where $\omega$ is the optical frequency, and $\triangle \varepsilon$ is the perturbation to the permittivity. The light power is supposed to only be launched into the fundamental mode core, so the coupling mode equation can be solved as:

$$
\begin{gather*}
A(z)=\left(\cos \gamma z-\frac{i \delta}{\gamma} \sin \gamma z\right) e^{i \delta z} \\
B(z)=\left(\frac{i \kappa_{B A}}{\gamma} \sin \gamma z\right) e^{-i \delta z} \tag{15}
\end{gather*}
$$

where $\gamma=\left(\kappa_{A B} \times \kappa_{B A}+\delta^{2}\right)^{1 / 2}$ and $\delta$ is the phase mismatching coefficient, where, $\delta=\left(\beta_{B}+\kappa_{B B}-\kappa_{A A}\right.$ $\left.-\beta_{A}\right) / 2$. The mode coupling efficiency can be expressed as:

$$
\begin{equation*}
\eta=\frac{\left|\kappa_{B A}\right|^{2}}{\gamma^{2}} \sin ^{2} \gamma z \tag{16}
\end{equation*}
$$

The authors of this paper have proposed and investigated a tunable microstructure optical fiber for different OAM mode generation by simulation based on the mode coupling theory. The microstructure optical fiber is composed of a high RI ring and a hollow core surrounded by four small air holes as shown in Figure 12 [49]. The hollow core and the surrounded four air holes are infiltrated by optical functional material whose RI can be modulated by physical parameters, leading to conversion between circularly-polarized fundamental mode and different OAM mode in the high RI ring with tunable operating wavelengths. The OAM modes are composed by $\hat{\sigma}^{ \pm} O A M_{ \pm l, 1}=H E_{l+1,1}^{e v e n} \pm i H E_{l+1,1}^{\text {odd }}$ and $\hat{\sigma}^{\mp} O A M_{ \pm l, 1}=E H_{l+1,1}^{\text {even }} \pm i E H_{l+1,1}^{\text {odd }}$, where $l$ ranges from 2 to 8 .


Figure 12. Schematic of proposed micro-structured optical fiber to generate OAM mode in [49]. Reprinted with permission from [49], copyright 2015 The Optical Society.

The other is to mimic the refractive spiral phase element [50,51]. This method typically uses the multi-core fiber (MCF) [50] or photonic crystal fiber (PCF) [51]. For the MCF, the phase change is a function of the core RI. Therefore, by arranging the RI distribution among the multi cores of the MCF. The phase difference between the adjacent core exactly equal $2 \pi l / N$ where $l$ is the TC of the desired OAM mode and $N$ is the number of cores of MCF. With such a phase difference distribution, when the spatial-phase-modulated multi-beams converge in a section of ring core fiber (RCF), the OAM mode with TC $l$ can be effectively generated [50]. For PCF, the air-holes in silica are arranged for the transverse subwavelength grating in [51]. The air-hole diameter across the transverse dimension can be varied to create an arbitrary ERI profile $N_{\text {eff }}(r, \theta)=N_{0}+\triangle N_{\text {eff }}(r, \theta)$, where $N_{0}$ and $\triangle N_{\text {eff }}(r, \theta)$ are the
constant and varying parts of $N_{e f f}(r, \theta)$. To generate OAM with TC $l$, the introduced ERI perturbation $\triangle N_{\text {eff }}(r, \theta)$ must satisfy the phase-matching condition:

$$
\begin{equation*}
\Delta N_{e f f}(r, \theta)=l \frac{\lambda}{z} \frac{\theta}{2 \pi} \tag{17}
\end{equation*}
$$

where $z$ is the length of the PCF.
The OAM generation methods based on the fiber design not only have the advantages of the fiber device such as low loss and small size, but also have the advantages such as directly converting the fundamental mode to the OAM mode and the TCs of generated OAM being controllable. However, the structures of the designed fiber are usually complicated and difficult to fabricate in reality.

### 4.4. OAM Generation Based on Photonic Lantern

The photonic lantern (PL) is a low-loss optical device that connects several single-mode cores or few-mode cores to a single multimode core. Early interest in PLs were based on their original application in astronomical instrumentation [75,76], but recently its application in optical fiber communication has been attracting increased attention from researchers. The PL can be a spatial multiplexer for space-division multiplexing because one PL can multiplex $N$ modes where $N$ is the number of SMF used to fabricate the PL, which in principle allows the capacity of the communication system to be multiplied by $N$ [77-89].

There are five types of PLs that have been reported to date [80-90]. The first type of PLs is fabricated by inserting $N$ separate SMFs into a surrounding glass cane which is usually the PCFs made from glass with a pattern of air holes in the cladding [80,81]. Then the resulting glass body is heated and drawn down to form a taper transition to an MMF port. The MMF core is formed by the fused mass of SMFs, with the reduced-index cladding formed by the cane glass. This method has the advantages of easy control of the arrangement of SMFs by designing the arrangement of air holes of the cane. However, the SMFs are accommodated in separate compartments. The second type of PLs is fabricated by inserting a bundled N SMFs together into a capillary which has a lower RI than that of the SMF cladding $[82,83]$. Then the capillary is heated and drawn on a tapering machine to form the MMF port, which is more practical. However, the arrangement of SMFs with this method is more difficult than that of the first type of PLs, and with the number of SMFs increasing, the difficulty of fabricating PLs also increases. The third type of PLs is fabricated by inserting an MCF into a capillary which has a lower RI than that of the MCF cladding [84,85]. Then the capillary is heated and drawn on a tapering machine to form the MMF port. This method has the advantages, for example, several kilometers of the MSC can be drawn at once and this method needs only one MCF compared to the first and second type of PLs needing $N$ SMFs. However, the MCF used in this method needs to be specially fabricated. The fourth type of PLs is fabricated by collapsing several holes in the multi-core PCF [86,87]. This is achieved by heating the PCF without significant stretching the fiber. Then the surface tension causes the holes to shrink and collapse completely which in effect makes the cores bigger until they merge to form a multimode core. The last type of PLs is fabricated by the direct laser writing technique on an integrated waveguide chip for locally modifying the structure of a substrate material in three dimensions [88-90]. There have been several studies regarding generating or multiplexing several OAM modes based on the mode-selective PL (MSPL) [52,53].

The generation of $O A M_{ \pm 1}=L P_{11}^{a} \pm i L P_{11}^{b}, O A M_{ \pm 2}=L P_{21}^{a} \pm i L P_{21}^{b}$, and the mixed OAM mode $O A M_{+1}+O A M_{-2}$ and $O A M_{-1}+O A M_{+2}$ are experimentally demonstrated by using the five-mode MSPL whose ERI profile is arranged to a ring shape in [52], as shown in Figure 13.


Figure 13. Schematic of operating principle of OAM generating based on the MSPL. Reprinted with permission from [52], copyright 2018 The Optical Society.

An all-fiber OAM multiplexer based on a six mode MSPL and a mode PC (MPC) that can multiplex both OAM modes of $-l$ and $+l$ up to the second order have been proposed in [53]. The generation of $O A M_{ \pm 1}, O A M_{ \pm 2}$, the mixed modes of arbitrary two OAM modes in these two OAM mode groups and the mixed mode of all four OAM modes have been experimentally demonstrated, as shown in Figure 14.


Figure 14. Mode pattern of generated OAM modes and the multiplexing of OAM modes using the MSPL. Reprinted with permission from [53], copyright 2018 The Optical Society.

Compared to the MSC and the LPFGs, the MSPL can multiplex $N$ modes at the same time and, thus, it can be used to multiplex $N$ OAM mode at the same time. However, with the number of SMF to fabricate the PL increasing, the difficulty of fabricating it also increases at the same time, and the insertion loss will also increase.

## 5. Discussions and Perspectives

As a new property of light that has been discovered relatively recently, OAM is playing an important role in various areas. There are two types of methods to generate OAM beams, spatial and fiber generating methods. Spatial generating methods have advantages in terms of flexible design and easily manipulation, but miniaturization is difficult. Compared with spatial methods, as natural azimuthal periodic beam-shapers, different types of fibers provide another way to generate OAM beams. Due to the miniaturization and low insertion loss, fiber methods occupy a place in OAM generation.

CV modes, OAM modes and LP modes are three types of fiber modes. Each possesses its own unique properties. Any electric field in the fiber is able to be decomposed into the superposition of one group of them, such as $E=\hat{x} O A M_{-l}=0.5 E H_{l-1, m}^{\text {even }}+0.5 i E H_{l-1, m}^{\text {odd }}+0.5 H E_{l+1, m}^{\text {even }}-0.5 i H E_{l+1, m}^{\text {odd }}=$ $\hat{x} L P_{l, m}^{\text {even }}-i \hat{x} L P_{l, m}^{\text {odd }}$. Mathematically, they operate as vector bases describing the electric field in the fiber. A particular higher order spatial mode consists of four degenerated modes. The four degenerated modes can be CV modes, OAM modes or LP modes. They are able to completely describe $l$ th order electric field in fiber, in their own forms. There exist transformation relations among these three modes. The so-called "OAM generation" is equivalent to adjusting the amplitudes and phases of the four degenerated modes in a particular order and simplifying the expression in OAM mode bases using physical methods. Taking $\hat{\sigma}^{+} O A M_{-l}$ as an example, if simultaneously calculating the equivalent CV modes, we obtain the typical expression similar to that found in almost all the studies, namely, $\hat{\sigma}^{+} O A M_{-1}=T M_{01}+i T E_{01}$. Equations (2)-(4) give all of these transformation relations among CV modes, OAM modes and LP modes. As for the detection of OAM beams, researchers have aimed
to detect the TC, that is, the helical degree of the OAM beams. Because the physical nature is the phase detection, the interference method is mostly used. The TC of an OAM beam can be recognized from the interference patterns. The common interference patterns are vortex shape or fork-like shape, depending on the specific interference condition, namely, type of reference beam, divergence, tilted degree, and phase difference.

A number of devices can generate OAM beams in a fiber system, including the optical fiber grating, the mode selective coupler, the microstructure optical fiber and the photonics lantern. Among these devices, the optical fiber grating and the mode selective coupler are relatively mature. However, their defection is also obvious. They can just couple the fundamental mode to one particular higher order mode. The microstructure optical fiber seems to be better than the former. It has more freedom in design and may be potential to realize some unique functions that other devices can't access. However, the fabrication of microstructure fiber is still a significant problem. Many microstructural optical fibers only exist in theory and are difficult to fabricate. Photonic lantern is the most potential OAM generating device so far. PL can be regarded as an enhanced mode selective coupler, which is able to distribute core modes into different higher order modes in distinguishing channel. This brings a significant benefit in terms of demultiplexing. Additionally, if reversing the structure of the PL (which requires a re-design but not a direct reverse the demultiplexing PL), different higher order modes can merge into a single core. Multiplexing can also be realized. The technique of PL is not yet mature and still needs time to be optimized. The targets of improvement, such as the channel number, insertion loss, and crosstalk, are still far from applicable.

Although the physical processes of these devices are different, their fundamental principle is the same, that is, coupling the fundamental mode to higher order modes in the corresponding channels, and carefully adjusting the four degenerated modes in a particular higher order. In special combinations of amplitudes and phases among four degenerated modes, the OAM mode can be obtained. So far, two types of combination among the four degenerated modes can be used to generate the OAM mode. The first type is the pure OAM state. In this situation we can obtain an OAM beam directly. The other type is the state consisting of two orthogonal polarized OAM modes with the opposite TC. By selecting the polarization, we can obtain the corresponding OAM mode. The latter method exhibits an extra benefit that the TC is adjustable.

In summary, OAM beams are receiving increasing interest in various areas due to their novelty and potential applications. There are many methods used to generate OAM beams, each with its own advantages and disadvantages. With different bottlenecks, all the technique still require time to realize commercialization. As a branch of OAM generation methods, fiber methods have contributed to the generation of OAM beams with the advantages of miniaturization and low insertion loss but challenges in robustness. Despite this, along with the efforts from researchers all around the world, we may see an increasing number of applications based on OAM beams in the future.
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#### Abstract

Orbital angular momentum (OAM) beams, a new fundamental degree of freedom, have excited a great diversity of interest due to a variety of emerging applications. The scalability of OAM has always been a topic of discussion because it plays an important role in many applications, such as expanding to large capacity and adjusting the trapped particle rotation speed. Thus, the generation of arbitrary tunable OAM mode has been paid increasing attention. In this paper, the basic concepts of classical OAM modes are introduced firstly. Then, the tunable OAM modes are categorized into three types according to the orbital angular momentums and polarization states of mode carrying. In order to understand the OAM evolution of a mode intuitively, three kinds of Poincaré spheres (PSs) are introduced to represent the three kinds of tunable OAM modes. Numerous methods generating tunable OAM modes can be roughly divided into two types: spatial and fiber-based generation methods. The principles of fiber-based generation methods are interpreted by introducing two mode bases (linearly-polarized modes and vector modes) of the fiber. Finally, the strengths and weaknesses of each generation method are pointed out and the key challenges for tunable OAM modes are discussed.
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## 1. Introduction

A light beam has two "rotational" degrees of freedom: spin angular momentum (SAM) and orbital angular momentum (OAM) [1]. The SAM per photon is $\sigma \hbar$ (where $\hbar$ is the Plank's constant $h$ divided by $2 \pi$ ), which is related to the state of polarization for left-circular $\sigma=+1$, for right-circular $\sigma=-1$, while for linearly polarized light $\sigma=0$. For elliptically polarized light, the SAM varies from zero to $\pm 1 \hbar$ as the state of polarization varies from linear to circular. The OAM is associated to the phase structure of the complex electric field with a helical phase front defined by the factor of $\exp (i l \theta)$, which carry a definite amount of OAM per photon equal to $l \mathrm{~h}$. As the OAM beams have a phase singularity, they have a doughnut-shaped spatial profile with zero intensity at the center Considerable interest in orbital angular momentum arises over its potential applications in multiple fields. For instance, orbital angular momentum can be transferred to trapped suitable material particles causing them to rotate, which enables optical manipulation, trapping and tweezers in fields as diverse as biosciences and micromechanics [2-5]; the angular momentum of light can be used to encode quantum information that is carried by the corresponding photon states [6]; the exploitation of the orbital angular momentum also opens the door to the generation and manipulation of multi-dimensional quantum entangled states with an arbitrarily large number of entanglement dimensions [7-10]; the doughnut intensity profile and phase singularity of OAM contribute to contrast enhancement techniques by
depleting the fluorescence everywhere except at the dark center of the depletion beam, which enables resolution microscopy beyond the diffraction limit [11-13]; the OAM modes are also applied in optical communications (fiber and free space) with large capacity and long ranges due to its partial robustness against turbulence [14,15]; and astrophysical processes may generate photonic OAM, such as light scattering off inhomogeneities in the environments surrounding energetic sources (masers, pulsars, quasars) and light scattering off rotating black holes [16], etc.

The unique advantage of using optical OAM in these applications relies, to a large extent, on the use of multiple different OAM states. For example, the multiple available OAM states facilitate high-dimensional quantum information processing and large-capacity optical communications. The rotation speed of the trapped micro-particles for optical micro-manipulation is also related to the states of OAM and required to be continuously adjusted [17,18]. Thus, the control of the orbital angular momentum in a beam is important.

In this paper, an overview of the basic concepts and generation methods of the tunable OAM modes is given. Firstly, the classical OAM mode is introduced in the Section 2, including the physical concept, mathematical expression and generation methods. Secondly, the basic concepts and theoretical expressions of three kinds of tunable OAM modes are briefly described in Section 3. In order to intuitively understand the OAM evolution, three Poincaré spheres (PSs) are used to represent the three kinds of tunable OAM modes, which is similar to the polarization PS. In addition, the relationships among three PSs are concluded. Then, the fiber-based and free-space generation methods are respectively classified into three types according to the controllable variables in the Section 4. Finally, the advantages and disadvantages of each generation method are listed and the key challenges for tunable OAM modes are discussed in Section 5.

## 2. The Classical Orbital Angular Momentum (OAM) Mode

The light beams carrying orbital angular momentum are spatially structured beams with helical phase fronts. For the points on the mode cross-section with the same radius, the polarization states and amplitudes are the same, but with different phases. The electromagnetic field of an classical OAM beam is identified by a phase term expressed as $\exp ( \pm i l \theta)$, where $\theta$ is the azimuthal angle in the transverse plane of the mode. The $l$ which called as the topological charge means the number of $2 \pi$ phase shifts along the circle around the beam axis $[1,19]$. The sign of $l$ is relative to the handedness of helical phase front. The positive is for left helical phase front and negative is for right helical phase front (from the point of view of the receiver). In principle, $l$ can take an arbitrary integer number ranged from $-\infty$ to $+\infty$, therefore, the state of OAM-carrying mode is infinite. Figure 1 shows the helical phase fronts of $l=0,1,-1$ and 2 . Meanwhile, the OAM is the component of angular momentum of a light beam that is only dependent on the spatial field distribution but not on the polarization. Thus, the OAM mode can be classified into two types according to the state of polarization (SOP) that the beam carries. One type is the linearly-polarized OAM (LP-OAM) whose polarization states of every point on the mode cross-section are the linear polarization. This kind of OAM mode has no SAM. The other type is circularly-polarized OAM (CP-OAM) whose polarization states of every point on the mode cross-section are the circular polarization.

In the free-space system, the OAM beams can be generated via numerous methods such as spatial light modulators [20], computer-generated fork holograms [21], spiral phase plates [22], cylindrical lens pairs [23], q-plates [24], etc. Although those spatial generation methods have the advantages of strong scalability and low crosstalk, there are two common defections for them, i.e., high insertion loss and large volume.


Figure 1. Helical phase fronts for (a) $l=0,(\mathbf{b}) l=1$, (c) $l=-1$, and (d) $l=2$. Reprinted with permission from [19], Copyright 2011 The Optical Society of America.

Compared with free-space generation systems, fiber-based methods have the advantage of the low insertion loss. Moreover, the devices in fiber-based generation methods are smaller, which greatly facilitates miniaturization. In the fiber, the $\mathrm{OAM}_{ \pm l}$ modes can be obtained by combining the two sets of fiber mode bases, LP mode and vector mode bases. The LP mode bases $\left(\mathrm{LP}_{l_{\text {max }}}, \mathrm{LP}_{l_{\text {may }}}, \mathrm{LP}_{l_{\text {mbx }}}\right.$ and $\mathrm{LP}_{\text {lmby }}$ ) and vector mode bases $\left(\mathrm{HE}^{\mathrm{e} / \mathrm{o}}, \mathrm{EH}^{\mathrm{e} / \mathrm{o}}, \mathrm{TE}\right.$ and TM$)$ are respectively scalar and vector solutions to Maxwell Equation in the fiber [25]. Here, " e " and " o " refer to the even and odd modes, " m " is the radial order, denoting the number of radial nodes of the mode and $l$ is the azimuthal order. The $l$ order LP mode bases can be expressed by the Equation (1).

$$
\begin{align*}
\mathrm{LP}_{l m a x} & =\overrightarrow{\mathrm{x}} \mathrm{~F}_{l m}(\mathrm{r}) \cos (l \theta) \mathrm{LP}_{l m a y}=\overrightarrow{\mathrm{y}} \mathrm{~F}_{l m}(\mathrm{r}) \cos (l \theta)  \tag{1}\\
\mathrm{LP}_{l m b x} & =\overrightarrow{\mathrm{x}} \mathrm{~F}_{l m}(\mathrm{r}) \sin (l \theta) \mathrm{LP}_{l m b y}=\overrightarrow{\mathrm{y}} \mathrm{~F}_{l m}(\mathrm{r}) \sin (l \theta)
\end{align*}
$$

where $\vec{x}$ and $\vec{y}$ denote the linear polarization along the $x$-axis and $y$-axis, respectively; $F_{l m}(r)$ represents the radial field distribution and $\theta$ is the azimuthal coordinate. The vector mode bases have the following transverse electric field distributions:

When two LP modes owning the same polarization directions are combined with a $\pm \pi / 2$ phase shift, the LP-OAM mode with same polarization as the LP modes is generated [26], as shown in Equation (3); When the even and odd modes of same vector mode (HE or EH) are combined with $\pm \pi / 2$ phase shift, the superimposed mode is CP-OAM mode, as shown in Equation (4). The OAM handedness and SAM handedness of modes based on the HE bases are the same, while those of modes based on the EH bases are opposite [25].

$$
\begin{gather*}
\left\{\begin{array}{c}
\mathrm{LP}_{l m a x} \pm i \mathrm{LP}_{l m b x} \\
\mathrm{LP}_{l m a y} \pm i \mathrm{LP}_{l m b y}
\end{array}\right\}=\mathrm{F}_{l m}(\mathrm{r})\left\{\begin{array}{c}
\overrightarrow{\mathrm{x}} \mathrm{OAM}_{ \pm l, m} \\
\overrightarrow{\mathrm{y}} \mathrm{OAM}_{ \pm l, m}
\end{array}\right\}  \tag{3}\\
\left\{\begin{array}{cc}
\mathrm{HE}_{l+1, m}^{\mathrm{e}} \pm i \mathrm{HE}_{l+1, m}^{\mathrm{o}} & (l>1) \\
\mathrm{EH}_{l-1, m}^{\mathrm{e}} \pm i \mathrm{EH}_{l-1, m}^{\mathrm{o}} & (l>1)
\end{array}\right\} \operatorname{or}\left\{\begin{array}{cc}
\mathrm{HE}_{l+1, m}^{\mathrm{e}} \pm i \mathrm{HE}_{l+1, m}^{\mathrm{o}} & (l=1) \\
\mathrm{EH}_{l-1, m}^{\mathrm{e}} \pm i \mathrm{EH}_{l-1, m}^{\mathrm{o}} & (l=1)
\end{array}\right\}=\mathrm{F}_{l, m}(\mathrm{r})\left\{\begin{array}{cc}
\sigma^{ \pm} \mathrm{OAM}_{ \pm l, m} & (l \geq 1) \\
\sigma^{\mp} \mathrm{OAM}_{ \pm l, m} & (l \geq 1)
\end{array}\right\} \tag{4}
\end{gather*}
$$

## 3. Three Kinds of Tunable OAM Modes

### 3.1. The OAM Varies from -l to $l$ with Homogeneous State of Polarization (SOP) along the Longitude of

 Orbital Poincaré Sphere (PS)The mode with OAM from $-l$ to $l$ and homogeneous SOP can be produced by overlapping two collinear classical OAM modes with variable relative amplitudes and equal but opposite phase chirality [16]. This kind of tunable OAM mode could maintain a constant geometry and total intensity during tuning, which is valuable for some applications such as the vortex tweezers and optical manipulation [2-5,17,18]. It is worth noting that the polarizations of two collinear classical OAM modes are the same. The superimposed mode is described by the equation:

$$
\begin{equation*}
\psi_{1}=a_{1}\left|\mathrm{~N}_{l}\right\rangle+b_{1} \mathrm{e}^{i \varphi_{1}}\left|\mathrm{~S}_{l}\right\rangle \tag{5}
\end{equation*}
$$

with positive, real amplitudes $a_{1}, b_{1}$ and relative phase $\phi_{1}$. In addition, the squares of amplitudes add up to unity. $\mathrm{N}_{l}$ and $\mathrm{S}_{l}$ are the two OAM modes owning topological charge $-l$ and $+l$ with the same polarization, respectively.

$$
\begin{align*}
\left|\mathrm{N}_{l}\right\rangle & =\mathrm{e}^{-i l \theta}\left(\mathrm{E}_{\mathrm{x}} \overrightarrow{\mathrm{x}}+\mathrm{E}_{\mathrm{y}} \overrightarrow{\mathrm{y}}\right) / \sqrt{\left(\left|\mathrm{E}_{\mathrm{x}}\right| 2+\left|\mathrm{E}_{\mathrm{y}}\right| 2\right)} \\
\left|\mathrm{S}_{l}\right\rangle & =\mathrm{e}^{+i l \theta}\left(\mathrm{E}_{\mathrm{x}} \overrightarrow{\mathrm{x}}+\mathrm{E}_{\mathrm{y}} \overrightarrow{\mathrm{y}}\right) / \sqrt{\left(\left|\mathrm{E}_{\mathrm{x}}\right| 2+\left|\mathrm{E}_{\mathrm{y}}\right|_{2}\right)} \tag{6}
\end{align*}
$$

where $\mathrm{E}_{\mathrm{x}}$ and $\mathrm{E}_{\mathrm{y}}$ are the complex amplitudes of x and y polarizations, respectively. In agreement with intuitive arguments, the amplitudes $a_{1}$ and $b_{1}$ govern the relative contribution of $\mathrm{OAM}_{+\ell}$ and $\mathrm{OAM}_{-\ell}$ to the local and total orbital angular momentum. In general, the average OAM value that mode carries is calculated from the power in each OAM mode, as shown in Equation (7). The $\mathrm{P}_{l}$ represents the power in each OAM mode [27].

$$
\begin{equation*}
\mathrm{L}_{\mathrm{ave}}=\frac{\sum l P_{l}}{\sum P_{l}}=\frac{l \times|a|^{2}+(-l) \times|b|^{2}}{|a|^{2}+|b|^{2}} \tag{7}
\end{equation*}
$$

In 1999, M. J. Padgett and J. Courtial proposed an orbital PS to represent this kind of tunable OAM mode intuitively [28]. The north and south poles of the orbital PS represent the OAM modes with equal $\ell$ value but opposite helicity, respectively. Similar to the polarization PS [29], all the points on the orbital PS can be described as the superposition of the two poles. Therefore, according to Equation (5), the orbital PS can be used to describe completely all the states for this kind of tunable OAM. Figure 2a,b show the mode patterns, phase distributions and polarization states on the two orbital PSs when $l=1$ and $l=4$, respectively.

Unlike the classical OAM mode, the amplitude and phase of the superimposed mode vary with azimuthal coordinate, which can be changed by modulating the relative amplitudes of $\mathrm{OAM}_{+l}$ and $\mathrm{OAM}_{-\ell}$ modes. When $\mathrm{a}=0$ or $\mathrm{b}=0$, the superimposed mode has the phase of a classical $\mathrm{OAM}_{+l}$ or $\mathrm{OAM}_{-\ell}$ mode which lies on the south or north pole, as the $\mathrm{S}_{l}$ and $\mathrm{N}_{l}$ points shown in Figure $2 \mathrm{a}, \mathrm{b}$; When $\mathrm{a}=\mathrm{b}$, the phase of the mode is binary with $2 l$ alternating phase segments of 0 and $\pi$, which is equivalent to the phase of the optical cogwheel. This mode carries no orbital angular momentum and possesses $2 l$ intensity peaks about the azimuthal coordinate, which is the $\mathrm{LP}_{\ell \mathrm{m}}$ mode of fiber and lies on the equator. The intensity fringes will occur to rotate about the center of the resultant beam by adjusting the relative phase $\left(\phi_{1}\right)$ of the two overlapping modes. We show the mode patterns of two points $\left(\mathrm{H}_{l}\right.$ and $\left.\mathrm{V}_{l}\right)$ which are located at the start and end points of the diameter on the equator. The $\mathrm{H}_{l}$ and $\mathrm{V}_{l}$ points are the combination mode of two poles owning same amplitude with $\phi_{1}=0$ and $\pi$, respectively.

$$
\begin{gather*}
\left|\mathrm{H}_{l}\right\rangle=\frac{\left|\mathrm{N}_{l}\right\rangle+\left|\mathrm{S}_{l}\right\rangle}{\sqrt{2\left(\left|\mathrm{E}_{\mathrm{x}}\right| 2+\left|\mathrm{E}_{\mathrm{y}}\right|_{2}\right)}}=\frac{\sqrt{2}\left[\cos (l \theta)\left(\left(\mathrm{E}_{\mathrm{x}} \overrightarrow{\mathrm{x}}+\mathrm{E}_{\mathrm{y}} \overrightarrow{\mathrm{y}}\right)\right]\right.}{\sqrt{\left(\left|\mathrm{E}_{\mathrm{x}}\right| 2+\left|\mathrm{E}_{\mathrm{y}}\right| 2\right)}} \\
\left|\mathrm{V}_{l}\right\rangle=-i \frac{\left|\mathrm{~N}_{l}\right\rangle-\left|\mathrm{S}_{l}\right\rangle}{\sqrt{2\left(\left|\mathrm{E}_{\mathrm{x}}\right|_{2}+\left|\mathrm{E}_{\mathrm{y}}\right|_{2}\right)}}=\frac{-\sqrt{2}\left[\sin (l \theta)\left(\left(\mathrm{E}_{\mathrm{x}} \overrightarrow{\mathrm{x}}+\mathrm{E}_{\mathrm{y}} \overrightarrow{\mathrm{y}}\right)\right]\right.}{\sqrt{\left(\left|\mathrm{E}_{\mathrm{x}}\right| 2+\left|\mathrm{E}_{\mathrm{y}}\right|_{2}\right)}} \tag{8}
\end{gather*}
$$

When $0<\left|a_{1}-b_{1}\right|<1$, the local curvature of the helical wavefront is no longer constant nor linear. However, the phase singularity remains, qualifying the beam as a kind of optical vortex. Meanwhile, the intensity distribution also becomes an intermediate state between the LP mode and OAM mode. For $0<a_{1}-b_{1}<1$, the superimposed mode has the negative average $O A M$ value and hence lies on the upper hemisphere. For $-1<a_{1}-b_{1}<0$, the superimposed mode has the positive average OAM value and lies on the lower hemisphere. The $\mathrm{A}_{l}$ and $\mathrm{B}_{l}$ show two specific points on the upper and lower hemisphere, respectively. Therefore, when the relative amplitude $\left(a_{1}-b_{1}\right)$ varies from -1 to 1 , the superimposed mode will change along the longitude and the average OAM value will also vary from $l$ to $-l$.


Figure 2. (a) Intensity profiles, polarization states and the phase distributions of superimposed mode when $l=1$ and $(\mathbf{b}) l=4$. The north pole $\mathrm{N}_{l}$ and south pole $\mathrm{S}_{l}$ represent orthogonal circularly polarized modes with topological charges of $-l$ and $+l$; The points $\mathrm{H}_{l}$ and $\mathrm{V}_{l}$ represent the two points on the equator; The $\mathrm{A}_{l}$ and $\mathrm{B}_{l}$ points of (a) represent the two modes with average orbital angular momentum (OAM) values of -0.5 and 0.5 for $l=1$. The $\mathrm{A}_{l}$ and $\mathrm{B}_{l}$ points of (b) represent the two modes with average OAM values of -2 and 2 for $l=4$.

### 3.2. The OAM Varies from -l to $l$ with Inhomogeneous SOP Along the Longitude of Higher-Order PS

The above tunable OAM modes have conventional homogeneous polarizations. In other words, the SOP of each point in the mode is same and invariant along the azimuthal coordinate. Recently there has been increasing interest in the modes with inhomogeneous SOPs. For those vector vortex (VV) modes, each point of the electrical field is the same polarization (linear, elliptical and circular polarization), but the polarized direction of each point is related to the azimuthal coordinate, such as the radial and azimuthal polarized cylindrical vector (CV) beams [30]. The VV modes extend the properties of conventional homogeneous polarization, such as the ability to produce strong longitudinal field
components and smaller waist sizes upon focusing by high numerical aperture objectives, which may have important applications in nanoscale optical imaging and manipulation [31-35].

A higher-order PS is introduced as the theoretical framework for describing the spatially inhomogeneous SOPs of generalized vortex modes [36,37], as shown in Figure 3. Similar to the points on the orbital PS, arbitrary ones on the higher-order PS can be obtained by the linear combination of the modes on the two poles. The two poles are orthogonal CP-OAM modes with opposite topological charge.

$$
\begin{equation*}
\psi_{2}=a_{2}\left|\mathrm{~N}_{l}^{\mathrm{R}}\right\rangle+b_{2} \mathrm{e}^{i \varphi_{2}}\left|\mathrm{~S}_{l}^{\mathrm{L}}\right\rangle \tag{9}
\end{equation*}
$$

where

$$
\begin{align*}
\left|\mathrm{N}_{l}^{\mathrm{R}}\right\rangle & =\mathrm{e}^{-i l \theta}(\overrightarrow{\mathrm{x}}+i \overrightarrow{\mathrm{y}}) / \sqrt{2}  \tag{10}\\
\left|\mathrm{~S}_{l}^{\mathrm{L}}\right\rangle & =\mathrm{e}^{+i l \theta}(\overrightarrow{\mathrm{x}}-i \overrightarrow{\mathrm{y}}) / \sqrt{2} \tag{11}
\end{align*}
$$

Equations (10) and (11) represent right and left circularly-polarized OAM modes with topological charge $-l$ and $+l$, respectively. The coefficients $a_{2}$ and $b_{2}$ are the amplitudes of the Equations (10) and (11), respectively, and the $\phi_{2}$ is the relative phase between them. The higher-order PS has five salient features: (1) For $l>1$, the OAM and SAM handedness of each pole can be the same or opposite, therefore two spheres are needed to describe higher-order SOPs of VV modes. (2) All the modes on the PS have annular intensity profiles and a dark hollow center, which possess phase or polarization singularities. (3) The modes can degenerate to the modes on the orbital PS through a linear polarizer, e.g., horizontally orientated as depicted by the double-sided arrows in the Figure 3a,b. (4) When the state of mode changes along the longitude, the average OAM value varies from $-l$ to $l$ and the SAM changes from -1 to 1 ( 1 to -1 ), correspondingly. Figure $3 \mathrm{a}, \mathrm{b}$ show intensity profiles, polarization states and phase distributions of six points on the two higher-order PSs with $l= \pm 1$, respectively. For $l=+1$, the handedness of OAM and SAM on each pole is opposite, as $\mathrm{N}_{l}^{\mathrm{R}}$ and $\mathrm{S}_{l}^{\mathrm{L}}$ show in Figure 3a. This higher-order PS can completely characterize a general cylindrical vector mode [38], such as radial and azimuthal polarization, which are equivalent to TE and TM fiber modes. The $\mathrm{H}_{l}$ and $\mathrm{V}_{l}$ points are the $\mathrm{TE}_{01}$ and $\mathrm{TM}_{01}$ fiber modes which are obtained by the combination mode of two poles owning same amplitudes with $\phi_{2}=0$ and $\pi$, respectively. The deduction processes about $H_{l}$ and $V_{l}$ points are described by Equation (12). In addition, we choose two specific points ( $\mathrm{A}_{l}$ and $\mathrm{B}_{l}$ ) to illustrate the intensity and polarization distributions on the upper and lower hemisphere with -0.5 and 0.5 average OAM values, respectively.

$$
\begin{gather*}
\left|\mathrm{H}_{l}\right\rangle=\frac{\left|\mathrm{N}_{l}^{\mathrm{R}}\right\rangle+\left|\mathrm{S}_{l}^{\mathrm{L}}\right\rangle}{2}=\cos (l \theta) \overrightarrow{\mathrm{x}}+\sin (l \theta) \overrightarrow{\mathrm{y}} \\
\left|\mathrm{~V}_{l}\right\rangle=-i \frac{\left|\mathrm{~N}_{l}^{\mathrm{R}}\right\rangle^{2}-\left|\mathrm{S}_{l}^{L}\right\rangle}{2}=-\sin (l \theta) \overrightarrow{\mathrm{x}}+\cos (l \theta) \overrightarrow{\mathrm{y}} \tag{12}
\end{gather*}
$$

For $l=-1$, the handedness of OAM and that of SAM on each pole are the same, shown in the Figure 3b. Similarly, $\mathrm{N}_{l}^{\mathrm{R}}$ and $\mathrm{S}_{l}^{\mathrm{L}}$ represent the modes on the north and south poles. This higher-order PS can describe the so-called $\pi$-vector modes [39] which are equivalent to the $\mathrm{HE}_{21}^{\mathrm{e}}$ and $\mathrm{HE}_{21}^{\mathrm{o}}$ fiber modes. $\mathrm{H}_{l}$ and $\mathrm{V}_{l}$ are the two points on the equator, whose average OAM values are both 0 . Intermediate modes between the pole and equator have the elliptical polarizations and annular intensity profiles. The $\mathrm{A}_{l}$ and $\mathrm{B}_{l}$ are, respectively, the points with -0.5 and 0.5 average OAM values.


Figure 3. (a) Intensity profiles, polarization states and phase distributions of superimposed modes when $l=1$ and $(\mathbf{b}) l=-1$. The north pole $\mathrm{N}_{l}^{\mathrm{R}}$ and south pole $\mathrm{S}_{l}^{\mathrm{L}}$ represent orthogonal circularly-polarized modes with topological charges of $-l$ and $+l$; The points $\mathrm{H}_{l}$ and $\mathrm{V}_{l}$ represent the two points on the equator; The $\mathrm{A}_{l}$ and $\mathrm{B}_{l}$ points represent the two modes with -0.5 and 0.5 average OAM values, respectively.

### 3.3. The OAM Varies from l to $n$ with Inhomogeneous SOP Along the Longitude of Hybrid-Order PS

For the second kind of tunable OAM mode, the polarization states and OAMs of modes on the higher-order PS are still confined to some special cases. For example, the modes on the equator have the azimuthally and radially linear polarization, but they are only the single vector beams possessing spatially inhomogeneous SOP and carrying zero-order OAM. The OAM modes on the poles of higher-order PS are only the single vortex beams with spiral wavefronts. Compared to a single vector mode and a single vortex mode, a vector vortex mode provides more degrees of freedom in optical manipulation [40,41]. Hence, in 2015, the hybrid-order PS is proposed to describe the evolution of the OAM and SOP, which extends the orbital PS and higher-order PS to a more general form [42].

The representation of the modes on the hybrid-order PS is the same as those on the higher-order PS except the orbital states on the poles. The orbital states of the two poles on orbital and higher-order PSs have the same value but opposite signs. Unlike the previous PSs, the orbital states of the poles on the hybrid-order PS are not confined to the same order topological charge and can be chosen arbitrarily. Any one mode on the hybrid-order PS can be expressed as the superposition of two poles:

$$
\begin{align*}
& \psi_{3}=a_{3}\left|\mathrm{~N}_{l}^{\mathrm{R}}\right\rangle+b_{3} \mathrm{e}^{i \varphi_{3}}\left|\mathrm{~S}_{n}^{\mathrm{L}}\right\rangle  \tag{13}\\
& \left|\mathrm{N}_{l}^{\mathrm{R}}\right\rangle=\mathrm{e}^{i l \theta}(\overrightarrow{\mathrm{x}}+i \overrightarrow{\mathrm{y}}) / \sqrt{2}  \tag{14}\\
& \left|\mathrm{~S}_{n}^{\mathrm{L}}\right\rangle=\mathrm{e}^{i n \theta}(\overrightarrow{\mathrm{x}}-i \overrightarrow{\mathrm{y}}) / \sqrt{2} \tag{15}
\end{align*}
$$

Equations (14) and (15) represent right and left circularly-polarized modes with different topological charges $l$ and $n$, respectively. Any mode on the hybrid-order PS can be achieved by changing the coefficients $a_{3}$ and $b_{3} e^{i \varphi_{3}}$. Generally, the equatorial points on the hybrid-order PS represent the superposition of the two poles with equal intensities. The $\mathrm{H}_{l, n}$ and $\mathrm{V}_{l, n}$ of Figure 4 are the two equatorial points when $\phi_{3}=0$ and $\pi$, respectively.

$$
\begin{gather*}
\left|\mathrm{H}_{l, n}\right\rangle=\frac{\left|\mathrm{N}_{l}^{\mathrm{L}}\right\rangle+\left|\mathrm{S}_{n}^{\mathrm{L}}\right\rangle}{2}=\exp \frac{i(l+n) \theta}{2}\left[\cos \frac{(l-n) \theta}{2} \overrightarrow{\mathrm{x}}+\sin \frac{(l-n) \theta}{2} \overrightarrow{\mathrm{y}}\right] \\
\left|\mathrm{V}_{l, n}\right\rangle=-i \frac{\left|\mathrm{~N}_{l}^{\mathrm{L}}\right\rangle-\left|\mathrm{S}_{n}^{\mathrm{L}}\right\rangle}{2}=\exp \frac{i(l+n) \theta}{2}\left[\cos \left(\frac{l-n}{2} \theta+\frac{\pi}{2}\right) \overrightarrow{\mathrm{x}}+\sin \left(\frac{l-n}{2} \theta+\frac{\pi}{2}\right) \overrightarrow{\mathrm{y}}\right] \tag{16}
\end{gather*}
$$

From Equation (16), it should be noted that the equatorial points represent modes carrying $(l+n) / 2$ per photon. The relative phase of the superposition determines the orientation of the longitude.

Figure 4 depicts a hybrid-order PS at the situation of the north pole with state $\sigma=+1$ and $l=0$, while the south pole with $\sigma=-1$ and $n=+2$. The $\mathrm{N}_{l}^{\mathrm{R}}$ and $\mathrm{S}_{n}^{\mathrm{L}}$ separately represent north and south poles; The $\mathrm{H}_{l, n}$ and $\mathrm{V}_{l, n}$ indicate two points on the equator. The $\mathrm{A}_{l, n}$ and $\mathrm{B}_{l, n}$ denote two points on the upper and lower hemispheres with 0.5 and 1.5 average OAM values. The average OAM that modes carry will change from $l$ to $(l+n) / 2$ and then to $n$ along the longitude on the hybrid-order PS.


Figure 4. Intensity profiles, polarization states and phase distributions of superimposed modes when $\ell$ $=1$ and $n=2$. The north pole $\mathrm{N}_{l}^{\mathrm{R}}$ and south pole $S_{n}^{\mathrm{L}}$ represent orthogonal circularly-polarized modes with topological charges of $l$ and $n$; The points $\mathrm{H}_{l, n}$ and $\mathrm{V}_{l, n}$ represent the two points on the equator; The $\mathrm{A}_{l, n}$ and $\mathrm{B}_{l, n}$ points represent the two modes with 0.5 and 1.5 average OAM values, respectively.

### 3.4. The Relationship Among the Three Kinds of Tunable OAM Modes

According to the representations of three kinds of tunable OAM modes, we find that there is a progressive relationship from orbital PS to higher-order PS, then to hybrid PS. Figure 5 shows the intuitive sketch describing the phase and polarization distributions of north and south poles on the three PSs. The white arrows represent polarization states and black-and-white images represent phase distributions. From the orbital PS to higher-order PS, the SOPs on the two poles vary from the same polarization to orthogonal circularly-polarized polarization. From the higher-order PS to hybrid-order PS, the SOPs on the two poles are kept while the orbital states vary from same order to different orders.


Figure 5. Sketch of the progressive relationship from the orbital Poincare sphere (PS) to higher-order PS, then to hybrid-order PS.

## 4. Methods for Generation of Tunable OAM

The three kinds of tunable OAM modes can be considered as not only the superposition of classical OAM modes physically, but also the combination of $x$ and $y$ polarizations with spatially-variant amplitude and phase mathematically. Thus, the modes can be realized by some free-spatially optical elements that change the polarization of each point on the cross section of mode. Equations (17)-(19) show purely mathematical expressions in the form of Jones vectors, where the first and second elements of the vectors represent components of the field along the horizontal $(x)$ and vertical ( $y$ ) axes. The $A(\theta)$, $B(\theta), \varphi_{x}(\theta)$ and $\varphi_{y}(\theta)$ represent the spatially-variant amplitude and phase factors, respectively.

$$
\text { Orbital PS : }\left[\begin{array}{c}
\mathrm{E}_{\mathrm{x}}\left(a_{1} \mathrm{e}^{-i l \theta}+b_{1} \mathrm{e}^{i \varphi_{1}} \mathrm{e}^{+i l \theta}\right)  \tag{17}\\
\mathrm{E}_{\mathrm{y}}\left(a_{1} \mathrm{e}^{-i l \theta}+b_{1} \mathrm{e}^{i \varphi_{1}} \mathrm{e}^{+i l \theta}\right)
\end{array}\right]=\left[\begin{array}{c}
\mathrm{E}_{\mathrm{x}}\left(\mathrm{~A}(\theta) \mathrm{e}^{i \varphi_{\mathrm{x}}(\theta)}\right) \\
\mathrm{E}_{\mathrm{y}}\left(\mathrm{~B}(\theta) \mathrm{e}^{i \varphi_{\mathrm{y}}(\theta)}\right)
\end{array}\right]
$$

$$
\begin{gather*}
\text { Higher - order PS : }\left[\begin{array}{c}
\left(a_{2} \mathrm{e}^{-i l \theta}+b_{2} \mathrm{e}^{i \varphi_{2}} \mathrm{e}^{+i l \theta}\right) \\
i\left(a_{2} \mathrm{e}^{-i l \theta}-b_{2} \mathrm{e}^{i \varphi_{2}} \mathrm{e}^{+i l \theta}\right)
\end{array}\right]=\left[\begin{array}{c}
\mathrm{A}(\theta) \mathrm{e}^{i \varphi_{\mathrm{x}}(\theta)} \\
\mathrm{B}(\theta) \mathrm{e}^{i \varphi_{\mathrm{y}}(\theta)}
\end{array}\right]  \tag{18}\\
\text { Hybrid - order PS : } \mathrm{e}^{i \frac{(l+n)}{2} \theta}\left[\begin{array}{c}
\left(a_{3} \mathrm{e}^{i \frac{(l-\mathrm{n})}{2} \theta}+b_{3} \mathrm{e}^{i \varphi_{3}} \mathrm{e}^{-i \frac{(l-\mathrm{n})}{2} \theta}\right) \\
i\left(a_{3} \mathrm{e}^{i \frac{(l-\mathrm{n})}{2} \theta}-b_{3} \mathrm{e}^{i \varphi_{3}} \mathrm{e}^{-i \frac{(l-\mathrm{n})}{2} \theta}\right)
\end{array}\right]=\mathrm{e}^{i \frac{(l+\mathrm{n})}{2} \theta} \theta\left[\begin{array}{c}
\mathrm{A}(\theta) \mathrm{e}^{i \varphi_{x}(\theta)} \\
\mathrm{B}(\theta) \mathrm{e}^{i \varphi_{\mathrm{y}}(\theta)}
\end{array}\right] \tag{19}
\end{gather*}
$$

### 4.1. Free Space Method for Generation of Tunable OAM

Free-space generation methods of tunable OAM modes are generally assisted by spatial light modulators (SLMs) [17,43-51], deformable mirrors (DMs) [51], q-plate cells [52-55] and metasurfaces [56], and spiral phase plates (SPPs) [22]. Those optical elements can change the phase distribution of a mode, where the SLM and DM are programmable and can control the phase dynamically. In addition, the DM and SPP are polarization insensitive.

SLM is a computer-addressable reflective liquid crystal (LC) display which can impose any desired phase profile onto an incoming collimated beam by controlling the voltage ( V ) of each SLM pixel [46]. The phase retardation for each SLM pixel can be described as a function of the voltage (V) applied: $\delta(V)=(2 \pi / \lambda)\left(n_{e}(V)-n_{o}\right) d$, where $d$ is the thickness of the LC layer, $n_{e}$ and $n_{o}$ are the extraordinary and ordinary refractive indices of the LC retarder, respectively. Because of the birefringent nature of LC, when the input polarization state makes a projection on both the fast and slow axes of the SLM, the polarization state can be altered. The polarization property of the SLM can be exploited by the appropriate optical setup to achieve the desired change in the polarization. Moreover, the combination of the SLM and wave plates can be used to control the amplitudes of $x$ and $y$ polarizations due to the birefringent nature. For the SLM, it has the advantage of high flexibility due to the arbitrarily adjustable phase distribution, but also has the disadvantages of maximum power density limitation and large loss.

The DM is composed of many units. Each unit has its own independent controller. Under the control of external voltage, it can transform the wavefront phase [51]. In principle, the SLM modulates the wave-front phase by controlling the refractive index, and the DM modulates the wave-front by changing the distance of light propagation. As a phase controller, the DM is energy efficient and highly flexible, while the range of controllable phase is limited.

The q-plate cell is essentially birefringent waveplates with a uniform birefringent phase retardation $\delta$ across the plate thickness (which can be electrically controlled) and a space-variant transverse optical axis distribution exhibiting a topological charge " $2 q^{\prime}$ " [52]. The charge " $q$ " represents the number of rotations of the local optical axis in a path circling once around the center of the plate. When the q-plate cell is illuminated by a circularly-polarized vortex beam, the output beam from the q-plate cell is the combination of two different-order OAM modes with adjustable amplitudes. For the q-plate usually used, it is a q-plate cell with a uniform birefringent phase retardation $\delta=\pi$. If a Gaussian mode with arbitrary polarization passes through the q-plate, the output mode will perform the following linear transformation, as shown in Equation (20) [54], where $\sigma^{+}$and $\sigma^{-}$respectively indicate the left and right circular polarization. Thus, a q-plate cell can convert a Gauss beam to a vector beam and generate a vortex phase in one step. However, the " $q$ " value is fixed, so the flexibility is poor.

$$
\begin{equation*}
\mathrm{q} \cdot\left(\mathrm{~A} \sigma^{+}+\mathrm{B} \sigma^{-}\right)=\mathrm{A} \sigma^{-} \mathrm{e}^{i 2 \mathrm{q} \theta}+\mathrm{B} \sigma^{+} \mathrm{e}^{-i 2 \mathrm{q} \theta} \tag{20}
\end{equation*}
$$

The metasurface with tailorable structure geometry, as a two-dimensional electromagnetic nanostructure, possesses unparalleled advantages in optical phase and polarization manipulation, especially in subwavelength scale [57]. The operation principle is the same as the q-plate. But it is the difficult to fabricate and untunable once fabricated.

Free-space generation methods can be classified into three types according to the controllable variables. Figures 6-8 simply show schematic diagrams used to generate the tunable OAM mode
based on the free-space system. The components marked by red and gray frames in Figures 6-8 are the adjusted ones and fixed ones, respectively.


Figure 6. The flow chart of tunable OAM generation by adjusting the phase distributions on the spatial light modulators (SLMs), deformable mirrors (DMs) and q-plate cells.


Figure 7. The flow chart of tunable OAM generation by interfering with two Laguerre-Gaussian modes. Adjusting phase and amplitude factors of two branches by (a) optical elements and (b) a HWP and a SLM.


Figure 8. The flow chart of tunable OAM generation by continuously changing the state of input polarization.

The first kind of generation method is shown in Figure 6, which obtains tunable OAM modes by changing the phase information imposed on the SLMs, DMs or q-plate cells. When a Gaussian beam with linear polarization is launched to a programmable phase element (SLM or DM), the topological charge can be tuned by electrically changing the phase information loaded on them, which can obtain the modes on the orbital PS, as shown the first row in Figure 6 [17,43-46,52]. The second row of Figure 6 b shows 3 sections as subsystems to control respectively three degrees of freedom in the optical
field, e.g., the phase, amplitude and retardation between the $x$ and $y$ components [47,48]. The section of amplitude is achieved by the combination of two quarter-wave plates (QWPs) and a SLM [46] or the combination of a half-wave plate (HWP) and two diffraction gratings [47]. In ref. [46], the fast axes of the QWPs are along $45^{\circ}$ and $135^{\circ}$ with respect to the horizontal axis, respectively. By loading appropriate phase information on the three sections, this system can generate arbitrary modes on the three PSs. The modes on the three PSs can be obtained when the mathematical expression of the output mode equals to the one of Equations (17)-(19). When a Gaussian beam with circularly polarization is launched to two q-plate cells and a SLM, two different-order classical OAM modes with orthogonally-circular polarization are generated. The amplitude and phase of two OAM modes can be adjusted by changing the retardations of the q-plate cells and the SLM [52], which can go through all the points on the hybrid PS, as shown in the third row of Figure 6.

For these kinds of generation method, the greatest advantage is high flexibility due to the phase distributions and retardations can be arbitrarily electrically controlled. However, the common shortcoming is limited response speed.

For the second type, the tunable OAM modes can be generated by interfering two Laguerre-Gaussian modes with same or different topological charges, as shown in Figure 7. The modulation of amplitude is realized by rotating the optical elements [49,50], where " $a$ " and " $b$ " are the amplitudes of $x$ and $y$ polarizations. The modulation of phase between two Laguerre-Gaussian modes can be realized by rotating the optical elements [48] or changing the phase distribution of SLM/DM [49]. Because the phase difference between the two split and recombined beams determines the properties of the generated vector beams, this kind of method employing interferometry may be vulnerable to environmental noise like vibrations or air circulation. Another weakness is the slow rotating speed for the optical elements.

The third type of generating the beam with tunable OAM in the free-space system is achieved by continuously changing the state of input polarization [51,55-59], as shown in Figure 8. A Gaussian beam with arbitrary polarization state can be generated by using a polarizer followed by an arbitrarily oriented QWP. The arbitrary polarization state can be expressed as the $A \vec{x}+B \vec{y}$ in the basis of $x$ and y polarizations or $\mathrm{A} \sigma^{+}+\mathrm{B} \sigma^{-}$in the basis of right- and left-hand circular polarizations, where the symbols " A " and " B " are complex amplitudes.

When a Gaussian mode with arbitrary polarization is injected to the combination of a SLM, a SPP/DM and a QWP, the SLM is used to generate the helical phase distributions of $x$ and $y$ polarizations. The SPP/DM is for compensating superfluous phase factor, and the QWP can convert the orthogonal linear polarizations to orthogonal circular polarizations. As shown in the top branch of Figure 8, when $\varphi=l \theta$, the modes on the higher-order PS can be generated by adjusting the input polarization [50]. When $\varphi=m \theta$, where $m \neq l$, the system can generate the modes on the hybrid-order PS. If the input beam is launched to a q-plate, the output mode will be located on higher-order PS according to Equation (20), as shown in the bottom branch of Figure 8 [53-57]. In addition, by adding a phase factor $\exp (\mathrm{i}(l+n) \theta / 2)$ into the bottom branch of Figure 8 , the tunable OAM on the hybrid-order PS can also be generated by adjusting the input polarization [52,55]. The extra phase can be achieved by numerous methods, such as spiral phase plates, SLM, diffractive elements and fork gratings.

This kind of generation methods involve fewer components. The speed of adjusting polarization is very fast, which leads to a rapid conversion between modes on the PS.

We conclude the spatial generation methods, as shown in Table 1. The table lists the adjustable variations, devices and the types of tunable OAM modes.

Table 1. The free-space generation methods.

| Adjustable Variation | Reference | Device | The Type of Tunable OAM |
| :---: | :---: | :---: | :---: |
|  | $[17,42-45]$ | SLM | Orbital PS |
| Phase distribution | $[46,47]$ | SLM + QWP | Three PSs |
|  | $[51]$ | DMs | Orbital PS |
|  | $[52]$ | Q-plate | Hybrid-order PS |
| Interference | $[48,49]$ | SLM | Higher- or Hybrid-order PS |
| Input polarization | $[50]$ | SLM + QWP | Higher-order PS |
|  | $[52-55]$ | Q plate + SPP | Higher- or Hybrid-order PS |
|  | $[56]$ | Metasurface | Higher-order PS |

### 4.2. The Fiber-Based Generation of Tunable OAM

For the fiber-based devices, the methods for tunable OAM mode generation can be classified into three types according to the adjusting schemes. Figure 9 simply shows schematic diagram usually used to generate the tunable OAM mode based on the fiber. The components marked by green arrows are the adjusted ones in the experiment.


Figure 9. A typical experimental setup based on fiber to generate tunable OAM modes. PC: polarization controller, MC: mode converter.

For the first type, the tunable OAM modes can be generated by the superposition of two orthogonal LP or HE (EH) modes with tunable relative phase difference between LP (HE) modes passing through a polarizer with a fixed direction. The flow chart of the mode generation is shown in Figure 10, and the yellow parts are the variations that need to be adjusted. The tunable OAM on the orbital PS can be generated by using the first four formulas, and the tunable OAM on the higher-order PS can be generated by the last one. Firstly, the $\mathrm{LP}_{01}$ mode can be converted to $\mathrm{LP}_{l m}$ mode by many kinds of mode converters, for example, photonic lanterns [57], mode selective couplers [58] and gratings [59]. The $\mathrm{LP}_{l m}$ mode can be thought of as the combining result of $\mathrm{LP}_{l m a}$ and $\mathrm{LP}_{l m b}$ without relative phase. The HE and EH modes can be directly generated by gratings with appropriate period [60]. When the converted two LP or HE (EH) modes pass through a length L of few-mode fiber (FMF), the relative phase between the two modes at the output of the FMF can always be written as $\Delta \delta=\frac{2 \pi \mathrm{~L} \Delta \text { neff }}{\lambda}$. The $\Delta$ neff represents the RI difference between two modes and $\lambda$ represents the operating wavelength. Thus, in order to achieve flexible control of the relative phase between the two modes in the fiber, changing the operating wavelength $\lambda[61,62]$ and the refractive index difference $\Delta$ neff are two commonly used methods. So far, ways of controlling $\Delta$ neff mainly depend on adjusting the pressure loaded on the fiber and rotating the paddles of few-mode polarization controller [63-65]. In addition, the $\mathrm{LP}_{11 \mathrm{a}}$ and $\mathrm{LP}_{11 \mathrm{~b}}$ can be generated by respectively injecting two $\mathrm{LP}_{01}$ modes with slight horizontal and vertical displacement from the fiber axis and the relative phase can be controlled by using a piezo-driven delay stage $[26,27,66]$.


Figure 10. The flow chart of tunable OAM generation by adjusting the relative phase between two fiber modes.

The second type, the tunable OAM modes can be achieved by filtering the mixing modes which are produced by the combination of different vector modes or two spatially orthogonal LP modes owning orthogonal polarization directions with a $\pm \pi / 2$ phase shift. The phase shift can be obtained in the same ways as mentioned above. Then, the continually tunable OAM can be achieved by adjusting direction of the polarizer at the output of the FMF [62,63,66,67]. The specific process is shown in Figure 11 and the " p " is the angle between the direction of the polarizer and the positive direction of the x -axis.


Figure 11. The flow chart of tunable OAM generation by adjusting the polarization direction.
For the third type, a method is reported to generate the beam with tunable OAM in the fiber by continuously changing the angle of linear polarization state of the input light [67], as described in Figure 12. The setup is composed of three parts, including a mode converter, a few-mode fiber that is mounted as coils in a paddle of a fiber polarization controller (PMC) and a polarizer. Considering about four linear polarization (LP) mode bases in the fiber, we deduce the transmission matrix of the first-order modes in PMC. Then, one polarization is filtered out through a polarizer. It is well known that the FMF is wound around the circumference of the PMC's paddle, and stress will induce the refractive RI difference between four orthogonal LP mode bases. If the relative phases between $\mathrm{LP}_{11 \mathrm{ax}}$ and $\mathrm{LP}_{11 \mathrm{bx}}, \mathrm{LP}_{11 \text { ay }}$ and $\mathrm{LP}_{11 \mathrm{by}}$ are $\pi / 2$ and $-\pi / 2$, the average OAM value of mode will smoothly vary from -1 to 1 with the input light polarization angle changing from 0 to $\pi$. The polarization angle ( $\alpha$ ) can be adjusted by electrical polarization controller. $\delta$ in the Figure 10 represents the relative phase between $\mathrm{LP}_{11 \text { bx }}$ and $\mathrm{LP}_{11 \text { by }}$, which decides the orientation of longitude on the orbital PS.

At the end of the paper, we draw conclusions about the fiber-based generation methods, as shown in Table 2. The table lists the combination modes, adjusting variations, adjusting methods and the types of tunable OAM mode.


Figure 12. The flow chart of tunable OAM generation by adjusting the input polarization.
Table 2. The fiber-based generation methods.


## 5. Discussion and Perspective

Arbitrarily tunable OAM has excited a great diversity of interest, because of a variety of emerging applications, but its creation still remains a tremendous challenge. We review the concepts of general OAM, which extends the OAM carried by the scalar vortex modes (classical OAM mode and the modes on the orbital PS) and the OAM carried by the azimuthally varying polarized vector modes (the modes on the higher-order PS and hybrid-order PS).

In summary, due to unique characteristics, tunable OAM beams have been the subject of much interest for a variety of fundamental research studies and modern applications. There are mainly two types of methods to generate those tunable OAM beams, free-space and fiber generating methods. Each method has its own advantages and disadvantages. Free-space generating methods have advantages in terms of flexible design and easy manipulation, but active optical spatial phase modulators are expensive and may introduce additional electronic noise. Meanwhile, the volumes of spatial devices are usually large. Compared with free-space generation methods, the fiber-based generation methods have the advantages of the miniaturization and low insertion loss. However, the challenge is robustness because they are basically the combination of fibers and mode converters. The fiber is vulnerable to external influences and some methods involve alignment operation. It must be mentioned that choosing which method to generate tunable OAM modes depends more on its application scenarios. For example, for a transfer of ultrashort pulses, free-space solutions have essential advantages because of avoiding frequency chirping and pulse lengthening. For medical endoscopy, the fiber-based generation method is obviously a better way. Despite this, along with the efforts of researchers all around the world, we may see an increasing number of applications based on tunable OAM beams in the future.
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#### Abstract

Orbital angular momentum (OAM) beams may create a new paradigm for the future classical and quantum communication systems. A majority of existing OAM beam converters are bulky, slow, and cannot withstand high powers. Here, we design and experimentally demonstrate an ultra-fast, compact chalcogenide-based all-dielectric metasurface beam converter which has the ability to transform a Hermite-Gaussian (HG) beam into a beam carrying an OAM at near infrared wavelength. Depending on the input beam intensity, the topological charge carried by the output OAM beam can be switched between positive and negative. The device provides high transmission efficiency and is fabricated by a standard electron beam lithography. Arsenic trisulfide $\left(\mathrm{As}_{2} \mathrm{~S}_{3}\right)$ chalcogenide glass (ChG) offers ultra-fast and large third-order nonlinearity as well as a low two-photon absorption coefficient in the near infrared spectral range.


Keywords: nonlinear optics; metasurfaces; structured light

## 1. Introduction

Structured light and, in particular, beams carrying orbital angular momentum (OAM) have been shown to enable and expand a plethora of photonic applications from optical trapping and manipulation, to astronomy and light filamentation [1]. Moreover, the OAM of light can be used as an alternate degree of freedom for expanding the capacity of communication channels [2-6]. Many of these systems require the development of dynamically reconfigurable and high-power OAM beams. Usually, the OAM beams are generated using bulk optical devices such as spiral phase plates (SPPs) and spatial light modulators (SLMs) [7]. However, an SPP is only suitable to generate an OAM beam with fixed topological charge for a designed wavelength. SLMs, dynamically controlled by computers, are able to generate tunable OAM beams with high intensities [8] but are limited by their resolution, bulky dimensions, and the switching speed. For nonlinear applications requiring dynamically changing topological charge of light together with high intensities [9], a tunable OAM metasurface-beam converter may enable new opportunities. To date, the realization of tunable OAM
beam converters that can be used in high-power applications with ultrafast switching speed and can be incorporated in micro-scale systems remains a grand challenge.

Here, we propose and demonstrate a nonlinear metasurface based on chalcogenide glass (ChG) to generate reconfigurable topological charge, depending on the input intensity, and able to generate OAM beam with an input intensity higher than $4 \mathrm{GW} / \mathrm{cm}^{2}$. Photonic metasurfaces attracted significant attention owing to their compact size, flat topology, and compatibility with existing integrated-optics fabrication methods [10-31]. Recently, we have demonstrated the first step toward the realization of input-intensity-dependent optical metasurfaces capable of converting a beam with no OAM into an OAM-carrying beam in the near infrared range [32]. Here, we describe a nonlinear metasurface with the capability of switching between two opposite topological charges of OAM beams depending the intensity of the input beam.

The proposed metasurface beam converter consisted of an array of nano-blocks made of $\mathrm{As}_{2} \mathrm{~S}_{3}$ ChG with high refractive index, low absorption and a very good nonlinear figure of merit in both the near-infrared and the mid-wave infrared spectral bands [33-35]. In addition, the fabrication procedure was a single-step electron-beam lithography since $\mathrm{As}_{2} \mathrm{~S}_{3}$ is sensitive to electron beam exposure [36].

## 2. Results

### 2.1. Beam-Converter Metasurface Design

The operation principle of our reconfigurable metasurface is illustrated in Figure 1. The metasurface transformed an input Hermite-Gaussian (HG) beam into an OAM beam with counter-clockwise or clockwise wavefront, depending on the intensity of the incoming light. In the linear regime-for low input intensity-the phase acquired in the even quadrants (II and IV) was $90^{\circ}$ larger than in the odd quadrants (I and III). Consequently, the input HG beam was transmitted through the metasurface and the resulting phase distribution directly after the metasurface is given by $\phi=(N-1) 90^{\circ}$, where $N$ enumerated the quadrants. Although in the near-field the phase of the transmitted beam changes in a stepwise manner, in the far-field, the wavefront became helical with a counter-clockwise direction of rotation corresponding to a positive OAM, as shown in Figure 1a. Furthermore, the metasurface was designed such that for a high-intensity input beam, the phase introduced in the even quadrants was increased by $180^{\circ}$ respect to the low-intensity regime. Figure 1 b shows that in this case, the phase distribution at the output increased in the clockwise direction. In contrast with the low-intensity regime shown in Figure 1a, for high input intensity, the output beam acquired a negative OAM. The reconfigurability of the output beam was enabled by the design of the metasurface utilizing Mie-resonances in conjunction with highly nonlinear ChGs, as described below in detail.


Figure 1. Working principle of a nonlinear metasurface with reconfigurable output beam. The color maps show the phase of the input and output beams, and the phase shifts introduced by the metasurface. (a) At low intensity, upon transmission through the metasurface, the input Hermite-Gaussian (HG) beam acquires a non-uniform phase distribution leading to generation of a beam carrying a positive orbital angular momentum (OAM). (b) At high intensity, the phase in even quadrants changes by $180^{\circ}$; the output beam possesses a negative OAM, as opposed to the low-intensity case.

In this section, we will demonstrate the design principle of the metasurface that converts HG beams into OAM beams. In Section 2.2, we compare the results of the experimental measurements with simulations for the mode converter operating in the linear regime, described in Section 2.1. Finally, in Section 2.3, we present a design of a nonlinear meatsuface capable of switching between the positive and negative OAM.

The functionality described in Figure 1 is enabled by a ChG-based metasurface illustrated in Figure 2a, which is an array of ChG nano-blocks fabricated on a substrate. The size of the array was assumed to be infinite in the $x$ - and $y$-directions, and the incident light was a plane wave propagating along the $z$-axis with electric and magnetic fields polarized along the $x$ - and $y$-directions, respectively. For the wavelength of interest around 1550 nm , the numerical simulations were performed by CST Microwave Studio with the following geometric parameter: the height of the blocks $h=400 \mathrm{~nm}$, the lattice constant $a=930 \mathrm{~nm}$, and the side-length of the blocks $l=700 \mathrm{~nm}$. The refractive index of ChG was $n_{0}=2.4$ measured using spectroscopic ellipsometry and the refractive index of the glass substrate $n_{g}=1.5$. Two dips located at wavelengths 1464 nm and 1510 nm corresponding to resonant interaction with the metasurfaces were indicated on the transmittance spectrum shown in Figure 2b. The near-zero transmittance resulted from a near-unity reflectance, as the materials were assumed to be lossless in the simulations. The distributions of the electric and magnetic fields in the unit cell cross-section are shown in Figure 2c,d. At the wavelength of 1464 nm , the magnetic field formed a vortex around the electric field revealing an electric resonance. At the wavelength of 1510 nm , the vortex-like electric field distribution was a signature of a magnetic resonance. As illustrated in Figure 3, in the vicinity of the central wavelengths of these resonances, the phase of the transmitted light changed rapidly by $180^{\circ}$.


Figure 2. Design of the metasurface. (a) Metasurface consisting of a square lattice of square-blocks made of arsenic trisulfide $\left(\mathrm{As}_{2} \mathrm{~S}_{3}\right)$ chalcogenide glass $(\mathrm{ChG})$ on a glass substrate. The geometric parameters of the metasurface are: height $h=400 \mathrm{~nm}$; lattice constant $a=930 \mathrm{~nm}$; and the side-length of the blocks is denoted by $l$. The refractive index of the ChG film is $n_{0}=2.43$. The refractive index of glass is $n_{g}=1.5$. (b) The transmittance of an array of ChG blocks with $l=700 \mathrm{~nm}$. Two resonances are indicated at the wavelengths of 1464 nm and 1510 nm . (c) Electric and magnetic fields in the center of the unit cell (cross-section $y=0$ ) at the wavelength of 1464 nm . (d) Electric and magnetic fields in the center of the unit cell (cross-section $x=0$ ) at the wavelength of 1510 nm .

The wavelengths corresponding to the electric and magnetic resonances can be controlled by changing the side-length of the nano-blocks. As the side-length increased, the central wavelengths of both the electric and magnetic resonances increased, and at the same time they become closer to each
other. Once the two resonances overlap, a nearly unitary transmission with the phase change spanning $360^{\circ}$ can be achieved $[25,26,37]$. In contrast, when the side-length decreased, the electric and magnetic resonances were shifted to shorter wavelengths and further away from the wavelength of interest. To obtain the desired phase difference for the design shown in Figure 1a, numerical simulations were performed with the side-length of the nano-block swept from $l=400 \mathrm{~nm}$ to $l=900 \mathrm{~nm}$. Figure 3 shows the spectra of the transmittance and the phase of the transmitted light through the metasurface with different side-length for a normally incident light. We chose two different size lengths, $l=400 \mathrm{~nm}$ and $l=700 \mathrm{~nm}$, at the wavelength of 1550 nm , as indicated with the black crosses in Figure 3. The transmittance of both structures was higher than $70 \%$ (Figure 3a) and the phase difference between the two structures was $90^{\circ}$ (Figure 3b).


Figure 3. Spectral dependencies of (a) the transmittance and (b) the phase of the transmitted light as a function of the side-length, revealing the presence of Mie resonances. The dashed line indicates the operation wavelength $\lambda_{0}=1550 \mathrm{~nm}$. The two black crosses indicate the parameters used for the metasurface beam converter design.

### 2.2. Simulations and Experiments

In order to demonstrate the proposed OAM beam-converter, a metasurface was fabricated with two sizes of the blocks $l=400 \mathrm{~nm}$ and $l=700 \mathrm{~nm}$. The arrays of nano-blocks were patterned in ChG thin film using electron-beam lithography, as shown in Figure 4a. First, chromium windows were prepared on a glass substrate. Then, a ChG film was deposited on top of the chromium windows with thermal deposition. The linear refractive index of the film was measured using spectroscopic ellipsometry to be $n_{0}=2.43$. Finally, after the exposure to electron beam, a solution of diluted MF-319 was used to develop the sample. The resulting ChG structure with a thickness of 400 nm is shown Figure 4 b. The fabricated sample contains four quadrants where diagonal quadrants contain blocks with the same side-length. The total size of the fabricated metasurface was $93 \mu \mathrm{~m} \times 93 \mu \mathrm{~m}$.

The simulation of a whole metasurface consisting of four quadrants is performed with CST Microwave Studio. Then we simulate the propagation of the near-field result from CST in free space for 4 mm with the beam propagation method [38]. Figure 4c shows the normalized intensity and Figure 4d illustrates the phase of transmitted light. The spiral-shaped phase in Figure 4d proves that the wavefront of the transmitted beam is helical.

The fabricated metasurface was characterized using the interferometry setup shown in Figure 4 e The beam from a photodiode laser at the wavelength of 1550 nm was split by a beam splitter. The main beam was focused on the sample by a lens and collimated by a second lens placed after the sample. Then the main beam was combined with the reference beam using a beam splitter and the resulting interference patterns were captured by a camera. The experimental measurement of the main beam
transmitted through the metasurface is shown in Figure 4 f . The intensity profile with a dark singularity at the center suggests that the beam carries an OAM. In order to prove the presence of the helical wavefront, we performed two experiments on the interference of the main beam and the reference Gaussian beam. In the first experiment, after the two beams were combined, the propagating directions and centers of the Gaussian beam and main OAM beam were overlapped. The resulting interference pattern reveals spiral-shaped fringes as shown in Figure 4 g . In the second experiment, a small angle was introduced between the two beams, and the interference pattern contained fork-like fringes indicating the presence of the OAM, as shown in Figure 4h.


Figure 4. (a) Fabrication process for ChG-based all dielectric metasurfaces involves the following steps: fabrication of a chromium window with the size of $150 \mu \mathrm{~m} \times 150 \mu \mathrm{~m}$; deposition of an $\mathrm{As}_{2} \mathrm{~S}_{3}$ film; exposure of the $\mathrm{As}_{2} \mathrm{~S}_{3}$ using electron beam; development of the exposed sample. (b) Scanning electron microscopy image of the fabricated metasurface with four quadrants. (c) Intensity and (d) phase of simulation results of an HG beam transmitted through the metasurface. (e) Schematic of the Mach-Zehner interferometer used to characterize the fabricated metasurface. ( $\mathbf{f}-\mathbf{h}$ ) Experimental results obtained with the fabricated metasurface. (f) Intensity distribution of the output OAM beam. $(\mathbf{g}, \mathbf{h})$ Interference of the output OAM beam and a reference Gaussian beam showing a spiral-shaped and fork-like intensity distributions (see text for details).

In our previous work, the ChG hole metasurface converts an HG beam into an OAM beam by utilizing the guided resonances in a photonic crystal structure and overlapping two guided resonances to realize the desired phase shift in the even quadrants [32]. In contrast, in this experiment, the phase different between different quadrants of the fabricated metasurface is introduced by a single Mie-resonance and according to Figure 2, the resonance close to the wavelength of 1550 nm is the magnetic resonance.

### 2.3. Reconfigurable Beam with OAM

In this section, we demonstrate that the third-order nonlinearity (Kerr effect) of ChG can be used to achieve the switching of the output beam OAM from positive to negative. The refractive index of the ChG $n_{C h G}$ can be efficiently changed as a function of the input light intensity due to its large nonlinear Kerr response described by $n_{C h G}=n_{0}+\Delta n=n_{0}+n_{2} I$. Here, $n_{0}$ is the linear refractive index of the ChG, $n_{2}=7.9 \times 10^{-13} \mathrm{~cm}^{2} / \mathrm{W}$ is the nonlinear coefficient measured by our in-home Z-scan setup, and $\Delta n$ is the refractive index change of the ChG corresponding the input beam intensity $I$. Figure 5 shows the result of the nonlinear studies of ChG nano-blocks with different side-length. The input intensity was varied from $1 \mathrm{~kW} / \mathrm{cm}^{2}$, which is low enough to avoid significant refractive index change, to $4 \mathrm{GW} / \mathrm{cm}^{2}$. As shown in Figure 5a,b, for $l=700 \mathrm{~nm}$, around the wavelengths of electric and magnetic resonances indicated by the dashed lines, the phase change of the transmitted light is around $180^{\circ}$. However, at these two wavelength, the transmittance is close to zero as the two resonances are spectrally separated. Therefore, this structure is not suitable to design a nonlinear
metasurface. As explained above, with the increase of the side-length, the two resonances shift closer to each other, and as they overlap, nearly $100 \%$ transmission can be achieved with the phase change covering the entire $360^{\circ}$. For the side-length 760 nm , the two resonances are both located around the wavelength 1550 nm . As seen in Figure 5, the maximum $180^{\circ}$ phase change is achieved at the wavelength of 1572 nm . This wavelength is indicated by the white dashed line in Figure 5a-d and it is the operation wavelength of the OAM beam converter. When the input intensity increases, the phase of the transmitted light changes by $180^{\circ}$ and the transmittance at the intensity levels of interest remains higher than $60 \%$, as shown in Figure 5c,d. As illustrated by Figure 1, while the phase in the even quadrants changes $180^{\circ}$, the phase of odd quadrants should remain the same. Therefore, to realize the intensity-dependent switching, we build the odd quadrants with side-length 520 nm for which the resonances are far away from the operation wavelength of 1572 nm . As shown in Figure 5 f , for low intensity $1 \mathrm{~kW} / \mathrm{cm}^{2}$, the phase introduced by the structure with side-lengths of 760 nm and 520 nm differs by approximately $90^{\circ}$. The phase of the beam transmitted through the even quadrants (built of the cubes with the side-length of $l=760 \mathrm{~nm}$ ) grows with the increase of the input intensity while the phase in the odd quadrants remains constant. When the intensity increases to $4 \mathrm{GW} / \mathrm{cm}^{2}$, the phase difference between the odd and even quadrants increases to $270^{\circ}$, while the transmittance remains higher than $60 \%$. Therefore, these two structures can be used to realize the proposed nonlinear metasurface enabling the intensity-dependent OAM switching. The maximum refractive index change inside ChG is $\Delta n=0.12$ and the maximum intensity inside the ChG blocks is $150 \mathrm{GW} / \mathrm{cm}^{2}$, as found in the simulation results. The damage threshold of ChG with different compositions measured by the femtosecond laser has been studied by Zhang et al. and You et al. at the near-infrared and mid-infrared wavelengths, respectively [39,40]. Due to the short pulse duration ( 100 fs ) and a low repetition rate ( 1 KHz ), the damage threshold of ChGs is much larger than the peak intensity required for our reconfigurable metasurface. Moreover, it has been reported that if $\mathrm{As}_{2} \mathrm{~S}_{3}$ is properly doped with silver, the nonlinear coefficient of the silver-doped ChG film can be up to two orders of magnitude larger than the nonlinear coefficient of the undoped $\mathrm{As}_{2} \mathrm{~S}_{3}$ film [41]. In this case, the required peak intensity will decrease to approximately $1 \mathrm{GW} / \mathrm{cm}^{2}$, making the proposed device more energy efficient. Besides energy efficiency, another advantage of the silver-doped ChG with larger nonlinear coefficient is that it may result in a much larger refractive index change $\Delta n$. In our current design with the pure $\mathrm{As}_{2} \mathrm{~S}_{3}, \Delta n \approx 0.1$. Realization of a $180^{\circ}$ phase change with the current value of $\Delta n \approx 0.1$ requires the resonances to be very sharp which places a stringent requirements on the fabrication precision to ensure the rapid phase change, which is beyond our ability right now. However, if a larger $\Delta n$ can be introduced by the silver-doped ChG, the design may tolerate more fabrication imperfection. The deposition and patterning processes of the silver-doped ChG film will be studied in the future to experimentally realize the reconfigurable metasurface which produces output structured light with tunable topological charges.

When the input intensity increased from $1.94 \mathrm{GW} / \mathrm{cm}^{2}$ to $1.98 \mathrm{GW} / \mathrm{cm}^{2}$, the phase of the light transmitted through the structure with the side-length $l=760 \mathrm{~nm}$ jumped by approximately $90^{\circ}$, as shown in Figure 5e. The origin of this phase jump can be understood by looking at Figure 6 where the electric- and magnetic-field distributions in a unit cell for four selected input intensities are plotted. As shown in Figure 6a,b,e,f, the field distributions were very similar when the input intensity increased from $1 \mathrm{~kW} / \mathrm{cm}^{2}$ to $1.94 \mathrm{GW} / \mathrm{cm}^{2}$ and they possess only a magnetic-resonance revealed as a vortex-like electric field distribution. When the input intensity increased, the resonances became closer to each other. In Figure $6 \mathrm{c}, \mathrm{d}, \mathrm{g}, \mathrm{h}$, the field distributions are very similar when the input intensity increases from $1.98 \mathrm{GW} / \mathrm{cm}^{2}$ to $4 \mathrm{GW} / \mathrm{cm}^{2}$ and both electric- and magnetic-resonances are present at the operation wavelength. As the light intensity increases, the electric-resonance shifts closer to the operation wavelength and as it overlaps with the magnetic resonance it leads to an abrupt phase jump by $90^{\circ}$. Upon the change in the input intensity from $1 \mathrm{~kW} / \mathrm{cm}^{2}$ to $4 \mathrm{GW} / \mathrm{cm}^{2}$, the phase changed by $180^{\circ}$ due to the changes in the relative spectral position of the electric and magnetic resonances.


Figure 5. Nonlinear study results of ChG nano-blocks. (a) Transmittance and (b) phase of transmitted light with side-length 700 nm . (c) Transmittance and (d) phase of transmitted light with side-length 760 nm . (e) Transmittance and (f) phase of transmitted light with side-length $l=520 \mathrm{~nm}$ and $l=760 \mathrm{~nm}$ at the operation wavelength of 1572 nm .


Figure 6. Normalized electric (a-d) and magnetic fields (e-h) at four selected input intensities. The input intensities are labeled on the top. Both the arrow length and the color maps represent the field intensity. The color plots are normalized to the maximum value on each plot. Panels ( $\mathbf{a}, \mathbf{b}, \mathbf{e}, \mathbf{f}$ ) show that before the phase jump, only a magnetic resonance is present at the operation wavelength. When the intensity increases, both resonances shift to longer wavelengths; panels ( $\mathbf{c}, \mathbf{d}, \mathbf{g}, \mathbf{h}$ ) show that for intensity larger than $1.98 \mathrm{GW} / \mathrm{cm}^{2}$ both electric and magnetic resonances are present at the operation wavelength, which results in the $90^{\circ}$ phase jump.

To verify the ability to produce the OAM beam with positive or negative topological charge, a metasurface with four quadrants and $50 \times 50$ unit cells in each quadrant was simulated using the CST Microwave Studio time domain solver and the propagating of the resulting near-field distribution in free space for 4 mm is simulated using the beam propagation method [38]. Figure 7a shows the schematic of the metasurface with an HG input beam normally incident from the substrate side. The intensity and phase distribution of the transmitted beam in low intensity case are shown in

Figure $7 b, c$, respectively. The dark center in Figure $7 b$ and the spiral phase distribution in Figure 7c show that the OAM is carried by the transmitted beam. In this case, the refractive index of ChG is $n_{C h G}=n_{0}=2.43$. To simulate the nonlinear metasurface, the refractive index of ChG is set as $n_{C h G}=n_{0}+\Delta n=2.53$. Therefore, the phase acquired in quadrants II and IV of the metasurface changed by $180^{\circ}$. The light transmitted in the nonlinear regime, shown in Figure 7d,e, also has a singularity in the center, but the direction of the spiral phase distribution is opposite to Figure 7c, which means it carries an OAM with the opposite sign.


Figure 7. Schematic and simulation results of the nonlinear tunable metasurface. (a) Schematic of a metasurface consisting of four quadrants with an HG input beam incident from the bottom. (b) Intensity and (c) phase distribution of the light transmitted through the metasurface at low intensity. The refractive index of ChG is $n_{C h G}=n_{0}=2.43$. (d) Intensity and (e) phase distribution of the light transmitted through the metasurface at high intensity. The refractive index of ChG is assumed to be uniform and to have a value $n_{C h G}=n_{0}+\Delta n=2.53$.

## 3. Summary

In this work, we have experimentally demonstrated an OAM-beam-converting metasurface enabled by the Mie-resonances of the ChG cubes operating at the telecommunication wavelength. We designed and fabricated the beam converter switching an HG mode to an OAM beam. The fabrication of the ChG film requires only single-step lithography. Moreover, ChG possesses relatively large third-order nonlinearity at near-infrared wavelengths. A nonlinear metasurface which can generate reconfigurable OAM beams with opposite topological charges is designed and demonstrated theoretically. With an HG input beam, the output of the metasurface in the linear regime has a helical wavefront and carries an OAM with topological charge plus one. When the input intensity increases to a specific value in the nonlinear regime, the output wavefront is still helical but twisted in the opposite direction than in the linear regime, which leads to a negative charge of the OAM carried by the beam. The experimental realization of the nonlinear tunable metasurface might be enabled with the use of silver-doped $\mathrm{As}_{2} \mathrm{~S}_{3}$, which is characterized by a nonlinear coefficient two orders of magnitude larger than that of a pure $\mathrm{As}_{2} \mathrm{~S}_{3}$ film. This direction will be explored in future studies and the results will be presented elsewhere.

## 4. Materials and Methods

Design: we used the CST Microwave Studio Frequency Solver to design the linear metasurface. The refractive indices of materials were measured using a spectroscopic ellipsometer. The nonlinear
simulations were performed in Comsol Multiphysics. The nonlinear coefficient was measured using a in-home Z-scan setup.

Sample fabrication: an array of square chromium windows with size $150 \mu \mathrm{~m} \times 150 \mu \mathrm{~m}$ was fabricated on a glass substrate. Then, the $\mathrm{As}_{2} \mathrm{~S}_{3}$ film with the thickness of 500 nm was deposited on top via thermal evaporation in a Lesker PVD 75 deposition system equipped with a low temperature evaporation source. During the deposition, the substrate temperature was maintained at approximately $20^{\circ} \mathrm{C}$. Inside each of the Cr windows, the ChG was patterned with a square array of blocks using electron-beam lithography (Vistec EBPG5000+100KV) with dosage $10.5 \mathrm{mC} / \mathrm{cm}^{2}$. The area of the pattern is $132 \mu \mathrm{~m} \times 132 \mu \mathrm{~m}$. The chromium around the sample played a double role: (i) it enhanced the reflectivity of the substrate enabling automatic sample alignment, and (ii) it increased the sample conductivity allowing us to avoid accumulation of charges. After exposure, the sample was immersed in a 1:1 mixture of Microposit MF-319 developer and deionized water for 32 seconds to develop. After the development, the parts unexposed by the electron beam have been removed and the thickness of the sample was found to be 400 nm using the atomic-force microscopy. Finally, six layers of Poly(methyl methacrylate) were spin-coated on the sample to provide a symmetric refractive index.

Experiment: to characterize the fabricated metasurface, we built a Mach-Zehnder interferometer, as shown in Figure 4e. To generate an HG mode, a phase plate was inserted in the main beam path. A glass substrate spin-coated with a layer of S1813 photoresist was used as a phase plate to delay the one part of the beam by half of the wavelength. The photoresist on half of the substrate was removed using photolithography. The edge of the photoresist was placed at the center of the main beam and a spatial light filter was placed after the phase plate to filter the HG mode.

Data availability: the data that support the findings of this study are available from the authors on reasonable request, see author contributions for specific data sets.
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## Abbreviations

The following abbreviations are used in this manuscript:
HG Hermite-Gaussian
SLM Spatial light modulator
SPP Spiral phase plate
OAM Orbital angular momentum
ChG Chalcogenide glass
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#### Abstract

This paper presents a practical method of receiving waves having orbital angular momentum (OAM) in the far field of an antenna transmitting multiple OAM modes, each carrying a separate data stream at the same radio frequency (RF). The OAM modes are made to overlap by design of the transmitting antenna structure. They are simultaneously received at a known far-field distance using a minimum of two antennas separated by a short distance tangential to the OAM conical beams' maxima and endowed with different pseudo-Doppler frequency shifts by a modulating arrangement that dynamically interpolates their phases between the two receiving antennas. Subsequently down-converted harmonics of the pseudo-Doppler shifted spectra are linearly combined by sets of weighting coefficients which effectively separate each OAM mode in the frequency domain, resulting in a higher signal-to-noise ratios (SNR) than possible using spatial-domain OAM reception techniques. Moreover, no more than two receiving antennas are necessary to separate any number of OAM modes in principle, unlike conventional MIMO (Multi-Input, Multi-Output) which requires at least K antennas to resolve K spatial modes.
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## 1. Introduction

Since 1992, much effort has been devoted to the exploitation of the property of waves called orbital angular momentum (OAM). Although it appears to be newly-appropriated from the physics community, OAM has been known previously, especially in the RF (Radio Frequency) community, as phase modes. Phase modes were useful for synthesizing excitations of circular arrays in radio direction-finding and null-steering applications since the 1960's [1-4]. Since the advent of multi-input multi-output (MIMO) technology in radio communications, OAM came to be recognized as another spatial dimension to be exploited for enhancing capacity of radio communications, and also optical communications in free space as well as fiber. An excellent historical summary of the development of OAM applications is given in [5].

No shortage of literature exists about how to generate and characterize OAM radio and optical waves [6]. Relatively few investigations focus on applications in radio communications, which is our interest in this paper, along the lines of $[7,8]$.

Even fewer investigations focus on the receiving end of OAM communications links, with most of them relying on spatial techniques employing the same principles as those for generating the OAM modes at the transmitting end.

Consequently, most attempts at exploiting the OAM modes to enhance capacity of radio links suffer from the limitations imposed upon the receiver and antennas due to the spatial minima of all
nonzero-order OAM modes' beams on their axes, in the far field beyond the Rayleigh distance [7], where the receiver is situated. These limitations lead to low signal-to-noise ratios (SNRs), or very large receiving antennas, limitation to very short wavelengths, or limitations to short ranges comparable to the Rayleigh distance, or some combination of these. Additionally, real-world effects of antenna imperfections, multipath and dispersive propagation only add to the difficulties of reliably receiving and resolving the OAM modes and extracting the information streams from them.

Of all the more than 300 references cited in [6], only two [9,10] are about methods of reception and resolution of OAM modes that do not rely on variations of the spatial matched-filter concept whereby the helical phase fronts of the OAM beams are "untwisted" back to planar ones by the receiving antenna structure.

In this paper, a variation of the method of [10] is pursued to show mathematically, and via simulation, how it can be applied to the transmission and reception of multiple OAM modes simultaneously without incurring most of the limitations of prior methods cited above. A patentpending apparatus for realizing this method at a radio receiver in real-time is also described, coupled with a signal-processing algorithm to resolve the different data streams carried on the OAM beams.

Section 2 presents the background and pseudo-Doppler principles behind the "virtual rotational antenna" of [10] and relates it to the context of radio beams possessing OAM. Transmission of OAM-bearing radio beams is also briefly reviewed. Section 3 presents the expression for the received OAM radio signals at the output of the pseudo-Doppler modulated antenna apparatus and relates its parameters to the physical geometry of the antennas and radio link. Section 4 describes the signal processing algorithm which processes the pseudo-Doppler aggregate signal to resolve the data streams carried on the individual OAM modes and examines some of its variants and limitations. It also contains preliminary simulation results to support the analyses. Conclusions and directions for future work are presented in Section 5. Select mathematical details are contained in the appendices.

## 2. Background and Pseudo-Doppler Principles

### 2.1. Real and Virtual Doppler Effect

Because most of the analyses involve circular geometry, it is useful to proceed in those terms Accordingly, visualize an antenna element at position " $n$ " on a circular locus having radius $R$ as in Figure 1, with a plane wave incident on it from a point source " P " at distance $L$ from the center of the circle, in the far field. At the antenna element the phase of the incident plane wave relative to that at the source is given by

$$
\begin{equation*}
\varphi_{n}=\frac{2 \pi}{\lambda}\left(L-R \cos \left(\theta-\theta_{n}\right) \sin \phi\right) \tag{1}
\end{equation*}
$$

Next, imagine that the antenna is moving along the circular locus with tangential velocity, $v$, in the direction of the colored arrow. With the radius remaining constant at $R$, this velocity involves only the change in azimuth angle $\theta$ with time, as $v=R d \theta / d t$. The corresponding change in phase at the antenna is derived by applying the chain rule as

$$
\begin{equation*}
\frac{d \varphi_{n}}{d t}=\frac{2 \pi v}{\lambda}\left(\sin \left(\theta-\theta_{n}\right) \sin \phi\right) \tag{2}
\end{equation*}
$$

where $f_{\text {Doppler }}=v / \lambda$ is recognized as the Doppler shift frequency due to the tangential motion at velocity $v$. This frequency is imposed upon the signal received at the antenna and if its angular position varies uniformly in time as $\theta(t)$, it results in a sinusoidal frequency modulation of the received signal with a deviation equal to $f_{\text {Doppler }}$ (when elevation angle is $\varphi=\pi / 2$ ) and phase corresponding to the azimuth direction of arrival of the plane wave. This is a first hint that spatial information about a received signal can be determined in frequency domain. This phenomenon is sometimes used in radio azimuth direction-finding applications.

The motion of the antenna does not have to be real-it can be emulated using several antennas spaced at intervals of $d$ around the circular locus and switching their outputs to the analysis receiver at intervals of $\tau=d / v$. It then appears to the analysis receiver that it is sampling the output of one antenna moving around the locus with velocity $v$ at intervals of $\tau$, because it observes the same Doppler shift, which is actually a pseudo-Doppler shift as there is no real motion involved.

In the present application any actual motion of the source or the receiving antennas will be assumed to be 0 , and the source of the OAM signals will be positioned at elevation angle $\varphi=0$ to keep the analysis simple. The reference phase can be taken at the center of the circle in the far field by setting $L=0$. The only relevant phase shifts will then be relative phases between two or more antenna elements on the same locus.


Figure 1. Geometry for Doppler-based direction-finding.

### 2.2. Application to OAM Radio Waves in the Far Field

It is instructive to review the salient features of radio waves possessing various orders of OAM, which will be denoted by integers $\pm k$. Such radio waves are generated by imposing a phase shift of $k 2 \pi$ radians for every revolution of the observation point around the beam axis, giving it a helical phase front. This is not to be confused with polarization, which can be of any type. In RF applications, this can be relatively easily achieved using a uniform circular array of $K$ identical antenna elements, each one fed by a current that is shifted in phase from that of its neighbor (in one direction) by $k 2 \pi / K$ radians and with the same amplitude. Negative phase shifts generate OAM modes with helical phase fronts winding in the opposite sense around the beam axis, up to order K/2-1.

A common method of creating multiple OAM beam excitations of the same circular array of antenna elements is to connect the $K$ elements to the $K$ output ports of a modified Butler matrix, and the $K$ input ports of that Butler Matrix to $K$ transmitters in the same RF band, with each modulated by a different stream of independent data symbols. The Butler matrix must be modified so as to
possess one port which gives rise to a zero-th order OAM mode; otherwise the electrical phases at the elements do not progress through an integer number of cycles so the phase fronts would not form continuous spirals.

When plotted in three dimensions, the beam patterns appear conical for all non-zero orders of OAM, as depicted in Figure 2, where color was used to denote the electrical phase at a fixed time, modulo- $2 \pi$ radians.

It is instructive to note that the phase (color) patterns rotate around the beam axis at the RF rate in time, i.e., one revolution per cycle of the radio frequency. Therefore, $k$-phase fronts (of a given color) pass a point on the cone of the $k$-th OAM beam in the tangential direction, per period of the RF carrier wave. Equivalently, at any given point in time, an electrical phase gradient of $k 2 \pi /(2 \pi R)$ radians per meter exists along the circular locus (also the beam footprint) around the axis of the conical beam of the $k$-th OAM mode.


Figure 2. Far-field beam patterns of OAM modes $k=0$ (top), 1, 2, 3, 4.

In Figure 2, the antenna elements in the $x-y$ plane numbered $K=16$ and were omnidirectional, with the beam axes being in the $z$ (vertical) direction.

With the help of Figure 3, visualize the circular locus of the antenna element in Figure 1 as coinciding with the peak of a conical beam of OAM order $k$, whose source is a circular array in the far field on the $z$-axis.


Figure 3. Receiving antenna moving through OAM beam.
Because the elevation angle of the source is now $\varphi=0$, the only phase variation along the locus of the antenna element at a given point in time is due to that of the OAM beam. The shaded circle denotes the footprint area of the $k$-th OAM beam.

Taking the phase at the $x$-axis as the reference phase of the moving antenna element, its phase at position $\theta_{n}$ is therefore given simply by

$$
\begin{equation*}
\varphi_{n}=k \theta_{n} \tag{3}
\end{equation*}
$$

at a given point in time. As the antenna moves around the circular locus in the $x-y$ plane with uniform velocity $v$, its angular position changes linearly with time, consequently causing its electrical phase to vary linearly with time according to (3) as

$$
\begin{equation*}
\frac{d \varphi_{n}}{d t}=\frac{k d \theta_{n}}{d t} \tag{4}
\end{equation*}
$$

This can be related to a kind of "transverse" Doppler frequency shift because with $R$ being constant, (4) can be written also as

$$
\begin{equation*}
\frac{d \varphi_{n}}{d t}=\frac{k d \theta_{n}}{d t}=\frac{k v_{n}}{R}=2 \pi f_{n, \text { Doppler }} \tag{5}
\end{equation*}
$$

since, according to the discussion of Figure 1, it is clear that

$$
\begin{equation*}
v_{n}=\frac{d}{d t}\left(R \theta_{n}\right) \tag{6}
\end{equation*}
$$

Thus, it has been shown that a spatial-domain property of an OAM beam of order $k$, the phase gradient $k / R$, can be converted to a frequency-domain property, namely a kind of transverse or rotational Doppler shift $f_{n, \text { Doppler }}$, through the motion of the antenna element receiving the OAM beam. Note that the effect is real in the physical sense [9]; the subscript " $n$ " may be omitted as there is only the one moving antenna. Note also, that this transverse Doppler shift is directly proportional to the OAM order, $k$, and independent of RF carrier frequency.

Next, invoke the pseudo-Doppler technique whereby the motion of a single antenna from position \#1 to position \#2 is emulated by switching among several antennas, as outlined at the end of subsection $A$. Specifically, let the receiver employ two antennas separated by distance " $d$ " tangentially to the footprint of the OAM beam, and instead of switching between their outputs, the receiver combines their outputs in time-varying proportions ranging from only output \#1, to half of each output \#1 and \#2, to only output \#2. This is in effect a form of gradual switching between the antennas, in one direction; it is assumed to be repeated periodically at some rate in accordance with the principles employed in [10].

To understand how such time-variant combining emulates a transverse Doppler shift in the received carrier frequency, Appendix A reviews the principle of the Doppler effect in simple contexts. With that in mind, it is relatively easy to derive the key relation between the phases of the OAM beam as received at the two antennas at a given time in Figure 4.


Figure 4. Applying pseudo-Doppler technique to OAM beams at a two-antenna receiver. Only the footprint of the OAM beam is shown; the color denotes the phase.

At a given point in time, the phase of the RF wave arriving in the form of OAM mode $k$ at $R X$ antenna \#1 is $\psi_{1}$ and at the same time the phase at $R X$ antenna $\# 2$ is $\psi_{2}$. Because the phase delay advances $k$ multiples of $2 \pi$ radians for one complete trip around the footprint, $2 \pi R$, at a given observation point in time, it advances by proportion $k d /(2 \pi R)$ for the portion of the footprint covered by the antenna separation " $d$ ". The phases at the two $R X$ antennas are therefore related as

$$
\begin{equation*}
\psi_{2}(t)=\psi_{1}(t)-k 2 \pi\left(\frac{d}{2 \pi R}\right) \tag{7}
\end{equation*}
$$

Consequently, the signals at the inputs $W_{1}$ and $W_{2}$ of the time-varying combiner are modeled as being multiplied by the complex-exponential phase factors as

$$
\begin{align*}
& W_{1, k}(t)=S_{k}(t) e^{j \psi_{1}(t)} \\
& W_{2, k}(t)=S_{k}(t) e^{j \psi_{2}(t)}=S_{k}(t) e^{j \psi_{1}(t)-j k d / R} \tag{8a,b}
\end{align*}
$$

where $S_{k}(t)$ is the signal of the $k$-th OAM beam received at the reference point in the far field.
Before exposing the function of the time-varying combiner in Section 3, the next subsection describes briefly the transmitting end of the link where the multiple OAM beams are modulated with independent data streams on the same RF carrier and launched from the antenna structure. In this respect, the multiplexing of several data streams onto several OAM beams is still effectively performed in the spatial domain as in all other OAM transmission schemes in RF applications.

### 2.3. Transmission of Multiple Overlapping OAM Radio Beams

In numerous past applications, the axial beam patterns of phase modes, or OAM modes in modern parlance, have been derived and characterized as being proportional to [4]

$$
\begin{equation*}
G_{k}(\theta, \phi) \approx(-j)^{k} e^{j k \theta} J_{k}((2 \pi r \sin \phi) / \lambda) \tag{9}
\end{equation*}
$$

where $J_{k}$ is a Bessel function of the first kind, order $k, r$ is the radius of the circular antenna array, $\varphi$ is the elevation angle measure from the beam axis and $\lambda$ is the wavelength of the RF carrier wave of the $k$-th OAM mode. The first few orders of this Bessel function are shown plotted in Figure A3 of Appendix B.

Consequently, it is seen that OAM beams of higher orders have wider cone angles in the far field than those of lower orders, and beams of different OAM orders do not overlap much in space (except negative and positive modes of the same order). That is also evident from Figure 1, which was plotted in accordance with Equation (9) and Appendix B, where the peak positions along the $x$-axis correspond the peaks of the conical OAM beams at radii " $R$ " from the beam axis. Clearly, the higher-order Bessel functions having peaks at larger values of " $x$ " means that higher-order OAM modes have peaks at larger radii from the axis, hence larger cone angles, as dictated by (9). Also evident from (9) is the property that an OAM beam of order $k$ generated from an array with a larger radius will have a smaller cone angle than the same OAM of order $k$ generated by an array with a smaller radius.

Because it is desired to transmit multiple data streams on the same RF carrier to one user using multiple OAM beams, their conical beam patterns must overlap at the user's location in the far field. Therefore, all OAM modes cannot be launched from the same circular array of antenna elements, but the lower-order ones should be launched from arrays having proportionally smaller radii and the higher-order ones from arrays having proportionally larger radii. These arrays may be concentrically stacked as shown for example in Figure 1a of [11], adapted below as Figure 5. Such a transmitting antenna arrangement is expected to be of the same physical size as in other, more "conventional" RF schemes for transmitting OAM beam and no attempt to improve the link SNR is inferred here; that is effected at the receiver-as will be shown in subsequent sections.


Figure 5. Example of stacked circular transmitting arrays for OAM multiplexing, after [11].

## 3. Real-Time Implementation of Pseudo-Doppler Effect on Received OAM Beams by Dynamic Antenna Combining

As noted in the Introduction, very few attempts at OAM multiplexing in electromagnetic-wave communication links did not rely on spatial rectification of the helical OAM phase fronts at the receiver, but a few should be mentioned before proceeding to describe the present scheme as being unique.

Reference [12] even uses a time-based method for generating OAM modes in circular arrays, which saves some hardware but otherwise is not really necessary for overcoming difficulties in implementing an OAM communications link. A simple phase-gradient measurement is used in [13] to sequentially detect OAM modes, which are sequentially encoded with data symbols at the transmitter. The authors of [14] also use the phase gradient to resolve the OAM modes at the receiver, by switching between multiple pairs of receiving antenna elements.

In [15], the authors use the phase gradient sensed by switching between two receiving elements to identify the transmitted OAM mode, which corresponds to an encoded data symbol. This generates harmonics of the switching frequency, which are used to detect the (sequentially) transmitted data symbol. No dynamic combining effects are employed, and the data symbols are transmitted and decoded sequentially.

Another variation of the time-gated generation and detection of OAM modes appears in [16], using strategically-placed antenna elements covering only part of the circular aperture that an array such as the one in [11] would utilize. The results appear rather stochastic, with relatively high cross-talk among the detected OAM modes.

A partial-circle aperture approach was also used by the authors of [17] to avoid the size issue with "conventional" OAM receiving antenna arrays. Judicious selection of the fraction of circle covered by the receiving array renders the received OAM modes orthogonal at the receive array, thus allowing them to be resolved and independently decoded. A variation on the time-switched array method of generating OAM modes using sinusoidal modulators instead of switches at the elements of a circular array is described in [18]. It is not applicable, nor easily convertible to receiving OAM modes.

In this work the driving interest is to explore ways of implementing the method advanced in [10] in real-time, to realize a more practical OAM receiver than has been possible using co-axial spatial receiving techniques based on circular antenna arrays.

In the process, it became evident that important details of the pseudo-Doppler technique are not derived with sufficient persuasion for this author, so another aim of this work is to fill in the mathematical details that allow an actual OAM radio communications link to be conceived and simulated.

Specifically, it was noted that an actual demonstration of a real-time pseudo-Doppler-shifted spectrum of the received OAM signal carrying a useful data rate was not documented in the relevant literature; in [9] the spectrum shifts shown were caused by real Doppler shift due to physical rotation of the antenna, and in [10] the spectra were obtained by off-line post-processing of rather narrow-band data. The supplementary material shows ideal sketches of the shifted spectra and also spectral shifts due to rotation of the transmitting antenna; actual demodulated data is not represented, as that was an aim of future research stated in [10].

### 3.1. Using a Quadrature RF Oscillator and Mixers

Without belaboring the details, a way of implementing the relative dynamic weighting of the two receiving antenna signals comes to mind using orthogonal sinusoidal modulations, visualized as in Figure 6. It is even simpler to implement than an image-rejecting mixer in the front end of many common microwave radio receivers. Note that the sinusoidal wave generator can have a very high rate, as microwave oscillators are very common and straight-forward to implement. (This high rate will be necessary to separate the OAM signals in frequency domain, thereby facilitating their signal recovery. A real Doppler shift of such a frequency would require physical motion at speeds approaching the speed of light.)


Figure 6. An alternative implementation of pseudo-Doppler OAM receiving front end.

By strategically working through the mathematics of the output equation in Figure 6, the result for the output during selected time-gated intervals can be obtained approximately as

$$
\begin{align*}
& Z_{1, k}(t) \approx \sqrt{2} S_{k}(t) e^{j\left(\psi_{1}(t)-\frac{k d}{2 R}\right)} \times \cdots \\
& \cdots \times(\cos (\Omega t+\pi / 4)) e^{j\left(\frac{k d}{2 R}\right)(\Omega t+\pi / 4)} \tag{10}
\end{align*}
$$

with the understanding that $\Omega=2 \pi F$ is the radian pseudo-Doppler frequency, $F$ being the corresponding frequency in Hz . Note that the bottom factor is due purely to the effect of the pseudo-Doppler modulator on the OAM incident wave, and the scaled pseudo-Doppler radian frequency shift $k \Omega d /(2 R)$ is independent of the RF carrier radian frequency $\omega$, which is implicit in $S(t)$, which in turn is the transmitted signal on the $k$-th OAM mode,

$$
\begin{equation*}
S_{k}(t)=m_{k}(t) e^{j \omega t} \tag{11}
\end{equation*}
$$

with $m(t)$ being the modulating signal and $\omega$ being the radian carrier frequency.
Before developing the models for the necessary time-gating and demodulation functions, it is instructive to estimate the potential performance of this method of OAM reception in terms of link and antenna geometry.

### 3.2. Implications in an OAM Radio Link

As pointed out in [10], the resulting scaled pseudo-Doppler shift at the output of the combiner in the front end of the receiver should be greater than the bandwidth, $B$, of the transmitted signal in any OAM mode (assuming each OAM mode carries an independent data stream at the same rate of $B$ symbols/second). So one "unit" of frequency shift corresponds to $k=1$ and satisfies

$$
\begin{equation*}
2 \pi F d /(2 R) \geq 2 \pi B \tag{12}
\end{equation*}
$$

in keeping with radian units of frequency. In the example depicted in Figure 7, choose the parameters as in Table 1 below. The condition $0.02 k=k d /(2 R) \ll \pi / 4$ is satisfied.

Table 1. Example Parameters of OAM Radio Link.

| Parameter Symbol | OAM Radio Link Parameters |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Description | Value | Units |  |
| B | Signal bandwidth ${ }^{\mathrm{a}}$ | 10 | MHz |  |
| L | Link distance | 1 | km |  |
| R | Radius of overlapping OAM conical-beam footprints | 20 | m |  |
| d | Separation of receiving antennas | 20 | cm |  |
| $\lambda$ | RF carrier wavelength | 5 | cm |  |

${ }^{\text {a }}$ In each transmitted OAM mode.
From (22) and Table 1 the oscillator frequency for the pseudo-Doppler modulator of the receiver front end in Figure 7 is determined to be $F=2 \mathrm{GHz}$. This is a typical frequency in modern mobile radio hardware so the modulator and oscillator are easily achieved. The effective pseudo-Doppler shift of the $k=4$ OAM mode will be 40 MHz .

Note that the receiving antenna array in Figure 7 is not positioned on the beam axis as in "conventional" RF links employing OAM beams, but at the peak of the OAM beams which is at a radius $R$ perpendicular to the axis. It is this arrangement which enables a higher SNR at the receiving end, owing to the much higher OAM signal amplitude there.

Given the size of RF wavelengths, it would be grossly impractical to capture all of the OAM beam energy at radius $R$ as the receive antenna array would need to be of the same order in size. As also stated in [10], it would be equally impractical to physically rotate such an antenna to impart a Doppler shift to its output, hence the motivation to use a virtually-moving, electronically interpolated
antenna, to impart the much higher Doppler frequency shifts to the OAM modes using pseudo-Doppler techniques. It is not difficult to perceive that, despite having only two receiving antennas (necessarily) positioned off-axis, the SNR at the receiver can be much higher than that obtainable from a similar size of receiving radio antenna array necessarily positioned on-axis.

Therefore, the subsequent signal processing of the pseudo-Doppler shifted OAM beam signals in the frequency domain is expected to yield much "cleaner" recovered OAM signals, at longer link distances in free-space RF applications than a conventional spatial OAM recovery technique relying on the reciprocity of launching OAM modes with a similarly-sized antenna array. (Note that even in such reciprocity-based spatial OAM recovery schemes, the receiving antenna is not large enough to capture all of the beam energy contained in the toroidal "footprint" with radius $R$ of the OAM beams at link distance $L$. The SNR penalty of those schemes is not due to the size of their receiving antennas so much as it is due to their necessary positioning on-axis, where all (non-zero-order) OAM modes have a deep amplitude minimum and are spatially orthogonal.) Further possibilities for enhancing the effective SNR by frequency-domain signal-processing are described in Section 4.3.


Figure 7. Example of an OAM radio link using pseudo-Doppler modulator in the off-axis receiver.
To determine the size of the transmitting antenna array, it is observed in Appendix $B$ that the peak of the $k$-th order Bessel function in (9) occurs roughly where its argument is equal to $k+1$ for orders below about 6 . The receiver is situated off-axis, at the peak of the overlapping OAM beams. (The antennas are not drawn to the same scale as the beam pattern and link geometry.)

Therefore for OAM mode $k=1$, the radius of the transmitting array is determined as

$$
\frac{2 \pi r_{1} \sin \phi}{\lambda}=2 \Rightarrow r_{1}=\frac{2 \times 0.05 \mathrm{~m}}{2 \pi \times(20 \mathrm{~m} / 1000 \mathrm{~m})}=0.80 \mathrm{~m}
$$

and for $k=4$, the radius of the TX circular arrays is

$$
\frac{2 \pi r_{4} \sin \phi}{\lambda}=5 \Rightarrow r_{4}=\frac{5 \times 0.05 \mathrm{~m}}{2 \pi \times(20 \mathrm{~m} / 1000 \mathrm{~m})}=2.0 \mathrm{~m}
$$

Such size of antenna is not excessive for a sub-6 GHz base station. If the element spacing is to be half of the RF wavelength as indicated in Figure 7, then the outer array for OAM mode $k=4$ would require 500 elements and the inner one for $k=1$ would require 200 elements. Note that because
negative OAM orders are equally handled by the same system (resulting in negative pseudo-Doppler shifts at the RX), a total of 9 OAM modes could be transmitted on this link.

## 4. Time Gating and Demodulation Algorithms

As noted in the discussion that relates Equation (10) to the output equation in Figure 6, the relevant approximations can be made only for certain periodic windows in time. Accordingly, the output signal at $Z_{1}$ must be gated to be observable only at those times and suppressed at all other times. It amounts to imposing time-limited frequency shift on the received signals, the frequency shifts being the pseudo-Doppler shifts of the individual superposed OAM modes. This is recognized as the frequency-domain dual of the band-limited time-delay problem, the time-delay being a fraction of the sampling interval of a discrete-time signal [19].

### 4.1. Time GatingTo Emulate Motion of Antenna in One Direction

The limits of the region of validity of the pseudo-Doppler frequency shift as expressed in the output by (10) are actually periodic when the fundamental period being

$$
\begin{equation*}
\frac{-\pi}{2}<\Omega t<0 \tag{13}
\end{equation*}
$$

in terms of phase. The output of the modulator summing junction in Figure 6, especially the bottom factor in Equation (10), must therefore be gated periodically in real time to ensure the desired frequency shifts in the final output. This periodic gating must evidently be synchronous with the pseudo-Doppler modulation, as (13) must hold for every period, or periodic values of $n \pi$.

It is instructive to visualize this synchronous gating in relation to the modulations. When superposed on the effective sinusoidal modulation waveforms applied to the antenna output signals, $\cos (\Omega t)$ to $W_{1}$ and $-\sin (\Omega t)$ to $W_{2}$, the gating intervals are seen to contain those portions of the modulations which cause one antenna output to be increasing and the other decreasing the magnitude of its contribution to the output. The alternating signs of the gating waveform based on (13) ensure that the same antenna output is always increasing while the other is decreasing. This shows that the apparatus performs the desired interpolation that emulates a moving antenna between the two stationary receive-antennas as described in [10]. Figure 8 illustrates the periodic gating of the modulation waveforms.


Figure 8. Antenna modulating waveforms with output gating intervals shaded.

The gating windows are denoted by the values of the period " $n$ ", and their multiplier signs by their positions either above (" + ") or below (" - ") the angle ("normalized time") axis. Note that the angle axis is calibrated in multiples of $\pi / 4$ radians.

### 4.2. Simulation of Basic Pseudo-Doppler Modulator and Gating Arrangement

A preliminary numerical simulation to verify the proposed concept was conducted using MATLAB ${ }^{\circledR}$ R2012a (7.14.0.739) and Simulink ${ }^{\circledR}$ R2012a (7.9), with Communications System Toolbox (5.2), DSP System Toolbox (9.3) and Signal Processing Toolbox (6.17).

For reference, the transmitted constellation from one of the sources is observed via a matched pulse-shaping filter, as shown in Figure 9a. Its spectrum is also observed; in fact, the spectra of all the sources are the same on average and are shown in Figure $9 b$ as seen when superposed at one receive antenna (They would appear the same on average at the other receive antenna.)

So, all the OAM modes (OAM 1 and OAM 8 in this case) occupy the same spectrum shown in Figure 9b, which is the only spectrum visible in the transmission medium and potentially subject to regulation. Yet, it will be shown that the OAM modes can be recovered separately from this composite signal in the receiver.


Figure 9. (a), Constellation and (b) spectrum of transmitted signal on all OAM modes (OAM1 + OAM8).

After modulation by the pseudo-Doppler waveforms, time-gating and down-conversion, the constellation and spectrum of the composite received signal appears as in Figure 10a,b respectively. The down-conversion frequency is 0 Hz in this case, but in general it will be some multiple of $2 F$, where $F$ is the pseudo-Doppler modulation frequency, because the gating pulses occur 2 times per cycle of $F$ and they have harmonics.

Note that the spectrum of the receiver output composite signal consists of many harmonics of twice the pseudo-Doppler modulating frequency imposed at the receiver front end and is generally not symmetric about 0 Hz . Also note that the constellation does not look recoverable. The constellation is always obtained from the spectral replica positioned at 0 Hz after the down-converter.


Figure 10. (a) Constellation, and (b) spectrum of the composite received signal of all OAM modes before demodulator (shifted by 0 Hz in this case).

It is interesting to observe the received constellation and spectrum of each OAM mode separately. This is shown, still with 0 Hz frequency shift in the down-converter, in Figure 11 below.

Note that, with a frequency shift of 0 Hz in the down-converter, OAM8 dominates over OAM1. With suitable scaling by a complex coefficient (amplitude and phase change), OAM8 could be recovered even in the presence of OAM 1, and after suitable conventional equalization and decoding, its QAM data symbols successfully demodulated.


Figure 11. Received constellations and spectra of OAM modes transmitted separately and 0 Hz down-conversion: (a) constellation of OAM 8, (b) spectrum of OAM8, (c) constellation of OAM1, (d) spectrum of OAM1.

With a different frequency shift applied at the down-converter, other OAM modes can be recovered. For example, it turns out in this case that with a shift of $2 F$, i.e., twice the pseudo-Doppler modulation frequency, the complementary situation arises, as shown in Figure 12.


Figure 12. Separate OAM modes with shift by $2 F$ : (a) constellation of OAM8, (b) spectrum of OAM8, (c) constellation of OAM1, (d) spectrum of OAM1.

Now with frequency shift of $2 F$ in the down-converter, OAM1 dominates over OAM8, so OAM1 could be similarly recovered and demodulated in the presence of OAM8. Without any other signal processing, each OAM mode was recovered from the composite signal with an uncoded error rate in the order of $B E R \approx 10^{-1}$. These examples were chosen because the differences in OAM proportions happen to be very obvious, but this is not always the case. Moreover, the expected spectral shifts by fractions of the pseudo-Doppler modulation frequency appear to be absent in all of the output spectra.

Were the above simulation results a lucky coincidence and did they disprove the theory of the pseudo-Doppler frequency shifting of the OAM modes? It will be shown in the next subsection that this is not the case. There it is made clear that these results inspire a recovery algorithm for all the superposed OAM modes, and their spectral shifts will be shown to exist in the envelopes of the spectra. The differences in OAM proportions (more precisely, linear combinations) in the spectral replicas can be algebraically inverted so as to isolate them in final recovery outputs of a signal-processing subsystem. Such a subsystem would be based on least-mean-squares (LMS) optimization techniques and can be made adaptive to optimize their recovery in some statistical sense, much like existing MIMO receivers or adaptive-array systems.

### 4.3. OAM Recovery Algorithm

As evident from the above simulation experiments, the OAM signals are present in different proportions in the various harmonic spectral replicas (more accurately, "spectral shifts") of the composite received signal at the output of the gating subsystem. It is expected, and will indeed be shown, that these proportions are not random but fixed and deterministic, as are the relative amplitudes of the spectral replicas themselves (e.g., ranging from -60 to -90 dB in Figure 10). They are in fact determined by the physical parameters of the link, which can be made known to the receiver à-priori, thus enabling it to recover the OAM modes more effectively than was done in the simulation experiment. Specifically, several shifted spectra can be shifted to baseband and linearly combined so as to cause the amplitudes of the desired OAM mode to add and those of the undesired OAM modes to cancel coherently, using an LMS adaptive FIR (Finite Impulse Response) filter type of algorithm for each OAM mode. Subsequently, or as part of the LMS algorithm, the desired OAM mode is adjusted in amplitude and phase so its dynamic range matches that of the decision or demodulating subsystem, compensating for the dynamic range of the wireless link.

It is essential to recognize that the gating pseudo-Doppler modulations of the composite received signal constitute a "time-limited fractional frequency shift" operation on it in the discrete frequency domain. This can subsequently be recognized as the dual of a "frequency-limited fractional time shift", or band-limited fractional delay operation on a signal in discrete time domain as detailed in [19]. Specifically, the gating frequency, (which is twice the pseudo-Doppler modulation frequency), $2 F$, and the fraction thereof comprising the OAM spectral shift, $k d /(2 R) F$ as evident in (10), correspond to the sampling interval and fraction thereof, respectively, in the band-limited fractional-delay problem treated in [19]. This can be expected on the basis of the duality relations that exist between time and frequency domains due to properties of the Fourier transform and its inverse that relates them. The property that sampling in time-domain at intervals $T$ causes periodic extensions in frequency-domain by $1 / T$ also helps to explain the received spectra observed in the simulations.

Appendix C derives the frequency-domain effect of the time-limited fractional frequency-shift and its direct implementation along the same lines of reasoning as [19] for the impulse response and direct implementation of band-limited fractional delay in the time domain. The former can then be applied to (10) to plot the envelope of its spectrum and reveal the fractional pseudo-Doppler frequency shifts of the OAM modes. It also serves as the basis for an algorithm to recover the individual OAM modes from the gated output of the pseudo-Doppler modulator, as will be shown in the sequel.

In order to discern the spectral shift by the fractional pseudo-Doppler frequency, the Fourier transform of (10) is derived, in stages. First, (10) is affected by the time-gating and frequency-shift
function so it is rewritten as a product of the cosine-modulated signal and the gating function with frequency-shift, inside the Fourier integral as

$$
\begin{equation*}
Z_{G, k}(f)=\sqrt{2} e^{j \psi_{k}} \int_{-\infty}^{\infty} S_{k}(t) \cos \left(\Omega t+\frac{\pi}{4}\right) g_{k}(t) e^{-j 2 \pi f t} d t \tag{14}
\end{equation*}
$$

where $\psi_{1}(t)=0, \psi_{k}=(1-\pi / 4) k d /(2 R)$ were substituted. The time-gating function with frequency-shift, based on (13) is deduced to be the convolution

$$
\begin{align*}
& g_{k}(t)=\int_{-\infty}^{\infty} u_{k}(\tau) \sum_{n=-\infty}^{\infty}(-1)^{n} \delta\left(t-\frac{n \pi}{2 \pi F}-\tau\right) d \tau \\
& \text { with } \quad u_{k}(t)=e^{j 2 \pi F t\left(\frac{k d}{2 R}\right)} \text { for } \quad \frac{-\pi / 2}{2 \pi F}<t<0  \tag{15}\\
& \text { and } \quad u_{k}(t)=0 \quad \text { otherwise }
\end{align*}
$$

The reasoning is that the gating function is a series of complex-valued pulses "shaped" as $u_{k}(t)$, repeating at intervals of $\pi$ in $\Omega t$ (which is $1 /(2 F)$ in $t$ ), hence the convolution of $u_{k}(t)$ with the train of Dirac deltas. It is reasoned that the fractional pseudo-Doppler shift occurs only during the gating times, so those functions are coupled in the product. The additional feature is that the deltas alternate in sign. That feature may be absorbed by defining $g_{k}(t)$ as a product of the periodic extension of $u_{k}(t)$ with a square wave having period $1 / F$ as in the simulation, where the phase-shift of $\pi / 4$ centers the peaks in the gating intervals.

$$
\begin{equation*}
\Pi(t)=\operatorname{sign}(-\sin (2 \pi F t-\pi / 4)) \tag{16}
\end{equation*}
$$

and rewriting (15) more "cleanly" as

$$
\begin{equation*}
g_{k}(t)=\Pi(t) \int_{-\infty}^{\infty} u_{k}(\tau) \sum_{n=-\infty}^{\infty} \delta\left(t-\frac{n \pi}{2 \pi F}-\tau\right) d \tau \tag{17}
\end{equation*}
$$

with some foresight to the next stage of the derivation. That foresight is, that the above convolution has the Fourier transform $G_{k}(f)$ given by

$$
\begin{equation*}
G_{k}(f)=\Pi(f) *\left[U_{k}(f) \sum_{m=-\infty}^{\infty} \delta(f-m 2 F)\right] \tag{18}
\end{equation*}
$$

where use was made of some identities involving Poisson sums, as explained in Appendix $D$, and $\Pi(f)$ is the Fourier transform of $\Pi(t)$. Before proceeding to evaluate (18), it is useful for later stages of this derivation, to express the integrand in (14) as the product of the transmitted signal $S_{k}(t)$ and the rest of the time function, calling it the pseudo-Doppler modulating receiver function $h_{k}(t)$, defined with the help of (17) as

$$
\begin{equation*}
h_{k}(t)=\cos \left(2 \pi F t+\frac{\pi}{4}\right) g_{k}(t) \tag{19}
\end{equation*}
$$

Now the gated output spectrum denoted by (14) can be expressed as the frequency-domain convolution of two Fourier transforms, namely (19) above convolved with $S_{k}(f)$, which is the Fourier transform of $S_{k}(t)$ and $2 \pi F=\Omega$ as usual. Therefore, the gated output spectrum (14) can now be expressed as the convolution of (18) and (129):

$$
\begin{equation*}
Z_{G, k}(f)=H_{k}(f) * S_{k}(f) \tag{20}
\end{equation*}
$$

A further simplification is afforded by combining the cosine in (19) with the sine in (16), reasoning that (16) can be adequately represented by its fundamental-frequency component and the signum function dispensed with, so (19) becomes

$$
\begin{align*}
& h_{k}(t)=-\cos \left(2 \pi F t+\frac{\pi}{4}\right) \sin \left(2 \pi F t-\frac{\pi}{4}\right) \times \cdots \\
& \cdots \times \int_{-\infty}^{\infty} u_{k}(\tau) \sum_{n=-\infty}^{\infty} \delta\left(t-\frac{n \pi}{2 \pi F}-\tau\right) d \tau \tag{21}
\end{align*}
$$

Using a trigonometric identity for the top line of (21) with $a / 2=2 \pi F t$ and $b / 2=\pi / 4$ in

$$
\begin{equation*}
2 \cos \left(\frac{a+b}{2}\right) \sin \left(\frac{a-b}{2}\right)=\sin (a)-\sin (b) \tag{22}
\end{equation*}
$$

simplifies it to

$$
\begin{align*}
& h_{k}(t)=(-1 / 2)[\sin (2 \pi 2 F t)-1] \times \cdots \\
& \cdots \times \int_{-\infty}^{\infty} u_{k}(\tau) \sum_{n=-\infty}^{\infty} \delta\left(t-\frac{n \pi}{2 \pi F}-\tau\right) d \tau \tag{23}
\end{align*}
$$

Now, with the help of (23), the final output spectrum (30) can be expressed as

$$
\begin{equation*}
Z_{G, k}(f)=\Pi_{C S}(f) *\left[U_{k}(f) \sum_{m=-\infty}^{\infty} S_{k}(f-m 2 F)\right] \tag{24}
\end{equation*}
$$

with the understanding that

$$
\begin{align*}
& \Pi_{C S}(f)=\left(\frac{-1}{2}\right) \int_{-\infty}^{\infty}[\sin (2 \pi 2 F t)-1] e^{-j 2 \pi f t} d t=\cdots \\
& \cdots=\left(\frac{1}{2}\right) \int_{-\infty}^{\infty}\left[e^{-j 2 \pi f t}-\frac{e^{j-2 \pi(f-2 F) t}-e^{-j 2 \pi(f+2 F) t}}{j 2}\right] d t=\cdots  \tag{25}\\
& \cdots=\delta(f) / 2+j \delta(f-2 F) / 4-j \delta(f+2 F) / 4
\end{align*}
$$

This means that the spectrum of the gated output is a periodic extension of the transmitted spectrum of the signal with repetition interval equal to twice the pseudo-Doppler modulation frequency, $2 F$, multiplied by the spectral envelope $U_{k}(f)$.

The next step is to evaluate $U_{k}(f)$, which is the envelope of the spectrum, and manifests the fractional pseudo-Doppler frequency shift expected according to the order, $k$, of the OAM mode. This shift is traceable to the complex "pulse shape" function $u_{k}(t)$ defined in (15). Then the convolution with (25) is performed at the end. The spectrum of the envelope is

$$
\begin{equation*}
U_{k}(f)=\int_{\frac{-\pi / 2}{2 \pi F}}^{0} e^{j 2 \pi\left(\frac{k d}{2 R}\right) F t} e^{-j 2 \pi f t} d t=\int_{\frac{-1}{4 F}}^{0} e^{-j 2 \pi\left(f-\mu_{k}\right) t} d t \tag{26}
\end{equation*}
$$

where the fractional pseudo-Doppler shift is $\mu_{k}=F(k d /(2 R))$ in accordance with Appendix C. It is straight-forward but tedious to evaluate, producing

$$
\begin{equation*}
U_{k}(f)=\frac{e^{j \frac{\pi\left(f-\mu_{k}\right)}{4 F}}}{4 F}\left[\frac{\sin \left(\frac{\pi\left(f-\mu_{k}\right)}{4 F}\right)}{\left(\frac{\pi\left(f-\mu_{k}\right)}{4 F}\right)}\right] \tag{27}
\end{equation*}
$$

Then according to (24), the convolution of (27) with (25) gives the complete spectral envelope

$$
\begin{align*}
& U_{k, C S}(f)=\Pi_{C S}(f) * U_{k}(f)=\cdots  \tag{28}\\
& \cdots=\frac{1}{2} U_{k}(f)+\frac{j}{4}\left[U_{k}(f-2 F)-U_{k}(f+2 F)\right]
\end{align*}
$$

Therefore, a sufficiently representative expression for the final output spectrum can be obtained by using (28) in (24) to obtain the output spectrum

$$
\begin{equation*}
Z_{G, k, 1}(f)=U_{k, C S}(f) \sum_{m=-\infty}^{\infty} S_{k}(f-m 2 F) \tag{29}
\end{equation*}
$$

It remains to evaluate (28) and plot its amplitude, so as to visualize the fractional pseudo-Doppler frequency shift at the output of this receiving subsystem.

The magnitude of (28) is plotted in the subsequent Figure for the parameters used in the simulation with $k=8$ in $\mu_{k}=F(k d /(2 R))$. What is actually plotted is the amplitude

$$
\begin{align*}
& E_{k}(f)=\left(\frac{1}{2}\right) \operatorname{Sinc}\left(\frac{f-\mu_{k}}{4 F}\right)+\cdots \\
& \cdots+\left(\frac{1}{4}\right) \operatorname{Sinc}\left(\frac{f-2 F-\mu_{k}}{4 F}\right)+\cdots  \tag{30}\\
& \cdots+\left(\frac{1}{4}\right) \operatorname{Sinc}\left(\frac{f+2 F-\mu_{k}}{4 F}\right)
\end{align*}
$$

with the common factor

$$
\begin{equation*}
P_{k}(f)=\frac{1}{4 F} e^{j \frac{\pi\left(f-\mu_{k}\right)}{4 F}} \tag{31}
\end{equation*}
$$

being omitted for clarity. The spectral replica according to (29) are superposed at intervals of $2 F$.
Equation (29) is representative of the final output of the gating subsystem of the pseudo-Doppler modulated OAM receiver. Clearly, the spectral replica are spaced at twice the pseudo-Doppler frequency, $2 F$, while the peak of the envelope is at the fractional pseudo-Doppler frequency, $\mu_{k}=$ $F(k d /(2 R))$, as expected and as observed in the simulation results. More accurate representation of the spectral envelope can be obtained by including higher harmonics of $F$ when simplifying (16).

Now that it has been established that the gated output (29) consists of different proportions of spectral replica of each OAM mode, an algorithm for recovering them may be proposed. First it will be necessary to truncate the series of spectral replicas to a minimum equal to the number of OAM modes to be recovered, because at least that many different linear combinations of them will be needed. Each linear combination of spectral replicas is determined by the spectral envelope with its unique fractional pseudo-Doppler shift as in Figure 13. An arrangement such as in Figure A6 can be used to combine all the replicas in such a way that only those of the desired OAM mode will add up to a non-zero complex amplitude while those of all other OAM modes will cancel to zero, much like in adaptive-array signal-processing which nulls interfering sources' signals. The coefficients should be low-pass so only the baseband spectral replicas are passed, as in down-conversion.

The OAM recovery process can be understood in terms of using (29) truncated to $M=K$ terms and transformed into time-domain, as $x(t)$ in (A14), where $K$ is at least the number of OAM modes. The coefficients of the down-converted signals at each stage will be different than in (A14); they will now be derived jointly for all $K$ of the OAM modes. Note that each stage has as input to its coefficient one of the spectral replicas (index " $m$ " in (29)) of all the OAM modes superposed with their amplitudes as received upon. The stage inputs to the coefficients can be arranged in an $M x 1$ vector whose $m$-th row entry is

$$
\begin{equation*}
x_{m}(t)=\sum_{k=1}^{K} U_{k, m} \underbrace{a_{k} s_{k}(t) e^{-j 2 \pi(m 2 F) t}}_{\text {Lowpass }} \tag{32}
\end{equation*}
$$

and $U_{k, m}$ is the spectral envelope coefficient for the $k$-th OAM mode at the $m$-th spectral replica (i.e., stage coefficient). The lowpass signal at each stage is the same (because the spectral replicas are in fact replicas of the same signal, composed of all the OAM modes in their arrival proportions $\left\{a_{k}\right\}$ ) so in vector-matrix form, (32) can be written as

$$
\begin{align*}
& \mathbf{X}=\sum_{k=1}^{K} U_{k} a_{k} s_{k}=\cdots \\
& \cdots=\left[\begin{array}{llll}
\mathbf{U}_{1} & \mathbf{U}_{2} & \cdots & \mathbf{U}_{K}
\end{array}\right]\left[\begin{array}{cccc}
s_{1} & & & 0 \\
& s_{2} & & \\
& & \ddots & \\
0 & & & s_{K}
\end{array}\right]\left[\begin{array}{c}
a_{1} \\
a_{2} \\
\vdots \\
a_{K}
\end{array}\right] \tag{33}
\end{align*}
$$

where the time arguments were omitted for clarity. Further compacting the notation, one can write (33) as

$$
\begin{equation*}
\mathbf{X}_{M \times 1}=\mathbf{U}_{M \times K} \mathbf{S}_{K \times K} \mathbf{A}_{K \times 1} \tag{34}
\end{equation*}
$$

where the matrix dimensions are shown explicitly to help with the defining correspondence with (33), with $M \geq K$.


Figure 13. Spectral envelope and replicas for OAM with $k=8$.
In order to recover all $K$ of the OAM modes jointly, one needs $K$ branches of the kind shown in Figure A6, each with $M$ coefficients. That amounts to a $K x M$ coefficient matrix C, which is derived next. When vector $\mathbf{X}$ is pre-multiplied by $\mathbf{C}$, it will produce an output vector $\mathbf{Y}$ whose entries are the separated OAM mode signals. In fact, the OAM modes are present in their arrival proportions (which is understandable because the algorithm has no information about their transmitted proportions), so they will need to be equalized before they can be demodulated in the "conventional" way. The output vector is written as

$$
\begin{equation*}
\mathbf{Y}_{K \times 1}=\mathbf{C}_{K \times M} \mathbf{X}_{M \times 1}=\mathbf{S}_{K \times K} \mathbf{A}_{K \times 1} \tag{35}
\end{equation*}
$$

By inspection of (34), it looks like the RHS of (35) may be obtained by pre-multiplying vector $\mathbf{X}$ by the inverse of matrix $\mathbf{U}$. However, matrix $\mathbf{U}$ is not always square (unless $M=K$ ), so its inverse does not exist. Fortunately, the dimensions of the matrices and vectors involved are such that a pseudo-inverse does exist, which then becomes the desired coefficient matrix by correspondence with (35) as follows: Pre-multiply both sides of (34) by the Hermitian (complex-conjugate transpose) of matrix U, denoted as $\mathbf{U}^{H}$ to obtain

$$
\begin{equation*}
\mathbf{U}_{K \times M}^{H} \mathbf{X}_{M \times 1}=\mathbf{U}_{K \times M}^{H} \mathbf{U}_{M \times K} \mathbf{S}_{K \times K} \mathbf{A}_{K \times 1} \tag{36}
\end{equation*}
$$

Now notice that $\mathbf{U}^{H} \mathbf{U}$ is a $K \times K$ square matrix, so it can be invertible and one can pre-multiply both sides of (36) by it.

$$
\begin{align*}
& {\left[\mathbf{U}_{K \times M}^{H} \mathbf{U}_{M \times K}\right]^{-1} \mathbf{U}_{K \times M}^{H} \mathbf{X}_{M \times 1}=\cdots} \\
& \cdots=\left[\mathbf{U}_{K \times M}^{H} \mathbf{U}_{M \times K}\right]^{-1} \mathbf{U}_{K \times M}^{H} \mathbf{U}_{M \times K} \mathbf{S}_{K \times K} \mathbf{A}_{K \times 1}=\cdots  \tag{37}\\
& \cdots=\mathbf{S}_{K \times K} \mathbf{A}_{K \times 1}
\end{align*}
$$

Denoting the pseudo-inverse of matrix $\mathbf{U}$, which is found on the LHS of (37), as $\mathbf{U}^{\#}$ i.e.,

$$
\begin{equation*}
\mathbf{U}_{K \times M}^{\#}=\left[\mathbf{U}_{K \times M}^{H} \mathbf{U}_{M \times K}\right]^{-1} \mathbf{U}_{K \times M}^{H} \tag{38}
\end{equation*}
$$

allows one to write (37) as is commonly done in least-squares optimization problems

$$
\begin{equation*}
\mathbf{U}_{K \times M}^{\#} \mathbf{X}_{M \times 1}=\mathbf{S}_{K \times K} \mathbf{A}_{K \times 1} \tag{39}
\end{equation*}
$$

so by correspondence with (35), the joint OAM recovery coefficients matrix is

$$
\begin{equation*}
\mathbf{C}_{K \times M}=\mathbf{U}_{K \times M}^{\#} \tag{40}
\end{equation*}
$$

Therefore, the recovered OAM modes are obtained from the input vector $\mathbf{X}$ simply as

$$
\begin{equation*}
\mathbf{Y}_{K \times 1}=\mathbf{U}_{K \times M}^{\#} \mathbf{X}_{M \times 1}=\mathbf{S}_{K \times K} \mathbf{A}_{K \times 1} \tag{41}
\end{equation*}
$$

which can be subsequently equalized and demodulated as in the "back end" (or DSP baseband section) of a "conventional" MIMO digital radio receiver. Although the matrix inverse found within the pseudo-inverse in (38) is not guaranteed to exist, it is more likely the more spectral replica are included, i.e., the larger the $M$ is. It is dependent on the differences among the spectral envelopes of each of the OAM modes, which become more apparent as more spectral replica are included with increasing $M$. Increasing $M$ beyond $K$ does not increase the dimensions of $\mathbf{U}^{H} \mathbf{U}$, but can improve its condition number, thus enhancing its invertibility. In other words, including more spectral components beyond the minimum number " $K$ " can lead to better least-squares estimates of the OAM signals, with smaller error-vector magnitudes (EVMs) due to crosstalk.

Note also that this OAM recovery algorithm is deterministic because all the information contained in matrix $\mathbf{U}$ is known at the receiver, in principle. (The distance $R$ from the beam axis may be deduced in non-fixed link via other signaling information such as timing-advance in TDD systems and from the TX antenna array geometry.) In practice $\mathbf{U}$ could be obtained by measuring the spectral-envelope coefficients of each OAM mode using correlation techniques during periodic "calibration" intervals, when each OAM mode would be transmitted separately. The coefficients for each branch according to (40) are shown explicitly in a sketch of the recovery algorithm in Figure 14 below (based on Figure A6 on Appendix C).

With suitable training signals for reference, an LMS type of algorithm can be formulated using well-known feedback loops to adapt the coefficients in the FIR-type of filter structure, as mentioned earlier. Moreover, including more than K spectral components and corresponding coefficient loops would provide more degrees of freedom, which could lead to further improved EVMs and potentially cancel external interference.

The structure in Figure 14 is reminiscent of a spectral-analysis process, so it may be feasible to implement equivalent versions of it using Fourier transform techniques. An acousto-optic spectrum-analyzer configuration comes to mind and may be pursued in future work.


Figure 14. Functional OAM recovery algorithm from gated output of pseudo-Doppler modulation subsystem.

It is also possible to make use of output $Z_{2}$, noting that the output at $Z_{2}$ can be derived by the same process as was that at $Z_{1}$ but starting with

$$
\begin{equation*}
Z_{2, k}(t)=S_{k}(t) e^{j \psi_{1}(t)}\left[\sin (\Omega t)+e^{\frac{-j k d}{R}} \cos (\Omega t)\right] \tag{42}
\end{equation*}
$$

One obtains the corresponding result for $Z_{2}$ prior to the gating operation, as

$$
\begin{align*}
& Z_{2, k}(t) \cong \sqrt{2} S_{k}(t) e^{j\left(\psi_{1}(t)-\frac{k d}{2 R}\right)} \times \cdots \\
& \cdots \times(\cos (P(t)-\pi / 4)) e^{j \tan ^{-1}\left(\left(\frac{k d}{2 R}\right) \tan (P(t)-\pi / 4)\right)} \tag{43}
\end{align*}
$$

which looks like $\pi / 4$ was replaced by $-\pi / 4$ in $Z_{1, k}(t)$. Although one can make (10) and (43) look like the input by substituting $\cos (\Omega t-\pi / 4)=\cos (\Omega t+\pi / 4-\pi / 2)=\sin (\Omega t+\pi / 4)$ in (43), the change from $\pi / 4$ to $-\pi / 4$ also forces a change in the gating intervals. Using the same procedure as in Appendix D , it is found that (43) needs to be gated to intervals where

$$
\begin{equation*}
0<\Omega t<\frac{\pi}{2} \tag{44}
\end{equation*}
$$

also separated by multiples of $\pi$, which are exactly complementary to those shown in Figure 8 . That means the useful outputs at $Z_{1}$ and $Z_{2}$ after their respective gating operations appear in disjoint time intervals, so it makes no sense to combine them even though they have the same fractional pseudo-Doppler shifts that are desired. What does make sense is to "toggle" them to the same final output in order to have a more time-continuous output signal for the OAM recovery algorithm leading to (41), which may become useful in future refinements.

## 5. Conclusions

In this paper, a technique for recovering signals from received OAM beams based on pseudo-Doppler effect in the frequency domain was developed. Whereas reference [10] developed a method for detecting individual OAM modes based on an interpolation technique involving a minimum of two receiving antennas positioned tangentially on the peak region of OAM beams in the far field, this paper advanced the method to the point of recovering information carried on multiple OAM beams simultaneously, amenable to real-time implementation. Preliminary simulation results confirmed the ability of this technique to recover the modulation signals from several OAM beams in accordance with the mathematical least-squares type of signal-processing carried out in the frequency domain, based on the effect that the pseudo-Doppler technique imparts a different fractional pseudo-Doppler frequency shift to each received OAM mode. This technique was motivated by the observations that current spatial techniques for receiving and recovering the OAM modes in unguided radio-frequency applications are limited by the conical shapes of the (non-zero-order) OAM beams, which result in poor SNR, impractically large receiving antennas, short link distances, applicability to only very short wavelengths or guided propagation, or a combination thereof. These limitations are a consequence of attempting to receive and recover the OAM modes by the reverse of the spatial technique of transmitting them using co-axially situated circular antennas, motivated by increasing spectral efficiency of wireless links via spatial multiplexing. Here the spatial multiplexing applies at the transmitter, but the receiving technique essentially transforms the recovery problem into the frequency domain inside the receiver, keeping the radiated bandwidth the same. Other efforts at increasing data throughput of wireless links are directed at exploiting wide spectral bandwidth where available, using ultra wide-band (UWB) techniques, specifically UWB antennas [20]. Such efforts could be combined with the present OAM technique to further increase transmission capacity in the future.
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## Appendix A. The Doppler Shift

For completeness, the shift in the frequency of a propagating wave due to relative motion between source and receiver is reviewed.

Consider a stationary point at $x=0$ with a wave incident on it at its propagation velocity, $c$, along the direction of the $x$-axis. Define the phase of the wave to be 0 there. With the help of Figure A1, the phase of any other point $x(t)$ along the $x$-axis at the same instant in time is given by

$$
\begin{equation*}
\psi(x)=2 \pi\left(\frac{x(t)}{\lambda}\right) \tag{A1}
\end{equation*}
$$

Next, let the point $x(t)$ move along the $x$-axis at a constant velocity $v$. Because the phase is linear with position, this will cause a corresponding linear change in its phase as it moves, given by

$$
\begin{equation*}
\frac{d}{d t} \psi(x(t))=\frac{d \psi(x(t))}{d x} \frac{d x(t)}{d t}=\left(\frac{2 \pi}{\lambda}\right) \frac{d x(t)}{d t} \tag{A2}
\end{equation*}
$$

The rate of change of phase with respect to time is defined as radian frequency, $2 \pi F_{d}$, while the rate of change of distance with time is simply velocity, $v$, therefore

$$
\begin{equation*}
\frac{d}{d t} \psi(x(t))=2 \pi F_{d}=\left(\frac{2 \pi}{\lambda}\right) v \tag{A3}
\end{equation*}
$$

or simply

$$
\begin{equation*}
F_{d}=\left(\frac{v}{\lambda}\right)=f\left(\frac{v}{c}\right) \tag{A4}
\end{equation*}
$$

where $F_{d}$ is recognized as the (axial) Doppler frequency and $f$ is the frequency of the incident wave. Although the incident wave is moving at the same time that point $x(t)$ is moving, all this is calculated at a single point in time, as if time was frozen, so the position and velocity of the point $x$ and the incident wave are assumed known at the instant $t$, Heisenberg notwithstanding. One can simply visualize point $x(t)$ moving along the frozen wave, at each position reading its corresponding phase; the frozen wavelength constitutes a phase gradient from 0 to $2 \pi$ radians.


Figure A1. Derivation of axial Doppler shift.
When a wave with OAM is incident on a point, the received phase can experience a frequency shift even as it moves in a direction transverse to the direction of propagation. Specifically, the observation point here will be moving in the direction of $\theta$ along the circumference of the peak of the conical OAM beam in Figure 7 of the main text, where a phase gradient also exists at a given point in time. It is shown below as the "unwrapped" footprint of Figure 4 of the main text.

Again, the electrical phase at the observation point $R \theta=d$ is $d$ times the phase gradient $k / R$, equal to the proportion that $d$ constitutes of the circumference $2 \pi R$, times $k$ cycles of $2 \pi$ that the $k$-th order OAM beam imposes on that circumference of its footprint. It will vary in time if its position is changing in time, because it is passing through the phase gradient, so

$$
\frac{d}{d t} \psi(R \theta(t))=\frac{d \psi(R \theta(t))}{d \theta} \frac{d \theta(t)}{d t}=\left(\frac{2 \pi k}{2 \pi R}\right) R \frac{d \theta(t)}{d t}
$$

Simplifying in terms of the physical variables, the rate of change of electrical phase with time again constituting an angular frequency,

$$
\frac{d}{d t} \psi(R \theta(t))=2 \pi\left(\frac{k R}{2 \pi R}\right) \frac{d \theta(t)}{d t}=k \frac{d \theta(t)}{d t}=2 \pi F_{T}
$$

Recognizing that $v=R d \theta / d t$, the above reduces to

$$
\begin{equation*}
2 \pi F_{T}=\frac{k v}{R} \tag{A5}
\end{equation*}
$$

where $F_{T}$ is the transverse Doppler frequency in Hz. Note that there is now no dependence on RF carrier frequency, $f$, of the OAM beam. Note that this is not the transverse Doppler shift that is sometimes derived in physics context using relativity arguments.


Figure A2. Derivation of transverse-type, or rotational Doppler effect in an OAM beam.
One may wonder why in Figure A2, the wave fronts are not propagating in the same direction as the beam axis but are angled relative to it. (The angle is shown exaggerated.) The reason is that the beam has OAM, which causes its Poynting vector to follow a helical "corkscrew" path, orthogonal to the wave fronts which form helical paths around the beam axis.

For an OAM beam of order $k$, one can visualize the phase fronts (wave fronts) as $k$ parallel threads wrapped around the beam axis like the threads of a machine screw. The Poynting vector would then be orthogonal to them everywhere in the beam. The higher the OAM order $k$, the larger is the angle the $k$ parallel phase threads make with the beam axis (and with its transverse footprint, where its phase gradient becomes steeper in proportion to $k$ ). That is why the transverse Doppler frequency is directly proportional to OAM order $k$.

It is this motion (also expressed in (5) of the main text) of the receiving antenna through this OAM phase gradient at the footprint, which the pseudo-Doppler technique attempts to emulate. It is necessary to emulate a very high transverse Doppler frequency $F_{T}$, so that each OAM mode can be recovered without its spectrum overlapping those of the neighboring OAM modes when the modulated carrier wave has a high bandwidth, $B$.

## Appendix B. Bessel Functions of the First Kind, $J_{k}(x$,$) Plotted$

Here the Bessel functions of the first kind are plotted for the first few integer orders.


Figure A3. Plots of the first few orders of Bessel functions of the first kind.

## Appendix C. Development of the Time-Limited Fractional Frequency Shift

In this appendix, the discrete frequency-domain characterization of the "time-limited fractional frequency shift" operation will be developed following the principles of its dual in discrete time-domain, namely the "band-limited fractional time delay" operation according to [19].

What makes it possible to synthesize a delay, $\tau=p T$, which is only a fraction of the sample interval, $T$, in a discrete-time system sampled at rate $1 / T$, is the fact that this fractional delay needs to be effective only in a limited bandwidth around 0 Hz , at most as wide as the Nyquist band, $B=1 / T$. Therefore, from $f=-1 /(2 T)$ to $1 /(2 T)$, the frequency response $H(f)$ should be all-pass, that is flat with phase factor $e^{-j 2 \pi f \tau}$, and zero outside this band, making it low-pass. The corresponding impulse response in continuous-time is

$$
\begin{equation*}
h(t)=\int_{-\infty}^{\infty} H(f) e^{j 2 \pi f t} d f=\int_{-B / 2}^{B / 2} e^{j 2 \pi f(t-\tau)} d f \tag{A6}
\end{equation*}
$$

which is straight-forward to evaluate as

$$
\begin{equation*}
h(t)=B \frac{\sin (\pi B(t-\tau))}{\pi B(t-\tau)} \equiv B \operatorname{Sinc}(B(t-\tau)) \tag{A7}
\end{equation*}
$$

This defines the envelope of the discrete-time samples taken at integer multiples of $T$ by the sampling impulses as

$$
\begin{equation*}
h(n T)=\int_{-\infty}^{\infty} h(t) \delta(t-n T) d t=B \operatorname{Sinc}(B(n T-\tau)) \tag{A8}
\end{equation*}
$$

The envelopes and samples of the impulse response are shown below for both integer and fractional delays, computed according to Figure 3 of [19].


Figure A4. Impulse responses of band-limited integer and fractional delay filters [19].
By substituting $T=1 / B$ and $\tau=p T$, this becomes the discrete-time impulse response

$$
\begin{equation*}
y(N)=B \sum_{n=0}^{N} x(N-n) \operatorname{Sinc}(n-p) \tag{A9}
\end{equation*}
$$

which can be implemented directly as a FIR filter whose coefficients correspond to integer values of $n$ with $0<p<1$ in the above summation. In practice the filter struncated to a practical number of coefficients, $N+1$, corresponding to $N$ sample delays, and effects a total delay of $N T / 2+\tau$, because it must be causal. It is reproduced below according to Figure 4 of [19].

It can also be utilized in an adaptive multipath equalizer by adapting the coefficients according to a feedback algorithm that minimizes some statistical property of the signal error, as for example in [19].


Figure A5. Direct realization of band-limited fractional-delay filter [19].
A parallel development of the dual structure for the fractional frequency shift of $\mu=q 2 F$ in frequency domain can now proceed as follows: denoting the time-gating function as $g(t)=e^{j 2 \pi \mu t}$ for $-A / 2<t<A / 2$ and 0 elsewhere, its spectrum in the continuous frequency-domain is the inverse Fourier transform

$$
\begin{equation*}
G(f)=\int_{-\infty}^{\infty} g(t) e^{-j 2 \pi f t} d t=\int_{-A / 2}^{A / 2} e^{-j 2 \pi(f-\mu) t} d t \tag{A10}
\end{equation*}
$$

which is seen to evaluate to

$$
\begin{equation*}
G(f)=A \frac{\sin (\pi A(f-\mu))}{\pi A(t-\mu)} \equiv A \operatorname{Sinc}(A(f-\mu)) \tag{A11}
\end{equation*}
$$

This defines the envelope of the frequency-response of the fractional-shift operation, where it is clearly seen that its peak is shifted from the center 0 Hz to $f=\mu \mathrm{Hz}$. When this gating window is repeated in time at intervals $T / 2$ (periodic extension in time), it results in spectral sampling at intervals $2 F=2 / T$ expressed as

$$
\begin{align*}
& G(m 2 F)=\int_{-\infty}^{\infty} G(f) \delta(f-m 2 F) d f \cdots  \tag{A12}\\
& \cdots=A \operatorname{Sinc}(A(m 2 F-\mu))
\end{align*}
$$

finally resulting in the discrete-frequency response

$$
\begin{equation*}
Y(M)=\frac{1}{2 F} \sum_{m=0}^{M} X(m-M) \operatorname{Sinc}(m-q) \tag{A13}
\end{equation*}
$$

with $A=1 /(2 F)$ and $\mu=q 2 F$. It is the dual of (C4) and defines the coefficients of the spectral replicas of the frequency-response of the time-gating function. A conceptual realization analogous to Figure A5 can be formulated for it, truncated to the $M$-th harmonic of $2 F$. Because the realization must be in (real-) time domain, the " $2 F$ " frequency-shift elements corresponding (in dual fashion) to the time-shift (sample delay) elements $z^{-1}$ in Figure A5 are replaced by multipliers by complex factor $e^{j 2 \pi 2 F t}$, which effects the harmonics of 2 times the pseudo-Doppler modulating frequency, $2 F$. Accordingly, in time-domain the input-output relation in continuous time becomes

$$
\begin{equation*}
y(t)=\frac{1}{2 F} \sum_{m=0}^{M} x(t) e^{j 2 \pi(m-M) 2 F t} \operatorname{Sinc}(m-q) \tag{A14}
\end{equation*}
$$

In this application, the time gating intervals are not symmetric about 0 and they alternate in sign at every half period of the modulating frequency, $F$, so the spectrum envelopes will be different, but the same fractional pseudo-Doppler shifts, $F k d /(2 R)$, will be observed in their envelopes. These shifts are not directly visible in the simulation results because the spectrum envelopes are not plotted, only the spectral replicas at the repetition frequencies according to (A11), with the correspondence of $q=k d /(4 R)$ in $\mu=q 2 F=F k d /(2 R)$.

As in the case of the fractional sample delay filter, a similar structure based on (A13) can be used in the "equalization" or recovery of OAM modes in the frequency domain (but still has to be implemented in time domain as discussed above). In this application, the recovery algorithm can be more deterministic because the necessary parameters (those defining the fractional shift $q$ above) can be made known to the receiver.

For reference and to complete the duality statement, the following structure is formulated as a basis for the OAM recovery algorithm.


Figure A6. Direct representation of time-limited frequency-shift structure used for recovery of OAM mode.

The structure in Figure A6 is a functional representation of (A14) truncated to $M+1$ terms and can be used to recover a desired OAM mode from a superposition of all OAM modes that appears at the output of the gating block of the pseudo-Doppler modulation subsystem of the receiver front end. Note that one set of coefficients $\{G(m)\}$ is required to recover each order of OAM mode.

It is important to remember that the entire broad-band spectrum containing $M$ harmonics of the pseudo-Doppler modulation, $2 F$, and the associated spectral replicas of the transmitted signal. Note also that the input and output signals in Figure A6 are still in continuous-time domain, and may also be in analog form.

## Appendix D. Some Identities Involving Poisson Sums

Here it is derived that

$$
\begin{equation*}
\int_{-\infty}^{\infty} e^{-j 2 \pi f t} \sum_{n=-\infty}^{\infty} \delta(t-n T) d t=\frac{1}{T} \sum_{m=-\infty}^{\infty} \delta\left(f-\frac{m}{T}\right) \tag{A15}
\end{equation*}
$$

Alternative derivations can be found at https:/ /en.wikipedia.org/wiki/Poisson_summation_ formula.

Before proceeding, it is worth keeping in mind that multiplying a time function by a string of Dirac deltas as found in the LHS of (A15) constituters sampling it, which corresponds to convolving its Fourier spectrum by the string of Dirac deltas on the RHS of (A15), which constitutes a periodic extension of its Fourier spectrum. That is effectively what was done in the main text in relation to (14)-(21), but the sampling function was not just Dirac deltas, but pulses with a complex-valued "shape", which is a convolution of that pulse shape with a string of Dirac deltas as expressed by (17).

So on the LHS is the Fourier transform of a string of Dirac deltas, which is a periodic function of time. As such, this periodic function has a Fourier series with coefficients $\left\{c_{m}\right\}$ and can be expressed as a sum of the harmonics of the fundamental repetition frequency, $F$, which is the reciprocal of the repetition period, $T$.

$$
\begin{equation*}
\sum_{n=-\infty}^{\infty} \delta(t-n T)=\sum_{m=-\infty}^{\infty} c_{m} e^{j 2 \pi m F t} \tag{A16}
\end{equation*}
$$

The Fourier coefficients are determined by the usual dot product of the periodic function with the complex conjugate of harmonic basis function, i.e., the integral over one period, normalized by the period length

$$
\begin{equation*}
c_{m}=\frac{1}{T} \int_{0}^{T} \sum_{n=-\infty}^{\infty} \delta(t-n T) e^{-j 2 \pi \frac{m}{T} t} d t \tag{A17}
\end{equation*}
$$

Only the $n=0$ period of the string of Dirac deltas falls within the limits of the integral, so (A17) becomes

$$
\begin{equation*}
c_{m}=\frac{1}{T} \int_{0}^{T} \delta(t) e^{-j 2 \pi \frac{m}{T} t} d t=\frac{1}{T} e^{-j 2 \pi \frac{m}{T} 0}=\frac{1}{T} \tag{A18}
\end{equation*}
$$

which means the coefficients are all equal to $1 / T$. That simplifies (A16) to

$$
\begin{equation*}
\sum_{n=-\infty}^{\infty} \delta(t-n T)=\frac{1}{T} \sum_{m=-\infty}^{\infty} e^{j 2 \pi m F t} \tag{A19}
\end{equation*}
$$

That is now substituted in the LHS of (A15) and the order of summation and integration is reversed, as each operation is linear, and really a form of addition.

$$
\begin{equation*}
\int_{-\infty}^{\infty} e^{-j 2 \pi f t} \frac{1}{T} \sum_{m=-\infty}^{\infty} e^{j 2 \pi m F t} d t=\frac{1}{T} \sum_{m=-\infty}^{\infty} \int_{-\infty}^{\infty} e^{-j 2 \pi(f-m F) t} d t \tag{A20}
\end{equation*}
$$

The integral is now evaluated as a limit:

$$
\begin{align*}
& \int_{-\infty}^{\infty} e^{-j 2 \pi(f-m F) t} d t=\lim _{\tau \rightarrow \infty} \int_{-\tau / 2}^{\tau / 2} e^{-j 2 \pi(f-m F) t} d t=\cdots \\
& \cdots=\lim _{\tau \rightarrow \infty}\left[\frac{e^{-j 2 \pi(f-m F) \tau / 2}-e^{j 2 \pi(f-m F) \tau / 2}}{-j 2 \pi(f-m F)}\right]=\cdots  \tag{A21}\\
& \cdots=\lim _{\tau \rightarrow \infty} \tau\left[\frac{\sin ((\pi(f-m F) \tau)}{\pi(f-m F) \tau}\right]=\delta(f-m F)
\end{align*}
$$

The Dirac delta function in frequency arises in the limit due to the properties of the $\sin (x) / x$ $=\operatorname{sinc}(x / \pi)$ function: it is equal to 1 where $x=0$ (as a result of another limit) and in (A21) the zero-crossings collapse toward $f=m F$ in frequency, and tend to 0 for all other $f$. Consequently, the result is that (A20) becomes

$$
\begin{equation*}
\int_{-\infty}^{\infty} e^{-j 2 \pi f t} \frac{1}{T} \sum_{m=-\infty}^{\infty} e^{j 2 \pi m F t} d t=\frac{1}{T} \sum_{m=-\infty}^{\infty} \delta(f-m F) \tag{A22}
\end{equation*}
$$

and via (A19), reproduces (A15) as required:

$$
\begin{equation*}
\int_{-\infty}^{\infty} e^{-j 2 \pi f t} \sum_{n=-\infty}^{\infty} \delta(t-n T) d t=\frac{1}{T} \sum_{m=-\infty}^{\infty} \delta(f-m F) \tag{A23}
\end{equation*}
$$
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#### Abstract

We analyze the mode evolution in mode-selective photonic lanterns with respect to taper lengths, affected by possible mode phase differences varying along the taper. As a result, we design a three-mode orbital angular momentum (OAM) mode-selective photonic lantern by optimizing the taper length with mode crosstalk below -24 dB , which employs only one single mode fiber port to selectively generate one OAM mode.


Keywords: mode division multiplexing; orbital angular momentum; photonic lantern

## 1. Introduction

Mode division multiplexing (MDM) has attracted great interest due to its potential for addressing the forthcoming capacity crunch [1]. The orbital angular momentum (OAM) modes can be extensively used as separate channels in MDM communication networks due to the orthogonality [2]. As the key techniques, the generation and multiplexing of OAM modes in MDM systems have been achieved in free space [3], silicon photonics [4], and fiber-based configurations [5]. Due to the high insertion loss, high fabrication cost, and limited scalability, the free space and silicon photonics-based solutions are still subject to further improvements and upgrading. The fiber-based solutions play a promising role to perform OAM manipulations because of their compatibility with transmission fibers and compactness. They can be widely applied in practical communication systems. Some fiber-based solutions for OAM mode generation have been carried out [5-7], but a simple and feasible fiber-based OAM multiplexing method is still yet to be developed.

Meanwhile, all-fiber-based techniques, e.g., photonic lanterns (PLs), which offer the potential for direct integration with existing telecom/datacom infrastructures and low insert loss, are highly desirable [8]. A PL can be nearly lossless, scaled to many modes, and robust because it can be directly spliced to one few-mode fiber (FMF) and several single-mode fibers (SMFs) with the right design [9]. Previous work [9] demonstrated a $3 \times 1$ fiber-based photonic lantern spatial multiplexer with mode selectivity greater than 6 dB and transmission loss of less than 0.3 dB . PLs for linear polarized (LP) mode multiplexing have been reported, which can support 10 LP modes so far [10].

Recently, OAM mode division multiplexing in the systems containing PLs has been reported [11,12]. In [11], an OAM mode multiplexer using an annular core mode-selective photonic lantern (MSPL) is proposed. However, it cannot simultaneously multiplex both $\mathrm{OAM}_{-1}$ and $\mathrm{OAM}_{+1}$, as it has to employ two input SMF ports of a MSPL to generate one OAM mode. We have previously proposed a one-port
excited all-fiber OAM multiplexer based on cascading a MSPL and a mode-polarization controller [12], but the mode-polarization controller introduces instability and additional complexity.

In this paper, we analyze the periodic evolution of the PL output modes with respect to taper lengths, affected by possible mode phase differences varying along the taper. Then, we design a three-mode orbital angular momentum mode-selective photonic lantern (OAM-MSPL) utilizing the phase difference caused by the mode degeneracy breaking along a specific area of the taper. The $\mathrm{OAM}_{0}$, $\mathrm{OAM}_{-1}$, and $\mathrm{OAM}_{+1}$ can be excited respectively when selectively and separately injecting light into the three SMF cores. Simulation results show that the mode crosstalk of the OAM-MSPL is below -24 dB .

## 2. Principle

A taper transition can couple light between one FMF and several SMFs. If the number of SMFs matches the number of spatial modes in the FMF, the transition can have low loss in both directions [13]. Taking a three-mode PL as an example, a standard PL is fabricated by adiabatically tapering three separate SMFs in a low-index glass jacket, as shown in Figure 1a. As unitary coupling between SMFs and one FMF is only possible by optimizing the arrangements of the cores [14], the cross section of the untapered end of the PL is shown in Figure 1b, which can be considered approximately as three isolated fiber cores (Fiber 1, 2, and 3 cores) with a circular cladding and a low-index jacket. The structure is tapered such that the SMF cores nearly vanish, the SMF cladding becomes the new few-mode core, and the low-index capillary becomes the FMF cladding. The tapered end of the PL matches the common two-mode fiber supporting $\mathrm{LP}_{01}$ and $\mathrm{LP}_{11}$ modes. The original $\mathrm{LP}_{01}$ modes in the SMF cores eventually evolve into the $\mathrm{LP}_{01}$ and $\mathrm{LP}_{11}$ modes in the FMF core.


Figure 1. The (a) structure and (b) cross section of a photonic lantern (PL). Note: (b) is not to scale.
In this paper, we obtain the eigenmode profiles and effective refractive indexes of the PL at different positions along the taper, simulated by mode analysis using the finite element method (FEM). However, FEM is not able to simulate the many elements of the light transmission in the PL, such as the adiabatic taper criterion and the actual forms of the excited supermodes, i.e., local modes. It is not able to analyze the possible effects brought by the variation of the taper lengths either. Therefore, as a supplement, we use the beam propagation method (BPM) to analyze the evolution of the local modes excited by selectively injecting light into the SMF cores during the taper of the PL, in order to consider the variation of the light transmission conditions.

Three-mode MSPLs for LP mode multiplexing can be divided into two types: the standard three-mode MSPL designed with three totally different SMF cores, and the three-mode mode-group-selective PL owning a pair of symmetric SMF cores with a lower initially designed normalized frequency value ( V value) compared to the other core. We simulate both these types to analyze the evolution of the eigenmodes and the local modes using FEM and BPM. In this paper, the simulated PL has three cores arranged in an equilateral triangle shape with a core pitch of $42.0 \mu \mathrm{~m}$, as the reduced cladding fibers can be used to assist adiabaticity $[15,16]$. The core index is 1.4482 . For the standard MSPL, the core diameters are $11.0 \mu \mathrm{~m}, 8.65 \mu \mathrm{~m}$, and $6.55 \mu \mathrm{~m}$, respectively. For the mode-group-selective PL, the core diameters are $11.0 \mu \mathrm{~m}, 6.55 \mu \mathrm{~m}$, and $6.55 \mu \mathrm{~m}$, as the Fiber 2 core and
the Fiber 3 core are identical. The cladding and jacket diameters are 125 and $1116 \mu \mathrm{~m}$, and the cladding and jacket indexes are 1.444 and 1.4398 , respectively.

As shown in Figure 2a, for the standard MSPL, the original eigenmodes of the untapered end are the $\mathrm{LP}_{01}$ modes in the three separate SMF cores. The second- and third-highest indexes remain separate until the SMF cores nearly vanish and the local modes evolve into the degenerate $\mathrm{LP}_{11}$ modes. When selectively injecting light into the Fiber 2 or 3 core, as shown in Figure 2b, at the same taper ratio, the local mode shown as the BPM profile is in correspondence with the eigenmode, shown as the FEM profile. On account of the separation of the effective refractive indexes, the second-and third-order local modes individually evolves into the two second-order eigenmodes in the FMF end, i.e., $\mathrm{LP}_{11 a}$ and $\mathrm{LP}_{11 \mathrm{~b}}$.


Figure 2. (a) The FEM simulation mode indexes evolution along the taper of the standard MSPL. M $\mathrm{M}_{\mathrm{E} 1}$, $\mathrm{M}_{\mathrm{E} 2}$, and $\mathrm{M}_{\mathrm{E} 3}$ represent the first- and the two second-order eigenmodes. The $\mathrm{M}_{\mathrm{EL}}$ represents the leaky mode simulated by FEM. The black dashed line indicates the taper ratio of 0.112. (b) The comparison of the FEM/BPM simulated mode profiles at different positions along the taper when selectively injecting light into the Fiber 2 and 3 cores of the standard MSPL. $\mathrm{M}_{\mathrm{L} 1}, \mathrm{M}_{\mathrm{L} 2}$, and $\mathrm{M}_{\mathrm{L} 3}$ represent the local modes when individually injecting light into Fiber 1, 2, or 3 cores, respectively. BPM: beam propagation method; FEM: finite element method; MSPL: mode-selective photonic lantern.

As shown in Figure 3a, for the mode-group-selective PL, as the Fiber 2 and 3 cores share the same V value, the initial eigenmodes are the in-phase and reverse-phase combination of the $\mathrm{LP}_{01}$ modes in the Fiber 2 and 3 cores, and their effective refractive indexes are identical at the starting area of the taper. When selectively injecting light into either of the pair of the totally symmetric and identical cores (Fiber 2 or 3 cores), both the degenerate second-order eigenmodes are excited. The two eigenmodes break the degeneracy and bring the difference value of the effective refractive indices in the deciding area of the taper (where the effective index differences of $\mathrm{M}_{\mathrm{L} 2}$ and $\mathrm{M}_{\mathrm{L} 3}$ are larger than $10^{-4}$, the value normally considered as the floor in order to eliminate MIMO-DSP in PLs [17]), then they return to degeneracy again at the end of the taper. As shown in Figure 3b, each of the local modes shown as the BPM profile is the isometric superposition of the two eigenmodes shown as FEM profiles, and the composition of the output mode in the FMF end depends on the accumulation of the phase differences
brought by the two eigenmodes in the deciding area of the taper. The relationship can be described as follows:

$$
\begin{gather*}
\mathrm{M}_{\mathrm{L} 2}=\mathrm{M}_{\mathrm{E} 2}+\exp (\mathrm{i} \varphi) \mathrm{M}_{\mathrm{E} 3}  \tag{1}\\
\mathrm{M}_{\mathrm{L} 3}=\mathrm{M}_{\mathrm{E} 2}+\exp [\mathrm{i}(\pi-\varphi)] \mathrm{M}_{\mathrm{E} 3}, \tag{2}
\end{gather*}
$$

where $\mathrm{M}_{\mathrm{L} 2}$ and $\mathrm{M}_{\mathrm{L} 3}$ represent the local modes when individually injecting light into the Fiber 2 or 3 core, $\mathrm{M}_{\mathrm{E} 2}$ and $\mathrm{M}_{\mathrm{E} 3}$ represent the two second-order eigenmodes, and $\varphi$ represents the final phase difference between the two parts of the excited eigenmodes generated during the taper. It is already known that one pair of degenerated $\mathrm{LP}_{11}$ modes which satisfy the $\pi / 2$ phase difference can be used to generate $\mathrm{OAM}_{ \pm 1}$ modes in optical fibers [7], as follows:

$$
\begin{align*}
& \mathrm{OAM}_{-1}=\mathrm{LP}_{11 \mathrm{a}}+\mathrm{i} \mathrm{LP} P_{11 \mathrm{~b}}  \tag{3}\\
& \mathrm{OAM}_{+1}=\mathrm{LP}_{11 \mathrm{a}}-\mathrm{i} \mathrm{LP}_{11 \mathrm{~b}} \tag{4}
\end{align*}
$$

Therefore, when selectively injecting light into the Fiber 2 or 3 core, if $\varphi$ equals $\pi / 2$ (or $-\pi / 2$ ), the output mode is one of the $\mathrm{OAM}_{ \pm 1}$ modes, and if $\varphi$ equals 0 (or $\pi$ ), the output mode is one of the $\mathrm{LP}_{11}$ modes.

The BPM simulation mode profiles of the PLs with lengths of $2 \mathrm{~cm}, 2.65 \mathrm{~cm}$, and 3.3 cm are shown in Figure 3b-d, as the final taper ratio is determined as 0.112 . As described above, when injecting light into either the Fiber 2 or 3 core selectively, the variation of the phase differences leads to the changing of the superposed output mode. For instance, in the simulated PL with a taper length of 2 cm , the excited mode of the Fiber 2 core corresponds to $\mathrm{OAM}_{-1}$. It becomes $\mathrm{LP}_{11 \mathrm{a}}$ in the simulated PL with a taper length of 2.65 cm , and then turns to $\mathrm{OAM}_{+1}$ when the taper length is 3.3 cm . The output mode profiles of the PLs with different taper lengths are shown in Figure 4, based on the BPM simulation when injecting light into each of the three SMF cores.

It has been shown that there is a periodic variation of the generating $\mathrm{OAM}_{ \pm 1}$ modes at a half cycle of 1.3 cm as the taper length increases. Hence, we can obtain a designed OAM-MSPL if the $\mathrm{LP}_{11}$ modes satisfies the $\pi / 2$ phase difference. Moreover, we could also optimize taper ratios and V values of the SMF cores to control the phase difference variation in order to obtain low-loss OAM-MSPLs.


Figure 3. The FEM simulation mode indexes' evolution along the taper of the mode-group-selective PL (a). The comparison of the FEM/BPM simulated mode profiles at different positions along the taper when selectively injecting light into the Fiber 2 and 3 cores of the mode-group-selective PL with the taper length of (b) 2 , (c) 2.65 , and (d) 3.3 cm .


Figure 4. The BPM simulation output mode profiles of the PLs with different taper lengths when selectively injecting light into the Fiber 2 and 3 cores.

## 3. Simulation Results

As a result of the mode evolution analysis in MSPLs described above, we design the OAM-MSPL with a taper length of 2.0 cm , similar to practical PLs. When injecting light into the Fiber 1 core, the mode coupling efficiencies of $\mathrm{OAM}_{0}, \mathrm{OAM}_{-1}$, and $\mathrm{OAM}_{+1}$ are $99.372 \%, 0.306 \%$, and $0.306 \%$, respectively, which were obtained by calculating the correlation coefficients between the target modes of the PL and the matching FMF as the waist [18]. As for Fiber 2, they are $0.318 \%, 99.665 \%$, and $0.001 \%$, respectively. As for Fiber 3, they are $0.318 \%, 0.001 \%$, and $99.665 \%$, respectively. Simulation results show good characteristics of multiplexing when the few-mode ends of one pair of the designed PLs are connected, as shown in Figure 5a.


Figure 5. (a) The schematic of the multiplexer/de-multiplexer (MUX/DEMUX) simulation. (b) Calculated mode crosstalk matrix of one pair of the OAM-MSPLs during selective excitation (bottom axis) and measurement (left axis). The diagonal matrix elements represent the simulated insertion loss of one pair of the OAM-MSPLs. OAM-MSPLs: orbital angular momentum mode-selective photonic lanterns.

When injecting light into the target fiber core of the MUX-PL (where light is injected into the SMF ends and is emitted from the FMF end), we obtain the mode crosstalk, which is defined as the ratio of power in the corresponding fiber core of the DEMUX-PL (where light is injected into the FMF end and is emitted from the SMF ends) over power in the other cores. The matrix elements shown in Figure 5b are displayed in units of decibels ( dB ), with the mode crosstalk of one pair of the designed PLs below -21 dB , based on the symmetric MUX/DEMUX simulation structure. The individual simulation shows the mode crosstalk of the single PL is below -24 dB , which matches the result of the MUX/DEMUX simulation. The diagonal elements represent the simulated insertion loss (IL) of one pair of the designed PLs, which is below -0.06 dB , as the IL of a single PL is below -0.03 dB on average.

We calculate correlation coefficients between the target OAM modes and FMF via the overlap integral method by scanning the linear taper lengths and the light wavelengths, as shown in Figure 6a,d. With the mode crosstalk shown in Figure 6b,c, it is indicated that the OAM-MSPL has a taper length error tolerance longer than 1 mm , which can be controlled by common PL-tapering processors. The mode crosstalk of a single PL can be controlled below -21 dB , with the IL below -0.06 dB . Furthermore, as simulations performed, the designed PL works stably in the whole C-band and L-band with low loss and crosstalk.


Figure 6. Calculated correlation coefficients of OAM-MSPL with (a) taper lengths around 2 cm when injecting light into all of the cores and (d) with wavelengths in the C-band and L-band when injecting light into the Fiber 3 core. Calculated mode crosstalk matrices of pairs of the PLs with taper lengths of (b) 1.95 cm and (c) 2.05 cm , or with wavelengths at (e) 1530 nm and (f) 1620 nm .

## 4. Conclusions

In conclusion, we analyze the periodic evolution of the PL output modes with respect to taper lengths, affected by possible mode phase differences varying along the taper. Then, we design a three-mode OAM-MSPL for MDM with mode crosstalk below -24 dB and IL below -0.03 dB . As the simulations performed revealed, the designed OAM-MSPL has a taper length error tolerance longer than 1 mm with mode crosstalk below -21 dB and IL below -0.06 dB , and works stably in the whole C-band and L-band with low loss and crosstalk.
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Featured Application: Generation and sorting of optical beams carrying orbital angular momentum of light for combined polarization- and mode-division multiplexing in the telecom infrared, either for free-space or multi-mode fiber transmission.


#### Abstract

The simultaneous processing of orbital angular momentum (OAM) and polarization has recently acquired particular importance and interest in a wide range of fields ranging from telecommunications to high-dimensional quantum cryptography. Due to their inherently polarization-sensitive optical behavior, Pancharatnam-Berry optical elements (PBOEs), acting on the geometric phase, have proven to be useful for the manipulation of complex light beams with orthogonal polarization states using a single optical element. In this work, different PBOEs have been computed, realized, and optically analyzed for the sorting of beams with orthogonal OAM and polarization states at the telecom wavelength of 1310 nm . The geometric-phase control is obtained by inducing a spatially-dependent form birefringence on a silicon substrate, patterned with properly-oriented subwavelength gratings. The digital grating structure is generated with high-resolution electron beam lithography on a resist mask and transferred to the silicon substrate using inductively coupled plasma-reactive ion etching. The optical characterization of the fabricated samples confirms the expected capability to detect circularly-polarized optical vortices with different handedness and orbital angular momentum.
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## 1. Introduction

In the last decades, the possibility to structure the spatial degree of freedom of light has acquired increasing interest, with applications in a wide range of fields. In particular, the exploitation of light beams with helical phase-fronts has provided disruptive achievements in microscopy [1,2], astronomy [3], particle manipulation [4], holography [5], and information and communication technology (ICT) [6,7]. Since the seminal paper of Allen and coworkers [8] demonstrated that such beams carry orbital angular momentum (OAM), the study on methods and devices to generate and control this still unexploited degree of freedom has given rise to a flourishing research field [9]. It is especially in the ICT that the orbital angular momentum of light has demonstrated the most promising applications, in combination with other degrees of freedom of light [10]. As a matter of fact, the OAM degree of freedom opens to an unbounded state space, in which light beams carrying different integer

OAM values are orthogonal to each other and can be exploited for the transmission of different data streams at the same frequency with no interference [11]. The aggregate combination of OAM-mode division multiplexing (OAM-MDM) with other well-established multiplexing methods, e.g., time, polarization, wavelength, and amplitude/phase, has demonstrated to provide a significant increase in the spectral efficiency of today's optical networks [12], both in free-space [13] and optical fibers [14,15], offering a solution to the problem of optical network saturation [16]. Both in the classical and quantum regimes, the combined manipulation of OAM and polarization has acquired paramount importance, and novel devices are required for the parallel detection in a compact and effective way. As a matter of fact, optical vortices propagating in multi-mode fibers have been demonstrated to be circularly polarized [15]. In the single-photon regime, the combination of orbital angular momentum and polarization opens to a wider state space for quantum-key distribution (QKD) applications [17], in which higher security and robustness against errors and eavesdropping are guaranteed with respect to standard protocols limited to polarization [7]. Novel formulations and innovative implementations of standard QKD protocols have been developed and demonstrated [18], both in discrete variable (DV-QKD) and continuous variable (CV-QKD) scenarios [19]. Concurrently, research efforts have focused on the design and realization of polarization-sensitive OAM (de)multiplexers, in order to generate and sort the state space exploited for high-dimensional QKD [20,21].

In the last decade, several methods have been conceived for demultiplexing, i.e., the separation, of a superposition of beams with different values of OAM [22]. In particular, increasing interest has been devoted to solutions which could offer high miniaturization and integration levels, fabrication protocols suitable for mass-production, and backward compatibility with different multiplexing techniques. In order to improve the miniaturization level, we recently disclosed the realization of 3D multi-level phase-only diffractive optical elements [23-26] performing OAM-mode generation and detection in the visible range, based either on log-pol optical transformation [27] or OAM-mode projection [28,29]. In comparison with bulky refractive elements, the diffractive version provides a miniaturized and almost flat implementation, in particular, when shorter focal lengths are necessary, i.e., for high miniaturization. On the other hand, the design of diffractive optics turns out to be optimized within a narrow bandwidth, therefore they exhibit a decrease in efficiency when operating far from the optimal wavelength. The optical thickness is inversely proportional to the refractive index of the material, and increases proportionally to the design wavelength. If the transparency of silicon in the telecom infrared suggests the exploitation of this high-refractive index material in order to further reduce the optical thickness, then, on the other hand, the fabrication of 3D surface-relief patterns in silicon is still undoubtedly challenging.

An alternative method for phase-fronts manipulation is provided by Pancharatnam-Berry optical elements (PBOE) acting on the geometric phase of light. Unlike refractive and diffractive optics, in PBOEs the phase change is not produced by means of an optical path difference, but is the result of a space-variant modification of the polarization state of light [30]. This is achieved by realizing an artificial material, i.e., a metasurface, which is both inhomogeneous and anisotropic, in order to create an effective anisotropic medium whose extraordinary axis orientation is spatially variant. The phase transferred to the input beam is equal to twice the value of the fast-axis orientation, therefore by properly engineering the anisotropy pattern it is possible to reshape the input phase-front in the desired way. With respect to conventional optics, the approach with metasurfaces can offer greater advantages owing to their digital profile and fixed thickness. In comparison with diffractive optics, metasurfaces show a broader band [31], since the wave-front is tailored by the geometric pattern of the optical element. In addition, since the optical response becomes inherently dependent on the input polarization [32], polarization-division multiplexing (PDM) can be easily implemented without the need of additional optics [33].

In this paper, we present the design and realization of sorting optics for OAM-MDM, in the form of Pancharatnam-Berry optical elements in silicon for the telecom wavelength of 1310 nm . We considered the demultiplexing method based on OAM-mode projection and we computed and realized
different metasurfaces in silicon, performing both OAM-MDM and PDM. Despite its lower efficiency with respect to other methods, this technique allows to customize the channel constellation and the sorting OAM range, depending on the desired application. Different OAM sets and far-field channel configurations have been selected and presented, in order to demonstrate the versatility offered by this demultiplexing method.

The birefringence of the single PBOE subunit has been achieved artificially by structuring the silicon substrate with a digital subwavelength grating, which is experienced by the impinging wave as a uniaxial crystal whose fast axis is perpendicular to the grating ridges [34]. The resist mask fabricated on the silicon surface with high-resolution electron-beam lithography (EBL) was transferred to the substrate by a finely-tuned inductively coupled plasma-reactive plasma etching (ICP-RIE) process. The optical tests at the wavelength of 1310 nm , in the telecom O-band, confirm the expected capability of the designed optics to detect correctly input beams with different circular-polarization states and orbital angular momentum values.

## 2. Materials and Methods

### 2.1. Phase Pattern Calculation

A diffractive optical element designed to analyze the OAM spectrum in the set of OAM values $\left\{\ell_{j}\right\}$ presents a phase pattern $\Omega(u, v)$ which is given by the linear superposition of $n$ orthogonal OAM modes $\left\{\psi_{j}\right\}$ as follows [35]:

$$
\begin{equation*}
\Omega(u, v)=\arg \left\{\sum_{j=1}^{n} c_{j} \psi_{j}^{*} \exp \left[i \alpha_{j} u+i \beta_{j} v\right]\right\}, \tag{1}
\end{equation*}
$$

being $\left\{\psi_{j}=R_{j}(\rho, \vartheta) \exp \left(i \ell_{j} \vartheta\right)\right\}$, where $\vartheta=\arctan (v / u), \rho=\sqrt{u^{2}+v^{2}},\left\{R_{j}(\rho, \vartheta)\right\}$ describe the field spatial distributions and depend on the family of modes. $\left\{\left(\alpha_{j}, \beta_{j}\right)\right\}$ are the $n$ vectors of carriers spatial frequencies in Cartesian coordinates, and $\left\{c_{j}\right\}$ are complex coefficients whose modulus is usually unitary, and the phases are fitted so that Equation (1) is an exact equality [23]. The set of parameters $\left\{c_{j}\right\}$ is calculated with the following integral:

$$
\begin{equation*}
c_{j}=\int_{-\infty}^{+\infty} d u \int_{-\infty}^{+\infty} \psi_{j} \exp (i \Omega) \exp \left(-i \alpha_{j} u-i \beta_{j} v\right) d v \tag{2}
\end{equation*}
$$

The diffractive element is basically a computer-generated hologram originated from the linear combination of $n$ fork-holograms. Each term in Equation (1) is given by the interference pattern of the $j$ th OAM-mode with azimuthal phase term $\exp \left(i \ell_{j} \vartheta\right)$ with the tilted plane-wave $\exp \left(i \alpha_{j} u+i \beta_{j} v\right)$ defined by the corresponding carrier frequency. In the Fourier plane, the carrier frequencies manifest as separate spatial coordinates $\left\{\left(x_{j}, y_{j}\right)\right\}$ given by:

$$
\begin{align*}
x_{j} & =\alpha_{j} \frac{f}{k}  \tag{3}\\
y_{j} & =\beta_{j} \frac{f}{k}
\end{align*}
$$

being $f$ the focal length of the lens which is used for far-field reconstruction in $f$ - $f$ configuration, and $k=2 \pi / \lambda$, where $\lambda$ is the working wavelength. When the optical element is illuminated with an integer OAM beam, the projection of the beam is optically performed over the selected OAM set, and a bright spot appears at the position corresponding to the input OAM value in far field (Figure 1) [23].


Figure 1. Scheme of the working principle of Pancharatnam-Berry optical elements (PBOEs)for orbital angular momentum (OAM) demultiplexing with the method of OAM-beam projection. If a circularly-polarized OAM-beam illuminates the optical element, a bright spot appears in the far field, at a position which depends on the polarization handedness and on the carried OAM. In the presented work, the PBOE has been fabricated in the form of a pixelated metasurface of rotated subwavelength gratings (a), and designed for the demultiplexing of 7 OAM channels and circular polarization states ( 14 channels in total) over different OAM sets, centered in $\ell=0$, with increasing OAM separation $\Delta \ell=1(\mathbf{b}), \Delta \ell=2(\mathbf{c}), \Delta \ell=3(\mathbf{d})$. Three different channel configurations have been considered and tested: Linear array (b), regular polygon (heptagon) (c), semicircle (d).

In a metasurface realization of the optical element, the phase pattern $\Omega(u, v)$ is obtained by fabricating an inhomogeneous and anisotropic effective medium, whose extraordinary-axis orientation $\theta(u, v)$ changes point-by-point and is equal to half the local phase value $\Omega(u, v)$. The two orthogonal circular polarizations exhibit a different behavior, as it follows [32]:

$$
\begin{equation*}
T(u, v)\binom{1}{ \pm i}=\cos \left(\frac{\delta}{2}\right)\binom{1}{ \pm i}-i \sin \left(\frac{\delta}{2}\right) \exp [ \pm i \Omega(u, v)]\binom{1}{\mp i} \tag{4}
\end{equation*}
$$

being $T$ the transmission matrix of the optical element, $\delta$ the phase delay between the ordinary and extraordinary axes of the metasurface effective medium, $[1,+i]$ and $[1,-i]$ the vectors of right-handed and left-handed circular polarizations in Jones matrix formalism, respectively (the normalization factor $1 / \sqrt{2}$ has been omitted). In particular, when the metasurface is engineered in order to achieve the condition $\delta=\pi$ ( $\pi$-delay between the two optical axes), the zero-order term is cancelled out and a total polarization conversion is obtained:

$$
\begin{equation*}
T\binom{1}{ \pm i}=-i \exp ( \pm i \Omega)\binom{1}{\mp i} \tag{5}
\end{equation*}
$$

In this case, the two orthogonal circular polarizations experience opposite phase patterns:

$$
\begin{align*}
& \Omega^{(+)}(u, v)=\arg \left\{\sum_{j=1}^{n} c_{j} R_{j}^{*} \exp \left[-i \ell_{j} \vartheta+i \alpha_{j} u+i \beta_{j} v\right]\right\}  \tag{6}\\
& \Omega^{(-)}(u, v)=\arg \left\{\sum_{j=1}^{n} c_{j} R_{j} \exp \left[+i \ell_{j} \vartheta-i \alpha_{j} u-i \beta_{j} v\right]\right\}
\end{align*}
$$

and their corresponding sets of intensity spots appear at symmetric coordinates in far field:

$$
\begin{align*}
& x^{(-)}\left(\ell_{j}\right)=-x^{(+)}\left(-\ell_{j}\right) \\
& y^{(-)}\left(\ell_{j}\right)=-y^{(+)}\left(-\ell_{j}\right) \tag{7}
\end{align*}
$$

where the subscripts (+) and (-) stand for right-handed and left-handed circular polarizations, respectively.

As expressed by Equation (7), a beam carrying OAM equal to $\ell$ and right-handed circular polarization generates a bright spot at a position which is center-symmetric to the spot formed by the left-handed circularly-polarized state with opposite value of OAM. Hence, during the design of a metasurface performing demultiplexing over a properly-designed set of modes, particular attention should be paid to carefully choosing the spatial frequency carriers in order to prevent different channels from overlapping.

A custom code has been developed in MATLAB ${ }^{\circledR}$ in order to compute the phase patterns for the selected set $\left\{\ell_{j}\right\}$ of OAM values and the corresponding carriers frequencies $\left\{\left(\alpha_{j}, \beta_{j}\right)\right\}$. The implemented algorithm is based on a successive computation of the integrals in Equation (2) and of the sum in Equation (1), implementing the fast Fourier transform algorithm and applying precise constrains, as explained in [5,23], in particular phase quantization into 16 equally-spaced values in the range $[0,2 \pi)$.

In the following, three different configurations are presented and described. Each phase pattern performs the demultiplexing of circularly-polarized beams over 7 OAM values, for a total of 14 channels, with different OAM separation and far-field channel constellation: Linear array, regular polygon, semicircle.

### 2.1.1. Linear Array

We limited the choice to OAM values in the set from $\ell=-3$ to $\ell=+3$ for a total of 7 OAM values $(n=7)$. The spatial frequencies have been fixed in such a way that the far-field peaks were arranged along a line at equally spaced $x$-positions (see Figure 2b):

$$
\begin{align*}
& x_{j}^{(+)}=\alpha\left(\frac{n+1}{2}-j\right) \frac{f}{k}=\alpha(4-j) \frac{f}{k}  \tag{8}\\
& y_{j}^{(+)}=\beta \frac{f}{k}
\end{align*}
$$

where $j=1, \ldots 7$. Considering Equation (7) and the symmetry of the far-field channels constellation, it results that:

$$
\begin{align*}
& x_{j}^{(-)}=-\alpha(-4+j) \frac{f}{k}=x_{j}^{(+)}  \tag{9}\\
& y_{j}^{(-)}=-\beta \frac{f}{k}=-y_{j}^{(+)}
\end{align*}
$$

The two orthogonal polarizations are therefore sorted over two distinct linear arrays without overlapping, as depicted in Figure 2b.


Figure 2. (a) Numerical phase pattern for the demultiplexing of optical beams with OAM in the set $\{-3,-2,-1,0,+1,+2,+3\}$ on a linear array. Pixel size: $6.250 \mu \mathrm{~m} \times 6.250 \mu \mathrm{~m}$. 16 phase levels. Radius length: 180 pixels. (b) Far-field channel scheme for the given OAM set and circular polarization states. Right-handed (in blue) and left-handed (in red) circularly-polarized OAM beams are detected in far field on two distinct linear arrays.

### 2.1.2. Regular Polygonal Configuration

We considered the OAM values in the set $\{-6,-4,-2,0,+2,+4,+6\}$ for a total of 7 OAM channels. We fixed the carrier spatial frequencies in order to arrange the far-field peaks at the vertices of a regular polygon, in the specific case a heptagon. In polar coordinates, the spatial frequencies are given by $\left\{\left(\rho_{j}\right.\right.$, $\left.\left.\theta_{j}\right)\right\}=\{(\gamma, j 2 \pi / 7)\}, j=1, \ldots 7$. Therefore, the far-field points appear at equally-spaced angular positions, specified as follows:

$$
\begin{gather*}
r_{j}^{(+)}=r=\gamma \frac{f}{k} \\
\varphi_{j}^{(+)}=j \frac{2 \pi}{n}=j \frac{2 \pi}{7} \tag{10}
\end{gather*}
$$

where $j=1, \ldots 7$, being $r$ the radius of the circumscribed circle. According to Equation (7), we have:

$$
\begin{equation*}
\tan \left[\varphi^{(-)}\left(\ell_{j}\right)\right]=\tan \left[\varphi^{(+)}\left(-\ell_{j}\right)\right] \tag{11}
\end{equation*}
$$

that is

$$
\begin{equation*}
\varphi^{(-)}\left(\ell_{j}\right)=\varphi^{(+)}\left(-\ell_{j}\right)+\pi, \tag{12}
\end{equation*}
$$

The two orthogonal polarizations are sorted over two overlapping heptagons, as shown in the scheme in Figure 3b. According to Equation (12), the far-field intensity peaks are expected to be at the following angular positions for the left-handed beams:

$$
\begin{equation*}
\varphi_{j}^{(-)}=(7-j+1) \frac{2 \pi}{7}+\pi=-(j-1) \frac{2 \pi}{7}+\pi, \tag{13}
\end{equation*}
$$

As shown in Figure 3b, for increasing OAM values, the corresponding spots appear counterclockwise (clockwise) for incident right-handed (left-handed) circular polarization.


Figure 3. (a) Numerical phase pattern for the demultiplexing of optical beams with OAM in the set $\{-6,-4,-2,0,+2,+4,+6\}$ on a heptagonal configuration. Pixel size: $6.250 \mu \mathrm{~m} \times 6.250 \mu \mathrm{~m} .16$ phase levels. Radius length: 180 pixels. (b) Far-field channel scheme for the given OAM set and circular polarization states. Right-handed (in blue) and left-handed (in red) circularly-polarized OAM beams are detected in far field on two distinct heptagons.

### 2.1.3. Equally-Spaced Hemi-Circular Configuration

In order to arrange the far-field channel at equally-spaced angular positions without overlap, a semicircle configuration appears to be the best choice. In this case we considered the set $\{-9,-6,-3$, $0,+3,+6,+9\}$ and we fixed the carrier spatial frequencies in such a way that the far-field peaks were arranged over a semicircle of constant radius $r$ at equally-spaced angular positions (see Figure 4b), specified as follows:

$$
\begin{gather*}
r_{j}^{(+)}=r=\gamma_{\bar{k}}^{f} \\
\varphi_{j}^{(+)}=j \frac{2 \pi}{2 n}=j \frac{2 \pi}{14} \tag{14}
\end{gather*}
$$

where $j=1, \ldots 7$. According to Equation (7), the far-field intensity peaks are expected to be at the following angular positions:

$$
\begin{equation*}
\varphi_{j}^{(-)}=(7-j+1) \frac{2 \pi}{14}+\pi=-(j-1) \frac{2 \pi}{14} \tag{15}
\end{equation*}
$$

The two orthogonal polarizations are therefore sorted over two complementary semicircles without overlapping, as shown in the scheme in Figure $4 b$.


Figure 4. (a) Numerical phase pattern for the demultiplexing of optical beams with OAM in the set $\{-9$, $-6,-3,0,+3,+6,+9\}$ on a semicircular configuration. Pixel size: $6.250 \mu \mathrm{~m} \times 6.250 \mu \mathrm{~m} .16$ phase levels. Radius length: 180 pixels. (b) Far-field channel scheme for the given OAM set and circular polarization states. Right-handed (in blue) and left-handed (in red) circularly-polarized OAM beams are detected in far field on two distinct and complementary semicircles.

### 2.2. Subwavelength Grating Design

The metasurface version of the computed optical elements has been realized in the form of spatially-variant subwavelength gratings, whose ridges orientation is rotated pixel-by-pixel introducing a spatially-dependent form birefringence. The key element of the metasurface is represented by the subwavelength linear grating cell, whose local orientation $\theta(u, v)$ is fixed in order to transfer the desired geometric-phase $\Omega(u, v)$ to the input wavefront, according to Reference [36]:

$$
\begin{equation*}
\theta(u, v)=\frac{\Omega(u, v)}{2} \tag{16}
\end{equation*}
$$

being $(u, v)$ the coordinates of the reference frame on the optical element plane. The phase-patterns of the designed optical elements have been calculated as 4-bit grayscale images (16 phase levels) and converted into subwavelength grating metasurfaces with custom MATLAB ${ }^{\circledR}$ codes. The gray level $j$, in the range from 0 to 15 , has been associated to the rotation angle $j 2 \pi / 32$ of the corresponding subwavelength grating vector. For a given grating thickness, numerical simulations must be performed in order to identify the optimal profile, in terms of duty-cycle and period, providing the maximum conversion efficiency, i.e., $\pi$-delay between ordinary and extraordinary axes. In Reference [36], a numerical study was performed implementing Rigorous Coupled-Wave Analysis (RCWA) [37,38] for a binary silicon grating in air at 1310 nm , in order to extract the optimal configurations of period and duty-cycle which provide $\pi$-retardation. For a thickness of 535 nm with a duty-cycle around 0.5 , the grating period providing a $\pi$-delay is around 290 nm . This configuration was chosen for the design and fabrication of the silicon PBOEs presented in this study.

### 2.3. Fabrication

For the fabrication of subwavelength gratings with high aspect ratio a three-step stamp process was considered. Electron-beam lithography (EBL) provides the ideal method to transfer the computational patterns from a digitally-stored format to a physical layer with high-resolution profiles. The original EBL pattern was transformed into an imprinting mold for subsequent imprinting replica and inductively coupled plasma-reactive ion etching (ICP-RIE) to achieve the final sample.

Electron-beam lithography was performed with a JBX-6300FS EBL machine (JEOL, Tokyo, Japan) $12 \mathrm{MHz}, 5 \mathrm{~nm}$ resolution, working at 100 kV with a current of 100 pA . A thin layer of positive resist (AR-P 672.03, ALLRESIST GmbH, Strausberg, Germany) was spun at 4000 rpm obtaining a thickness
around 130 nm , followed by a hot plate soft-baking process at $150^{\circ} \mathrm{C}$ for 3 min . Afterwards, the sample was developed in an isopropyl alcohol (IPA):deionized water 7:3 solution for 60 s , in order to remove the exposed areas.

To achieve the transfer from the EBL-patterned resist to the Silicon substrate, a 7-seconds stripping process in $\mathrm{O}_{2}$ plasma was performed, followed by a 72-seconds etching in fluorine-based plasma with STS MESC MULTIPLEX ICP (SemiStar Corp, Morgan Hill, CA, USA).

Next, a Thermal-NanoImprint Lithography (T-NIL) was performed with a Paul-Otto Weber hydraulic press with heating/cooling plates, for high-resolution replica [39,40]. The process was conducted using the previously-etched EBL master as cast after a silanization process with Trichloro(1H,1H,2H,2H-perfluorooctyl)silane PFOTS (Thermo Fisher (Kandel) GmbH, Karlsruhe, Germany) [41,42]. A layer of MR-I 7010E was deposited on a silicon wafer at 1750 rpm , achieving a thickness around 120 nm , followed by a 2-min soft bake at $140^{\circ} \mathrm{C}$. The sample was placed in contact with the master within a system of compliances in order to homogenize the temperature and pressure on the entire surface. The T-NIL process was performed at $100^{\circ} \mathrm{C}$ for 10 min at 100 -bar pressure. At the end of the imprinting step, a temperature decrease down to $35^{\circ} \mathrm{C}$ occurred, maintaining the pressure fixed at 100 bar.

After a 13 -second $\mathrm{O}_{2}$ treatment to remove the residual layer, a $10-\mathrm{nm} \mathrm{Cr}$ hard mask was deposited by e-gun evaporation and the transfer of the resist pattern was carried out by a lift-off process in a sonicated acetone bath for 180 s . Finally, an ICP-RIE etching was performed to remove the residual layer and hence obtain the required grating thickness. The etching time was finely adjusted to reach a final depth around 535 nm , as recommended by numerical simulations. In Figure 5, inspections at scanning electron microscopy (SEM) of the final sample are shown. In particular, the well-defined line profile is evidence of the suitability of the nanofabrication recipe for pattern transfer onto the silicon substrate.


Figure 5. (a) SEM inspections of the fabricated PBOE on silicon substrate performing PDM and OAM-MDM according to the scheme in Figure 3 (heptagonal configuration). (b-d) Details at higher magnification. Grating period $\Lambda=290 \mathrm{~nm}$, duty-cycle 0.5 , thickness 535 nm , pixel size $6.250 \mu \mathrm{~m} .16$ rotation angles.

### 2.4. Optical Characterization Setup

The experimental setup for the optical analysis of the fabricated samples is depicted in Figure 6. The performance of the metasurfaces has been analyzed with input optical beams endowed with integer orbital angular momentum, generated by uploading the proper phase patterns on a LCoS spatial light modulator (SLM) (X13267-08, Hamamatsu, Shizuoka, Japan) with amplitude/phase modulation [43]. An aspheric lens with focal length $f_{\mathrm{F}}=7.5 \mathrm{~mm}$ (A375TM-C, Thorlabs, Newton, NJ, USA) was used to collimate the output of a DFB laser $(\lambda=1310 \mathrm{~nm})$ emerging at the end of a single mode fiber. Then the output beam was linearly polarized and expanded with a first telescope ( $f_{1}=3.5 \mathrm{~cm}, f_{2}=10.0 \mathrm{~cm}$ ) before illuminating the display of the SLM. A beam-splitter (50:50) was inserted after the telescope in order to produce a second coherent Gaussian beam for interferometric analysis. A second telescope $\left(f_{3}=20.0 \mathrm{~cm}, f_{4}=12.5 \mathrm{~cm}\right.$ ) with an aperture in the Fourier plane was used to isolate and image the first-order encoded mode onto the sorter. A second beam-splitter (50:50) was used to split the beam and check the input beam profile with a first camera (WiDy SWIR 640U-S, NIT, Verrières-le-Buisson, France). A Mach-Zehnder interferometric bench was added, as shown in Figure 6, in order to analyze the phase pattern of the modes generated with the SLM. Afterwards, the OAM beam illuminated the silicon sample, mounted on a 6-axis kinematic mount with micrometer drives (K6XS, Thorlabs, Newton, NJ, USA). Finally, a second camera (WiDy SWIR 640U-S, NIT, Verrières-le-Buisson, France) was used to collect the far field at the back-focal plane of a lens with focal length $f_{5}=7.5 \mathrm{~cm}$. A sequence of linear polarizer (LPIREA100-C, Thorlabs, Newton, NJ, USA) and quarter-wave plate (WPQ10M-1310, Thorlabs, Newton, NJ, USA) was placed before and after the sorter, in reverse order, to control and select the circular polarization state of the input and output beams.


Figure 6. Experimental setup used for the optical analysis of the fabricated Pancharatnam-Berry optical elements (PBOE). The output of the DFB laser $(\lambda=1310 \mathrm{~nm})$ is collimated after a single mode fiber (SMF) using an aspheric lens (focal length $f_{\mathrm{F}}=7.5 \mathrm{~mm}$ ), linearly polarized $\left(\mathrm{P}_{1}\right)$ and magnified with a first telescope ( $f_{1}=3.5 \mathrm{~cm}, f_{2}=10.0 \mathrm{~cm}$ ). The first order of the spatial light modulator (SLM) used for OAM-beam generation is filtered (D) and resized ( $f_{3}=20.0 \mathrm{~cm}, f_{4}=12.5 \mathrm{~cm}$ ) before impinging on the demultiplexer. A beam splitter (BS) is exploited both to check the input beam and collect the output intensity at the back-focal plane of a fifth lens $\left(f_{5}=7.5 \mathrm{~cm}\right)$. A sequence of quarter-wave plates $(Q)$ and linear polarizers $(P)$ is placed before $\left(P_{2}, Q_{1}\right)$ and after $\left(Q_{2}, P_{3}\right)$ the sorter, in reverse order, in order to control and select the desired circular polarization. A Mach-Zehnder interferometric setup is used to analyze the spiralgram of the input optical vortices and infer the carried OAM value and sign.

## 3. Results

The output of the fabricated PBOEs has been analyzed and recorded for input circularly-polarized beams with well-defined OAM. For each PBOE, beams carrying OAM in the sorting set of the selected metasurface have been produced, in sequence, and circularly polarized before impinging on the optical element, according to the scheme in Figure 6. Using a Mach-Zehnder interferometric bench, as shown in Figure 6, the interference pattern between the generated OAM beam and a reference Gaussian beam was generated and collected in order to check the input OAM value. As a matter of fact, since the phase structure of an integer-OAM beam presents $\ell$ intertwined helical phase fronts, being $\ell$ the amount of OAM, the interference with a coaxial Gaussian beam generates a fringe pattern of $\ell$ spirals, whose helicity is given by the sign of $\ell$ [44] (Figure 7a, Figure 8a, and Figure 9a).


Figure 7. Optical characterization of the demultiplexer in Figure 2. (a) Experimental interference pattern of the input beams. The twist-handedness and number of the spiral arms reveal the sign and value of orbital angular momentum, respectively. Experimental output intensity for input right-handed (b) and left-handed (c) circular polarization states. The position of the far-field bright spots is in accordance with the channel scheme depicted in Figure 2b.


Figure 8. Optical characterization of the demultiplexer in Figure 3. (a) Experimental interference pattern of the input beams. The twist-handedness and number of the spiral arms reveal the sign and value of orbital angular momentum, respectively. Experimental output intensity for input right-handed (b) and left-handed (c) circular polarization states. The position of the far-field bright spots is in accordance with the channel scheme depicted in Figure 3b.


Figure 9. Optical characterization of the demultiplexer in Figure 4. (a) Experimental interference pattern of the input beams. The twist-handedness and number of the spiral arms reveal the sign and value of orbital angular momentum, respectively. Experimental output intensity for input right-handed (b) and left-handed (c) circular polarization states. The position of the far-field bright spots is in accordance with the channel scheme depicted in Figure 4b.

When a beam carrying OAM illuminates the demultiplexer, the optical element performs the projection over the mode set for which the phase pattern has been calculated. Next, a bright spot is detected in correspondence of the input OAM value, when it is present, at the coordinates given by corresponding far-field channel scheme. Otherwise, a non-null OAM beam is generated, i.e., an annular intensity profile with a central dark singularity.

In Figure 7, the optical characterization is reported for the PBOE performing OAM sorting in the range $\{-3, \ldots,+3\}$ with OAM step $\Delta \ell=1$ (Figure 7a). In Figure $7 b, c$, the far field is shown for input beams with right-handed and left-handed circular polarizations, respectively. As expected, the demultiplexer can sort the orthogonal polarization states onto two different linear arrays, while the OAM value is detected correctly according to the scheme in Figure 2b. A similar analysis is reported in Figure 8 , for the PBOE performing OAM demultiplexing in the range $\{-6, \ldots,+6\}$, step $\Delta \ell=2$, according to the scheme in Figure 3b. In Figure 8b,c, the far field is shown for input optical vortices with right-handed and left-handed circular polarizations, respectively. The demultiplexer separates the orthogonal polarization states onto two heptagons, while the OAM content is detected correctly. Figure 9 reports the optical analysis of the PBOE performing sorting in the OAM range $\{-9, \ldots,+9\}$, step $\Delta \ell=3$, over a circular configuration, as depicted in the scheme in Figure 4b. In Figure 9b, c, the far field is shown for input vortices with right-handed and left-handed circular polarization, respectively. As expected, the demultiplexer can distinguish between orthogonal polarization states, by projecting them onto two complementary, i.e., non-overlapping, semicircles.

## 4. Discussion

In this work, we described the design, nanofabrication, and optical characterization of silicon metasurfaces for the parallel sorting of orbital angular momentum and polarization using the method of optical-mode projection. The samples were fabricated in the form of dielectric Pancharatnam-Berry optics, whose inhomogeneous anisotropy imparts a spatially-variant phase-change due to a local control of the input polarization. In particular, the phase is geometric in nature and equal to twice the rotation angle of the local extraordinary axis, corresponding to the direction of the subwavelength grating vector. Three different sorters have been designed and fabricated, performing combined PDM and OAM-MDM over different OAM sets and channel configurations, with the aim to exhibit the versatility of the demultiplexing method in terms of channels geometry and OAM values. In particular, we demonstrated the possibility to sort a symmetric range of OAM beams over a linear
array and over 2D regular distributions, specifically a regular polygon and a semicircle. By properly designing the far-field channel scheme, fixed by the spatial frequency carriers in the phase pattern definition of the sorter, it was possible to originate two non-overlapping channel geometries for the two orthogonal polarizations. The optical characterization has been reported at the wavelength of 1310 nm , in the telecom O-band, showing the expected capability to distinguish between modes with different orbital angular momentum and spin values by using a single element. With respect to the diffractive counterpart [23], the number of available channels is redoubled without the need of additional optical elements.

Metasurfaces have become one of the most rapidly expanding frontiers of nanophotonics to revolutionize optics by substituting refractive and diffractive optics in many widespread applications and introducing entirely altogether novel functionalities [45,46]. In particular, the possibility to use silicon as optical material has promoted the flourishing of a new framework in which optics design and silicon photonics merge to create a new generation of optical elements with unprecedented levels of integration. In comparison with plasmonic metamaterials, the importance of silicon in optics design and fabrication is based not only on its optical properties, low-cost, and well-established nanofabrication techniques, but also on the peculiar and promising prospects that silicon nanostructures can provide in terms of integration into existing photonic architectures and complementary metal-oxide semiconductor (CMOS) compatibility [47,48].

By including optics design and silicon photonics, the presented metasurfaces pave the way to novel optical devices for combined polarization- and OAM-mode division multiplexing with an unprecedented combination of miniaturization and integration.
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#### Abstract

In this paper, we experimentally investigate the turbulence mitigation methods in free-space optical communication systems based on orbital angular momentum (OAM) multiplexing. To study the outdoor atmospheric turbulence environment, we use an indoor turbulence emulator. Adaptive optics, channel coding, Huffman coding combined with low-density parity-check (LDPC) coding, and spatial offset are used for turbulence mitigation; while OAM multiplexing and wavelength-division multiplexing (WDM) are applied to boost channel capacity.
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## 1. Introduction

Optical communication systems are usually deployed over fiber-optic links [1-3], free-space optical (FSO) links [4-6], or hybrid FSO-fiber links [7]. Recent advances in photonics integrated circuits (PIC) have been greatly pushing forward the worldwide application of optical communications [8-10]. Although they have enabled a capacity-approaching communication [11-13], fiber-optic links may be too fragile or costly to be deployed in some environments, e.g., seismic belts. As a result, FSO links are more favorable due to their easy and fast communication link reconstruction. Although the channel loss of FSO links is not stable, and typically higher than that of fiber-optic links, FSO communication systems provide free-scalable channels for spatial mode division (SDM) multiplexing, e.g., orbital angular momentum (OAM) multiplexing [14-17]. Despite their free-scalable characteristics, spatially multiplexed modes hardly preserve their orthogonality when transmitting over the atmospheric FSO links, resulting in dynamic inter-mode crosstalk [18-20].

There are several ways to mitigate the inter-mode crosstalk, including wavefront sensor (WFS) or wavefront sensorless based adaptive optics (AO) systems [21-23], digital multi-input multi-output (MIMO) equalization [24-26], and advanced forward error correction (FEC) based channel coding techniques [27-29]. AO systems are usually implemented in satellite communications to mitigate wavefront distortion, while their commercial application in near-Earth FSO links is greatly limited by the expensive WFS and deformable mirror (DM). In some instances, a wavefront sensorless AO is used as a trade-off between cost and reliability. MIMO equalization is also often used to relieve inter-mode crosstalk among the multiplexed spatial modes. It is, however, preferentially used in the FSO links affected by weak-to-medium atmospheric turbulence. When spatial modes are transmitted in a strong atmospheric turbulence environment, the unwanted inter-mode crosstalk is not only limited to adjacent spatial modes, but also spread widely across other spatial modes. As a result, the use of more mode detectors is expected at the receiver side to capture the distorted signals in correlated modes, followed by more computationally complex MIMO equalization. If the quantity of mode detector is not sufficient, MIMO equalization may fail to work due to data loss. FEC based channel
coding techniques have been fully developed over decades, and extensively used in error-free digital fiber-optic communication systems. However, FEC coding-only solution can't guarantee a reliable data transmission over long reach FSO links, especially in the strong atmospheric turbulence environment.

In this paper, we discuss the high-speed OAM multiplexed FSO communication systems, enabled by AO, low-density parity-check (LDPC) coding, spatial offset (SO), and joint Huffman and LDPC coding. First, we experimentally study an AO assisted, LDPC coded, OAM-based FSO communication system. Briefly, four OAM multiplexed mode channels that in total carry 500 Gbps quadrature phase shift keying (QPSK) signals are transmitted over wavelength-division multiplexed (WDM) channels with 50 GHz spacing. The turbulence-induced inter-mode crosstalk is compensated by a wavefront sensorless AO setup. Subsequently, error-free communication can be achieved with a strong LDPC coding scheme. The minimum coding gain of 3.9 dB is achieved at $\mathrm{BER}=2 \times 10^{-2}$ for OAM states $\pm 2$ and $\pm 6$.

Second, we present another inter-mode crosstalk mitigation solution in an atmospheric turbulence limited OAM multiplexed FSO links. The OAM mode crosstalk is first relieved by optical spatial mode offset, and then further resolved by coded modulation technology. Huffman coding and optimal constellation design techniques are applied to generate the quadrature amplitude modulation (QAM) formats, i.e., 5/9-QAM formats. Meanwhile, the GF(5) based LDPC coding is implemented for 5-QAM symbol sequences, and GF(32) based LDPC coding is implemented for 9-QAM symbol sequences [30,31]. Unlike the classical OAM multiplexed FSO links, where all spatial mode channels are centrally aligned, binary FEC coding is used for error correction. Furthermore, uniformly distributed M-QAM formats are used for data modulation, e.g., QPSK and 8-QAM. The proposed two-stage OAM mode crosstalk mitigation solution can largely enhance the communication reliability in atmospheric FSO links.

## 2. Adaptive Optics Enabled Free-Space Optical Communication

### 2.1. Experimental Setup

Figure 1 shows the experimental setup for an AO enabled FSO communication system. The five continuous wave (CW) laser beams are generated with the inter-channel spacing of 50 GHz (1549.32-1550.92 nm). The wavelength channels are multiplexed together and used as the optical input of an I/Q modulator. The pseudorandom binary sequence (PRBS) signals are encoded using a binary LDPC code with the code rate of 0.8 . The data streams pass to the arbitrary waveform generator (AWG) and drive the I/Q modulator to generate a 15.6 GBaud optical QPSK signal. An optical interleaver (IL) is applied to separate odd and even channel signals, which are then decorrelated by 350 symbols and recombined together. The resulting WDM QPSK optical signals with the decorrelated adjacent wavelength channels are boosted by an Erbium-doped fiber amplifier (EDFA), followed by an optical tunable filter (OTF) to suppress amplified spontaneous emission (ASE) noise. The optical signals are separated by a coupler, and one path is later decorrelated before recombination. The optical Gaussian modes are collimated by fixed fiber optic collimator and converted to OAM modes (OAM states $\pm 2$ and $\pm 6)$ by using a high-resolution spatial light modulator (SLM). The resulting OAM modes are then centrally aligned by a beam splitter (BS). Another 1548.9 nm Gaussian probe beam is used to assist AO compensation. The Gaussian probe beam is expanded using a beam expander (BE) to reach a diameter larger than the widest OAM beams (OAM states $\pm 6$ ) generated in this experiment. At this stage, the probe beam is also centrally aligned with the data-carrying OAM modes.


Figure 1. Experimental setup for adaptive optics (AO) enabled free-space optical (FSO) communication system.

The expanding telescope is applied to adjust the diameters of the collimated OAM beam and Gaussian probe beam, which are then sent to the turbulence emulator. The SLM2 and SLM3 are continuously and randomly updating phase patterns to be modelled on the dynamic atmospheric turbulence environment [22]. The accuracy of the turbulence model can be validated in terms of on-axis Gamma-Gamma intensity distribution and intensity correlation function. The atmospheric turbulence emulator used here is designed according to the Rytov variance [32] of $\sigma_{R}^{2}=2$.

The size of the distorted OAM and probe beams are decreased by a compressing telescope. The distorted beams then pass to the DM for wavefront correction. The distorted Gaussian probe beam functions as a stimulus in this wavefront sensorless AO setup, with the assumption that the probe beam and OAM beams are affected by the similar wavefront distortion. Partial optical beams are segregated via a BS and collected by a single-mode fiber (SMF) patch cable. In this experiment, the OTF3 with a central wavelength of 1548.9 nm is implemented to only capture the Gaussian probe beam, followed by a photodiode (PD) for power monitoring. The detected analog voltage is digitized by an analog-to-digital converter (ADC) to update the DM pixels based on stochastic parallel gradient descent algorithm [33]. It is noteworthy that the performance of the FSO transmission system is dominated by linear mode crosstalk. within comparison to fiber-optic transmission systems, FSO links will not have notable nonlinear effects in principle. The AO used in our experiment will not bring nonlinear distortions, since the processing time of the AO is far longer than the data rate.

Following AO compensation, the less distorted OAM modes are detected by SLM4. This is used to convert one OAM mode back to the Gaussian-like mode, which is then collected by another SMF patch cable. The collected optical signals are pre-amplified by EDFA2, followed by a variable optical attenuator (VOA) for optical power tuning. Additional ASE noise is generated and adjusted via a sub-system configured by EDFA3, EDFA4, and VOA2. Such ASE noise is added to the optical signal using an optical coupler, after which an OTF with the central wavelength of 1550.12 nm is applied to single out the corresponding optical wavelength channel. In the coherent receiver, the local oscillator (LO) light and the optical signal are mixed in an optical $90^{\circ}$ hybrid, detected by two PDs, and digitized by a real-time oscilloscope. After the off-line digital signal processing (DSP) signal recovery, the sum-product algorithm is used in the LDPC decoding procedure with a maximum of 50 iterations [34].

### 2.2. Results and Analysis

We begin by investigating the atmospheric turbulence-induced mode crosstalk and the merits of AO assisted wavefront correction. The power ratio between the target OAM modes (OAM states $\pm 2, \pm 6)$ and their adjacent modes are used here as a metric to evaluate the effect of mode crosstalk. As illustrated in Figure 2a, the power of target OAM mode measured was similar to the adjacent OAM modes, indicating that the data originating from mode crosstalk will severely interfere with the desirable data after mode detection. Data in Figure 2b shows that the average extinction ratio (ER) after AO assisted wavefront correction reaches a 6-dB improvement. The blue bars in Figure 2a and navy bars in Figure 2b represent the desirable transmitted OAM modes, and the green bars represents the unwanted OAM modes caused by OAM mode crosstalk.


Figure 2. Power distributions of orbital angular momentum (OAM) modes: (a) without AO assisted wavefront correction and (b) with AO assisted wavefront correction.

Figure 3a shows the average bit-error rate (BER) vs. OSNR performance with or without atmospheric turbulence effects. The data clearly demonstrates that the BER curves do not drop quickly, even with the increasing OSNR values. It is caused by the unperfect mode generation and detection patterns, which will also introduce unwanted inter-mode crosstalk effects. Note that the worse BER performance of OAM states $\pm 6$ compared to OAM state $\pm 2$ is due to high-order OAM mode sensitivity to the boundary effect.


Figure 3. (a) Average BER vs. OSNR performance in cases with or without atmospheric turbulence effects. (b) Average BER vs. OSNR performance after AO assisted wavefront correction and low-density parity-check (LDPC) coding.

Figure 3b shows that distinct average OSNR gain can be reached after AO assisted wavefront correction and LDPC coding. We observe that the BER curves after AO assisted wavefront correction can be lower than 0.04 , which is the error correction threshold of the used LDPC code. Furthermore, the performance of the AO assisted wavefront correction on OAM states $\pm 2$ are better than that of OAM states $\pm 6$. This is caused not only by the boundary effect brought by the limited sizes of the used optical components, but also the features of the used probe beam. This beam is able to fully cover the small-size OAM modes (OAM states $\pm 2$ ) after the turbulent FSO transmission, rather than the large-size OAM modes (OAM states $\pm 6$ ). After the AO correction is performed, LDPC coding/decoding can then be applied to efficiently eliminate the post-FEC error floor. Figure 3b shows that the BER curves of all OAM modes can drop quickly as long as the OSNR is higher than 8 dB . More specifically, when the BER is $2 \times 10^{-2}$ the coding gains of $3.9,4.1,5.2$, and 5 dB are reached for OAM states $2,-2,6$, and -6 , respectively.

In this study, we implement pre-compensation algorithms at the transmitter side and post-equalization algorithms at the receiver side to minimize the implementation penalty. Turning off the turbulence emulator by sending blank phase patterns to the SLMs in the turbulence emulator does not eliminate all OAM mode distortions caused by the imperfect SLM screens, especially at the OAM mode generation and detection steps.

## 3. Joint Huffman and LDPC Coding Enabled Free-Space Optical Communication

### 3.1. Experimental Setup

Figure 4 shows the experimental setup for joint Huffman and LDPC coding enabled FSO communication system. In the transmitter, a 1550 nm CW light is generated as the optical carrier, and passes to an optical I/Q modulator. The PRBS signals are coded by Huffman procedure to the symbol sequences with alphabet sizes of 5 and 9 respectively [30]; or uniformly mapped to symbol sequences with alphabet sizes of 4 and 8 , respectively. Then the $\operatorname{GF}(5), \mathrm{GF}\left(3^{2}\right)$ based nonbinary LDPC encoding is used, followed by mapping procedures from the coded sequences to 5-QAM and 9-QAM signals, respectively. Classical binary LDPC encoding is implemented for QPSK (or 4-QAM) and 8-QAM sequences. The used Huffman trees and the 5/9-QAM formats with corresponding bit labeling are provided (Figure 4(a1,a2,b1,b2)). When 12.5 G Baud electronic signals are generated, they drive the I/Q modulator. The optical signals are boosted by EDFA1, and filtered with an OTF. Then optical signals are separated by an optical coupler, decorrelated, and converted to OAM states 2 and -6 by SLM1. The formed OAM modes are combined and centrally aligned by BS1. BS2 is used to separate the multiplexed OAM modes, and re-combined by the BS3. The optical signals in one optical path bounce off a mirror one time to generate the opposite OAM modes, i.e., OAM states -2 and 6 . The optical signals in the other path bounce off four times to keep the original mode states and decorrelate the carried optical signals. The desired SO between the two optical paths can be achieved by adjusting the BS3 position. In this setup, the limited SLM screen size restricts the SO freedom. To reduce the side effect-induced inter-mode crosstalk and mode power loss, OAM states 2 and -6 are centrally aligned and transmitted in one optical path, while OAM states -2 and 6 are combined and launched onto another optical path.

The offset OAM beams are expanded by a BE, and then distorted in the designed turbulence emulator. The current turbulence emulator is designed according to the Rytov variance of 0.5 . The distorted OAM beams are captured by a compressing telescope, demultiplexed by SLM4, and back-convert the target OAM mode to the Gaussian mode. The Gaussian beam is then coupled from free space into a fiber cable and pre-amplified by EDFA2. The ASE noise is loaded onto the signal in the $3-\mathrm{dB}$ coupler, and later the out-of-band noise is removed by the OTF2. The optical signal is detected by a coherent receiver, and equalized by DSP signal recovery. The symbol log-likelihood ratio (LLR) estimation is executed before the $\mathrm{GF}(2) / \mathrm{GF}(5) / \mathrm{GF}\left(3^{2}\right)$ based LDPC decoding procedures. Ultimately, BER values are calculated after LDPC decoding to determine system performance.


Figure 4. Experimental setup for the joint Huffman and LDPC coding enabled FSO communication system. Insets: (a1) Huffman tree for 5-size alphabet; (a2) 5-QAM format with bit labeling; (b1) Huffman tree for 9-size alphabet; (b2) 9-QAM format with bit labeling.

### 3.2. Results and Analysis

The signal-to-crosstalk ratio (SCTR) gains achieved by SO are presented in Figure 5. The SCTR is measured after the OAM mode detection. It is defined as the power ratio of the desirable OAM mode and neighboring OAM modes, in the scenario where the desired OAM mode is generated exclusively at the transmitter. The insets in Figure 5(a1,a2) show the measured SCTR gains. The SCTR improvement of $>1.6 \mathrm{~dB}$ is achieved for OAM state 2 ; and the SCTR gain of $>1 \mathrm{~dB}$ is available for OAM state -6 . The data shows that the best SO is at 6 mm and 5 mm for OAM states 2 , and -6 , respectively. For simplicity, the SO will be set to 5 mm for all following cases in this paper.


Figure 5. Signal-to-crosstalk ratio (SCTR) improvements obtained by the spatial offset (SO). Insets: The examples of SCTR calculation for (a1) OAM state -6 , and (a2) OAM state 2.

In Figure 6, we analyze the effects of the nonuniform signaling. The data represents BER performance in the atmospheric turbulence-free environment. Figure 6a,b shows that the pre-FEC performance of 5-QAM is worse than that of the QPSK due to the implementation and DSP penalties. These data also indicate that the pre-FEC performance of 9-QAM can outperform the 8-QAM. However, the post-FEC OSNR penalties between the 5-QAM and QPSK are measured to be $<0.3 \mathrm{~dB}$ and 0.2 dB , in the respective OAM states 2 and -6 , when the BER is $10^{-4}$. In addition, GF $\left(3^{2}\right)$ LDPC encoded

9-QAM shows a better performance over GF(2) LDPC coded 8-QAM by 2.7 dB and 3.2 dB in respective OAM states 2 and -6 , when BER is $10^{-4}$.


Figure 6. BER vs. OSNR performance in the atmospheric turbulence-free environment, when (a) OAM state 2 is under testing; (b) OAM state -6 is under testing.

The BER performance affected by atmospheric turbulence is shown in Figure 7. The data indicate that the pre-FEC BER performance gap between QPSK and 5-QAM shrinks in an atmospheric turbulence limited environment; while the pre-FEC BER performance of 9-QAM is better than that that of the 8 -QAM. Figure 7a shows that, if OAM state 2 is under testing, the average OSNR gains of $>1.6 \mathrm{~dB}$ and 5.6 dB are reached by 5-QAM and 9-QAM, respectively, when the post-FEC BER is $10^{-4}$, compare to coded QPSK and 8-QAM. In addition, if OAM state -6 is detected, as depicted in Figure 7 b , the coding gains of $>1.1 \mathrm{~dB}$ and 5.4 dB can be obtained when the post-FEC BER is $10^{-4}$ respectively by comparing 5-QAM with QPSK, and 9-QAM with 8-QAM. It is noteworthy that we only measure the performances of OAM states 2 and -6 , this is due to the symmetry between OAM modes with positive and negative states. In other words, OAM state 2 will have a very similar performance as OAM state -2 ; while OAM state 6 will also have a similar performance as OAM state -6 .


Figure 7. BER vs. average OSNR under an atmospheric turbulence limited environment, when (a) OAM state 2 is under testing; (b) OAM state -6 is under testing.

In order to clarify the performance improvements achieved by the coded modulation, the average OSNR requirements at $\mathrm{BER}=10^{-4}$ for $4 / 5 / 8 / 9$-QAM formats are shown in Table 1. These data are
under conditions where OAM states 2 and 6 are detected, and with/without atmospheric turbulence. The OSNR penalties brought by atmospheric turbulence for OAM state 2 , are concluded as 3.3 dB , $1.4 \mathrm{~dB}, 5.7 \mathrm{~dB}$, and 2.8 dB for 4/5/8/9-QAM, respectively. Similarly, the mode-crosstalk penalties for OAM state -6 , are measured to be $3.1 \mathrm{~dB}, 1.8 \mathrm{~dB}, 5 \mathrm{~dB}$, and 2.8 dB for $4 / 5 / 8 / 9-\mathrm{QAM}$, respectively. Thereafter, the nonuniform 5/9-QAM schemes have a higher inter-mode crosstalk tolerance over uniform QPSK and 8-QAM.

Table 1. Minimum OSNR requirements at BER of $10^{-4}$.

|  | Modulation Formats | QPSK | 5-QAM | 8-QAM | 9-QAM |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Without turbulence | OAM state 2 | 8.3 dB | 8.6 dB | 12.7 dB | 10 dB |
|  | OAM state 6 | 8.6 dB | 8.8 dB | 14.0 dB | 10.8 dB |
|  | OAM state 2 | 11.6 dB | 10 dB | 18.4 dB | 12.8 dB |
|  | OAM state 6 | 11.7 dB | 10.6 dB | 19.0 dB | 13.6 dB |

## 4. Concluding Remarks

We have investigated the high-speed OAM multiplexed FSO communication system, enabled by AO based wavefront correction and LDPC coding. The inter-mode crosstalk was first compensated by the wavefront sensorless AO setup, and the residual mode crosstalk induced data interference was later solved by sufficiently strong LDPC coding.

We also presented a crosstalk-resistance solution in an OAM multiplexed FSO link based on SO and coded modulation. More than 1 dB SCTR improvement has been shown for the used OAM modes. Moreover, the 5/9-QAM schemes exhibit a better crosstalk tolerance than regular QPSK and 8QAM schemes.

Sometimes, more advanced modulation formats are used to further increase channel capacity. When high-order modulation formats are used, FSO communication systems are more sensitive to atmospheric turbulence. Some turbulence compensation solutions may not work well. Stronger FEC coding may be used to protect systems reliability. Optical domain turbulence compensation solutions, like adaptive optics, are suggested for implementation before mode detection. Nonuniform coded modulation may still work, but should not bring much performance improvement like 5/9QAM formats. MIMO processing solutions will face a more severe challenge, due to the increasing computation complexity and the reduced robustness of the MIMO equalization.
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#### Abstract

This paper reports our investigation of wireless communication performance obtained using orbital angular momentum (OAM) multiplexing, from theoretical evaluation to experimental study. First, we show how we performed a basic theoretical study on wireless OAM multiplexing performance regarding modulation, demodulation, multiplexing, and demultiplexing. This provided a clear picture of the effects of mode attenuation and gave us insight into the potential and limitations of OAM wireless communications. Then, we expanded our study to experimental evaluation of a dielectric lens and end-to-end wireless transmission on 28 gigahertz frequency bands. To overcome the beam divergence of OAM multiplexing, we propose a combination of multi-input multi-output (MIMO) and OAM technology, named OAM-MIMO multiplexing. We achieved 45 Gbps (gigabits per second) throughput using OAM multiplexing with five OAM modes. We also experimentally demonstrated the effectiveness of the proposed OAM-MIMO multiplexing using a total of 11 OAM modes. Experimental OAM-MIMO multiplexing results reached a new milestone for point-to-point transmission rates when 100 Gbps was achieved at a $10-\mathrm{m}$ transmission distance.


Keywords: orbital angular momentum multiplexing; OAM; OAM-MIMO; 28 GHz ; uniform circular array; dielectric lens

## 1. Introduction

Recently, wireless communication using OAM (Orbital Angular Momentum) has drawn much attention as an emerging candidate for beyond 5G (fifth generation) technology due to its potential as a means to enable high-speed wireless transmission. OAM is a physical property of electro-magnetic waves that are characterized by a helical phase front in the propagation direction. Since the characteristic can be used to create multiple independent channels, wireless OAM multiplexing can effectively increase the transmission rate in a point-to-point link such as wireless backhaul and/or fronthaul [1,2]. Recent seminar work demonstrated the feasibility of OAM multiplexing by achieving 32 Gbps (gigabits per second) transmission, as Yan et al. reported using the 28 GHz (gigahertz) band in 2014 [1] and the 60 GHz band in 2016 [3]. Since OAM multiplexing technology is relatively new, it is important to validate the feasibility from various perspectives. To do that, we first validated the feasibility from a theoretical perspective using simulations (Section 2). We then validated the feasibility from beam generation and propagation perspectives in experiments (Section 3). Finally, we concluded by validating the feasibility from the end-to-end wireless communication perspective using experiments (Section 4). In our previous research, we explored the potential of wireless OAM multiplexing by conducting the following three studies.

The first part of our work was theoretically investigating the feasibility of OAM multiplexing. First, we investigated the theoretical performance of modulation, demodulation, multiplexing, and demultiplexing OAM algorithms using computer simulations [4]. This enabled us to clarify the
performance and effect of mode-dependent power attenuation. In doing so we generated OAM signals by using a UCA (uniform circular array) that comprises multiple omnidirectional antenna elements.

The second part of our work was validating the feasibility from beam generation and propagation perspectives. In particular, we expanded our study to the usage of a dielectric lens to examine the feasibility of long distance transmission using OAM [5]. Ideally, all OAM modes are orthogonal to each other due to the unique nature of their phase fronts. However, with these modes, it is difficult to transmit over long distances because their energy rapidly diverges as the beam propagates. To achieve long-distance transmission, we developed and proposed a beam divergence reduction method using the focusing effect of a dielectric lens. We conducted a wave propagation experiment on 28 GHz bands to demonstrate the effectiveness of using such a lens. In the experiment, we were able to generate OAM modes $0, \pm 1$, and $\pm 2$. In addition, we showed the beam divergence reduction effect by making a comparison between conventional OAM beam generation methods and using a dielectric lens with a UCA.

In the third part of our work, we validated the feasibility from the end-to-end wireless communication perspective. We report experimental results using wireless OAM multiplexing at 28 GHz . One of the major challenges for achieving OAM multiplexing is its intensity variation among different OAM modes. As shown in Figure 7, intensity distributions of OAM signals with different modes are given by the Bessel function of the first kind by their inherent nature [2]. This yields selective reception ( $R x$ ) SNR (signal-to-noise ratio) degradation when the $R x$ antenna is located in a low SNR region (null region). To address this problem, we used multiple UCAs, which are designed to avoid reception in null regions. We obtained successful experimental results using five OAM modes over 28 GHz [6]. We also developed and proposed OAM-MIMO multiplexing using multiple UCAs. Unlike OAM multiplexing, OAM-MIMO multiplexing exploits multiple sets of the same OAM modes with receiver equalizations [7]. This enables the number of concurrently transmitted data streams to be increased without using higher OAM modes that have large beam divergence. We experimentally demonstrated the effectiveness of the proposed OAM-MIMO multiplexing by using 11 OAM modes in total (three OAM modes 0 and two sets each of OAM modes $\pm 1$ and $\pm 2$ ). Experimental results reached a new milestone in point-to-point transmission rates when 100 Gbps was achieved at 10 m transmission distance.

## 2. Background and Theoretical Performance Evaluation

### 2.1. OAM Generation Using a Uniform Circular Array

Studies regarding OAM multiplexing in the wireless communication field are categorized into antenna design and beam generation, end-to-end experiments, signal processing methods, and system studies for topics such as capacity analysis and link budget. Among these, we mainly focus on antenna design in this subsection. Various types of antenna designs have been reported using helicoidally deformed parabolic antennas [8], spiral phase plates (SPP) [2,3,9], holographic plates [10], elaborately tuned planer SPPs [11], and other components [12,13]. In our latest research, we focused on OAM generation using UCAs [14-16]. Figure 1 shows OAM mode generation by using UCAs. The phase of each antenna is shifted in accordance with an OAM mode. The transmitted signal from each antenna can be written in vector form as

$$
\begin{equation*}
x=\left[1, e^{j \frac{2 \pi L}{N}}, \cdots, e^{j \frac{2 \pi(N-1)}{N}}\right]^{T} \tag{1}
\end{equation*}
$$

where $L$ is the OAM mode number and $N$ is the number of radiating antennas in the transmitting UCA. By using a UCA, the OAM state number $L$ is limited by the number of transmitting antennas as $|L|<N / 2$.


Figure 1. Generation of OAM modes by a uniform circular array.
Since the diffraction pattern of the UCA can be approximated by the Bessel beam [17], the field distribution of the beam with the OAM mode L is often expressed in the Bessel beam equation as

$$
\begin{equation*}
v_{L}(r, \theta, z)=\frac{\lambda \exp \left[(2 \pi i / \lambda) \sqrt{r^{2}+z^{2}}\right]}{4 \pi \sqrt{r^{2}+z^{2}}} \cdot i^{-L} \exp [i L \theta] \cdot J_{L}\left(\frac{2 \pi r D}{\lambda \sqrt{r^{2}+z^{2}}}\right), \tag{2}
\end{equation*}
$$

where $J_{L}(\cdot), \lambda$, and D , respectively, denote the Lth order Bessel function of the first kind, the wavelength of the carrier frequency, and the radius of the transmitting UCA. Equation (2) is represented in cylindrical coordinates, where $r$ and $\theta$ are, respectively, radius and azimuthal angle at the Rx plane that is vertical to the beam propagation direction. $z$ is the distance between the centers of the Tx (transmission) and Rx UCAs. Here, let us discuss a comparison between OAM and MIMO. OAM is a specific implementation of MIMO with circular antenna arrays. The difference is that an OAM beam can be achieved virtually and practically in accordance with an OAM state, so it is possible to design a mechanism to manipulate that beam specifically to achieve a specific type of communication. The difference from the conventional MIMO and OAM multiplexing is as follow. To obtain a full rank matrix, usually an NLOS (non-line-of-sight) multipath and a rich scattering environment are assumed in the conventional MIMO. In LOS (line-of-sight) environment cases, digital signal processing such as precoding at the transmitter may be required for the conventional MIMO case to obtain a full rank matrix. On the other hand, OAM does not need digital signal processing at the transmitter to obtain the full rank matrix.

### 2.2. Modulation and Demodulation

Modulation and demodulation using OAM can be mainly categorized into two schemes. We detail these schemes as follows.

- OAM Shift Keying (OAMSK) [14]: This scheme simply puts binary data into an OAM mode. For example, bit " 0 " is mapped as OAM mode 1 , while bit " 1 " is mapped as mode -1 (minus 1 ). OAMSK modulated signals can be demodulated by using the phase gradient method, an FFT (fast Fourier transform) based method, or ML (maximum likelihood) detection. The gradient method uses the phase difference between two receiving antennas to determine the OAM mode. The FFT-based method conducts the FFT process using a reception ( Rx ) UCA and chooses the maximum coefficients. ML detection selects the OAM mode with the closest distance to the received signal.
- OAM Division Multiplexing (OAMDM) [16]: This scheme uses OAM modes to carry multiple streams of data simultaneously. An OAM mode can carry one stream, similar to the way that one OFDM (orthogonal frequency division multiplexing) subcarrier can. This scheme potentially improves the spectrum efficiency. With it, OAMDM modulated signals are demodulated similar to the way they are with MIMO equalization techniques such as zero forcing or minimum mean square error equalization, assuming the channel information is available. Since OAM multiplexing is expected to be used under LOS environments with static channels such as wireless fronthaul/backhaul, simplified channel estimation using Equation (2) might be feasible.


### 2.3. Mode-Dependent Power Distribution

In the work we report here, we also considered two key issues regarding the mode-dependent power distribution among different OAM modes. These issues are as follows.

- Peak Rx Power Degradation: As the number of OAM modes increases, the radiation becomes wider, the angle from the beam axis at the peak Rx power becomes wider, and the SNR at its peak Rx power becomes smaller. Accordingly, the performance is degraded as the number of OAM modes increases.
- Non-identical Peak Rx Power Locations: The peak Rx power locations of each OAM mode are not identical because their radiation patterns are distinct. Therefore, the mode-dependent performance degradation becomes more severe when a single Rx UCA is used because some OAM modes might not have the peak Rx power at a certain location.


### 2.4. Evaluation

We implemented a simulation testbed of OAM based wireless communication at 60 GHz . Figure 1 shows an illustration of the generation of OAM signals using UCA. The gain for each antenna element reflects the UCA as set to be 0 dBi (decibels relative to isotropic radiator). Note that concurrent transmission of multiple OAM modes can be achieved by superposing multiple OAM signals. It is generally assumed that OAM multiplexing is to be mainly used in LOS environments such as wireless fronthaul and/or backhaul. Therefore, we used an AWGN (additive white Gaussian noise) channel environment.


Figure 2. Performance evaluations of: (a) OAMSK (phased gradient method with varying Rx array radius); (b) OAMSK (FFT-based and ML methods); (c) OAMDM with fixed Rx power; and (d) OAMDM with varying $R x$ array radius.

Figure 2a shows the OAMSK performance obtained by the phase gradient method, which uses two antennas for OAM signal detection with varying $R x$ array radius and angular distance between two Rx antenna elements. Although the performance is poorer than that obtained with FFT-based and ML methods, only two antenna elements are necessary. This is in contrast to cases in which all the Rx UCA elements are required. This is favorable for higher OAM mode transmission. Figure 2 b shows the OAMSK performance obtained by using the FFT-based method and ML detection while varying the number of antenna components in the Rx UCA. We found that in both cases the ML detection yields generally better results and additional performance gain is achieved as the number of antenna components in the Rx UCA increases. Figure 2c shows the OAMDM performance with fixed total Rx power among OAM modes. Note that Rx signals in this curve are obtained at the location of the peak $R x$ power of each mode. In this case, we observed performance degradation of 3 dB as the number of OAM modes increased. Figure 2d shows the effect of a non-identical location of the peak Rx power by varying the $R x$ array radius. As the OAM mode number increases, the $R x$ array radius for the best BER (bit error rate) performance also increases. Correspondingly, if the Rx array radius is customized for a certain OAM mode, the performance of other OAM modes' signals might be deteriorated severely. For this, multiple UCAs might be necessary, which leads us to use multiple UCAs.

In this subsection, we report how we studied the potential and limitations of OAM-based wireless communication in terms of mode-dependent power attenuation and non-identical peak Rx power locations through the use of modulation and demodulation algorithms. We confirmed the effect of mode-dependent performance variations. Further study is necessary to fully rectify the undesirable effects of the mode-dependent power attenuation.

## 3. Beam Focusing Effect Using Dielectric Lens for OAM Multiplexing

### 3.1. Usage of Dielectric Lens for OAM Multiplexing

We present the beam focusing effect obtained by using a dielectric lens for OAM multiplexing to increase the transmission distance. Figure 3 shows the configuration of the transmitting and receiving antennas. The OAM mode radiates from the UCA installed on the back of the dielectric lens. The OAM mode radiated into the space is phase-modulated by the lens and reaches the reception point. When transmitting the OAM mode $n$, we weight each element of the array antenna. Since the phase distribution in the OAM mode is circularly symmetric in the plane perpendicular to the beam traveling direction, a circular lens is used so that circular symmetry is not disturbed by phase modulation at the time of passing through the lens.


Figure 3. Configuration of the Tx and Rx antennas using dielectric lens.
By properly setting focal length $f$ of the lens considering the distance between the lens and the transmitting antenna, the beam can be narrowed by the light converging effect. For example, Fukumoto et al. $[4,18]$ showed that the beam spread can be reduced based on the imaging magnification at the reception point.

### 3.2. Experiments of OAM Multiplexing Using Dielectric Lens

To confirm the basic operation produced in using a dielectric lens, we performed a propagation experiment using the 28 GHz band in an anechoic chamber. Figure 4 shows the experimental setup. The measurement frequency of the network analyzer (NWA) was set from 2 to 3 GHz . Radio frequency (RF) chains up-converted $28-29 \mathrm{GHz}$ inserted signals and fed them to the Tx antenna. At the receiver side, the received signals were down-converted to $2-3 \mathrm{GHz}$ signals by the RF chains attached directly after the Rx antenna. We used a millimeter wave commercial lens whose directional gain and beam half-width were, respectively, 35 dBi and 3 cm (centimeters). The design requirements for dielectric lenses, including focal length, refractive index, diameter, directional gain, and beam half-width, remain open for analysis.

In the propagation measurements, we measured the channel coefficient between the $T x$ and $R x$ antennas using NWA while operating the positioner to move the $T x$ and $R x$ antennas to form the $T x$ and Rx UCAs elements' location sequentially. In other words, we emulated $T x$ and $R x$ UCAs using a single Tx and Rx antenna by sequentially measuring the channel coefficients of two points and combined the entire measurements to obtain channel characteristics between the emulated $T x$ and $R x$ antennas. The gain for both $T x$ and $R x$ antennas element was 27 dBi . We obtained $M \times N$ channel matrix $H$ with measured channel coefficients consisting of all combinations between $N$-points (Tx side) and $M$-points ( Rx side). Subsequently, we performed a matrix operation corresponding to OAM mode generation on the measured channel matrix and evaluated the phase and intensity distributions. The amplitude and phase characteristics of the OAM mode $n$ were obtained by multiplying the column vector that generates OAM mode $n$ by obtained channel matrix $H$.


Figure 4. Experimental environment (OAM multiplexing using dielectric lens).
Table 1 shows experimental parameters. First, to confirm that an OAM mode was generated at the Rx side, we measured the phase distribution and the intensity distribution formed by the beam passing through the lens on the $R x$ side.

Table 1. Experimental parameters (Dielectric lens).

|  | Parameter | Value |
| :---: | :---: | :---: |
| Lens | Focal length: $f$ | 0.30 m |
|  | Diameter: $D_{L}$ | 0.30 m |
| UCA | Number of antenna elements | 12 |
|  | Diameter: $D_{T}$ | 0.04 m |
|  | Distance between lens and UCA: $a$ | 0.40 m |
| Others | Frequency | 28 GHz |
|  | Distance between Tx and $\mathrm{Rx}: b$ | 3.12 m |

Figure 5 shows the measurement results and simulation results of the intensity distribution and phase distribution of OAM modes $-2,-1,0,+1$, and +2 . The measurements were conducted over a $60 \mathrm{~cm} \times 60 \mathrm{~cm}$ grid and data were acquired at 3 cm intervals. The figure results confirmed that OAM beams whose phases rotate as much as their mode order were obtained in the experiments. The results also well matched the simulation results. Further, we consider that our experimental method will make it possible to emulate OAM beam generation.


Figure 5. Measurement results and simulation results of phase and intensity distributions.
Next, we conducted experiments to ascertain the beam divergence reduction effect obtained with the lens. We took into account the distance from the center of the Rx side to the location of the strongest beam intensity since it is the quantitative index for evaluating beam divergence. We defined this metric as the beam diameter. The smaller is the beam diameter, the smaller is the beam divergence at the $R x$ side because the beam energy is more focused close to the center of the Rx antenna. Figure 6 shows comparisons between a UCA with a 4 cm diameter, a UCA with a 16 cm diameter, and a UCA with a 4 cm diameter plus a 16 cm lens.


Figure 6. Experimental beam diameter results.

The beam diameters of the UCA with a lens in modes 1 and 2 were, respectively, 40 and 60 cm smaller than that of a UCA having a 4 cm diameter without a lens. We also found that the beam diameter of the UCA with a lens was in good agreement with the beam diameter of a UCA with a 16 cm diameter. These results enabled us to confirm that the beam divergence can be reduced by using a dielectric lens and that the transmission distance can be correspondingly increased. Experimental results also showed that aUCA with a 4 cm diameter and a lens produced an OAM beam similar to that produced by a UCA with a 16 cm diameter. These results suggested that using a dielectric lens is one of the options that will enable OAM wireless multiplexing systems to effectively address the beam divergence.

## 4. Experimental Demonstration Wireless OAM Multiplexing Technology using 28 GHz

### 4.1. OAM Multiplexing Using Multiple UCAs

The intensity distributions of OAM signals with different modes are given by the Bessel function of the first kind by their inherent nature, as shown in Figure 7. This yields a selective degradation when the Rx antenna is located in a low SNR region. To address this problem, we used multiple UCAs, which are designed to avoid reception in null regions. In this subsection, we first describe successful experimental results we obtained using five OAM modes over 28 GHz .


Figure 7. Bessel distributions of Rx signals.
We used multiple UCAs for both Tx and Rx antennas to rectify mode-selective Rx SNR degradation. Figure 8 shows our antenna design. It consists of four UCAs with different radii and a single antenna in the center. Each UCA consists of 16 antenna elements. The gain for each antenna element in each UCA was 11 dBi . The antenna in the center (hereafter UCA No. 0 for notation convenience) is used for the axis alignment and transmission of OAM mode 0 . We used the following two methods to choose different UCAs for different OAM modes' transmission and chose Rx UCAs.

- Antenna Selection: Selecting a single Rx UCA that is not located at the null region of each OAM mode
- Receiver Diversity: Selecting multiple Rx UCAs to obtain Rx SNR enhancement by receiver diversity


Figure 8. Implemented multiple uniform circular arrays (Four UCAs and a center antenna).

### 4.2. OAM-MIMO Multiplexing Using Multiple UCAs

This subsection presents wireless OAM-MIMO multiplexing that combines the OAM and MIMO concepts. The number of usable OAM modes is limited due to their mode-dependent beam divergence. In particular, higher OAM modes have a practical limitation due to their nature of large attenuation caused by beam divergence. To address this problem, we present OAM-MIMO multiplexing using multiple UCAs. Unlike OAM multiplexing, OAM-MIMO multiplexing exploits multiple sets of the same OAM modes with receiver equalizations. Consequently, the number of concurrently transmitted data streams can be increased without using higher OAM modes that have large beam divergence.

To enable OAM-MIMO multiplexing, we also used multiple UCAs such as OAM multiplexing. To achieve superposition-based simultaneous OAM beam generation and separation, we, respectively, implemented wideband analog $5 \times 16$ and $16 \times 5$ Butler matrices for Tx and Rx UCAs.

### 4.3. Experimental OAM Multiplexing Results Using Multiple UCAs

We conducted wireless OAM multiplexing experiments using five different OAM modes $(-2,-1$, 0,1 , and 2) over 28 GHz . Detailed descriptions regarding experimental parameters are given in Table 2.

Table 2. Experimental parameters (OAM multiplexing).

| Parameter | Value | Parameter | Value |
| :---: | :---: | :---: | :---: |
| Center frequency | 28.5 GHz | OAM modes | $-2,-1,0,1,2$ |
| Signal bandwidth | 2 GHz | Number of streams | 5 |
| Number of UCAs | 4 | Signal carrier | Single carrier |
| Number of antenna elements | 16 | Modulation | 64 QAM $^{* 1}$ |
| in a UCA | 65 | Channel coding | LDPC (DVB-S2) 3/4 |
| Number of antenna elements | $24,26,48,60 \mathrm{~cm}$ | Equalization | Frequency domain |
| Diameter of UCA | 2.5 m | Block size | equalization |
| Tx/Rx distance | 256 |  |  |

${ }^{* 1}$ T quadrature amplitude modulation, ${ }^{* 2}$ low density parity check, ${ }^{* 3}$ digital video broadcasting satellite second generation.

We used the single carrier with frequency domain equalization (SC-FDE) to average channel characteristics over a wide signal bandwidth. The signal bandwidth was 2 GHz and 64-QAM modulation was used for all five OAM modes. The transmission rate per single stream was 9 Gbps . Experiments were conducted in a shielded room, as shown in Figure 9. The distance between Tx and $R x$ antennas was 2.5 m . The propagation loss can be calculated with Equation (2) with UCA sizes and distance between $T x$ and $R x$. Tx signals were generated by arbitrary waveform generators and fed into a Tx antenna. The Rx antenna received signals and fed them into a digital oscilloscope that worked as an analog-to-digital convertor. Since the digital oscilloscope is equipped with four ports, reception was done sequentially using the four ports. This is not significant since the channel environments was static in the shield room. Offline digital signal processing was conducted using all the converted signals.


Figure 9. Experimental environment (OAM multiplexing).
Table 3 shows the experimental results we obtained for two methods. For both antenna selection and receiver diversity, we, respectively, used UCA No. 4, UCA No. 2, UCA No. 0, UCA No. 3, and UCA No. 1 for transmitting OAM modes $-2,-1,0,+1$, and +2 signals. For the antenna selection method, we selected UCA No. 3, UCA No. 4, UCA No. 0, UCA No. 3, and UCA No. 1. By applying the LDPC channel coding (rate 3/4), we confirmed that error-free transmissions were obtained except for the OAM mode 2 case. For the receiver diversity method, we, respectively, selected UCA No. 4 and UCA No. 2 for OAM modes -1 and +2 . We were able to confirm that error-free transmissions were received in all OAM modes with the same LDPC channel coding in this case. Using 2 GHz of signal bandwidth yielded a 45 Gbps transmission rate.

Table 3. Experimental results (OAM multiplexing).

|  |  | Mode -2 | Mode -1 | Mode 0 | Mode +1 | Mode +2 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Tx antenna | UCA No. 4 | UCA No. 2 | UCA No. 0 | UCA No. 3 | UCA No. 1 |
| Antenna | Rx antenna | UCA No. 3 | UCA No. 4 | UCA No. 0 | UCA No. 3 | UCA No. 1 |
| selection | BER (raw) | 0.0114 | 0.0228 | 0.0201 | 0.0192 | 0.0428 |
|  | BER (coded) | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0024 |
|  | Tx antenna | UCA No. 4 | UCA No. 2 | UCA No. 0 | UCA No. 3 | UCA No. 1 |
| Receiver | Rx antenna | UCA No. 3 | UCA No. 2, | UCA No. 0 | UCA No. 3 | UCA No. 1, |
| diversity | BER (raw) | 0.0105 | No. 4 |  |  | No. 2 |
|  | BER (coded) | 0.0000 | 0.0015 | 0.0022 | 0.0278 | 0.0385 |
|  |  |  | 0.0000 | 0.0000 | 0.0000 |  |

### 4.4. Experimental OAM-MIMO Multiplexing Results Using Multiple UCAs

We conducted experiments on the OAM-MIMO multiplexing using our implemented antennas. Figure 10 and Table 4 show the experimental setup and parameters. Tx signals were generated by offline digital signal processing and fed into our implemented $T x$ antenna. Outputs of the Rx signals were fed into a digital oscilloscope that worked as an analog-to-digital convertor as in the OAM multiplexing experiments. In these experiments, the digital oscilloscope was equipped with four ports and reception was done sequentially using the ports. This also did not significantly affect the results since the channel environments were static in the shield room as in the OAM multiplexing experiments.


Figure 10. Experimental environment (OAM-MIMO multiplexing).
Table 4. Experimental parameters (OAM-MIMO multiplexing).

| Parameter | Value | Parameter | Value |
| :---: | :---: | :---: | :---: |
| Center frequency | 28.5 GHz | OAM modes | $-2,-1,0,1,2$ |
| Signal bandwidth | 2 GHz | Number of streams | 11 |
| Number of UCAs | 4 | Signal carrier | Single carrier |
| Number of antenna elements | 16 | Modulation | 16 QAM/64 QAM |
| in a UCA | 65 | Channel coding | LDPC (DVB-S2) |
| Number of antenna elements | $24,26,48,60 \mathrm{~cm}$ | Equalization | Freq. domain equalization |
| Diameter of UCA | 10 m | Block size | 256 |
| Tx/Rx distance |  |  |  |

We used eleven streams for the OAM-MIMO multiplexing experiment. Two Tx UCAs (UCA No. 1 and No. 4), respectively, transmitted five OAM modes ( $0, \pm 1, \pm 2$ ) and UCA No. 0 transmitted OAM mode 0 . We used the received signals of all $R x$ UCAs for the equalization. Table 5 summarizes the modulations, channel coding rates and corresponding transmission rates used in the experiment. The propagation loss was calculated with Equation (2) with UCA sizes and distance between Tx and Rx. We confirmed that successful error-free transmissions were obtained in all streams with the usage of the forward error correction. Total transmission rate was 100 Gbps at a 10 m transmission distance. The results indicated a new milestone was reached in terms of point-to-point wireless transmission. In addition, we recently extended our work by extending the baseband signal processing to successfully achieve $120 \mathrm{Gbit} / \mathrm{s}$ using a total of 11 OAM modes [19]. This is the state-of-the-art results that have been published in the literature.

Table 5. Experimental results (OAM-MIMO multiplexing).

|  |  | Mode -2 | Mode -1 | Mode 0 | Mode 1 | Mode 2 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Tx | Modulation (QAM) |  |  |  |  |  |
|  | Channel coding rate |  |  |  |  |  |
|  | Trans. rate (Gbps) |  |  |  |  |  |
| Tx | Modulation (QAM) | 64 | 64 | 16 | 64 | 64 |
|  | Channel coding rate | $9 / 10$ | $3 / 4$ | $9 / 10$ | $9 / 10$ | $5 / 6$ |
|  | Trans. rate (Gbps) | 10.8 | 9 | 7.2 | 10.8 | 10 |
| Tx | Modulation (QAM) | 64 | 64 | 16 | 64 | 64 |
|  | Channel coding rate | $3 / 4$ | $3 / 4$ | $9 / 10$ | $3 / 4$ | $3 / 4$ |
|  | Trans. rate (Gbps) | 9 | 9 | 7.2 | 9 | 9 |

## 5. Conclusions

In this paper, we describe how we investigated wireless orbital angular momentum (OAM) multiplexing performance from theory to experimental perspectives. First, we conducted basic theoretical studies on wireless OAM multiplexing performance with respect to various aspects including modulation, demodulation, multiplexing, and demultiplexing. Then, we expanded our interest to experimental evaluation including a dielectric lens and end-to-end wireless transmission at 28 GHz frequency bands. We confirmed that using a dielectric lens can effectively reduce the beam divergence effect and correspondingly increase the transmission distance. In end-to-end experiments, we achieved 45 Gbps throughput using five OAM modes. In addition, we experimentally demonstrated the effectiveness of our proposed OAM-MIMO multiplexing method using a total of 11 OAM modes. In the experiments, we reached a new milestone in point-to-point transmission rates by achieving 100 Gbps at a 10 m transmission distance.
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