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On-Chip Enucleation of Bovine Oocytes using  
Microrobot-Assisted Flow-Speed Control 

Lin Feng, Masaya Hagiwara, Akihiko Ichikawa and Fumihito Arai 

Abstract: In this study, we developed a microfluidic chip with a magnetically driven microrobot 
for oocyte enucleation. A microfluidic system was specially designed for enucleation, and the 
microrobot actively controls the local flow-speed distribution in the microfluidic chip. The 
microrobot can adjust fluid resistances in a channel and can open or close the channel to control the 
flow distribution. Analytical modeling was conducted to control the fluid speed distribution using 
the microrobot, and the model was experimentally validated. The novelties of the developed 
microfluidic system are as follows: (1) the cutting speed improved significantly owing to the local 
fluid flow control; (2) the cutting volume of the oocyte can be adjusted so that the oocyte 
undergoes less damage; and (3) the nucleus can be removed properly using the combination of a 
microrobot and hydrodynamic forces. Using this device, we achieved a minimally invasive 
enucleation process. The average enucleation time was 2.5 s and the average removal volume ratio 
was 20%. The proposed new system has the advantages of better operation speed, greater cutting 
precision, and potential for repeatable enucleation. 

Reprinted from Micromachines. Cite as: Feng, L.; Hagiwara, M.; Ichikawa, A.; Arai, F. 
Micro/Nanofluidic Devices for Single Cell Analysis. Micromachines 2013, 4, 272-285. 

1. Introduction 

“Dolly” is famous for being the first mammal to be successfully cloned from an adult cell [1]. 
Despite low success rates, several mammalian species have been successfully cloned since  
then [2–4]. Embryo manipulation is a potential technique for the genetic improvement of domestic 
animals and the preservation of genes of rare animals. Oocyte enucleation is a primary technique 
for the cloning process. The cloning of Dolly the sheep had a low success rate; 277 eggs were used 
to create 29 embryos, of which only three resulted in lambs, and eventually only one lived.  
Peura et al. conducted a viability test of the oocyte volume during nuclear transfer and determined 
that the nucleocytoplasmic ratio is an important parameter for embryo development [5]. Therefore, 
the low success rate of cloning techniques is a bottleneck for developing this field. Conventional 
techniques for the enucleation process mainly include the following: manual manipulator operation, 
microfluidic cutting methods in a microchip, and chemical treatment methods [6–8]. However, 
these methods tend to have a long operation time, low success rate, contamination, and low 
repeatability. Additionally, such types of complicated cell manipulation processes can only be 
undertaken by skilled people. During the chemical treatment processes, a person unaware of 
toxicities may poison the cells. 

Recently, researchers invented many techniques that do not require manual operation for the 
treatment of cells by fabricating a microrobot on a microchip. Magnetically actuated microrobots 
appear to be the most promising because of this method is minimally invasive to a cell, features a 
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noncontact drive, and has a low production cost [9–13]. Nelson et al. controlled the untethered 
microrobots using electromagnetic fields [14]. Sitti et al. designed a biologically inspired miniature 
robot [15]. These methods reduced the technical skills of operation and increased the throughput 
and repeatability. These robots can be operated precisely, but they do not have enough power to 
separate an oocyte. Previously, we have developed magnetically driven microtools (MMTs) in 
order to apply the microrobot to a wide range of cell manipulations. A permanent magnet possesses 
a magnetic field that drives an MMT 10–100 times more forcefully than an electromagnetic coil of 
the same size, effortlessly causing the output of mN-order forces. In order to reduce significantly 
the effective friction of the MMT, we arranged permanent magnets parallel to the driving plane [16] 
and piezoelectric ceramics were employed on the drive plane to induce ultrasonic vibrations so that 
the effective friction reduced significantly [17]. As a result, we achieved m-order positioning 
accuracy while maintaining a mN output force. 

Enucleation by a dual arm MMT was conducted previously [18]; however, it was difficult to 
remove the nucleus because the oocyte is a viscoelastic material. The cutting process is a 
complicated model because the oocyte is soft and sticky. Once the tip of the MMT blade touched 
the surface of the oocyte, a resistance force generated by the oocyte decreased the position 
accuracy. In addition, achieving the enucleation process was difficult because the oocyte flow was 
not well-controlled. 

The contribution of this paper is the development of an enucleation system using cooperation of 
an MMT with fluid control. Our new enucleation system contains three remarkable improvements: 
the oocyte enucleation process can be conducted one by one; the removal ratio in the volume is 
controllable, minimizing damage to the oocyte; and the nucleus can be removed with a 
hydrodynamic force controlled by the MMT. The methods of how to achieve these merits will be 
introduced sequentially in this manuscript. 

Figure 1a shows the concept of the enucleation chip that we used to conduct oocyte enucleation 
experiments. Two large chambers with a height of 300 m and a diameter of 5 mm were designed. 
The MMT with a height of 200 m was placed in one chamber with its blade inserted in the 
microchannel branch. To conduct the enucleation process, the other inlet of the Y-shaped 
microchannel was used to inject continually the oocytes. On the other side of the inlet is a shallow 
withdrawal microchannel with a height of 50 m that was used to confine the oocyte to a position 
to cut accurately the oocyte by a given volume. 

The first stage involves oocytes in a cell culture medium being injected from the inlet of the 
microchip. By connecting a digital pump to the outlet, the medium containing the oocytes from the 
inlet flowed through the microchamber towards the outlet. The tip of the MMT cutting blade was 
placed at the interface of the chamber and the withdrawal microchannel. The oocyte was delivered 
by the flow to the withdrawal microchannel, as shown in Figure 1b. Then, the tip of the MMT 
controls the oocyte orientation so that the nucleus comes to suction port. The delivered oocyte is 
obstructed at the interface because of the height limitation (50 m) of the microchannel, as shown 
in Figure 1f. Then, the hydraulic pressure deformed the oocyte, allowing the lower part of the 
oocyte to be suctioned into the withdrawal microchannel, as shown in Figure 1c. After the nucleus 
was in the withdrawal microchannel, the tip of the MMT was actuated to the left in order to close 
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the interface, as shown in Figure 1d. Next, under the protection of the MMT, the initial portion of 
the oocyte was reserved and only the separated nucleus was flushed away with the flow  
(Figure 1e). After the nucleus separated from the oocyte, the remaining part was also sucked out 
and collected from the outlet. Figure 1f shows the cross-sectional view of the microchannel; there 
is a height difference between the main chamber and the withdrawal microchannel. The oocyte can 
be stopped at the intersectional junction where the oocyte enucleation was conducted because of 
the height difference. 

Figure 1. (a) Overview of the enucleation microchip. (b–e) Concept of the oocyte 
enucleation process by the use of magnetically driven microtools (MMTs) in a 
micro uidic chip. Blue arrows show the flow direction. (f) Height differences in the 
microchannel design. The white arrow shows the movement of the MMT. 
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2. Material and Methods 

2.1. Fluid Control by MMT 

In this enucleation procedure, the nucleus is removed from the oocyte by hydraulic force. The 
force on a moving object due to a fluid is: 

21
2D dF v C A  (1)

where FD is the drag force,  is the density of the fluid, v is the speed of the object relative to the 
fluid, Cd is the drag coefficient, and A is the reference area. As evidenced in the equation, the drag 
force is relative to the velocity of the fluid. Therefore, in order to utilize the flow effectively for the 
oocyte enucleation process, the local velocity of the fluid must be precisely controlled by MMT; 
this method is proposed below. 

In representing the flow of a fluid as the flow of electricity, some insight into the process is 
gained; the fluid in a hydraulic circuit behaves similar to electrons in an electrical circuit. An 
electric circuit analogy is used in Figure 2 to specify the parameters of the microchannel [19]. The 
total volumetric flow rate Q (m3/s) in a rectangular microchannel is described by Hagen–
Poiseuille’s law [20] as 

H

pQ
R

 (2)

Hp QR  (3)

where p is the pressure difference (Pa) through a finite channel length L. The hydraulic resistance 
RH (Pa s3/m) is defined as 

H
H r

L
R
LR 88
4  (4)

where  is the viscosity (Pa s). The hydraulic radius of the channel Hr  (m) is a geometric constant 
and is defined as Hr  = 2A/P, where A is the cross-sectional area of the channel (m2) and P is the 

wetted perimeter (m). 
Based on the equations mentioned above, we determined that the structure of the microchannel 

strongly influences the volumetric flow rate. The area-averaged velocity of the fluid U (m s 1)  
is [21]: 

3 3

48 ( )H

Q p p w hU
wh whR L w h

 (5)

where w and h are the width and the height of the microchannel, respectively. By changing the 
position of the MMT, the microchannel structures on both sides are slightly modified. Therefore, 
the fluid distribution is actively controlled by the MMT. By employing the MMT-controlled fluid, 
the oocytes can be individually delivered to the suction port. Considering oocytes are typically 100 m 
in diameter, the oocyte inlet microchannel is 150 m in width, and length is 300 m. Because the 
height of the MMT is 200 m, the chamber height and width are both 300 m, and to confine the 
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oocyte at the suction port. In order to have allowed the MMT enough space to conduct all the 
processes, the MMT works similar to a rheostatic controller, which is governed by the distribution 
of flow, Q2 and Q3. The flow allows the oocyte to load to the location of operation, i.e., separating 
the nucleus from the oocyte, by increasing the hydraulic pressure. 

We conducted the experiments by loading fluorescent microbeads ( : 2 m) into the 
microfluidic chip to demonstrate the effectiveness of the MMT movements on the velocity of the 
fluid. Figure 3 shows the fluid velocity with respect to the position changes of the MMT. In  
Figure 3a, when the MMT is near the right-side corner of the withdrawal microchannel, the 
velocity of fluid on the left side is higher than on the right side of the MMT. In Figure 3b, when the 
MMT is near the left side, the velocity of fluid in the microchannel on the right side is higher than 
on the left side. Three representative points were selected to assess the velocity distribution in the 
microchannel. The pressure distribution on the oocyte was derived from the velocity distribution. 
Points A and B show the distribution of velocity on both sides of the MMT at the suction port, 
while point C was used to the observe velocity changes in the suction channel. The width of the 
microchannel is 200 m and we measured the distance L at points along the range of 0–200 m. 
Figure 3c shows the experimental results as well as the theoretical results for the fluid velocity 
changes with respect to the MMT position at each point. When the position of the MMT was at the 
right edge of the channel (L = 0 m), the flow from the right side of the channel ceased, whereas 
when the position of the MMT was at the left edge of the channel (L = 200 m), the flow from the 
left side ceased. The experimental values reasonably corresponded to the theoretical values, 
proving that the flow distribution in the channel was well-controlled by the MMT position, similar 
to an adjustable valve. As a result, the surface traction forces (FD) affecting the oocyte can be 
adjusted to conduct the oocyte enucleation process by allowing the oocyte to split via the hydraulic 
force and to be flushed away by the flow. 

Figure 2. Electric circuit analogy of the enucleation chip. 
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Figure 3. Theoretical and experimental values of the fluid velocity changes at three 
points in the channel. The velocity of the outflow is set to 3.5 mm/s. (a) In case that the 
MMT is near the right-side corner, (b) In case that the MMT is the left-side corner. 

 

2.2. Cutting Volume Estimation 

In order to achieve precise separation of the nucleus from the oocyte with minimal damage, the 
effect of the oocyte removal volume is significant. It is crucial to remove the nucleus in the 
smallest volume possible to increase the potential for the development of the nuclear transfer 
embryos [22]. The MMT controls the volume of the suctioned oocyte by closing the channel after a 
certain amount of time. To determine the correlation between the suction time and the oocyte 
volume suctioned into the channel, experiments were conducted. 

In the experiment, the outlet velocity (point C in Figure 3) was fixed to avoid interference from 
the pump. The outlet of the polydimethylsiloxane (PDMS) chip was connected to a syringe pump 
using a Teflon tube. The relationship between the oocyte volume sucked into the outlet 
microchannel and the suction time was obtained. The distance between the MMT tip and the right 
edge of the withdrawal microchannel, L in Figure 4, can vary, which would result in a change in 
the velocity of the sucked volume. In our experiment, the MMT position was fixed at a distance of 
40 m from the right edge of the channel, and the oocyte with a nucleus had enough space to be 
suctioned into the withdrawal microchannel. The suctioned volume of the oocyte was measured by 
the oocyte area in the channel and the height of the channel (Figure 4a). Figure 4b shows the 
experimental results of the volume ratio of the sucked volume into the channel to the original 
oocyte volume with respect to time. The graph shows that the error bars at each data point are 
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small. Especially, the volume suctioned in the channel in less than 3 s was consistent and the 
variation was less than 5%. This indicates that the volume control over time using an MMT and 
fluid forces is highly accurate, enabling a precise enucleation process. 

Figure 4. Correlations of the volume sucked into the outlet microchannel with respect 
to the time under the fixed position of the MMT. The velocity of the outflow is set to 
3.5 mm/s. (a) The definition of volume ratio, (b) the experimental result. 

 

2.3. Separation of Oocyte by Hydraulic Force 

Separating an oocyte using two MMTs is difficult because the perfect alignment of two cutting 
edges is difficult [17]. Therefore, we propose a new cutting method employing only one MMT. We 
squeeze an oocyte using an MMT towards the wall of the microchannel, allowing the nucleus 
portion to be separated by fluidic forces. A 3D structure was modeled using COMSOL 
Multiphysics 4.1 to analyze the distribution of the surface traction on the oocyte; this model also 
allowed the flow conditions in the microchannel to be observed. The MMT angle and the exit 
velocity are set to 150° and 3.5 mm/s, respectively. Figure 5 shows the COMSOL simulation 
results; from this figure, the surface traction on the oocyte is completely different with respect to 
the velocities in separate areas. The lower part of an oocyte that enters the withdrawal 
microchannel suffers a high traction force with a maximum value of 72.2 Pa from the hydraulic 
pressure in the Y-direction. Meanwhile, the part that is not being suctioned into the microchannel 
experiences almost 0 Pa because it is protected by the MMT from the impact of the medium. 
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Figure 5. FEM results of the velocity distribution and the surface traction of oocytes in 
the Y-direction. Object surface: y component of surface traction (force/area) (Pa). 
Arrow: Velocity field, Slice: y component of velocity field (m/s). 

 

2.4. Fabrication of Hybrid MMT and Microfluidic Chip 

A microfluidic chip consists of a PDMS microchannel and is bonded to a glass substrate. A 
PDMS microchannel was produced via replica molding with a photolithography-fabricated master 
mold. Ultraviolet light was exposed through a photomask to produce a microchannel pattern using 
a mask aligner (LA410, Nanometrich Technology Inc., Tokyo, Japan). The substrate was then 
developed and rinsed. We employed SU-8 film (DuPont Co., Wilmington, DE, USA) and  
a two-step exposure process to produce the height difference in the microchannel of the 
microfluidic chip. The two-step exposure was performed to fabricate a precise and uneven channel 
for cell confinement. The main channel and the withdrawal microchannel had heights of 300 m 
and 50 m, respectively. 

Ni is ferromagnetic and can be magnetically attracted by a permanent magnet, but it is easy to 
bend during handling because of its ductility and thinness. As a result, smooth Ni is difficult to 
maintain, which is essential for flow control in the channel. Therefore, we employed a hybrid 
MMT composed of Ni and Si, which is both rigid and bio-compatible. The Ni-Si MMT fabrication 
process is shown in Figure 6. At first, Au and then Cr were sputtered onto the Si wafer  
(thickness = 200 m). Then, the wafer was coated with a thick negative photoresist (SU-8, Tokyo 
Ohka Kogyo Co., Kanagawa, Japan) and then exposed on the Si substrate so it could be utilized as 
a support layer. The other side of the Si wafer was coated with the photoresist OFPR (Tokyo Ohka 
Kogyo Co., Kanagawa, Japan). After the exposure on the OFPR side, the OFPR pattern was 
developed. Next, deep reactive-ion etching (DRIE) was conducted on the OFPR side, and the Si 
was etched to a depth of 200 m, until the Cr/Au layer stopped the etching process. After the wet 
etching of the Cr, the Au surface was exposed. Then, Ni was grown on the Au surface by the 
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electroplating method to a thickness of 200 m. After the Ni accumulated in the holes on the Si 
substrate, we again conducted the OFPR coating, exposure, and DRIE processes to form the MMT 
shape. At last, by removing the photoresist and the Au layer, a hybrid MMT was fabricated. 

In order to prevent contamination after 2–3 h experiments, one disposable microfluidic chip that 
costs only 0.2 dollars was available. However, the MMT could be repeatedly cleaned and reused. 

Figure 6. Fabrication process of the MMT and a fabricated chip with a magnified 
figure of the MMT. 

 

3. Oocyte Enucleation Experiments 

3.1. Experimental Setup 

Figure 7a shows the system components of the platform, including a linear stage for the magnet 
actuation, a microscope with a CCD camera, a joystick, a high-response pump, and a microfluidic 
chip. The microscope with the CCD camera sends the captured image data to the PC and the stage 
movement is controlled by the joystick. A high-response syringe pump connected to the microchip 
is used to control the velocity in the microchannel. 

Figure 7b shows the overview of the microchip setup, including the driving concept of the MMT 
using horizontal polar drive (HPD) with ultrasonic vibration [17]. The MMT is actuated by HPD 
and the four neodymium (Nd2Fe14B) (diameter: 1.0 mm, grade: N40) permanent magnets, which 
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are arranged on a swivel base set on a 2 degrees-of-freedom (DOF) linear stage [16]. The 
commercially available piezoelectric ceramic (W-40, MKT Taisei Co., Tokyo, Japan) has the 
following parameters: the size is  = 42.0 × 3.5 mm; the resonance frequency is 55 kHz; and the 
electrostatic capacitance is 4600 pF. This was attached to the microfluidic chip and an AC of  
150 Vp-p was applied at 52.5 kHz to vibrate the sliding surface of the MMTs [17]. By controlling 
the 2-DOF linear stage, the MMT could be actuated in the X- and Y-directions. The swivel base 
rotated the MMT in the X-Y plane. In summary, an MMT with 3-DOF on the X-Y plane is 
sufficient for performing the enucleation process. 

Figure 7. Components of experimental system: (a) experimental setup for the 
enucleation of oocytes including the linear stage for magnet actuation, a microfluidic 
chip, and a piezoceramic for generating vibrations on the microfluidic chip and (b) 
system architecture. 

(a) (b) 

3.2. Experimental Process and Result 

Prior to the oocyte enucleation process, the bovine oocyte must be prepared in advance with 
hyaluronidase (0.1% of medium) for 10 min in order to remove the cumulus cells surrounding the 
oocytes and pronase (0.5% of Phosphate buffered saline) for 10 min to remove the zona pellucida. 
Next, Hoechst 34580 is applied to stain the nucleus of the oocyte; the nucleus portion was 
florescent when exposed to a mercury lamp. 

Figure 8 shows the experimental results of the bovine oocyte enucleation process (Supplemental 
video file available online). The oocyte inserted from the inlet flowed to the narrow channel. The 
MMT pushed the oocyte towards the wall of the microchannel so the oocyte orientation could be 
adjusted by letting the nucleus face towards the suctioning microchannel. The oocyte was too large 
to pass into the microchannel with a height of 50 m (Figure 8a). After the nucleus position was 
confirmed, the downside of the oocyte was drawn towards the withdrawal microchannel by the 
outward flow until the nucleus, visualized by the bright spot, was sucked in the channel  
(Figure 8b). Then, the tip of the MMT held the oocyte by pressing it towards the corner of the 
channel (Figure 8c). Next, the lower part of the oocyte with the nucleus was torn by hydraulic 
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forces and was washed away with the outward flow (Figure 8d). After the separation experiments, 
the remainder of the oocytes were suctioned from the outlet and immediately sent to an extraction 
chamber to evaluate the status of the cell membranes. Although deformation of the oocyte could 
happen during the separation process, Figure 8e shows that the cell membrane of the enucleated 
oocyte, which is spherical, remained intact. The removed nucleus can also be observed in this 
figure. The nucleus was successfully removed and the oocyte shape remained circular, even after 
the separation. The procedure time, i.e., the duration from the oocyte reaching the narrow channel 
until the nucleus was removed from the oocyte, was less than 5 s and the volume removed from the 
oocyte is approximately 17.8% of the original volume. 

Figure 8. (a–d) Experimental results of the oocyte enucleation process with an MMT. 
(e) Nucleus after being removed from the oocyte. The incision of the enucleated oocyte 
is smooth and the remaining oocyte is remains smooth; the enucleated nucleus is also 
shown in this figure with a removal volume of 17.8% from the original volume. 
(Supplemental Video file available online). 

 

3.3. Separation Time and Removal Proportion Evaluation 

The dot graphs of Figure 9 show the evaluations of both the enucleation time and the removal 
proportion of oocytes based on 15 samples. Figure 9a shows that the enucleation time was an 
average of 2.5 s for a single oocyte enucleation. The slowest processing time was less than 5 s. In 
mammalian cells, the average diameter of the nucleus is approximately 6 m, which occupies about 
10% of the total cell volume [23]. Using our approach, the removal volume of the oocyte was 20% 
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on average; the 20% removal of the cytoplasm ratio is significant for early cloned bovine  
embryos [22]. Depending on the nucleus position, the removal volume can be slightly increased, 
but the highest volume removed was 36%. The precise control of oocyte orientation in a few 
seconds assists in improving the separation accuracy, which will be further covered in our  
future work. 

Figure 9. (a) Enucleation processing time for 15 samples; the average enucleation time 
is 2.5 s for one oocyte. (b) Removal proportion of the nucleus from the original oocyte 
for 15 samples; the average removal proportion is 20%. 

 

4. Conclusions 

A new scheme that involves use of hydraulic forces controlled by a microrobot to perform an 
oocyte enucleation process in a microfluidic chip has been demonstrated. Using this novel design 
for oocyte enucleation, the nucleus was removed from the oocyte successfully. This system is 
advantageous for the following three reasons: (1) that oocyte enucleation can be conducted at a 
higher speed as compared to conventional enucleation methods; (2) that it minimizes the damage to 
the oocyte, and that the removal volume of the nucleus portion is small, which is important because 
the cytoplasmic volume affects the development of nuclear transfer embryos; and (3) that the 
incision of the enucleated oocyte is smooth, which may also reduce the influence of the viability on 
the oocyte. Viability examinations of enucleated oocyte by proposed method are our ongoing work. 
However, the advantage of separating an oocyte by fluid force is confirmed by Ichikawa et al. [7]. 

The precise and faster orientation control of the oocyte needs to be studied more because it takes 
several seconds to minutes to properly orient the oocyte positions. Then, the next step is a fusion 
process using the enucleated oocyte. After this, our study will include a repeatable enucleation 
process via more automatic control. For instance, automatically detecting oocytes and adding a 
dispensing module, which could dispense the enucleated portion to the culture automatically, will 
achieve high-speed, high-precision, and repeatable results. This work will conclude with the 
automation of the oocyte enucleation process, similar to a manufacturing production line. 
  

(a) (b)
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Lysis of a Single Cyanobacterium for Whole Genome 
Amplification 

Eric W. Hall, Samuel Kim, Visham Appadoo and Richard N. Zare 

Abstract: Bacterial species from natural environments, exhibiting a great degree of genetic 
diversity that has yet to be characterized, pose a specific challenge to whole genome amplification 
(WGA) from single cells. A major challenge is establishing an effective, compatible, and controlled 
lysis protocol. We present a novel lysis protocol that can be used to extract genomic information 
from a single cyanobacterium of Synechocystis sp. PCC 6803 known to have multilayer cell wall 
structures that resist conventional lysis methods. Simple but effective strategies for releasing 
genomic DNA from captured cells while retaining cellular identities for single-cell analysis are 
presented. Successful sequencing of genetic elements from single-cell amplicons prepared by 
multiple displacement amplification (MDA) is demonstrated for selected genes (15 loci nearly 
equally spaced throughout the main chromosome). 

Reprinted from Micromachines. Cite as: Hall, E.W.; Kim, S.; Appadoo, V.; Zare, R.N. 
Micro/Nanofluidic Devices for Single Cell Analysis. Micromachines 2013, 4, 321-332. 

1. Introduction 

Single-cell genomics is an emerging field that holds great promise for understanding the nature 
and function of genetic diversity in biological systems [1–3]. Obviously, this fast-growing area of 
study relies on DNA amplification techniques that can be applied to an extremely small amount of 
starting material, that is, genomic DNA from one cell. Multiple displacement amplification  
(MDA) [4], based on 29 DNA polymerase and random primers, has been the method of choice for 
single-cell whole genome amplification (WGA) [5–8]. It generates a sufficient amount of replicated 
DNA of high fidelity from template DNA of unknown sequence and exhibits lower error rates and 
longer fragment sizes than genome-wide amplification based on polymerase chain reaction (PCR). 
Although a new WGA method with lower amplification bias has recently been reported [9],  
MDA is still the prevailing approach because of commercially available reagents and relatively 
simple procedures. 

Microfluidic platforms have been developed for achieving single-cell isolation and a 
miniaturised MDA reaction for the purpose of WGA and successfully applied to a few cell types: 
lab-cultured bacteria [10], uncultured bacteria and archaea [11,12], and human sperm cells [13]. 
However, analysis of bacterial species from environmental samples is particularly challenging 
because of the thick, multiple-layer cell wall structures often found in these microorganisms, which 
may obstruct cell lysis. Development of an effective bacterial lysis protocol is important for expanding 
the applicability of single-cell genomics in view of the relevance of this culture-independent 
approach to the hugely diverse realm of uncultured or hard-to-culture environmental prokaryotes. 
We chose as a model system Synechocystis sp. PCC 6803, a unicellular cyanobacterium with a 
fully sequenced genome [14]. Significant difficulty is encountered in breaking cells of this species 
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via chemical treatment compatible with microchip MDA. It should be noted that conventional 
mechanical lysis methods such as French press or bead beating are not suitable for single-cell WGA. 

The lysis protocol proposed in this study is based on the combined use of enzymes and 
detergents for disrupting the Synechocystis cell wall structures composed of four chemically 
distinct layers: the external surface layers (proteins and polysaccharides), the outer lipid membrane, 
the crosslinked peptidoglycan layer, and the inner cytosolic membrane [15,16]. The order of 
chemical treatments, which include denaturants and proteases, was carefully designed to avoid 
interference with the downstream amplification activity of 29 DNA polymerase. As a requisite for 
preserved single-cell identities, additional washing steps to remove extraneous genetic materials 
were implemented on the basis of quantitation of extracellular DNA. The efficacy of the lysis 
protocol for single-cell WGA was demonstrated by sequencing 15 selected genes that are nearly 
equally spaced across the entire chromosome using the MDA products obtained from single 
Synechocystis cells. 

2. Materials and Methods 

Figure 1 summarizes the lysis protocol. Briefly, Synechocystis cells from 400 L of liquid 
culture were pelleted by centrifuging at 3 krpm (RCF = 735 g) for 10 min (5145C, Eppendorf, 
Hamburg, Germany) and resuspended in 0.1% (w/v) Sarkosyl (Sigma, St. Louis, MO, USA) in 
TES Buffer (10 mM Tris (pH 8), 50 mM EDTA, and 50 mM NaCl). The cell suspension was 
incubated at room temperature for 10 min with gentle mixing, followed by centrifugation. Then, 
the pellet was resuspended in 10 g/mL Proteinase K (RNA grade, Life Technologies, Carlsbad, 
CA, USA) and 0.1% (w/v) SDS in TES Buffer and the sample was incubated at 57 °C for 2 h. After 
centrifugation and supernatant removal, 200 U/ L lysozyme (Ready-Lyse, Epicentre, Madison, 
WI, USA) in SoluLyse (Genlantis, San Diego, CA, USA) was added and the suspension was 
incubated at 37 °C for 2 h. Finally, an equivalent volume of alkaline DLB reagent from Repli-g 
Midi kit (Qiagen, Venlo, The Netherlands) was added to complete cell lysis. In the case of 
microfluidic single-cell analysis, multiple washing steps with TES Buffer were performed 
immediately after the Proteinase K + SDS incubation step to remove contaminant DNA, and the 
cell suspension was transferred to the MDA microchip for subsequent microfluidic procedures. 

The amount of DNA, either released by lysis or amplified via MDA, was quantified using a 
dsDNA-specific fluorescent dye (PicoGreen Kit, Life Technologies, Grand Island, NY, USA) for 
labeling and a 96-well plate reader (SpectraMAX Gemini EM, Molecular Devices, Sunnyvale, CA, 
USA) for fluorescence measurements, following the manufacturers’ protocols. The level of 
contaminant DNA, which was below the detection limit of the PicoGreen assay, was quantified by 
employing digital MDA (dMDA) as described elsewhere [17]. The dMDA assay is based on  
small-scale MDA reactions performed on a commercially available microfluidic chip (765 9-nL 
wells as MDA microreactors; BioMark 12.765 Digital Array, Fluidigm, South San Francisco, CA, 
USA) and subsequent detection of fluorescent wells using the companion BioMark imaging 
system. The number of DNA template molecules in the original sample was calculated by counting 
the number of “lit” fluorescent wells and applying a Poisson correction. 
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Figure 1. Schematic of the lysis protocol. Cellular layers and chemical reagents used to 
remove them are shown. The letter D stands for DNA molecules; D in black represents 
genomic materials originated from captured single cyanobacteria cells whereas D in 
grey indicates DNA from other cells, either cyanobacteria of interest or different 
species; this type of DNA is termed “contaminant DNA” in the text for describing 
single-cell genome amplification experiments. 

 

Macroscale MDA (50- L reaction) was performed using the released DNA from cell lysis as 
template and the Repli-g Midi kit reagents (Qiagen) as per the manufacturer’s protocol. Single-cell 
MDA (scMDA; 60-nL reaction) was performed on an integrated microfluidic device, which closely 
resembles that developed by Quake and coworkers [10,11]. Microchip fabrication and operation 
procedures were similar to those reported previously [18] with details in Supplementary Methods 
(Figure S1). To obtain sufficient amounts of DNA for downstream PCR and sequencing, 1 L of 
each amplification product extracted from the microchip was used as a template in a second-round 
50- L MDA reaction (33 °C incubation for 16 h) and the final amplicon was stored at 4 °C until 
further analysis. DNA yields from both rounds of amplification were quantified via the  
PicoGreen assay. 
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To estimate the genome coverage of the amplification product from scMDA, 15 PCR primer 
sets were designed for genes evenly dispersed over the main 3.57 Mbp chromosome of 
Synechocystis sp. PCC 6803 (See Supplementary Table S1). Sequence specificities of the expected 
PCR products were checked using NCBI Primer-BLAST software [19] (See Supplementary Table 
S2). Primers were synthesized at the PAN Facility of Stanford University. PCR (20 L reactions 
using 25 ng of template DNA) was performed using LightCycler 480 System (Roche) with the 
following conditions: 95 °C for 3 min; 39 cycles of 95 °C for 30 s, 59 °C for 30 s (annealing) and 
72 °C for 1 min; 72 °C for 15 min. The PCR products, the presence of which at 1-kb region was 
confirmed by gel electrophoresis (1% agarose, 100 V, 15 min), were submitted for Sanger sequencing 
at the PAN Facility. 

Initial experiments on Synechocystis sp. PCC 6803 were carried out on a cell line provided by 
Devaki Bhaya from the Carnegie Institution for Science, but all work reported here is based on a 
new culture (ATCC# 27184), which was purchased from American Type Culture Collection. The 
culture was maintained at 30°C in BG-11 media (C3061, Sigma, St. Louis, MO, USA). All 
chemicals were purchased at highest purity and care was taken to avoid introducing extraneous 
DNA; all of the buffers were filtered with 0.2- m filters and exposed to UV irradiation for one 
hour before use, which is reported to eliminate amplification of contaminant DNA [20]. 

3. Results and Discussion 

The initial attempts to lyse Synechocystis cells were made using the protocol reported by  
Wu et al. [21], which employs stepwise treatments with detergents and enzymes. Lysis 
effectiveness was qualitatively assessed by visual inspection of the cell pellet after each chemical 
treatment. The original protocol produced intact, dark green pellets, indicating that it is 
unsatisfactory for this type of cyanobacteria. However, improvement of cell breakage was observed 
when (a) proteinase K treatment was performed in the presence of 0.1% SDS and (b) lysozyme 
step was combined with SoluLyse, a proprietary detergent for bacterial lysis (See Supplementary 
Table S3). The amounts of DNA released into the supernatants by these modified protocols, as 
measured by PicoGreen assay, were comparable to the DNA level obtained from sonication-induced 
lysis, indicating that near-complete lysis was achieved [22]. 

The lysis protocol was further optimized for microfluidic scMDA, our target application, by 
testing its compatibility with 29 DNA polymerase activity and on-chip single-cell isolation 
procedure. First, we investigated the effect of the lysis reagents on the polymerase activity by 
performing standard macroscale MDA reactions supplemented with a series of lysis reagents and 
determined the resulting amplification factors (Figure 2). The detergents were the most inhibitive 
against the MDA reactions, with 0.1% sarkosyl reducing the amplification by a factor of ~104 and 
0.1% SDS suppressing the polymerase activity completely. The deleterious effects of proteinase K 
and lysozyme were relatively small at the tested concentrations, retaining amplification factors 
greater than 105. SoluLyse, with or without lysozyme additive, resulted in amplification factors 
between 103 and 104. Based on these results, we decided to carry out the first two lysis steps 
utilizing sarkosyl and proteinase K in SDS “off-chip” followed by supernatant removal and on-chip 
isolation of single cells, and finally addition of lysozyme in SoluLyse to each cell “on-chip”. 
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Figure 2. Inhibition of 50- L Multiple displacement amplification (MDA) reactions by 
lysis reagents. Amplification factor was calculated by dividing the amount of amplified 
DNA, as quantified via PicoGreen assay, with that of the starting template (50 pg). The 
MDA reaction with 0.1% SDS yielded an amount of product (<10 pg/ L) that could not 
be detected within the limits of the PicoGreen assay, meaning that its amplification 
factor was below 10. Sark and ProK refer to sarkosyl and proteinase K, respectively. 
Error bars are not shown on this figure but are approximately 10% of each value. 

 

In order to retain cellular identities for each MDA reaction, it is crucial to prevent extraneous 
DNA from entering a microchamber together with the desired cell during the single-cell isolation 
process. Even a minuscule amount of DNA, either from the same organism or foreign species, can 
interfere with the analysis by competing with the targeted intracellular DNA during the 
amplification reaction. A facile strategy involving multiple washings of the cell pellet immediately 
prior to introduction of the cell suspension to the microfluidic device was developed in order to 
eliminate contaminant DNA from the environmental samples. To determine the number of washing 
steps necessary to eliminate extraneous DNA, we quantified the level of DNA present in the 
supernatant after each washing step (Figure 3). Although the reduction of DNA amounts within the 
supernatant by consecutive washings was obvious, the PicoGreen assay was not sensitive enough to 
detect DNA present below single-cell quantities. When the dMDA assay was employed to quantify 
DNA present in the supernatants, the level of extracellular DNA in the cell suspension after the 
fourth TES wash and subsequent 200-fold dilution with Injection Buffer (PBS pH 7.4 with 0.1% 
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Tween-20) was comparable to that of the no-template-DNA control sample (Figure 4). Therefore, 
for scMDA experiments, five TES washing steps were inserted between the off-chip and on-chip 
lysis procedures to preclude DNA contamination. 

Figure 3. Removal of extracellular DNA via multiple washings of cell pellets before 
injecting into the microfluidic device. dsDNA concentration of the supernatant solutions 
were determined via PicoGreen fluorescence assay. ProK refers to proteinase K. 

 

With the established lysis protocol, microfluidic scMDA of Synechocystis was performed. Three 
independent experimental sets (Sets A–C) were prepared, each of which consisted of six  
single-cell-containing 60-nL microchambers and two negative control chambers (that is, containing 
no cell). The amplification factors for the first-round on-chip MDA reactions were estimated to be 
~105, which are significantly greater than those of macroscale reactions under the same conditions 
(See Supplementary Figure S2). This increase is consistent with the previous reports [10] that a 
confined reaction volume increases the yield of MDA. It is also notable that the inhibitory effects 
of added lysis reagents do not seem to be similarly enhanced. 
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Figure 4. dMDA confirmation of extracellular DNA removal via multiple washings of 
cell pellets before injection into the microfluidic device. The amounts of DNA 
fragments in the supernatants from the third and fourth successive TES Buffer washes 
were quantified with dMDA (as explained in Materials & Methods). Fluorescence 
images of the dMDA chips containing (a) the supernatant from the third wash and (b) 
its 200-fold dilution with Injection Buffer; (c) and (d) show the same set from the 
fourth wash, and (e) is the no-template-DNA control result. 

 

The MDA amplicons from the “on-chip” experiment were amplified via macroscale 50- L 
MDA reactions and then PCR-amplified for sequencing using 15 Synechocystis-specific primer 
pairs targeting genes across the entire chromosome (See Supplementary Table S1). When PCR 
products of expected fragment sizes, assessed from gel electrophoresis results, were Sanger-sequenced 
and their sequences were compared against the reference genome, 13 out of 17 single-cell 
amplicons (one sample lost) and 3 out of 6 negative controls were found to contain at least one 
Synechocystis-specific target sequence. Sequences matching organisms other than Synechocystis 
were not found via BLAST searches against known genome sequences. Figure 5 is a graphical 
representation of the results from all samples, broken down by sample sets and primer sets. The 
average occurrence of the specific target sequence from the three sets was 10 (out of 17 single-cell 
amplicons) with a standard deviation of 4. In an effort to gain preliminary insights into possible 
sources of variable genome coverage, the “on-chip” amplicons of Set C were divided and subjected 
to two parallel, off-chip 50- L reactions (Set C1 and C2). Among the 67 Synechocystis-specific 
sequences produced by the two sets, 32 (48%) were present in both, 22 (33%) were produced only 
by Set C1, and 13 (19%) only by Set C2. These results indicate that the observed variation of 
genome coverage may be attributed partly to the stochastic property of the MDA reaction itself, 

(a) Wash3 (b) Wash3/200 

(c) Wash4 (d) Wash4/200 
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and not those factors that might be the result of microchip complications such as incomplete lysis, 
obstruction of the template by cell debris, and a small starting amount of template [10]. 

Figure 5. Loci coverage across scMDA samples. The bar chart presents the occurrence 
of Synechocystis-specific sequences across scMDA samples, broken down by sample 
and primer sets. 

 

As mentioned above, half of all negative controls across the three sets produced  
Synechocystis-specfic target amplicons. To characterize the amount of extracellular DNA in the 
injected sample sets, the supernatants from the final TES washes of each sample were analyzed via 
dMDA (Figure 6). It should be noted that Set B’s free DNA content is indistinguishable from the  
no-template control, which is consistent with the observation that no negative controls from Set B 
produced Synechocystis-specific amplicons. The no-template control is prepared according to all 
steps of the lysis protocol presented here, but no cells were added. We found that the no-template 
control gave negligible response after MDA amplification, demonstrating that our lysis reagents 
and sample handling do not introduce contaminating DNA. Therefore, the data from Set B 
represent a best-controlled single-cell experiment while other sets appear to still contain 
extracellular DNA, which must come from weakened cells leaking DNA into the solution,. In spite 
of these complications, we believe our data present a successful demonstration of the efficacy of 
our lysis protocol for Synechocystis and its compatibility with microfluidic scMDA. It should be 
recognized that prevention of leakage of genetic material into the isolation volume will be crucial 
to extend our lysis protocol toward the analysis of heterogeneous samples, such as those found in 
environmental bacterial communities. 
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Figure 6. Nucleic acid fragment content of final sample set washes. The supernatant of 
the final wash for each sample set was saved and diluted by a factor of 200. Nucleic 
acid fragments of the supernatants were quantified to obtain an idea of the level of 
sample exogenous contamination present in each set injection. Panels are lettered by 
sample ID (a) through (c) while the fourth (d) is a no-template control. Target counts 
are quantified per microliter of wash analyte (e), with error bars representing upper and 
lower 95% confidence interval estimates. 

 

4. Conclusions 

Whole genome analysis from single cells remains a topic of great interest. Significant progress 
has been made by combining microfluidic platforms with different kinds of gene amplification  
procedures [2,11,12]. For cells that easily lyse, such as mammalian cells, much progress has been 
achieved [13], but for cells having multiple cell wall layers, very few reports exist of their successful 
genomic analysis. This article has addressed this last issue by developing a lysis protocol that 
consists of off-chip partial removal and weakening of cell wall layers followed by on-chip lysis 
using reagents that do not interfere with the multiple displacement amplification reaction. This 
technique has been applied to Synechocystis sp. PCC 6803, a fully-genome-sequenced strain of 
photosynthetic cyanobacteria that commonly occurs in freshwater [14]. The challenge of single-cell 
genomic amplification is severe because of two types of interference, unwanted extraneous DNA 
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arising from foreign sources and those arising from leaky cells [17,20]. These can dominate the 
amplification products because the lysing of a single cell releases so little genomic DNA. 
Consequently, much care has been taken to eliminate as best as we can these types of interference. 

We have developed an effective lysis protocol for the model system Synechocystis and 
demonstrated its compatibility with microfluidic scMDA, thus extending this whole genome 
amplification technique to a strain of cyanobacteria. The protocol is both straightforward and 
flexible; it remains to be demonstrated that it is applicable with minor modifications to other 
prokaryotic species that are resistant to traditional lysis strategies. This chemical method, which is 
equally effective at a macro scale, also constitutes an alternative to conventional methods for 
preparing genomic DNA, which rely on mechanical cell breakage and extraction with organic 
solvents. We have shown that high-fidelity genome sequencing of single cells of Synechocystis can 
be achieved by performing microfluidic MDA reactions using this protocol, at least, as judged by 
performing sequencing on 15 loci that are widely separated. Whole genome sequencing was not 
performed in this study, but shotgun and next-generation sequencing and assembly might be done 
to assess how well this technique can cover the whole genome. 
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the cell membrane [12]. This potential difference is called as transmembrane potential (TMP), 
which linearly proportional to the external electric field and the diameter of the cell. For a spherical 
cell, the TMP can be expressed by Schwan’s equation as: 

0TMP 1.5 cosi e rE  (1) 

where i  e is the potential difference between intracellular and extracellular membrane, r is the 
radius of the cell, E0 is the applied electric field strength and  is the angle between direction of 
electric field and the selected point of the cell surface [13,14]. To apply high external electric field 
with longer pulses (ms), TMP can increase and hydrophobic pores became hydrophilic one at 
threshold TMP values (0.2–1 V) [6,15–19]. After withdraw the pulse, the membrane can reseal 
again without mechanical rupture and the phenomenon is known as reversible electroporation [19,20]. 
However, to apply very high external electric field, the cell membrane can deform permanently, 
whereas the membrane cannot reseal again resulting cell lysis, and the process known as 
irreversible electroporation [21,22]. 

Micro/nanofluidic devices are potentially beneficial for single cell electroporation. The main 
advantage of these devices are easy operation, low cost, portability, lower power consumption, 
very short reaction time, less toxic issue, small volume of reagent consumption when compared to 
bulk electroporation process (BEP) [23–26]. These devices can isolate single cell from population 
of millions of cells together and an inhomogeneous electric field can be focused only on single cell 
where remaining cells are unaffected. As a result, single cell manipulation can be performed  
from population of cells together. These devices can analyze cell to cell behavior with their 
organelle, their orientation, changes of cell size and shape with different polarities of electric  
fields [14,23,24,26,27]. On the other hand, bulk electroporation needs two large electrodes 
surrounding millions of cells together and a homogeneous electric field is applied to electroporates 
millions of cells at once. As a result, cell to cell behavior is difficult to analyze clearly. Due to a 
large gap between two electrodes, an additional voltage is required (several hundred volts) for the 
electroporation process. Higher voltage can provide higher electrical field strength, by which some 
of the cells can rupture and some of them are unaffected from millions of cells, resulting in lower 
transfection rate and cell viability when compared with single cell electroporation [24]. Larger size 
electrode can provide a larger surface area to react with a large volume of cell medium; however, 
toxic issues during the electroporation process will arise and might reduce the cell viability. This 
toxic issue mainly depends upon electrode materials [28]. For micro/nanofluidic devices, where the 
dimension of the devices are in micro to nanoscale label, which is similar to single cell dimension 
(microchannel). As a result, single cell can trap/sort easily for electroporation experiment. 
Moreover for specific design of microchannel, the device can supply nutrients to the cells and 
experiment can be performed many times without resuspended the cells and removal of cells 
without cell adhesive reagent, which is not possible in bulk electroporation process. 

Recently, single cell electroporation (SCEP) research approaches in more advance stages, where 
the dimension of the micro/nanofluidic devices reaches from micro to nanoscale level. To use this 
dimensional advantage, an electric field can easily intense in the local region of the single cell 
membrane, by which high transfection rate and high cell viability were achieved [27,29]. However 



33 
 

 

localized electroporation can also be performed by nanochannel ion transportation using the 
electrophoresis method [30]. To apply electrical field in local region of the single cell membrane, 
the process is known as localized single cell membrane electroporation (LSCMEP), by which 
precise and controllable drug delivery is possible [27,29,30]. The LSCMEP process can provide 
very high transfection rate, high cell viability, low power consumption, lower toxicity, low thermal 
effect in comparison with SCEP or BEP process. 

2. Bulk, Single and Localized Single Cell Membrane Electroporation 

2.1. Bulk Electroporation (BEP) 

In Bulk electroporation (BEP) process, a homogeneous electric field is applied with suspension 
of millions of cells together, where two large electrodes are separated with larger distance. To 
transfect cells with BEP process, a very high external electric field (KV cm 1) is needed to induce 
transmembrane potential, which must be exceed the cell membrane threshold values [31]. As result, 
transient electropermeabilized pores can form on the cell membrane to deliver exogenous 
biomolecules from the outside to the inside of the cell. Figure 1a shows the cuvette with 
suspensions of millions of cells in between two metal electrodes (the distance between two metal 
electrodes varied inside the cuvette, as result induced electric field is different from top to bottom 
of the cuvette). Whereas in Figure 1b, cells are suspension into the cuvette and metal electrodes can 
introduce from outside to inside of the cuvette. The gap between two metal electrodes are almost 
same in each position of the cuvette and electric field can act uniformly onto the cell membrane 
inside the cuvette. Both of this cuvette, cells are suspension in between two metal electrodes, as 
result a homogeneous electric field can act on to the cell membrane to deliver substances inside the 
cells with high electric field. 

2.2. Single Cell Electroporation (SCEP) 

In single cell electroporation (SCEP), an inhomogeneous electric field is applied surrounded the 
single cell, where distance between two electrodes is in micro scale level (single cell dimension). 
Micro/nanofluidic devices dimension almost reaches to this level to position each single cell with 
micro-channel flow control and it can perform successful single cell transfection or single cell 
lysis. Figure 2 shows how an electric field influences single cells to form membrane nano-pores 
during the electroporation process. From this figure, the maximum electric field is at the poles of 
the cell (light color across the cell membrane position) and minimum is at the equators (deep color 
on top and bottom of the cell membrane). As a result, the transmembrane potential is different in 
each point of the cell membrane. High transmembrane potential induces at the poles of the cell and 
low transmembrane potential at the equators (according to Equation (1)), resulting formation of 
higher density of pores at the poles and lower density of pores at the equators. To reduce the gap 
between two electrodes by using micro/nanofluidic devices, the requirement of voltage should be 
lower compared to the bulk electroporation process. In this device, single cell manipulation with 
their cytosolic compound can be analyzed easily. Figure 3 shows single cell electroporation, where 
external electric field is applied outside of the single cell. Figure 3a shows the formation of 
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different density of pores at different position of the single cell membrane due to variation of 
electric field strength. Maximum pores form at the poles due to higher electric field (see Equation 
(1)) and minimum density of pores form at the equators due to less electric filed affect. Figure 3b 
shows that, after withdrawing the electric field, cell membranes reseal again, as a result 
biomolecules enter successfully inside the single cell. 

Figure 1. The bulk electroporation apparatus in vitro experiment with cross sectional 
view of two metal electrodes. The distance between two large electrodes varies from 
millimeter to centimeter range. To manufacture of this device is simple but the voltage 
requirement is very high to permeabilize of millions of cells together due to large 
distance between two electrodes (a) cells are in suspension within the cuvette, where 
two metal electrodes are fixed inside the cuvette for electroporation experiment (b) 
cells are suspension and metal electrodes can introduce from outside to inside of this 
cuvette. Figure has been redrawn from reference [31]. 

 

Figure 2. Electric field distribution for single cell electroporation where induced 
transmembrane potential is maximum at the cell pole and minimum at the equator. 
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Figure 3. Single cell electroporation (SCEP), where an external electric field applied 
outside of the single cell (a) formation of pores due to electric field application 
(maximum pores open at poles and minimum pores open at the equators due to 
different field strength at different positions of the membrane); (b) after withdrawing 
the pulse, cell membranes reseal again and biomolecules enter successfully inside the 
single cell. 

 

2.3. Localized Single Cell Membrane Electroporation (LSCMEP) 

In the last couple of years, device fabrication approaches towards the nanoscale level, where the 
gap between two electrodes is reduced to nanometer scale. As the gap between the electrodes 
reduces significantly, the electric field can intensify only a nanometer region in-between two 
electrodes. To use micro/nanofluidic devices, single cells can be positioned on top of the 
nanoelectrode and cell membranes can deform only on nano-scale region (reaming cell membrane 
area will be unaffected) to deliver drugs from outside to inside of the cell. The process as known as 
localized single cell membrane electroporation (LSCMEP) [29]. Figure 4 shows the LSCMEP 
process, where Figure 4a shows how the cell membrane deforms and opens up the pores due to 
application of electric field. As a result, biomolecules enter from outside to inside of the single cell. 
Figure 4b shows the cell membrane resealing after withdrawing the pulses, where biomolecules 
enter successfully inside the single cell. 

This new approach leads to lower voltage requirements, high transfection efficiency, high cell 
viability, low toxicity, low sample volume, very low Joule heating effect in compare with SCEP or 
BEP process. Until now, the fabrication of such devices is in the development stage. In the near 
future researchers need to pay more attention to developing micro/nanofluidic LSCMEP devices 
for better understanding of single cell analysis with their intracellular biochemical effect. 
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Figure 4. Localized single cell membrane electroporation (LSCMEP) where electric 
field is applied in a specific region (nano-scale region) of the cell membrane. (a) 
During electroporation, membrane pores open and biomolecules deliver from outside to 
inside of the single cell; (b) After electroporation cell membranes reseal again and 
biomolecules entered successfully inside the single cell. Permission to reprint obtained 
from Springer [27]. 

 

3. Micro/Nanofluidic Devices for Single Cell Electroporation 

For single cell electroporation, micro/nanofluidic devices are essential to analyze intracellular 
reaction in response to external stimuli. The transfection rate depends upon electric field strength, 
number of pulses and duration of pulses. Generally, smaller size biomolecules can enter inside a 
single cell by the diffusion process whereas the larger size such as DNA can enter inside the single 
cell by the electrophoretically driven process. It was reported that short and strong electric field 
pulses can provide reversible electroporation [32,33]. However, ultrashort nanosecond pulses with 
higher electric field can provide irreversible electroporation [10]. The permeabilization area can be 
controlled with the pulse amplitude and the degree of permeabilization can be controlled with the 
duration of pulses, numbers of pulses, where longer pulses provide a larger perturbation area in the cell 
membrane [34,35]. In earlier studies of micro/nanofluidic based single cell electroporation, authors 
analyze cellular content and cellular properties [36–39], transfection of cells [17,40–42] and 
inactivating cells [43–45] with the use of micro-channel based electroporation [46–49], micro-capillary 
based electroporation [50–52], electroporation with solid microelectrode [36,53–55], membrane 
sandwich based microfluidic electroporation [56,57], microarray single cell electroporation [58], 
optofluidic based microfluidic devices [59–65], etc. Table 1 describes in detail micro/nanofluidic 
based single cell transfection, cell lysis, cell type with species, potential difference, pulse duration, etc. 

In this article, we emphasize the details about single cell transfection and lysis by using 
micro/nanofluidic devices with cell trapping and droplet microfluidics technique, single cell 
transfection and lysis with localized single cell membrane electroporation (LSCMEP) technique. 
Also, we compared the advantage and future prospect of LSCMEP process with SCEP and BEP 
process. Finally, we have drawn some conclusions between BEP, SCEP and LSCMEP process. 
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Table 1. Performance of Micro/nanofludic single cell electroporation. 

Year and  
References 

Potential 
difference 

Pulse time Cell type Spices Purpose 

1999 [66] 0–60 V 2 s–100 ms 
ND-1 

ATCC#CRL-1439 
Human 

Rat 
Transfection 

and lysis 
2001 [41] 10 V 5 ms Huh-7 Human Transfection 
2003 [67] 1125 V Continuous DC Jurkat Human Lysis 
2003 [38] 20 V ±20 s AC S. cerevisiae Yeast Lysis 
2004 [68] 1400 1 s Erythrocytes Human Lysis 
2005 [69] 0.1–1 V 10 KHz AC HeLa Human Transfection  

2006 [70] 
400 V/cm,  

600–1200 V/cm 
10 s–20 ms,  

30 ms 
CHO Hamster 

Transfection 
and lysis 

2006 [71] 2000 V/cm Continuous DC E. coli Bacterial Lysis 

2007 [72] 10 VPP 1 MHz 
Zucchini  

protoplast cells 
Plant Lysis 

2008 [73] 1–3 V 6 ms C2C12 Mouse Transfection 
2008 [29] 1 VPP 0.5 Hz Fibroblast cell Rat Transfection 
2008 [46] <20 V 100 KHz–1 MHz A431 squamous cell Human Lysis 

2009 [74] 5 Vrms 40 Hz 
FITC-BSA-laden 

vesicle 
- Lysis 

2010 [75] <3 V Continuous DC - Yeast Transfection 
2012 [27] 10 s, 20 ms 8 VPP HeLa Human Tranfection 
2012 [30] 1–60 ms 60–260 V/2 mm K 562, Jurkat Human Transfection 
2012 [76] 1.3 V Continuous DC Algal cell Plant Transfection 
2013 [77] 600–90 m Vpp 2 ms HT-29 Human Lysis 

3.1. Single Cell Transfection 

3.1.1. Trapping Based Single Cell Transfection 

The first microfluidic device with cell trapping was proposed by Huang et al. in 1999 [66]. This 
device was fabricated with two chambers (top and bottom), which were separated by silicon nitride 
layer (1 m). Figure 5 shows the schematic of the device for single cell electroporation. The top 
and bottom layer were fabricated with n+ polysilicon layer, which was a conducting and 
transparent layer. As a result, the device was transparent and light from the microscope could pass 
throughout the device. One hole (2 m to 10 m) was formed in middle layer by reactive ion 
etching technique. Two chambers were filled with saline had different pressures: the top chamber 
was higher pressure than the bottom chamber, meaning cells had the tendency to flow from the top 
to bottom chamber. As the lowered pressure in the bottom chamber, the cell was trapped in a hole, 
which was formed in the middle layer. Then continuous DC power supply was supplied between 
two chambers with amplitude 0–120 V and 2 s to 100 ms pulse duration. The distances between 
two electrodes were 900 m. After application of electric field, it was constricted through the hole, 
which increased the transmembrane potential of the cell membrane, and finally the membrane was 
electrically permeabilized to enter exogenous molecules from outside to inside of the single cell. 
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Later, the same author has proposed different types of microfluidic devices for single cell 
transfection in 2001 and 2003 [78,79]. Figure 6 shows flow through based microfluidic chip for 
single cell transfection. In Figure 6a, cells flowed one by one through the micro-channel. The width 
of the micro-channel was higher than the cell dimension. When the cell was near the vicinity of the 
hole, due to back pressure (lower pressure) on the bottom channel, the single cell was trapped 
easily on the hole. As the application of electric field with proper pulse (10 V with 10 ms), the cell 
membrane was permeabilized, to enter foreign biomolecule inside the single cell. After 
electroporation, back pressure was withdrawn. As a result, a single cell was released from the hole 
and the next cell was ready to trap for another electroporation. With this microfluidic design, 
different cells can electroporate with different duration of pulses and different types of exogenous 
biomolecules can enter inside the single cell according to electroporation experiment requirement. 
Figure 6b shows the optical microscope image of micro-channel with hole and electrodes. The 
success rate for single cell trapping and electroporation effectiveness can be achieve 100% for this 
micro-electroporation method. This device transfected EGFP into SK-OV-3 cells with the 
application of 0.4 KV/cm electric field. 

Figure 5. Microfluidic SCEP with cell trapping. Figure has been redrawn with  
reference [26,66]. 

 

Another cell trapping with microfluidic device for single cell electroporation was proposed by 
Khine et al. in 2004 [80]. The device was fabricated with polydimethylsiloxane (PDMS), where 
silicon substrate was used as a mold for PDMS. In this device, two wider channels were used for 
cell inlet and outlet. The middle circular section, where cells can be released from the main channel 
and it was connected with many micro-channels for single cell trapping. The diameter of each  
micro-channel was 3.1 m, which was one third of the cell diameter. As a result, localized 
electroporation was performed with this micro-channel based device. Later, the detailed 
manufacturing process of such trapping device was proposed by Suzuki et al. [81]. In this device, 
Ag/Agcl electrode was connected with each micro-channel and main inlet channel. After cell 
loading through the main inlet channel to the circular area, negative pressure was applied to the 
micro-channel. Then, the single cell was trapped with the micro-channel. The electroporation was 
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measured to use the circuit model of this device. Cell membrane permeabilization was measured by 
characteristic “jumps” in the current that correspond to drops in cell resistance. The reversible 
electroporation was performed with this device by applying 0.76 ± 0.095 V with 6.5 ms pulse. This 
device can deliver drugs, DNA and protein inside the single cell. The feasibility of introducing 
foreign material with permeabilized single cell was tested with trypan blue for suspension of cells. 

Figure 6. (a) Concept of flow through micro-electroporation chip; (b) Optical image of 
micro-channel, micro-hole and electrodes. Permission to reprint obtained from  
Elsevier [78]. 

 

In 2008, Ionescu-Zantti et al. [82] proposed electrophoresis driven microfluidic based 
electroporation device for single cell trapping and transfection. Figure 7 shows the schematic steps 
for an electrophoresis based electroporation device. This device was fabricated with PDMS, where  
3 m × 3 m capillaries microchannel was formed for single cell trapping and focusing the electric 
field. Initially, a cell was trapped through the capillary channel by using negative pressure and then  
0–300 mV external field was applied (this field was below the cell membrane threshold values  
(0.5–2 V)) for electrophoretically preconcentrate the dyes near the cell membrane (see Figure 7a). 
After that, larger pulses were applied (5–30 ms) for the electroporation process (see Figure 7b) and 
dye was loaded during resealing of the cell membrane by applied lower electric field (Figure 7c). 
This method reduced the dye loading time into the single cell by its unique design. 
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Figure 7. The schematic steps for electrophoresis driven cell loading protocol (a) 
preconcentrate; (b) membrane electroporation; (c) apply electrophoretic driving force. 
Figure has been redrawn with reference [82]. 

 

Another group, Valero et al. [73] in 2008, proposed microfluidic device which delivered PI dye 
to use single mouse myoblast C2C12 cells with high transfection efficiency (>75%). In 2012,  
Gac et al. [83] suggested a new microfluidic device by which they trapped individual cell in 
micrometer-size structure within a microchip and exposed an intense electric field with 
plasmid/dye. This device includes an array of independent electroporation sites, which electroporates 
nine cells together. 

3.1.2. Droplet Microfluidics for Single Cell Transfection 

Droplet microfluidic based single cell electroporation has raised a lot of interest in recent years 
for biological and therapeutic studies. This technique leads to high throughput screening 
application for single cell analysis. Droplets can encapsulate cells, DNA, dye, particles or 
molecules that are in the inner aqueous phase [84]. Recently, droplet microfluidic have wide 
applications in biotechnology such as animal cell growth in encapsulated droplet in picoliter range, 
with high cell viability [85]. The first droplet microfluidic based electroporation was proposed by 
Luo et al. [86] in 2006. They used the electrochemical detection method for aqueous droplet 
analysis in oil phase of microfluidic device. Electrochemical signal difference was held between oil 
and aqueous. This method provides the size information and ion concentration, which leads from 
0.02 mmol/L to 1 mol/L of tens of picoliter to nanoliter aqueous droplet. In 2009 Zhan et al. 
proposed droplet microfluidic based single cell electroporation [87]. The device was fabricated 
with polydimethylsiloxane (PDMS) by using standard soft lithographic process. A 150 nm 
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thickness based microelectrode was fabricated with e-beam evaporation and lithographic process. 
Figure 8 shows the droplet microfluidic based single cell electroporation process. This device has 
two inlets, one outlet and one pair of electrodes. Electroporation can be performed with droplet 
containing single cell. The buffer with cells and DNA was loaded in one inlet channel, where the 
cell was introduced by syringe pump with magnetic stair. In magnetic stair, the magnetic field can 
rotate to cause stair bar, which is immersed in medium with cells, making cells spin to avoid cells 
settling down. Another inlet channel was used for oil pumping. Droplets with cell of different sizes 
were produced by adjusting the flow rates between oil and buffer solution. The size of each droplet 
with a cell was 60–386 m in length and this droplet containing a cell was electroporated with 
droplet velocity 1.38–8.86 m/min to apply 5–9 V constant DC voltage in-between 20 m electrodes 
gap. Due to application of DC voltage, an electric field can act on a droplet containing conducting 
buffer solution and it electroporates a single cell within the droplet. This device achieved 68% cell 
viability with 4.7 volt applied voltage after electroporation; however, viability reduced down to 
14% for 7.1 volt applied voltage. Also it transfected plasmid vector coding EGFP into Chinese 
Hamster Ovary (CHO) cell. The cell transfection rate was 11% due to 5.8 V, 1.8 ms pulse 
application. Thus droplet size, droplet velocity, electric field strength and distance between two 
electrodes are important to achieve high transfection and high cell viability. Droplet microfluidics 
is potentially applicable for high throughput functional screening of genes, which is not possible in 
the bulk electroporation process. 

Figure 8. Layout and performance of a droplet based microfluidic device (a) two 
microelectrodes, where cells can be positioned for electroporation; (b) after 
electroporation, a droplet with a cell at the end of the device. Permission to reprint 
obtained from American Chemical Society (ACS) [87]. 
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Recently, Qu et al. [76] proposed droplet electroporation with the use of microfluidic device. 
This device was fabricated with polydimethylsiloxane (PDMS) by using soft lithography process. 
Figure 9 shows the droplet microfluidic electroporation technique. Figure 9a,b shows a schematic 
of the droplet based microfluidic device and electroporation for algal cell. This device included two 
inlets and one outlet channel. One inlet channel contained DNA with algal cells whereas another 
inlet channel contained Fc oil. This cell content droplet flowed through the oil phase into the 
channel, where five pairs of micro-electrodes with constant DC voltage was present. A constant DC 
voltage with 1.3 V was applied to produce 393 V cm 1 electric field for electroporation experiment. 
The electric current act, when the conducting droplet buffer with the cell passed through the 
microelectrodes. Oil passing through the microelectrodes leads to zero current due to 
nonconductive oil solution. 

The gap between two electrodes were 33 m. The electroporation time can be controlled by 
controlling the droplet size, flow rate of droplet size with droplet content cells and DNA, flow rate 
of oil, etc. When the flow rate of the droplet containing cell and the flow rate of the oil were 0.3 L 
min 1 and 0.5 L min 1, the electroporation time was 7 ms. The ratio of the cell counting droplet 
was 70% when the concentrations of the cells were 1.58 × 107 cells/mL. This device was achieved 
the transformation efficiency 8.14 × 104 and cell viability 81% by using serpentine channel with 
five pairs of parallel electrodes on the chip with DNA/algal cell ratio of 1000. This chip provided 
very high transfection efficiency (1600 times higher than that (5.05 × 10 7) compared to the bulk  
electroporation process. 

Figure 9. Droplet microfluidic electroporation technique (a) schematic diagram; (b) 
electroporation process of algal cell. Figure has been redrawn from reference [76]. 

 

3.2. Single Cell Lysis 

Microfluidic devices can provide single cell transfection as well as cell lysis by their unique 
design. Cell transfection can provide exogenous biomolecules delivery inside single cell with 
complete cell membrane resealing, which also known as reversible electroporation. This process 
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can analyze intracellular biochemical effect and electrochemical cell membrane behavior. For 
irreversible electroporation, cell membrane cannot reseal due to high electric field affect and the 
membrane can rapture permanently resulting cell lysis. Both the processes have wide biological 
and therapeutic applications. Reversible electroporation or cell transfection can be applied to 
electrochemotherapy whereas irreversible electroporation or cell lysis can be applied to 
chemotherapeutic process. Figure 10 shows a microfluidic based single cell lysis device [88].  
This device is designed with a continuous flow. The electric field strength was in periodic  
variation due to saw teeth geometry in each electrode. The overall channel was 1100 m wide with 
180 saw-teeth electrodes.  

The distance between two electrodes tip was three times of the cell diameter to avoid cell 
clogging. Figure 10 shows the saw-teeth design of microelectrodes and electrical lysis zone  
in-between two electrodes. For this unique design of saw-teeth electrodes, the voltage requirement 
was very low and generation of heat was lower compared to bulk electroporation process. The 
results of this device shows that 81% cells were partially lysed where as 28% cells were completely 
lysed for 6 V, AC with 5 KHz frequency. Also, 74% cells became completely lysed and 71% cells 
were partially lysed for 8.5 V AC with 10 KHz frequency. 

Figure 10. Schematic representation of microfluidic cell lysis device where saw-teeth 
microelectrodes acting as a dielectrophoresis effect on the device for focusing intracellular 
material after electroporation. Figure has been redrawn from reference [88]. 

 

Another cell lysis device was proposed by Wang et al. in 2006 [71,89]. This microfluidic device 
was fabricated with PDMS by using the soft lithographic process. Figure 11 shows the microfluidic 
cell lysis device using electroporation technique. Initially, both reservoirs (sample reservoir and 
receiving reservoir) were filled with phosphate buffered saline. Then, cells were loaded in sample 
reservoir with 106 cells/mL concentration. Both reservoirs contained 30 L solutions during 
experiment. Platinum electrodes were connected with two reservoirs where positive electrode was 
in the receiving reservoir and the negative electrode was in the sample reservoir. Due to high 
electric field application, cells were moved from sample reservoir to the receiving reservoir through 
lysis section. The dimension of cell lysis section was 25 m to avoid cell clogging and ensure 
stable performance. This section has higher electric field strength (because of narrow section) 
compared to two reservoirs. The cell lysis rate can be varied due to changes of length and width of 
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the two reservoirs and lysis section. They achieved 100% cell lysis for 1000–1500 V/cm electric 
field application. Also, they found complete cell membrane disruption in cell lysis section at 2000 
V/cm electric field application. 

Figure 11. Microfluidic based flow through electroporation device. Cells from sample 
reservoir moving to the receiving reservoir and electrical lysis were confined with 
single cell movement through the lysis section (W2). Permission to reprint obtained 
from Elsevier [71]. 

 

Micro/nanofluidic devices have great ability to analyze the intracellular content after cell lysis 
by the application of sufficient external electric field. This device can detect and analyze the cell 
response based on laser induced fluorescence and electrophoresis methods [90–95]. Generally, 
many biomolecules (protein, metabolites) except nucleic acid cannot amplify. Thus, the 
fluorescence-based method can detect and analyze of single cell response with high sensitivity. 

In 2007, Li et al. [94] proposed their microfluidic device for single cell analysis. The chip was 
fabricated by standard 1-photomask with low cost method. The device consists four reservoirs, four 
channels and one open region which contain a cell retention chamber. Reservoir one was used for 
cell introduction and washing, whereas reservoir two was used for reagent delivery. Reservoir three 
and four were used as waste reservoirs. By using this chip, they quantified dynamic Ca2+ 
mobilization of a single cardiomyocyte during its spontaneous contraction. Also, they monitored 
successfully dynamic responses from various external stimulation such as daunorubicin 
(cardiotoxic chemotherapeutic drug), caffeine, and isoliquiritigenin (herbal anticancer). Their 
results also prove that anticancer drugs have less effect on the Ca2+ of the cardiomyocytes. This 
device has quantified the cellular response of single cardiomyocytes, discovery of heart diseases 
drug and cardiotoxicity testing. 

In 2010, Mellors et al. [95] proposed an electrophoretic and electrospray ionization based 
microfluidic device for single cell analysis. The device was fabricated on corning borosilicate glass 
substrate by using standard photolithography and wet chemical etching technique. Figure 12 shows 
the schematic of the microfluidic device, where A was a cell loading reservoir and B was buffer 
loading, which intersects with the separation channel. 



45 
 

 

Figure 12. Schematic diagram for cell lysis using capillary electrophoresis and mass 
spectrometry. The arrow indicated direction of electroosmotic flow. Cells flow from 
cell reservoir (A) to the intersection zone where cells were lysed, then they migrate 
towards electrospray orifice through separation channel. Figure has been redrawn from 
reference [95]. 

 

This intersection zone was a cell lysis zone. CS was an electro-osmotic pump which was 
connected with an electrophoretic separation channel and electrospray orifice. Cells can flow 
through hydrodynamically or electrically to the intersection zone, where cells were electrically 
lysed. Then, cells can migrate to electrospray orifice through the separation channel where cells 
electrospray ionization occurred. This device successfully lysed human erythrocytes with real-time 
electrophoretic separation. The heme group,  and  subunits of hemoglobin were detected from 
erythrocytes when cells were continuously flowed through the device. This device can analyze 12 c/m. 

4. Localized Single Cell Membrane Electroporation (LSCMEP) 

4.1. LSCMEP for Cell Transfection 

Localized single cell membrane electroporation can provide better cell transfection with 
micro/nanofluidic devices compared to single cell electroporation (SCEP) or bulk electroporation 
(BEP). Because of micro/nanoscale electrode dimension and distance between two electrodes were 
very small, as a result, electric field can intense in a very small region of the cell membrane 
compared to single cell dimension. Thus, the local area of the single cell can be affected by a strong 
electric field, whereas other areas will be unaffected. Due to the effects of small areas of the whole 
single cell, high cell viability and high transfection rate can be achieved compared to single cell 
electroporation. However, Boukany et al. show localized single cell electroporation by using  
nano-channel based ion transportation using electrophoresis method with two large electrodes [30]. 
By fabricating micro/nano electrodes with a micro/nano scale electrode gap, this device can 
provide some promising parameters such as low voltage and power requirement, lower toxic effect 
due to negligible ion generation, small sample volume and negligible heat generation. These 
parameters are essential to achieve high transfection rate and high cell viability. Thus, microfluidic 
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based LSCMEP process can provide a better understanding to analyze intracellular cytosolic 
compounds compared to SCEP or the bulk electroporation process. Nawarathna et al., 
demonstrated the AFM based LSCMEP process. Figure 13 shows localized electroporation of a 
single cell using atomic force microscopy (AFM) technique [29]. For this experiment, they 
modified AFM tip to act as a nano-electrode to make an intense high electric field near the 
localized area of the single cell membrane. A boron doped silicon AFM tips (  = 0.001  cm,  
k = 1.5 N/m) was used for LSCMEP process. Before electroporation, the tip was grown with 20 nm 
SiO2 layer and finally this oxidized tip was sectioned until bare silicon was exposed by focused ion 
beam (FIB) technique. As a result, a smaller area of bare silicon can cause an intense high electric 
field on a single cell membrane. They have reduced this bare silicon area down to 0.5 m in 
diameter, which was concentrated with an intense electric field on 10 m diameter of rat fibroblast 
cell. Figure 13a–h shows the results of LSCMEP technique using AFM tip for electroporation 
process and Figure 13i demonstrated the AFM tip, which was positioned on top of the single cell 
for localized single cell membrane electroporation (LSCMEP) process. To make an intense high 
electric field, 1Vpp with 0.5 Hz pulse was used to transfect rat fibroblast cells. The transfection of 
single cell was completed within 10 s. This device can perform highly localized electroporation of 
a sigle cell with concentric electric field on local area of single cell membrane. The experiment can 
be performed in a friendly environment such as cell culture dishes, etc. 

Figure 13. (a) bright field image of atomic force microscopy (AFM) tip and the cell in 
the electroporation medium (cell A is electroporated while cell B and C are about  
20 m away from cell A); (b) Fluorescence image of rat fibroblast cell after 
electroporation; (c) Confocal fluorescence image of an electroporated cell; (d)–(h) 
Sequence of real time confocal fluorescence images of rat fibroblast cell after 
electroporation; (i) Calculated spatial distribution of electric field in the vicinity of the 
cell being electroporated. Permission to reprint obtained from American Institute of 
Physics (AIP) [29]. 

 

In recent years, Boukany et al. [30] showed nanochannel based localized single cell 
electroporation with a precise amount of biomolecules delivery. In this device, they positioned a 
single cell in one microchannel by optical tweezers and transfection agent was loaded to another 
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microchannel. These two microchannels were connected by one nanochannel. To apply a very high 
electric field in between two microchannels, a transfection agent was delivered through the 
nanochannel using an electrophoretically driven process and finally drugs were delivered inside a 
single cell through a very small area of the cell membrane. In 2012, Chen et al. demonstrated 
another localized single cell membrane electroporation usimg ITO microelectrode based 
transparent chip [27]. Figure 14 shows microfluidic localized single cell membrane electroporation 
device. They deposited ITO films on a covered glass substrate and patterend it by standard 
lithographic process to form as ITO lines. After that, a thin SiO2 layer was deposited as a 
passivation layer by plasma enhanced chemical vapor deposition (PECVD) technique. The final 
ITO lines were cut by the focused ion beam (FIB) technique. The gap between two electrodes were 
1 m and width of each electrode was 2 m. When single cell was strongly attached in between 
two electrodes gap, the electric field was intensed in only a 1 m gap area on single cell membrane. 
As a result, they demonstrated localized single cell membrane electroporation with microfluidic 
device. Figure 14a shows localized electroporation process between two micro-electrodes and 
Figure 14b shows multiple number of electrodes for LSCMEP process. Figure 14 c and d shows the 
optical microscope image of patterened ITO microelectrodes and scanning electron microscope 
(SEM) image of ITO microelectrodse with micro-channel. According to their results, they achived 
0.93 m electroporation region with 60% cell viability for 8Vpp 20 ms pulse application. To reduce 
the gap between two electrodes, a high transfection rate can be achived by this technique. This 
device not only control the recovery of cell membranes (reversible electroporation) without cell 
damage but also it provides clear optical view by using an inverted microscope (ITO based 
transparent chip). 

Figure 14. Localized single cell membrane electroporation (LSCMEP) device (a) 
localized electroporation process between two microelectrodes; (b) multiple number of 
microelectrodes for LSCMEP process; (c) optical microscope image of ITO 
microelectrodes; (d) scanning electron microscope image of ITO microelectrodes with 
microchannel. Permission to reprint obtained from Springer [27]. 
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Figure 15. (a) Schematic diagram with electrical connection of the device and PDMS 
structure; (b) an array of transistors with nanowires and nanoribbons. Figure has been 
redrawn from reference [77]. 

 

4.2. LSCMEP for Cell Lysis 

Recently, another LSCMEP based device was proposed by Jokilaakso et al. [77] for single cell 
lysis. They reported a silicon nanowire and nanoribbon based biological field effect transistor for 
single cell positioning and lysis mechanism. Figure 15a shows the cross sectional view and electric 
connection with PDMS above the device and Figure 15b shows an array of the transistors with both 
nanowires and nanoribons. To position the single cell on this device, they used programmable 
magnetic field for magnetic manipulation of 7.9 m COOH modified COMPEL magnetic 
microsphere. After positioning the single cell (HT-29) on top of the transistor, cells were adhered 
for 30 min prior to electroporation experiment. The applied electric field was 600–900 mVpp (peak 
to peak) at 10 MHz for 2 ms pulse. This electric field was connected with a shorted source and 
drain in one terminal and another terminal connected on the gate of the device. The electric field 
intensity was fringing in nature, which affected the cell membrane integrity leading to cell lysis. 
This device can perform single cell lysis which is potentially applicable to medical diagnostics and 
biological cell studies. 

5. Conclusions 

In summary, this article describes the details about bulk electroporation (BEP), single cell 
electroporation (SCEP), and localized single cell membrane electroporation (LSCMEP) by using 
micro/nanofluidic devices with their advantages and disadvantages. All of these processes can 
deliver drugs, DNA, RNA, oligonucleotides, proteins, etc. However, to analyze cell to cell behavior 
with their organelles and intracellular biochemical effect, single cell analysis must be executed. 
Micro/nanofluidic devices are the potential candidates to analyze single cells, because of their 
dimension reduction to the dimension of single cell level. These devices provide easy performance 
such as cell handling, lower power consumption, low toxicity, small sample volume, lower 
contamination rate, high cell viability, and high transfection rate when compared to conventional 
electroporation. To reduce the electrode area and gap between two electrodes by using 
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micro/nanofluidic devices, selective and localized drug delivery is possible. This new approach is 
called localized single cell membrane electroporation (LSCMEP). However, until now this 
technique is in the development stage. In the future, the LSCMEP process can provide selective 
and specific single cell manipulation from millions of populations of cells together. 
Micro/nanofluidic devices can approach this level in the near future, which will be potentially 
beneficial for medical diagnostics, proteomics analysis and biological studies. 
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Analysis of Electric Fields inside Microchannels and Single 
Cell Electrical Lysis with a Microfluidic Device 

Bashir I. Morshed, Maitham Shams and Tofy Mussivand 

Abstract: Analysis of electric fields generated inside the microchannels of a microfluidic device 
for electrical lysis of biological cells along with experimental verification are presented. Electrical 
lysis is the complete disintegration of cell membranes, due to a critical level of electric fields 
applied for a critical duration on a biological cell. Generating an electric field inside a 
microchannel of a microfluidic device has many advantages, including the efficient utilization of 
energy and low-current requirement. An ideal microchannel model was compared with a practical 
microchannel model using a finite element analysis tool that suggests that the overestimation error 
can be over 10%, from 2.5 mm or smaller, in the length of a microchannel. Two analytical forms 
are proposed to reduce this overestimation error. Experimental results showed that the high electric 
field is confined only inside the microchannel that is in agreement with the simulation results. 
Single cell electrical lysis was conducted with a fabricated microfluidic device. An average of  
800 V for seven seconds across an 8 mm-long microchannel with the dimension of 100 m × 20 m 
was required for lysis, with electric fields exceeding 100 kV/m and consuming 300 mW. 

Reprinted from Micromachines. Cite as: Morshed, B.I.; Shams, M.; Mussivand, T. Analysis of  
Electric Fields inside Microchannels and Single Cell Electrical Lysis with a Microfluidic Device. 
Micromachines 2013, 4, 243-256. 

1. Introduction 

Generating high electric fields inside microchannels are needed for many microfluidic 
applications, such as lab-on-a-chip (LOC), micro-total-analysis-system ( TAS) and biomedical 
microelectromechanical systems (bioMEMS) [1,2]. Uniform or non-uniform distribution of the 
electric fields can be utilized to process biological elements, like cell lysis, electroporation, electrophoresis 
separation, deoxyribonucleic acid (DNA) detection and separation and electro-osmotic flow generation 
for electrokinetic (EK) microfluidic pumps [3–5]. Electrical lysis on a portable microfluidic device 
is critical for point-of-care (POC) devices requiring access to internal contents of the cell. We are 
motivated to develop a POC device that performs DNA detection within few seconds. Such a 
development will be valuable for emergency responders, criminal investigators and forensic 
identification. In this work, electrical lysis of biological cells is investigated with a commonly used 
microchannel structure, where the electrode with excitation potential is positioned at one end of the 
microchannel, whereas the electrode at the other end of the microchannel is grounded [5–10]. The 
novelty of this work is the analysis of the estimation errors of electric fields of typical microfluidic 
devices used in such experiments and the models to reduce such estimation errors to achieve a high 
yield, which is critical for single-cell analysis. 
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The electric potential across the channel caused by the external electrical field can be evaluated 
with the Laplace equation, 2 0 , where  is the external electrical potential [11]. The  
Poisson-Boltzmann equation is employed to govern the electric potential near the channel wall and  
in the bulk: 

 2
f

2n ze sinh ze
kT

( )  (1)

where  is the electrical potential, f  is the free charge density, n  is the bulk concentration of 

the ions, z  is the ionic valence, e  is the elementary charge,  is the dielectric constant of the 
medium, k  is the Boltzmann constant and T  is the temperature. The electric field distribution 
inside the microchannel can be estimated by the Poisson equation, which, for the case of uniform 
electric charge density in a linear, isotropic and homogeneous medium, becomes: 

 E = V/ L (2)

This is the most commonly used expression to estimate the electric field strengths inside the 
microchannels of microfluidic devices [5–9], even though the assumptions involving dielectric 
constant, fringe field and parallel electrode surface are invalidated. Furthermore, solid-liquid 
interface develops an electrical double layer (EDL) with the characteristic thickness of the Debye 
length, which has significant influence on the behavior of ionic conductors. These factors lead to a 
significant estimation error when Expression (2) is used, which is increasingly critical as the 
dimensions of the microchannel become smaller––the general trend in microfluidics and nanofluidics. 

To accurately determine the electric field distribution, the finite element method (FEM) is more 
acceptable, as results with higher confidence can be produced through incorporating proper simulation 
setup, such as boundary conditions and refining of mesh sizes at regions of non-uniformity [8,12]. 
Using this technique, the analytical expressions developed are design-specific [12–14]. The 
microchannel structure under consideration has a uniform cross-section throughout its length, and 
the electrodes are placed at both terminals of the microchannel. There are a number of reports that 
share this topology [5–10,15]. This work attempts to analyze the estimation error stemming from 
Expression (2) and proposes two analytical expressions to reduce the error. The findings are 
applicable for microchannels with uniform electric fields containing physiological solution—a 
practical scenario. 

Single cell electrical lysis experiments were conducted using biological cells with applied 
electrical excitation. Electrical lysis is a phenomenon of complete cell membrane breakdown under 
a high electric field of a critical period [8,16–18]. Reports of various types of cell lysis using an 
electrical field are available, including yeast cells, E. coli [19], cancer cells [20–22], mammalian 
cells [23], leukocytes [24], erythrocyte [25], red blood cells [8,26] and Chinese hamster ovary  
cells [6,27]. In this work, non-invasively collected cell debris, i.e., shredded cells, of epidermal 
tissue from human fingerprints are used as cell-samples. 
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Figure 1. Finite element method (FEM) simulations (a) without and (b) with 
microchannel structures (microchannels of 100 m-wide and 20 m-deep) that depict 
high electric field distributions inside the microchannel structure, in the latter case 
away from the electrodes inside the reservoirs with normalized excitation (1 V). A 3D 
view of a reservoir is shown in the inset. Electric field distributions and electric 
potentials with the microchannel structure are plotted for five different electrode 
locations (1 to 5) inside the reservoirs. Note: Electric field distributions inside the 
fluidic subdomain are only shown in (b). 

 
(a) 

(b) 

2. Simulation of Electric Fields inside Microchannels 

Before proceeding to a comprehensive analysis of electric fields inside microchannels,  
a qualitative comparison is depicted through electric field distribution without any microchannel 
structure (Figure 1a) and with a microchannel structure (Figure 1b). Maxwell3D simulator (Ansoft 
Corp. acquired by ANSYS Inc., Canonsburg, PA, USA) was used as the FEM tool. Isothermal 
boundary conditions were applied for the simulation box, whose size was determined iteratively by 
doubling each dimension until there was no significant change due to the box size in subsequent 
iterations. The mesh size was manually increased at the corners and inside small features to 
increase simulation accuracy at locations where a higher gradient is expected. Figure 1a depicts 
that the electric field distribution without the microchannel was more pronounced around the 
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electrodes, whereas for the case of a microchannel, as depicted in Figure 1b, the higher electric 
field distribution was concentrated inside the microchannels. Evidently, an advantage of the 
microchannel structure is that the cell samples placed inside the microchannels away from the 
electrodes are exposed to high electric fields, thus reducing the possibility of the cell samples being 
effected by the electrolysis of water that occurs at the interface of the electrodes when a potential is 
applied. In addition, the use of microchannels lowers the current flow, power dissipation and 
energy consumption to produce a certain electric field inside the microchannel, due to the 
confinement of the electron flow-path. 

2.1. Modeling of an Ideal Microchannel 

To begin electric field analysis of the microfluidic device, an ideal model of a microchannel 
structure is considered, where the microchannel is a “rectangular box” with length, width and 
height of lch, wch and hch, respectively. Both electrodes are in contact with the complete cross-sectional 
areas on both terminals of the microchannel. The microchannel contains physiological buffer fluid 
(e.g., D-PBS) with the relative permittivity ( r) and conductivity ( ch) used in the literature (80 and 
1.6 S/m, respectively) [28]. The microchannel structure along with the electrodes is enclosed within a 
large glass substrate. An electric field, Ech, develops inside the microchannel as an excitation voltage, 
Vapp, is applied across the electrode-pair. In this ideal case, the voltage across the microchannel, Vch, 
is the same as Vapp. 

For this ideal model of the microchannel, electric flux generated inside the microchannel can be 
approximated as uniform. Thus, Ech can be expressed using the electric field expression between 
two parallel electrodes [11], given as: 
 Ech = Vch/lch (3)

Due to the current flow through the buffer fluid, the Columbic power dissipation, Pd, inside the 
microchannel can be expressed as [29]: 
 Pd = V2ch/Rch (4)

where Rch is the electrical resistance of the microchannel. Using the resistivity law [12], Rch for the 
rectangular box can be expressed as: 
 

Rch = ch × lch/Ach (5)

where ch is the resistivity of the buffer fluid inside the microchannel and Ach (=wch × hch) is the  
cross-sectional area of the microchannel. Hence: 
 Pd = E2ch × ch/ ch (6)

where ch (=Ach × lch) is the volume of the microchannel. If ch is a constant, ignoring the effect of 
localized Joule heating, for a certain buffer fluid, Pd is proportional to the volume of the 
microchannel for a specific electric field. For microchannel structures, small ch would lead to 
small power dissipation––another advantage of using microchannels for high electric field 
generation. The temperature increase inside a microchannel with a certain media depends on 
surface area, conductive heat transfer coefficient and thermal resistance. 
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The energy density, uch, inside the microchannel due to the electric field can be expressed as [11]: 
 uch = ½( E2ch) = ½( V2ch/l2ch). (7)

Here,  (= 0 r) is the permittivity of the buffer fluid, where 0 is the permittivity of the free space 
and r is the relative permittivity of the buffer fluid. The total energy stored, Uch, can be obtained by 
integrating uch over ch [11]. For this ideal microchannel model, Uch can be expressed by: 
 Uch = ½( E2ch ch) = ½( V2ch Ach/lch) (8)

Hence, for a given electric field and buffer fluid, Uch is proportional to ch. Furthermore, Uch is 
also proportional to Pd with a proportionality constant of ch/2. 

2.2. Modeling a Microchannel of the Microfluidic Device  

The microfluidic device contains a microchannel that fluidically connects two access holes 
(reservoirs). To develop an electric field inside the microchannel, electrodes are inserted inside 
these access holes. Both the microchannel and the access holes contain the physiological buffer 
fluid (D-PBS) modeled by assigning proper conductivity and permittivity values, as mentioned 
above. The electrodes were excited with the applied voltage, Vapp. Notice that in this case, Vch is 
always smaller than Vapp. The microfluidic device was fabricated with two glass slides: top and 
bottom. The microchannel was created by an etching technique (wet etching with Hydrofluoric 
acid, HF) on the top surface of the bottom slide. This also created an etch pad at the bottom of the 
access hole. The two glass slides were thermally fused together, which produces great modification 
of microchannel height, as compared to other bonding techniques, such as adhesive. 

2.3. Electric Field Simulations 

Both models were simulated for a wide range of microchannel dimensions by using the FEM 
analysis tool. A script file was written that generated 175 different combinations of microchannel 
dimensions (lch, wch and hch). The ranges of lch, wch and hch were from 100 to 10,000 m, from 1 to 
1000 m and from 10 to 1000 m, respectively. The electrodes of 1 mm diameter were positioned 
at the middle of the access hole, 0.1 mm above the bottom plate in the practical model, and the 
dimensions of the access holes, electrodes and etch-holes were kept constant for all combinations. 
Each structure was simulated for a number of excitation voltages ranging from 1 V to 1000 V. The 
permittivity and conductivity of the buffer fluid were set to r = 80 and ch = 1.6 S m 1, 
respectively, to match those of the physiological solution. 

The resultant data shows that the mean values of the practical microchannel significantly deviate 
from those of the ideal model as lch becomes smaller or Ach becomes larger. These deviations, 
resulting in estimation errors if the expressions were derived in the last section for an ideal 
microchannel are applied for practical microchannels, should be taken under consideration for 
microfluidic devices involving generation of non-uniform electric fields. This is especially 
important for small lengths of microchannels, as reported in recent literature [6,8,18–27,30]. Thus, 
the deviation of the mean values between the ideal and the practical model are of particular  
interest. To quantify across a range of analysis domain, a metric denoting normalized error ( dev) is 
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introduced. Subtracting the mean values from the practical model from the ideal model and 
dividing it by the mean value of the ideal model, the dev is calculated. Mathematically: 
 

dev = (Meanideal  Meanpractical)/Meanideal (9)

From the simulation results, the values of dev are always positive, which indicates that the 
expressions of the ideal model are overestimated. This can be rationalized, due to the fact that Vch is 
always smaller than Vapp in practical microchannels, due to parasitics in the reservoir, and the 
electric field distribution is not uniform throughout the microchannel. As microchannel lengths 
become smaller, this non-uniformity increases, resulting in the higher value of dev. Table 1 lists the 
range for 10% and 50% overestimations for various parameters and dimension of the practical 
microchannels. Estimation errors are critical to achieve high yields of lysate from minute cell 
samples. In practical applications with minute cell samples, low yield might lead to the inability to 
obtain DNA fragments required for downstream analysis, which is critical for single-cell analysis. 

Table 1. The overestimation error ranges for a practical microchannels when the 
expressions for an ideal microchannel are applied. 

Parameter 10% overestimation range 50% overestimation range 
Ech lch < 2300 m lch < 175 m 
Pd Ach/lch < 0.7 m2/ m Ach/lch < 100 m2/ m 
uch lch < 5000 m lch < 400 m 
Uch Ach/lch < 0.7 m2/ m Ach/lch < 100 m2/ m 

2.4. Expressions for Error Reduction in Practical Microchannels 

An approach to reduce the estimation errors is to determine Vch for the practical microchannel. 
To calculate Vch, one has to determine the resistance introduced by the access holes that are in 
series with the microchannel resistance. In this section, two analytical expressions are derived to 
reduce estimation errors for the electric field. In this analysis, non-uniformity of the electric field 
distribution inside the microchannel and the capacitive component of the microchannel are 
neglected, assuming a DC excitation condition and steady state operation. 

In this approach, the microchannel resistance (Rch) is in series with the two resistances of the 
access holes external to the microchannel (Rext). Ideal microchannel expressions can be applied for 
Vch and Ech; thus: 

 Ech
Vch

lch

Vapp

lch

2VappRext

(Rch 2Rext )lch

Vapp

lch

(1 1
1

)
 

(10)

where  (=Rch/2 Rext) is the ratio of channel resistance to total reservoir resistances. For large lch, 
Rch is much larger than Rext. Hence, for  »1, the resulting Expression (10) will approach the 
expressions for an ideal microchannel. However, for very small lch, Rch is comparable or smaller 
than Rext, thus the second term of the Expression (10) becomes significant. In the extreme cases 
where  « 1, Ech diminishes to 0. 
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A second approach to reduce the estimation errors is to compensate for dev. To apply this 
approach, the dev can be approximated as a linear relationship between log( dev) and log(lch), which 
is motivated through careful observation of the data. Thus: 
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where m is the slope of the dev curve, c is a constant and Eideal is the electric field in ideal model. 

3. Experimental Results 

As an experimental platform, a microfluidic device was developed to induce electric lysis of 
biological cells. The experiments were conducted at the Cardiovascular Devices Division, the 
University of Ottawa Heart Institute, Ottawa, Canada. 

3.1. Device Design and Fabrication 

The device was designed using the L-edit layout tool (Tanner EDA, CA) and fabricated using 
the Protolyne fabrication process from Micralyne Inc. (Edmonton, Alberta, Canada). Briefly, the 
fabricated device consisted of two fused glass slides, with dimensions of 95 mm × 16 mm × 1.1 mm 
each. Eight predefined access holes (reservoirs) of 2 mm diameter were through-drilled in the top 
slide. Eight etch-pads of 1.5 mm diameter were etched on the top surface of the bottom slide, such 
that they align with the access holes. Trenches were also etched on the top surface of the bottom 
slide, which formed microchannels when both glass slides were fused together. Seven trenches 
were designed of various lengths ranging from 8 to 17 mm. Here, the length of a microchannel was 
defined as the intersection of a trench and an access hole. The etch depth, which defined the height 
of a microchannel, is 20 m based on fabrication process constraints. The widths of microchannels 
were 100 m, a trade-off between free transport of cells and minimized power dissipation. 
Platinum (Pt) electrodes were inserted inside the access holes for electrical excitation. 

3.2. Cell-Sample Preparation 

Due to the lack of access to proper cell-lines, human fingerprint samples were used as the  
cell-sample source. Each fingerprint sample was collected from a finger of an individual on a 
sterile Petri dish. The fingerprint samples contain dead and damaged cells shredded from the 
epidermal tissue. To collect these cells from the surface of Petri dishes, 20 L of physiological 
solution (Dulbecco’s Phosphate Buffered Saline, D-PBS) was applied. The D-PBS fluid maintains 
a pH of 7, required to preserve cell samples from osmotic pressure. The micropipette tip was 
rubbed on the surface of the Petri dish to detach the cell debris from the surface of the dish and to 
suspend them into the fluid, which was then collected by the micropipette. Average numbers of 
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debris were calculated by overlapping the Petri dish on a 1 mm-square grid under an optical 
microscope to count the number of debris under each square, then calculating the average of  
25 grids. The average number of debris on the surface for a wet fingerprint before the collection 
was 41.5 per mm2 and after the collection procedure was 21 per mm2, a collection efficiency of 
about 50%. 

3.3. Experimental Procedure 

Before each experiment, the microfluidic device was washed with deionized water and dried by 
blowing warm air. Four microliters of the sample solution were introduced in one access hole, 
while 4 L of D-PBS buffer fluid was introduced in an adjacent access hole. A pair of platinum 
electrodes were introduced in the access holes, and the device was positioned on the stage of an 
optical microscope (CKX41, Olympus Corp, Westmont, IL, USA) equipped with a CCD  
(charge-coupled device) camera (Infinity, Lumenera, Ottawa, Canada). The electrode-pair was then 
connected to a high voltage power supply (FB600, Fisher Scientific, Pittsburgh, PA, USA) and an 
oscilloscope (Tektronix 2430A, Beaverton, OR, USA) to the electrodes (Channel 1) and across a 
series resistance, Rs, (Channel 2), as schematically shown Figure 2a. Cells migrated through the 
microchannel when a constant low-electric field gradient was created by applying a voltage of 
below 200 V through the electrode-pair. When cells were positioned inside the microchannel, the 
flow was stopped, and a brief high-voltage DC pulse (700 V to 900 V) with a duration up to 9 s 
was applied through the electrode-pair to lyse the cells. Photographs and video clips (2 fps) were 
captured through the CCD camera of the optical microscope in phase contrast mode. A photograph 
of the microfluidic device with electrical connectivity is shown in Figure 2b. 

3.4. Fluorescence Imaging 

Some cell-samples were stained to verify the structures of cells in the samples. Figure 3 shows 
images of cell debris from a fingerprint sample under optical microscope in phase-contrast mode 
(a–b) and with staining in bright-field mode (c). The presence of haematoxylin stain indicates the 
existence of basophilic structures, such as histones, which are present in chromosomes inside the 
cell nucleus. 

Cells were transported from the source reservoir (access hole) towards the waste reservoir 
through the microchannel by applying a low electric field created with the application of 100 to 200 
V across the microchannel, generating a low electric field of a strength below 25 kV/m. As cells 
are negatively charged, they experience a force pulling them towards the positive electrodes, due to 
the combined effect of electrophoresis and electro-osmosis phenomena [31,32]. As cells moved 
inside the microchannel, the applied voltage was withdrawn to position cells inside the 
microchannel. Such positioning was verified with fluorescent cell marker (Alexa Flour 488 V) and 
observed under fluorescence microscope. The illuminated cell inside the microchannel, as seen in 
Figure 4, verified that the cell was positioned inside the microchannel. 
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Figure 2. (a) A schematic diagram of the experimental setup of the microfluidic 
device; (b) a photograph of the experimental setup showing the Pexiglass platform, 
microfluidic device (MFD), spirit level meter and the electrical connections of the 
platinum (Pt) electrodes inside the access holes. 

(a) 

 
(b) 

Figure 3. Sample cells from a fingerprint observed under (a) 10X and (b) 40X lens 
with an optical microscope in phase-contrast mode; (c) stained cell-sample with 
haematoxylin dye clearly showing the cellular structures. 

 

The electrophoretic movement of cells inside the microchannel was not uniform. It was 
observed that cells tend to adhere to the channel walls while migrating through the microchannel. 
Two factors might contribute to this type of behavior. Firstly, the surface of the microchannel 
contained irregularity at the micrometer scale. These irregularities of the channel surfaces were 
observed with scanning electron microscope (SEM) images, as shown in Figure 5. The 
irregularities might stem from the chemical etching process of the fabrication technology and the 
orientation of the crystals. Surface irregularities of the channel walls were more pronounced 
compared to the channel bed. Secondly, the force developed due to the zeta potential, defined as 
the electrostatic potential generated by accumulation of surface charges along the silica-based 
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channel surfaces [2], might also contribute to the adherence tendency of the cells. This potential is 
due to the surface material of the microchannel (silica) and can be alleviated by surface treatment 
of the microchannel before experiments [2]. 

Figure 4. Cell debris, labeled with Alexa Flour 488 V florescence dye, collected from a 
fingerprint sample, is positioned inside a microchannel and is observed under a 
fluorescence microscope. (a) Image of the cell with optical microscope with phase-
contrast mode; (b) image of the cell with 488 nm laser in a fluorescence microscope. 

 

Figure 5. SEM photographs of (a) a microchannel and (b) an exposed trench (top glass 
slide removed) detailing the surface topography and roughness of the chemically  
etched microchannels. 

(a) (b) 

3.5. Single Cell Electrical Lysis Experiments 

A high voltage (700 V to 900 V) was applied to induce electrical lysis of biological cells. The 
developed electric field was higher than 100 kV/m, a typical electric field for electrical lysis of  
cells [18,19,25]. Figure 6 shows a temporal sequence of microscopic images captured using the 
CCD camera of the microscope during an electrical lysis experiment. The sample cell inside the 
microchannel experienced a high electric field (>100 kV/m) and was lysed in about 6.5 s. The cell 
marked as “a” is completely lysed, whereas the cell marked as “b” is intact, due to the fact that the 
electric field developed inside the microchannel is high compared to that inside the reservoir. This 
experiment clearly demonstrates the difference of electric field inside and outside of the 
microchannel, which cannot be simply calculated using the electric field Expression (2). 
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Figure 6. Temporal sequence of images of electrical lysis of a single sample cell under 
a high electric field inside a microchannel captured using an optical microscope. Here, 
(a) is a sample cell inside the microchannel, (b) is a cell inside the reservoir, (c) is the 
boundary of the reservoir on the top glass slide, (d) is the edge of the microchannel and 
(e) is the boundary of the etching on the bottom glass slide. Eight-hundred volts are 
applied to the microchannel of 9 mm length. The cell is observed to disappear between 
6 and 6.5 s. 

 

Careful observation of the temporal sequence of photographs in Figure 6 indicates that there was 
a gradual decrease of the contrast in the images of the sample cell “a” between 5 to 6 s. A logical 
deduction and explanation is that the electroporation phenomenon [31,32], expected to occur just 
prior to cell lysis, had caused a reduction of the refractive index difference inside and outside of the 
cell. The duration of the electroporation was less than 1 s. A very high-applied voltage (>1500 V) 
resulted in bubble formation through breakdown of the water molecules and produced electric arcs 
that etched the inner surface of the microchannel, as can be observed in Figure 7. The summaries of 
data obtained from the experiments of various related parameters are given in Tables 2 and 3. 

Figure 7. An optical microscope image of a microchannel showing damage of the 
microchannel surface from electric arcs generated with an applied voltage of 1800 V 
(electric field over 225 kV/m). 
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Table 2. Key observations with various electric field strengths. 

Electric field ranges Observations 
Below 100 kV/m Cell movement observed 

Between 100 to 200 kV/m Electrical lysis observed 
Above 200 kV/m Bubble formation and electric arcs inside microchannels 

Table 3. Results from electrical lysis experiments. 

Parameter Value 
Applied potential Between 700 to 900 V 

Pulse duration 7 ± 2 s 
Current flow ~0.5 mA 

Power dissipation <300 mW 

4. Conclusions 

Electric fields are commonly used in microfluidic devices and LOCs to stimulate, manipulate 
and analyze biological elements. The macro-scale approximation of electric field expression is still 
in use. Microscale electric field distribution, however, deviates from this estimation, due to the 
highly non-linear nature of the distribution pattern. In this work, we have conducted an analysis of 
electric fields inside the microchannels of an ideal and a practical model. Furthermore, analytical 
expressions were developed for the practical model to reduce the estimation error. FEM 
simulations, however, do not account for various factors, such as EDL, localized fluidic flow and 
vortex due to electrophoresis, thermal and electrical resistivity change due to Joule heating; these 
lead to new scopes of the refinement of this work. 

The experiment shows a mechanism for single cell lysis with electric fields. A sample cell was 
lysed inside the microchannel of the microfluidic device by applying a high voltage (700 V to 900 V). 
The time required for lysis and corresponding power consumption were 7 ± 2 s and <300 mW, 
respectively. These results show promise for biological studies and experimentation of single cells 
with microfluidics and LOC technology that uses electrical lysis inside the microchannel 
environment to analyze single cell contents or sample preparation that combines with other on-chip 
biological processes downstream. 
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Review on Impedance Detection of Cellular Responses in 
Micro/Nano Environment 

Kin Fong Lei 

Abstract: In general, cell culture-based assays, investigations of cell number, viability, and 
metabolic activities during culture periods, are commonly performed to study the cellular responses 
under various culture conditions explored. Quantification of cell numbers can provide the 
information of cell proliferation. Cell viability study can understand the percentage of cell death 
under a specific tested substance. Monitoring of the metabolic activities is an important index for the 
study of cell physiology. Based on the development of microfluidic technology, microfluidic 
systems incorporated with impedance measurement technique, have been reported as a new 
analytical approach for cell culture-based assays. The aim of this article is to review recent 
developments on the impedance detection of cellular responses in micro/nano environment. These 
techniques provide an effective and efficient technique for cell culture-based assays. 

Reprinted from Micromachines. Cite as: Lei, K.F. Review on Impedance Detection of Cellular 
Responses in Micro/Nano Environment. Micromachines 2014, 5, 1-12. 

1. Introduction 

Cell culture, which cultures cells as a monolayer on a surface of a cell culture vessel (e.g., Petri 
dish or multi-well microplate) is widely used in life science research for the investigation of cellular 
behavior. It has the advantage of simplicity in terms of operations and observations. In general cell 
culture-based assays, monitoring of cell number, viability, and metabolic activity are commonly 
performed to provide information of cellular responses under a specific culture condition studied. 
Conventionally, counting cells microscopically, quantifying indicative cellular components (e.g., 
DNA), live/dead fluorescent dye staining, and analysis of indicative metabolites synthesized by the 
cultured cells are adopted. These analytical methods have become standard protocols for the cell 
culture-based assays. However, these approaches are normally labor-intensive and time-consuming, 
limiting the throughput of the cell culture-based assay works like drug screening or toxin testing. In 
addition, analysis of the indicative cellular components and fluorescent dye staining normally need 
to sacrifice the cultured cells and thus hamper the observation of the subsequent cellular responses. 
Therefore, alternative analytical methods are crucial in need for achieving both effective and 
efficient detections. 

In the past decade, microfluidic system, also called “lab-on-chip (LOC)”, “bio-chip”, or 
“micro-total-analysis-system ( TAS)”, has attracted attention because of its capability of combining 
engineering and life science [1–3]. Therefore, it is often interpreted as a miniaturized and automatic 
version of a conventional laboratory. Due to their miniaturization and automation, there are a number 
of advantages of using microfluidic systems, such as less sample/reagent consumption, reduced risk 
of contamination, less cost per analysis, lower power consumption, enhanced sensitivity and 
specificity, and higher reliability. Microfluidic systems have been developed for various biological 
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analytical applications, such as DNA analysis [4–8], immunoassay [9–13], and cell analysis [14–18]. 
Moreover, a number of demonstrations showed that cell culture can be performed on the microfluidic 
systems to achieve higher throughput and more reliable results [19,20]. For example, a microfluidic 
device for culturing cells inside an array of microchambers with continuous perfusion of medium 
was reported to provide a cost-effective and automated cell culture [21]. Each circular microchamber 
was 40 m in height and surrounded by multiple narrow perfusion channels of 2 m in height. The 
high aspect ratio between the microchamber and the perfusion channels offered a stable and 
homogenous microenvironment for cell growth. Human carcinoma (HeLa) cells were cultured in  
10  10 microfluidic cell culture array and able to grow to confluency after eight days. Moreover, a 
fully automated cell culture screening system was developed and demonstrated on maintaining cell 
viability for weeks [22]. Individual culture conditions in 96 independent culture chambers can be 
customized in terms of cell seeding density, composition of culture medium, and feeding schedule. 
Each chamber was imaged with time-lapse microscopy to perform quantitative measurements of the 
influence of transient stimulation schedules on cellular activities. In these excellent demonstrations, 
optical imaging was utilized to quantify cellular activities. However, this measurement technique is 
time-consuming and may induce large tolerance. Alternatively, impedance measurement was 
proposed to be one of the promising techniques to quantify cellular responses during culture on the 
microfluidic systems. The detection results are represented by electrical signals, which can easily 
interface with miniaturized devices. Typically, a pair of electrodes as an electrical transducer is utilized 
to measure the impedance change caused by the existence of the biological substances. Literature has 
demonstrated the use of the similar principle for the detection of various biological substances such 
as enzymes [23], antibodies and antigens [10,24–26], DNA [27,28], and cells [17,29–33]. This 
technique provides a non-invasive and label-free measurement, and is found practically useful for the 
detection of substances in miniaturized analytical devices like microfluidic systems. 

The aim of this article is to review recent developments on the impedance detection of cellular 
responses in micro/nano environment. Cell number and cell viability are the important 
characteristics during cell culture, and can be monitored by various impedance measurement 
techniques. Moreover, as a microfluidic system is an integrated system for multi-purposes, 
monitoring of metabolic activities of cells with cell stimulation is also significant for cell 
culture-based studies. Literature review and in-depth discussion of the impedance measurement will 
be presented. Microfluidic systems incorporated with impedance measurement technique provide an 
effective and efficient technique for cell culture-based assays. 

2. Electrical Equivalent Circuit 

Generally, an electrical equivalent circuit is used to curve fit the experimental data for the 
explanation of the characteristics of the impedance detection system. A number of electrical 
equivalent circuits were proposed to describe the cellular detection [34]. In order to have an easier 
understanding, a simplified electrical equivalent circuit and its impedance spectrum were reported 
and are shown in Figure 1 [31]. It is generally suggested that two identical double layer capacitances 
at each electrode (Cdl) are connected to the medium resistance (Rsol) in series, and the dielectric 
capacitance of the medium (Cdi) is introduced in parallel with these series elements. In the equivalent 
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circuit, there are two parallel branches, which are Cdi and Cdl + Rsol + Cdl. The impedance of each 
branch could be expressed with the following equations: 

2
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1
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RZ  (for branch Cdl + Rsol + Cdl) (1) 
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Z  (for branch Cdi) (2) 

Figure 1. (a) Electrical equivalent circuit of impedance measurement system with 
interdigitated electrode. (b) Typical impedance spectrum. Cdl is the double layer capacitance 
at each electrode. Rsol is the resistance of the medium. Cdi is the dielectric capacitance of the 
medium. (Copyright 2004. Reprinted from [22] with permission from Elsevier). 

 

At a frequency below 1 MHz, the Cdi is inactive and is modeled as an open circuit. Current could 
not pass through the branch of dielectric capacitance and the total impedance is expressed as Z1. Both 
Cdl and Rsol are included in this frequency region, and they dominate at different frequencies, as 
shown in the impedance spectrum. At a low frequency range, the spectrum shows capacitive 
characteristics, which is contributed by the Cdl. The impedance decreases with increasing 
frequencies. Up to a certain frequency (depending on the electrode dimensions, and the conductivity 
and permittivity of the medium), the Cdl offer no impedance. The total impedance is contributed by 
the Rsol and is frequency-independent (resistive characteristics). When cells are present in the system, 
the presence of the electrically insulated cell membranes influences the Cdl as biological cells are 
very poor conductors at frequencies below 10 kHz [32]. The conductivity of the cell membrane is 
around 10 7 S/m, whereas the conductivity of the interior of a cell can be as high as 1 S/m [35]. 
Therefore, cell proliferation can be estimated by the total impedance at low frequency region. 
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3. Monitoring of Cell Number 

3.1. Detection of Cells Adhered on the Electrode Surface 

If cells adhere and proliferate on the surface of the measurement electrodes, the electrode surface 
area is effectively reduced and the total impedance across the electrodes is, hence, increased for the 
detection of the presence of cells. Most of the impedance biosensors are based on this principle. A 
pioneer work of cellular monitoring with an applied electric field was reported in 1984 [36]. Later, 
impedance measurement of cell concentration, growth, and the physiological state of cells was 
demonstrated [32]. An interdigitated electrode was utilized to demonstrate on-line and real-time 
cellular monitoring. Long-term cellular behavior was clearly shown by the impedance change of the 
electrodes. This detection principle was also applied to detect Salmonella typhimurium in mike 
samples [31]. An interdigitated microelectrode was utilized as impedance sensors to measure the 
bacterial growth curve at four frequencies (10 Hz, 100 Hz, 1 kHz, and 10 kHz). Illustration of the 
experimental setup is shown in Figure 2. The most significant change in impedance was observed at 
10 Hz. The biosensor can detect the bacterial concentration of 105–106 CFU/mL. Moreover, in order 
to detect cells specifically, antibodies are utilized to capture cells and provide selectivity to the 
sensor. Microelectrode array biosensors, with surface functionalization, were reported for the 
detection of Escherichia coli O157:H7 [37] and Legionella pneumophila [17]. The sensor surface 
was functionalized for bacterial detection using immobilized antibodies to create a biological sensing 
surface. The bacteria suspended in liquid samples were captured on the sensor surface and the 
impedance change was measured over a frequency range of 100 Hz–10 MHz. The sensors were able 
to determinate cellular concentrations of 104–107 CFU/mL and 105–108 CFU/mL, respectively. 
Another approach was to use magnetic nanoparticle-antibody conjugates (MNAC) to capture the 
specific cells. A microfluidic flow cell with embedded gold interdigitated array microelectrode was 
developed for rapid detection of Escherichia coli O157:H7 in ground beef samples [38]. MNAC 
were used to separate and concentrate the target bacteria from the samples. The cells of E. coli 
O157:H7 inoculated in a food sample were first captured by the MNAC, separated and concentrated 
by applying a magnetic field, washed and suspended in solution, injected through the microfluidic 
flow cell, and attracted by magnetic field on the active layer for impedance measurement. This 
impedance biosensor was able to detect as low as 1.6 × 102 and 1.2 × 103 cells of E. coli O157:H7 
cells present in pure culture and ground beef samples, respectively. 

3.2. Detection of Suspended Cells 

When cells suspend in the liquid buffer, impedance measurement can also be used to determine 
cell number in the buffer. However, the impedance spectroscopic responses are very dependent on 
the conductivity of the buffer used in the systems. The detection of Salmonella cell suspensions was 
demonstrated in deionzed (DI) water and phosphate buffered saline (PBS), respectively [39]. It 
showed that bacterial cell suspensions in DI water with different concentrations can result in 
different electrical impedance spectral responses; conversely, cell suspensions in PBS cannot. The 
impedance spectra are shown in Figure 3. It was reported that the impedance of the cell suspensions 
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in DI water decreased with the increasing cell concentration. It was suggested that the cell wall 
charges and the release of ions or other osmolytes from the cells caused the proportional  
impedance change. 

Figure 2. Experimental setup of the impedance measurement with the interdigitated 
electrodes for the detection of cells. (Copyright 2004. Reprinted from [22] with 
permission from Elsevier). 

 

Figure 3. Impedance spectra of Salmonella suspensions in (A) DI water and (B) PBS 
with the cell concentrations in the range of 104 to 109 cfu/mL, along with water and PBS 
as controls. Frequency range: 1 Hz–100 kHz. Amplitude: ±50 mV. (Copyright 2008. 
Reprinted from [27] with permission from Elsevier). 

 

4. Monitoring of Cellular Viability 

Cell death leads to the release of cells from the surface of the measurement electrode. That 
induces the decrease of the impedance measured across the electrodes. Real-time evaluation of 
targeted tumor cells treated with a combination of targeted toxin and particular plant glycosides was 
demonstrated [40]. HeLa cells were seeded onto interdigitated electrode and treated with targeted 
toxin. The impedance was directly correlated with the cell viability and able to trace the temporal 
changes of cell death during treatment. The above demonstration utilized a two-electrode system 
(i.e., interdigitated electrode) for the measurement. A three-electrode system was also demonstrated 
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for the monitoring of cell growth with the treatment of potentially cytotoxic agents [41]. It has the 
advantage of better reproducibility than traditional two-electrode impedance measurement. The cell 
chip consisted of an eight-well cell culture chamber incorporated with a three-electrode system on 
each well, as shown in Figure 4. Human hepatocellular carcinoma cells (HepG2) were cultured in the 
chamber and toxic effects on the HepG2 cells was monitored. The impedance was decreased after 
treatments with several toxicants, such as tamoxifen and menadione, indicating the detachment of 
dead cells. Moreover, a 10  10 micro-electrode array was used to monitor the culture behavior of 
mammalian cancer cells and evaluate the chemosensitivity of anti-cancer drugs using impedance 
spectroscopy [42]. Human oesophageal cancer cells were cultured on the surface of the electrodes 
and then treated with anti-cancer drug. Morphology changes during cells adhesion, spreading, 
proliferation, and chemosensitivity effects on cells can be monitored by impedimetric analysis in a 
real-time and non-invasive way. Recently, commercial cell analyzers are available to monitor the 
cellular responses. Although they are not designed for microfluidic environment, but impedance 
measurement shows a promising tool for cellular analyses. Real-time detection of cell death in a 
neuronal cell line of immortalized hippocampal neurons (HT-22 cells), neuronal progenitor cells 
(NPC), and differentiated primary cortical neurons was demonstrated using the system [43]. 
Schematic overview of the measurement principle is shown in Figure 5. These excellent 
demonstrations showed that impedance measurement is a convenient and reliable technique for 
real-time monitoring of cellular responses. 

Figure 4. (A) Configuration of the microfabricated cell chip: RE, reference electrode; 
WE, working electrode; CE, counter electrode. (B) Fabricated cell chip. (Copyright 
2005. Reprinted from [29] with permission from Elsevier). 
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Figure 5. Schematic overview of the measurement principle of cellular impedance.  
(A) Each well of the culture dish features a bottom with embedded gold-electrodes. The 
electrode array has a minimal distance of 30 m between the electrodes. The right picture 
shows an upright view of the electrode array. (B) Cells were seeded on top of the 
electrode-covered surface of the culture dish. After attaching to the bottom of the well, 
the cells partially insulate the electrodes, causing a rise in impedance. With an increasing 
cell density, the cells have a greater overall insulating capacity, showing in a further 
increase in impedance. Inflicting cellular damage and cell death causes changes in 
membrane morphology, cellular shrinkage, and detachment, resulting in a decrease of 
the cellular impedance. (Copyright 2012. Reprinted from [31] with permission  
from Elsevier). 

 

5. Monitoring of the Metabolic Activity of Cells 

Monitoring of the metabolic activity during cell culture is very important for the study of cell 
physiology. A microfluidic chamber was reported to enable the real-time measurement of 
extracellular lactate of single heart cell under simultaneous electrical stimulation [44]. This device is 
comprised of one pair of pacing microelectrodes, used for field-stimulation of the cell, and three 
other microelectrodes configured as an electrochemical lactate micro-biosensor. Single heart cell 
was stimulated at pre-determined rates and its metabolic conditions were explored under the 
"working" situation. Moreover, monitoring of cell medium by comparing the rates of glucose and 
oxygen before and after contact with cells was demonstrated [45]. Two arrays of glucose and oxygen 
electrochemical sensors were fabricated at the inlet and outlet microchannels of the microfluidic cell 
culture chip, as shown in Figure 6. Real-time monitoring of glucose and oxygen was shown and the 
chip was utilized to the study of transient effluxes of these species during cell culture. 
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Figure 6. (a) Cross-section and (b) general schematic view of the developed biochip 
composed of two arrays of glucose and oxygen electrochemical microsensors integrated 
at the inlet and outlet microchannels of a PDMS microfluidic chamber. (Copyright 2008. 
Reprinted from [33] with permission from Elsevier). 

 

6. Cell Monitoring from 2D to 3D Cell Culture Format 

Impedimetric cell monitoring in 2D cell culture format in microfluidic systems has been 
discussed and showed an effective and efficient technique for cell culture-based assays. 2D cell 
culture is widely adopted because of its simplicity in terms of operations and observations of cellular 
behavior. More recently, 3D culture format was proposed to provide a better approximation of the  
in vivo conditions in some cases [46,47]. Three-dimensional cell culture is that cells are encapsulated 
in a 3D polymeric scaffold material and can mimic the native cellular microenvironment since 
animal cells inhabit environments with very 3D features [46]. Thus, that might provide a more 
physiologically meaningful culture condition for cell-based assays. However, since cells are 
encapsulated in the scaffold, direct observation of cellular behavior cannot be practically performed. 
Destructive methods, such as detection of indicative cellular components and fluorescent dye 
staining are commonly used for the cell analysis. Alternatively, impedance measurement technique 
was reported to provide a real-time and non-invasive way to monitor cellular response in the 3D 
scaffold [33]. A microfluidic chip integrated with a pair of vertical electrodes in the 3D culture 
chamber was developed for quantifying cell number in the 3D scaffold. The impedance change was 
directly proportional to the cell number from 103 to 107 cells/mL in the 3D scaffold. This 
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demonstration showed that the impedance measurement can be extended to monitor cellular 
responses from 2D to 3D cell culture format. It is expected that more demonstrations for real-time 
and non-invasive cellular monitoring will be reported. 

7. Conclusions 

With the rapid development of impedance measurement technique, commercial cell analyzers 
have been launched recently to provide convenient and reliable equipment for life science research 
and pharmaceutical development. In this article, impedance detection of cellular response in 
micro/nano environment has been discussed. The microfluidic systems incorporated with impedance 
measurement technique provide non-invasive and label-free monitoring of cellular responses in 2D 
and 3D culture format. More importantly, these systems are miniaturized and automatic. A sterile 
and homogenous microenvironment for cell culture can be created for precise monitoring. It is 
believed that more cell culture-based assays will be reported using the microfluidic cell  
culture systems. 
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Polydimethylsiloxane (PDMS) Sub-Micron Traps for  
Single-Cell Analysis of Bacteria 

Christopher Probst, Alexander Grünberger, Wolfgang Wiechert and Dietrich Kohlheyer 

Abstract: Microfluidics has become an essential tool in single-cell analysis assays for gaining 
more accurate insights into cell behavior. Various microfluidics methods have been introduced 
facilitating single-cell analysis of a broad range of cell types. However, the study of prokaryotic 
cells such as Escherichia coli and others still faces the challenge of achieving proper single-cell 
immobilization simply due to their small size and often fast growth rates. Recently, new 
approaches were presented to investigate bacteria growing in monolayers and single-cell tracks 
under environmental control. This allows for high-resolution time-lapse observation of cell 
proliferation, cell morphology and fluorescence-coupled bioreporters. Inside microcolonies, 
interactions between nearby cells are likely and may cause interference during perturbation studies. 
In this paper, we present a microfluidic device containing hundred sub-micron sized trapping 
barrier structures for single E. coli cells. Descendant cells are rapidly washed away as well as 
components secreted by growing cells. Experiments show excellent growth rates, indicating high 
cell viability. Analyses of elongation and growth rates as well as morphology were successfully 
performed. This device will find application in prokaryotic single-cell studies under constant 
environment where by-product interference is undesired. 

Reprinted from Micromachines. Cite as: Santra, T.S.; Tseng, F.G. Micro/Nanofluidic Devices for 
Single Cell Analysis. Micromachines 2013, 4, 357-369. 

1. Introduction 

Single-cell analysis is a promising field for researchers from various disciplines as it holds 
potential for unraveling the intrinsic mechanisms of life with high accuracy. Investigations are 
performed on a single-cell basis rather than using typical bulk and average based measurements, 
which may mask conspicuous phenomena on the single-cell level. Therefore, microfluidics has 
become an essential part of the study of living microorganisms at small scale with spatial and temporal 
resolution, which would not be possible with conventional cytometric methods such as fluorescent 
activated cell sorting (FACS) and coulter counter. 

Microfluidic single-cell analysis assays can be divided into two main categories, namely 
studying either the whole cell (growth [1], morphology [2], or fluorescent bioreporters [3,4]) or its 
lysate (genome, transcriptome, proteome and metabolome) [5]. Emerging technologies such as 
genetically encoded bioreporters have extended the toolbox for noninvasive whole-cell single-cell 
analysis and have been applied to measure metabolic states such as intercellular pH [6] and product 
formation [3]. 
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Recently, two main microfluidic cultivation principles for single cells were exploited, namely: 

(i) the cultivation of single mother cells growing into discrete isogenic microcolonies [2,7,8] and 
(ii) arrays of physically separated individual cells and cell tracks [9,10]. 

In microcolonies, individual cells may be exposed to extracellular stimuli from neighboring 
cells, for example due to secreted metabolites or environmental gradients within the microcolony [11]. 
However, when performing perturbation studies to analyze single-cell responses, avoiding such 
community effects becomes essential. 

Various physical principles have been applied to immobilize individual cells by means of,  
for example, single droplets [12,13], acoustic waves [14], electrophoretic forces [15–20], optical 
tweezers [21] or mechanical objects and structures [22]. Most of these single-cell trapping methods 
require laborious setups and may impact on the entrapped cells through temperature gradients or 
the formation of oxygen radicals [23], for example. 

Alternatively, mechanical barriers and trapping structures inducing hydrodynamic forces on the 
cell enable the fast and reliable immobilization of hundreds of cells in parallel [9]. Single cells 
were entrapped in arrays of cup-shaped barrier structures with the openings facing towards the flow 
direction. Simultaneous cell pairing and the fusion of large arrays of cells were realized in [10] 
using the same passive cell-trapping approach. Instead of barrier structures, single cells can also be 
immobilized using rejoined gaps, where a meander-shaped channel is interconnected at multiple 
points by narrow junctions along its length [24]. The difference in the hydraulic resistance of  
the channels forces single cells into the narrow channels, where they become entrapped. The 
immobilization realized by both approaches is a statistical process and does not allow for a specific 
cell to be taken out of the flow or released again. More active control over the immobilization was 
achieved by applying negative pressure in order to pull cells into narrow channels arranged along 
the channel walls [25–28]. Throughput is typically decreased by better spatial control over the 
single cells. 

Despite the many advantages of these methods, all of them share the same limitation concerning 
cell size and shape. Previous work was carried out mainly with large mammalian cells or spherical 
eukaryotic cells such as yeast. Efforts have been made to apply identical concepts for immobilizing 
bacteria, for example Escherichia coli. Obviously, their small size (10 times smaller than yeast) 
and typically rod-shaped morphology make it difficult to immobilize them precisely [29]. Most 
concepts lack the possibility of removing the surplus of daughter cells once a single mother cell 
divides, leading to larger colonies after cell division. As microbial growth is often faster than 
eukaryotic cell growth, a reliable microbial single-cell analysis system necessitates the continuous 
removal of daughter cells. 

To enable long-term analysis, the so-called “mother machine” was utilized to immobilize and 
cultivate hundreds of E. coli mother cells in narrow dead-end channels with a height of 1 m [30]. 
At the end of each channel, the proliferating mother cell was observed over several hours as well as 
multiple generations of its descendants before cells were pushed out of the channel and flushed 
away. The mother machine concept is well suited for cell aging studies as the old pole mother cell 
remains at a fixed position. However, accumulation of secreted products inside the dead-end 



84 
 

 

channels and concentration gradients might still cause cell–cell heterogeneity in more complex 
assays. A similar approach was reported by [11,31] in which parallel growth channels with two 
openings facing the media supply streams were used to cultivate single cells. As single cells grew 
towards both openings of the tracks, the device was not suited for cell aging studies. In contrast, a 
balanced culture was maintained over multiple generations. Instead of PDMS, [11] applied porous 
agarose as chip material to allow diffusion between each of the growth channels. Indeed, this was 
proven through the successful co-cultivation of two dependent E. coli auxotrophs that can 
complement the amino acid deficiencies of one another [11]. Due to the agarose material, 
concentration gradients may lead to inhomogeneous cultivation conditions. Inoculation of mother 
cells was achieved by simply pipetting a cell suspension onto the bottom glass slide of the device, 
before placing the agarose perfusion chip with incorporated growth channels on top of it. Instead, [31] 
applied PDMS as chip material, not facilitating diffusion between the growth channels. However, 
cell–cell interactions and accumulation of secreted products may occur inside the densely packed 
growth channels. In [31], device cell seeding was achieved by an imbalance of the two media 
volume flows inside the main channels actively pushing the mother cells into the tracks. 

This article outlines the fabrication and characterization of sub-micron sized single-cell traps for  
the cultivation and analysis of individual bacteria located inside a continuous media flow.  
High-resolution electron-beam-written photolithography masks were utilized to fabricate SU-8 
molds with 300–400 nm structural resolution with the approximate size of typical bacteria and 
smaller. Polydimethylsiloxane (PDMS) replication was performed to fabricate single-use chip 
devices, thereby replicating the sub-micron SU-8 trapping structures well. E. coli MG1655 cells 
were immobilized simply by flow inside the single-cell traps, cultivated, and observed by  
time-lapse microscopy over several hours. Division times at 20 min demonstrated excellent cell 
viability. Due to the fast media flow towards and around the traps, side products secreted by the 
cells were rapidly washed away without affecting any other cells further downstream. Supporting flow 
profile analysis was performed using computational fluidic dynamics. The present system will be used 
for single-bacteria perturbation studies. 

2. Experimental 

2.1. Soft Lithography 

A video-based description of a comparable fabrication method can be found in [32]. Microfluidic 
master molds were fabricated using the negative photoresist SU-8 (MicroChem, Newton, MA, 
USA). Prior to resist deposition, a 4-inch silicon wafer was cleaned with piranha solution followed 
by hydrofluoric acid and rinsed with DI water. After dry spinning, the substrate was dehydrated for 
20 min at 200 °C. For the first layer of photoresist, a mixture of two different SU-8 photoresists 
was used to achieve the designated height of 1 m. The photoresists SU-8 2000.5 and SU-8 2010 
were mixed in a ratio of 24:88, with a total weight of 60 g. This mixture was spin-coated onto the 
substrate at 500 rpm with an acceleration of 100 rpm/s for 10 s and at 2000 rpm with an 
acceleration of 300 rpm/s for 30 s. Soft bake was performed at 65 °C for 90 s, at 95 °C for 90 s and 
at 65 °C for 60 s. Afterwards, the substrate was exposed (7 mW/cm²) for 3 s using a mask aligner 
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(MA-6, SUSS MicroTec, Garching, Germany) and an electron-beam-written chromium dark-field 
mask. Post-exposure bake was carried out at 65 °C for 60 s and 95 °C for 60 s. Unexposed parts of 
the photoresist were dissolved by immersing the substrate in developer solution (mr-DEV 600, 
micro resist technology GmbH, Berlin, Germany) for 60 s, then again in fresh developer solution for 
40 s, and dipping it in isopropanol for 20 s. Developed substrates were dried and hard-baked for  
10 min at 150 °C. 

The second layer was coated with the negative photoresist SU-8 2010 at 500 rpm with an 
acceleration of 100 rpm/s for 10 s and 4000 rpm with an acceleration of 300 rpm/s for 30 s. After 
the deposition, the substrate was baked at 65 °C for 15 min and at 95 °C for 60 min. The 
photoresist was exposed (7 mW/cm²) for 12 s using a mask aligner (MA-6, SUSS MicroTec, 
Garching, Germany) and an electron-beam-written chromium dark-field mask. Post-exposure bake 
was carried out at 65 °C for 5 min and at 95 °C for 3 min. The development was carried out as 
described for the first layer. Finally, the structures were hard-baked for 6 h at 150 °C. 

PDMS replicas were fabricated by pouring a 10:1 mixture of PDMS (Sylgard 184, Dow 
Corning, Midland, MI, USA) onto the wafer and baking it at 80 °C for 90 min. Next, the PDMS 
slab was peeled off the wafer and cut into separate chips. The chips were washed in n-pentane for 
90 min to remove monomer residue and then transferred to an acetone bath for 90 min to remove 
the n-pentane. The chips were dried overnight. Prior to the experiments, each chip was thoroughly 
cleaned with acetone, isopropanol and, after drying, with scotch tape to remove any dust particles 
that may have clung to it. For high-resolution microscopy, a cleaned chip was bonded onto  
a 170 m thin glass cover slip using an oxygen plasma generator (Diener electronic GmbH, 
Ebhausen, Germany). 

2.2. Sample Preparation 

E. coli (MG1655) was pre-cultured in 20 mL of fresh LB medium in 100 mL shake flasks and 
cultivated at 37 °C and 150 rpm overnight. 25 L of the overnight culture was transferred to 20 mL 
of fresh LB and grown until an optical density (OD 600, BioPhotometer plus, Eppendorf AG, 
Hamburg, Germany) of 1 was reached. Afterwards, 100 L of the main culture was diluted in  
900 L of fresh LB medium prior to inoculation into the microfluidic device. 

2.3. Experimental Procedure 

E. coli cells were inoculated into single-cell trapping arrays and cultivated for 4 h. Cells were 
entrapped by infusing the cell suspension through the main channel until the traps were filled with 
single cells. Afterwards, the main channel was continuously flushed with fresh growth medium  
(200 nL/min) to remove excessive cells and ensure constant environmental conditions. Cells were 
grown at 37 °C using an in-house developed incubator mounted to a motorized microscope (Ti 
Eclipse, Nikon, Tokyo, Japan). Time-lapse images of immobilized cells were taken at 5 min 
intervals and analyzed using the commercially available software suit NIS-Elements. 
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3. Results and Discussion 

3.1. Trap Layout and Geometry 

Due to the typical size of E. coli ( 500 nm diameter and 2 m length), the various concepts for 
the immobilization of single eukaryotic cells that have been demonstrated in other studies do not 
work properly for E. coli. However, [9] laid the foundation for microfluidic barrier trapping 
structures. In a first approach, we miniaturized the existing concepts for barrier structures down to 
the size of single E. coli. Our microfluidic device incorporates two key elements, namely: 

(i) the main channels for cell suspension and growth media supply, with a height of 10 m  
(Figure 1a), and 

(ii) the cultivation area containing barrier structures for cell entrapment with a height between 800 
nm and 1 m, as depicted in Figure 1b. 

A cell suspension was flushed through the main channel to inject single bacteria into the traps. 
The barrier structures developed by [9] allowed fluid flow to pass over the structures between 
PDMS and glass. This principle was not possible in our approach as bacteria tend to grow into 
narrow gaps [33]. 

Initial experiments with this newly developed single-cell trapping method revealed that clogging 
occurred through unspecific adhesion of the cells during the filling process as well as during 
cultivation (Figure 1c). Cells became trapped before reaching the gap of the trapping region or 
adhered to the glass slide inside the 1 m channel. This shows that systems which were initially 
developed for eukaryotic cells cannot simply be scaled down to match conditions for  
single-bacteria analysis. In particular, the handling of different shapes and the removal of daughter 
cells that appear have to be considered. 

In a second approach, the trapping region was improved by reducing the plateau area to 
minimize clogging and unspecific adhesion, enabling cells to flow by without getting stuck  
(Figure 2a). Nevertheless, further experiments showed that this alteration did not prevent the 
adhesion of cells outside of the barrier structures. Finally, the trapping region was reduced to a 
round pillar with a height of 9 m and a diameter of 17 m (Figure 2b). This change allowed the 
successful immobilization of single E. coli cells without undesirable adhesion during the filling 
process and during cell growth. After division, daughter cells were immediately removed from the 
trapping region and washed away with the media stream. 

Single-cell studies presented in this paper were carried out using two types of barrier structures 
as depicted in Figure 3. The first design allows one cell at a time to be immobilized (Figure 3a) 
inside a 1.5 m wide gap formed by three rectangular barriers with a width of 2 m and a height  
of 1 m. 

The second design allows two cells to be trapped simultaneously, increasing the throughput 
compared to the first structure, which allows single-cell trapping only. The gap between the barrier 
structures is 1 m in width and 1 m in length. The constriction at the end of each gap is 500 nm in 
width (Figure 3b). 
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Figure 1. (a) Immobilization of single bacteria into a trapping array. (b) SEM images 
of trapping region containing several trapping structures for the immobilization of 
single bacteria. (c) Unspecific adhesion of E. coli leading to crowded growth in first 
single-cell trapping concept. 

 

Figure 2. (a) SEM image of single-cell trapping structures with partially reduced 
trapping area. (b) SEM image of final trapping structure. 

 

In contrast to previously published single-bacteria analysis devices by [11,30,31], our system 
facilitates fast and efficient inoculation by simply injecting the cell suspension. In fact, within a 
few seconds of perfusion, a good number of traps were inoculated, each with a single cell. The 
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current proof-of concept chip contained 45 single traps and 42 double traps resulting in a loading 
capacity of individual 129 bacteria. As shown in Figure 3b, 60% of the single-traps and 87% of the 
double-traps were occupied within 20 s. 

Experiments showed that despite the small dimensions between the barrier structures of design 
(a), E. coli was still able to grow through the barrier structure. Better results were achieved with 
design (b), where the additional constriction of 500 nm at the end of each gap restricted growth to the 
front inlet direction. 

Figure 3. (a) Sub-micron single-cell trapping structures used for the successful 
immobilization and cultivation of E. coli. (b) Comparison of the number of trapped 
cells in single and double cell traps. After flushing the device with the cell suspension 
for a couple of seconds, 60% of the single traps and 87% of double traps were filled. 

 

3.2. Numerical Simulation 

Numerical simulations were conducted using COMSOL Multiphysics to analyze the fluid flow 
inside and around the single-cell trapping structures. Figure 4a shows the model geometry used in 
all simulations with a total length of 100 m, width of 100 m and height of 10 m. The inlet 
boundary was defined to have a volumetric velocity of 16.67 × 10 12 m3/s, corresponding to a flow 
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rate of 1000 nL/min in our system, which equals the flow rate used for cell inoculation during 
experiments. The outlet boundary was set to a gauge pressure of 0 Pa. All other surfaces of the 
geometry were defined as walls with a no-slip condition. 

Reduction of the channel height (1 m) near the trapping structure led to a drastic 1000 fold 
increase in the hydraulic resistance and much lower velocity inside the traps (Figure 4c) compared 
to the neighboring regions of the channel with an overall height of 10 m (Figure 4b). Once a 
single cell is trapped, the flow is forced to diverge and flow around the trapping structure instead of 
flowing through the structure, and cannot trap any additional cells. This guarantees that only one 
cell at a time is trapped. Due to the reduced area of the shallow space surrounding the trapping 
structure, no additional cells can be caught in front. Furthermore, due to a higher convective flow 
around the trapping structure, by-products and surplus cells are washed away continuously, 
maintaining constant conditions over time. 

Figure 4. (a) Geometry used for numerical simulation with an inlet flow rate of 1000 
nL/min, outlet gauge pressure 0 Pa and walls defined as no-slip walls. (b) Flow profile 
and velocity distribution along the whole microfluidic channel. (c) Distribution of flow 
velocity in the shallow region surrounding the trapping structure. 

 

3.3. Single Cell Cultivation 

Growth and morphology are key viability indicators in microbiology [34]. Single-cell growth 
assays analyzing division time and morphology were used in the present approach to validate our 
device. As shown in Figure 5a, we measured the cell length from one individual E. coli over  
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300 min cultivation by manually analyzing recorded time-lapse images. Division times as well as 
cell elongation rates were obtained. For analysis, a linear curve was fitted to the cell length over 
each generation period as illustrated in Figure 5d. The slope of each fit represents the respective 
elongation rate, as shown in Figure 5b. 

Figure 5. (a,b) Single-cell traces (cell length, division time and elongation rate) of one 
distinct E. coli mother cell. (c) Time-lapse image series showing the successful  
removal of a “daughter” cell from the trap during cultivation. (d) Cell length over the  
30 min of cultivation describing the determination of the division time as well as the 
elongation rate. 

 

By averaging the division time of single cells in multiple single-cell trapping arrays (Figure 5b), 
we derived a 20 min division time of E. coli, which corresponds well to previously reported  
results [11,30]. Division times were derived by manual image analysis, as depicted Figure 5c,d. 
The time-lapse image in which both cells were apparently separated by a visible septum, was 
considered as the division end. Obviously, the higher the image frequency during time-lapse 
microscopy, the more accurate the division time could be evaluated. In our experiments, we found 
the time-lapse imaging frequency of 5 min as a reasonable compromise between total throughput 
and accuracy of analysis. 
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The mean division time and standard deviation were calculated over at least 9 generations from 
five traps, respectively (Figure 6a). Longer division times can be explained by the appearance of 
filaments, a well-known phenomenon in many microbial organisms often induced by cell stress [35]. 
Filamentation leads to much longer cells and delays the division event. However, by evaluating cell 
length before (LBefore) and after (LAfter) division, we observed an almost Gaussian distribution  
(Figure 6b). Filamentation only occurred in a few instances and was mainly observed directly after 
the seeding of the single-cell trapping structures. After the first division, the filamentous cells 
reverted to normal growth behavior with an average LBefore = 5 m and LAfter = 3 m. The Gaussian 
distribution was validated by using the Kolmogorov-Smirnov test (goodness of fit). As it can be 
seen in Figure 6b, for a significance level of  = 0.05 and a critical value d = 0.174 (n = 61) it was 
found that Dafter = 0.094 (p-value = 0.643) and Dbefore = 0.085 (p-value = 0.781). Since both values 
are smaller than the critical value d, we concluded that they are evenly distributed. Thus, we can 
presume that our newly developed method is suitable for the cultivation and analysis of single-cells 
such as E. coli. 

Figure 6. (a) Average division time of 20 min derived from 5 single-cell trapping 
structures over the whole cultivation period of 300 min. (b) Average cell length 
distribution before (LBefore  5 m) and after (LAfter  3 m) division of all analyzed 
traps, showing a nearly Gaussian distribution. 

 

4. Conclusions 

Microfluidics has emerged as a powerful tool in single-cell analysis, with a wide spectrum of 
different applications. However, many microfluidic systems for single whole-cell analysis are 
restricted by the size of the organisms (mammalian cells or eukaryotic cells such as yeast) that can 
be cultivated. In the present article, we presented a microfluidic device containing sub-micron sized 
single-cell traps for the immobilization and cultivation of individual bacteria, successfully 
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demonstrated with E. coli. Furthermore, a simple loading procedure was established in which 
simply the cell suspension is perfused through the media supply channel filling the traps with a 
good efficiency and reproducibility within a few seconds. Barrier structures with sub-micron sized 
channel geometry allowed for the trapping of single rod-shaped E. coli. The layout ensured that 
neighboring cells and by-products were continuously removed by a fast media flow maintaining 
constant conditions. We cultivated E. coli cells over several hours showing constant division times 
and typically rod-shaped morphology, indicating good viability. Our findings form the basis for 
further single-bacteria analysis under constant environmental conditions without neighboring cells 
affecting each other. In future applications, our device is going to be applied for analyzing 
extracellular and intracellular responses of single bacteria due to short term fluctuations in pH, 
temperature, carbon sources and others. This will be achieved, e.g., by the application of 
genetically encoded fluorescence sensors [3,4]. The layout can be applied to many other types of 
typically rod-shaped bacteria of similar size. 
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Hydrodynamic Cell Trapping for High Throughput  
Single-Cell Applications 

Amin Abbaszadeh Banaeiyan, Doryaneh Ahmadpour, Caroline Beck Adiels and  
Mattias Goksör 

Abstract: The possibility to conduct complete cell assays under a precisely controlled environment 
while consuming minor amounts of chemicals and precious drugs have made microfluidics an 
interesting candidate for quantitative single-cell studies. Here, we present an application-specific 
microfluidic device, cellcomb, capable of conducting high-throughput single-cell experiments. The 
system employs pure hydrodynamic forces for easy cell trapping and is readily fabricated in 
polydimethylsiloxane (PDMS) using soft lithography techniques. The cell-trapping array consists 
of V-shaped pockets designed to accommodate up to six Saccharomyces cerevisiae (yeast cells) 
with the average diameter of 4 m. We used this platform to monitor the impact of flow rate 
modulation on the arsenite (As(III)) uptake in yeast. Redistribution of a green fluorescent protein 
(GFP)-tagged version of the heat shock protein Hsp104 was followed over time as read out. Results 
showed a clear reverse correlation between the arsenite uptake and three different adjusted low = 25 nL 
min 1, moderate = 50 nL min 1, and high = 100 nL min 1 flow rates. We consider the presented 
device as the first building block of a future integrated application-specific cell-trapping array that 
can be used to conduct complete single cell experiments on different cell types. 

Reprinted from Micromachines. Cite as: Banaeiyan, A.A.; Ahmadpour, D.; Adiels, C.B.; Goksör, M. 
Hydrodynamic Cell Trapping for High Throughput Single-Cell Applications. Micromachines 2013, 
4, 414-430. 

1. Introduction 

Single cell analysis techniques emerging in the past decade have proposed numerous novel and 
fascinating prospects in the area of life sciences. This involves not only biologists but also 
scientists from the fields of engineering, physics, and chemistry to join forces in resolving some of 
the sophisticated and fundamental problems of stochastic cellular behavior. This would have not 
been possible without the creation and development of some clever and state-of-the-art platforms 
forming the foundations of the research. Lab-on-Chip devices [1–3] for example have been one of 
the main tools employed to realize such possibilities. No doubts, these systems have brought about 
the potential of studying individual cells in such detail that for instance our knowledge have penetrated 
into the covert voids of—as it seems—totally stochastic fluctuations of gene expression [4,5]. 
Investigating such heterogeneities in clonal cell populations has provided invaluable information 
about intracellular signaling events and cell-to-cell communication phenomena, which was not 
possible to obtain through the traditional, well established biological techniques, such as Western 
blotting [6] and real time PCR [7]. Briefly, single cell analysis approaches have offered the 
possibility to extract detailed information on inherent cell-to-cell variations in large populations 
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thus providing a deeper understanding of cell dynamics and producing high-quality statistical data 
for modeling and systems biology resolutions [8,9]. 

Numerous microfluidic devices have been developed to provide a controlled environment where 
single cells can be captured, immobilized, cultured, exposed to selected stimuli, and specific intracellular 
events can be detected by time-lapse microscopy techniques [10]. For example, techniques 
employing gravity forces have been reported to capture cells in microwell arrays [11–13]. Although 
the throughput of such devices is high and many cells can be trapped in an array-based format, 
precise geometrical optimizations are required in designing the microwells to achieve a high 
trapping efficiency [12]. In this method cells are not actively held inside the traps and the following 
chemical rinsing step may remove the cells from the bottom of the microwells. Several other 
methods have also been coupled with microfluidics for cell immobilization and conducting 
controlled, complete cell assays. Flow-based active cell trapping by using control valves [14,15], 
non-invasive optical trapping [16–18], dielectrophoresis [19–21], surface chemistry modification 
techniques [22,23], arrays of physical barriers [24], cell trapping by negative pressure [25,26], and 
hydrodynamic methods [27–29] are some of these successfully established techniques. 

In our previous work, we developed an experimental platform combining a microfluidic 
chamber with optical tweezers and advanced time-lapse microscopy [17,30,31], which has vastly 
been used to identify the underlying mechanisms of different signaling pathways in Saccharomyces 
cerevisiae (budding yeast) cells. Cells were trapped by the optical tweezers and positioned 
precisely in an array format at the bottom of the microfluidic chamber. Prior to the experiments, the 
microfluidic system was treated with a concanavalin A solution to immobilize the cells when 
pressed to the bottom surface. Thereafter, immobilized cells were exposed to the specific 
concentrations of intended solutions. The great potential of this system in changing the cellular 
environment rapidly and reversibly provided a pronounced understanding of the single cell 
dynamics. However, a limitation with this system was that precise cell positioning with optical 
tweezers demanded careful measures and thus, the number of the cells that could be trapped and 
positioned in an appropriate time period was limited. In addition, due to the limited number of cells 
in each experimental run, the information extracted lacked the statistical significance. Under the 
ideal experiment conditions the maximum number of cells that could be positioned in an array was 
constricted to 25–50 cells. To address the need for an easy-to-operate system capable of providing 
high-throughput single cell data with substantial statistical relevance we designed and fabricated a 
versatile and reliable platform, being referred to as cellcomb. Our device exploited hydrodynamic 
forces to direct the cells into a trapping area where single cells were held steadily inside V-shaped 
pockets by streamlines of the flow. After a successful cell-trapping step, controlled extracellular 
environmental changes were applied using a minute amount of intended stimuli and the 
intracellular events could be followed over time by means of time-lapse bright field and 
fluorescence microscopy. By employing the cellcomb platform we could conduct single cell 
experiments with up to 624 cells per run without forfeiting the spatial and temporal resolutions. 

We demonstrated the functionality of this device for trapping yeast cells and showed that the 
device could successfully be used for single-cell applications. We optimized the flow rates in the 
system to actively modulate the uptake of arsenite (As(III)) in yeast. Sodium arsenite and YNB 
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(Yeast Nitrogen Base) were infused into the microchannels and redistribution of a green fluorescent 
protein (GFP)-tagged version of the heat shock protein Hsp104 was recorded over time as readout. 
Arsenite promotes protein misfolding, causing protein aggregations. Hsp104, which is otherwise 
evenly distributed in cytosol co-sediments with arsenite induced protein, aggregates and therefore 
relocalizes to distinct foci (aggregates) [32]. The Hsp104-GFP relocalization occurs in an arsenite 
concentration dependent manner [32] and here was employed as readout indicating the cellular 
arsenite uptake. As described by Jacobsson et al. [32], the formation of aggregates is somewhat a 
slow response and once formed, it requires about three hours until cells can clear the cytosol from 
protein aggregates. This therefore, provides a suitable temporal resolution for all the filled pockets 
along the device to be sequentially imaged. Moreover, the arsenite-induced aggregates can be 
precisely quantified with the single cytosolic Hsp104-GFP reporter without a need for introducing 
further reporters. 

2. Experimental Procedure 

2.1. Microfluidic System Design and Fabrication 

Our microfluidic device was designed to hydrodynamically trap cells in a high throughput 
manner and keep them in position for the subsequent chemical exposure step. The cellular 
responses to the imposed perturbations could then be followed over time by fluorescence microscopy 
imaging. Figure 1a shows the overview of the device with cell inlets, reagent inlets and the outlets. 
The device comprised three adjacent channels, referred to as the main channel and the two side 
channels. The main channel was 20 m wide and included the trapping zone of the chip. Cells were 
loaded into the device from the inlets “b” and “c” and inlet “a” was used to introduce the intended 
stress substance to the system. Inlets “d” and “f” are the main side inlets used for the cell loading 
step or introduction of stimuli via the side channels. Inlets “e” and “g” can be used as sheath flow 
inlets or to introduce additional reagents in the side channels. The two 60 m-wide side channels 
were connected to the main channel via the V-shaped pockets with the dimensions of 10 m × 10 m 
and confinement openings with the width of 2 m as shown in Figure 1b. The pockets were 
designed to trap up to six yeast cells with an average diameter of 4 m. The entire system had a 
height profile of 4.8 m to realize a single layer cell accommodation. The 2- m openings acted like 
flow nuzzles and created a jet flow at the bottom of the confinement openings. A fraction of the 
fluid drawn into the pockets dragged the floating cells with it and confined them inside the traps 
consequently. Microfluidic devices were designed in a CAD program (AutoCAD 2012, Autodesk 
Inc., San Francisco, CA, USA) and photomasks were fabricated with e-beam lithography. SU8 
(MicroChem Corp., Newton, MA, USA) was used as the negative photoresist and the pattern of the 
microchannels was transferred from the photomasks to the silicon substrates in a photolithography 
step. PDMS was then cast onto the SU8 masters to fabricate the microfluidic chips. SU8-5 was 
spin-coated on a 3-inch (100) silicon wafer at 3000 rpm, for 30 s, to achieve a film thickness of  
5 m according to the photoresist manufacturer data sheet. The thickness of the photoresist film 
was verified by using Dektak 150 surface profiler (Veeco instruments Inc., Plainview, NY, USA). 
The measured height of the microchannels was 4.8 m (surface profiler data not shown). 
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Photoresist-coated wafers were soft-baked on a hot plate for 2 min at 65 °C and 5 min at 95 °C, and 
then were exposed to the UV light with the dose of 6 mJ/s cm2 for 18 seconds in  
a conventional mask aligner (KS MJB3-DUV, SussMicrotech, Garching, Germany). A post 
exposure bake (PEB) was applied according to the instructions from the resist manufacturer for  
1 min at 65 °C and 3 min at 95 °C. Wafers were developed in mr-Dev 600 (Micro resist technology 
GmbH, Berlin, Germany) for 7 min to dissolve the unexposed photoresist. Patterned wafers were 
then hard-baked in a closed-cover hotplate at 160 °C for 10 min. A 10:1 PDMS 
(polydimethylsiloxane) and curing agent mix was cast onto the masters and cured in the oven at  
90 °C for 2 h. Microfluidic chips were cut and gently released from the masters, inlet and outlet 
holes were punched and PDMS replicas were irreversibly bonded on coverslips (Thickness no. 1.5 
(0.16 to 0.19 mm), VWR, Stockholm, Sweden) by oxygen plasma treatment (PDC-32G/32G-2 
(115/230V), Harrick Plasma, Ithaca, NY, USA) at 18 W RF power for 30 s. To increase the surface 
wettability and reduce the risk of bubble formation inside the channels, sealed microfluidic devices 
underwent an extended oxygen plasma treatment step for 5 min before performing the  
experiments [33]. Detailed fabrication procedure has been described by Sott et al. [34]. 

2.2. Numerical Simulations Using COMSOL Multiphysics 

A series of fluid dynamic simulations were performed in COMSOL Multiphysics (COMSOL 
Inc., Burlington, MA, USA) to identify the fluid flow inside the individual traps. Microfluidics 
module was used with the single-phase, laminar flow approximations and the simulations were 
built upon stationary incompressible Navier-Stokes equations and the continuity equation, under 
the assumption of the constant fluid density and the mass conservation: 

2p f
t

 (1)

0  (2)

Here,  is the flow velocity,  and  are the density and the dynamic viscosity of the fluid, 
respectively. p is the pressure and f denotes the other body forces e.g., gravity or magnetic forces. 
Simulations were performed under the condition of body forces equal to “zero”. Flows were 
assumed to be Newtonian and incompressible i.e., the viscosity of the fluid ( ) being independent 
of the flow velocity and the density of the fluid ( ) independent of the pressure. No-slip boundary 
condition (flow velocity at all solid boundaries is “zero”) was selected for the channel walls and 
shallow-channel approximation applied for all three channels with the height of 4.8 m. More 
details of the simulations can be found in [17], as described by Eriksson et al. [17]. 

2.3. Cell Preparation 

The Saccharomyces cerevisiae (yeast cells) strain used in this study is HSP104-GFP in BY4741 
background. The cells were grown on filtered minimal SC (synthetic complete) medium (0.67% 
yeast nitrogen base) supplemented with auxotrophic requirements and 2% glucose as carbon 
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source, at 30 °C on a shaker (220 rpm). The cells were then collected at OD600 = 0.5–1.0, and were 
diluted in the same filtered medium to obtain the desired cell densities prior to the experiments. 

Figure 1. (a) Overview of the microfluidic device with inlets and outlets. Inlets “a”, 
“b”, and “c” were connected to the main channel and used to inject the cells and stress 
substances into the device. Inlets “d” and “f” were used as the side inlets for 
hydrodynamic cell loading and reagent injection into the side channels. Inlets “e” and 
“g” were sheath flow inlets. Close-up view shows the trapping zone of the device and 
the flow direction in the main channel. (b) Device dimensions engineered for 
experiments with yeast cells. 

 

2.4. Sodium Arsenite Solution Preparation 

Sodium arsenite (NaAsO2) was dissolved in mili-Q water. A 10 mM solution was prepared and 
was diluted to achieve the final concentration of 0.5 mM. 
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3. Experimental Setup, Data Acquisition and Analysis 

3.1. Microfluidic System Operation 

The microfluidic chips were adapted to be used with an inverted epifluorescence microscope 
stage (DMI 6000B, Leica Microsystems, Wetzlar, Germany). Microfluidic chips were set on the 
motorized XYZ stage and time-lapse microscopy was exploited to gather the cell response data, 
e.g., subcellular relocation or aggregation of a reporter protein upon stimuli exposure. Before 
preparation of each experiment, microfluidic systems were treated with oxygen plasma and flushed 
with culture medium to maintain the hydrophilicity before starting the cell experiments and to 
remove air bubbles or PDMS residues in the microchannels. The intended solutions were injected 
into the microfluidic chips via 250 L glass syringes that were connected to the channel inlets by 
needles and polytetrafluoroethylene (PTFE) tubing (Cole-Parmer, Vernon Hills, IL, USA). The 
syringes were mounted on conventional syringe pumps (CMA 400, CMA Microdialysis, Solna, 
Sweden) and all flow rates were manually set to 2.5 nL min 1 before starting the automated image 
acquisition and pump control software. Bright field and fluorescence images were obtained by 
using an EM-CCD camera (C9100-12, Hamamatsu Photonics, Shizuoka, Japan) and a HCX plan 
fluotar 100× oil immersion objective with a numerical aperture of 1.3 (Leica Microsystems). We 
used a 15 W high-pressure mercury lamp (EL6000, Leica Microsystems) with 200 ms exposure 
time for fluorescence excitation. All equipment were controlled automatically by the multifunction 
imaging software OpenLab (PerkinElmer, Waltham, MA, USA). After preparing the syringes with 
the intended solutions, the microfluidic system was fixed on a metallic holder and positioned firmly 
on the microscope stage. Tubing were connected to the inlet channels and the cells were loaded 
into the device with fast pulses of the syringe pumps. The cell-loading step was easy and quick and 
the system could be flushed several times through the side channels in case cell loading was not 
successful or if cells or air bubbles clogged the microchannels. After this rinsing step, the cell 
loading was repeated. The cell concentrations were experimentally optimized (starting OD = 0.6, 
diluted twice in YNB) to make the cell loading as facile as possible and so that the microchannels 
will not be jammed by excessive cell accumulation. 

3.2. Image Acquisition and Analysis 

The microfluidic system was divided in 13 segments lengthways, with each segment containing 
eight V-shaped pockets, which fitted in one field of view of the microscope. All segments of the 
trapping zone were imaged in sequence and the stage was moved to the next segment until all of 
the filled traps were imaged. Bright field images were taken first to follow the cells in time and to 
control the focus of the imaging and compensate for the drift in the axial direction. In order to 
cover the whole volume of the cells, 9 stacks of bright field images were taken in z direction. The 
imaging state was then switched to fluorescence and 9 stacks of fluorescent images were taken. The 
whole experiment time was set to 45 min and images were captured in time intervals of 30 s 
between each two neighboring segments. All imaging data was transferred to the open source 
image analysis custom software for single cell analysis CellStress [35] for processing. Captured 
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images of all fields of view of the microscope were cropped and prepared so that the software 
could identify and find the cell contours. After the cells were distinguished from the background, 
the fluorescent images for each segment were analyzed. The aggregates were found based on an 
algorithm to pinpoint the areas with higher intensities amongst all the image layers in all time 
points during the whole experiment period. 

4. Results and Discussion 

4.1. Velocity Field Simulations 

The velocity field inside the microchannels was simulated for three different flow rate settings 
in the main channel. In all simulations the flow rates in the two side channels were kept at 5 nL 
min 1 and the low, moderate and high flow rates in the main channel were set to 25 nL min 1,  
50 nL min 1, and 100 nL min 1, respectively. Laminar flow boundary conditions were applied for 
the inlet nodes. The outlet nodes were set to pressure, no viscous stress (p0 = 0 Pa) boundary 
conditions. Results of the simulations are shown in Figure 2. It can be seen that in all three flow 
rate settings a portion of the flow in the main channel was diverged into the V-shaped pockets and 
created a jet flow at the confinement openings. Streamlines of the flow denote that floating cells 
will be dragged into the traps at high flow velocities and kept at the bottom of the confinement 
openings as long as the high flow rate conditions are maintained in the main channel. The velocity 
field reached its maximum at the confinement openings of the two first traps and decreased while 
moving downstream the channels due to the flow escape to the side channels according to the laws 
of physics. In the actual experiments the trapped cells blocked the confinement openings and the 
high-velocity zone shifted alongside the channels. 

4.2. Cell Loading Efficiency 

One of the main advantages of our device is that for the cell-loading there is no need for precise 
control on the flow rates. As the cells are sucked into the pockets based on the pressure difference 
between the two sides of the confinement openings, the only requirement is to fill the side channels 
with YNB to avoid bubble formation and then infuse the cells into the main channel with fast 
pulses of the syringe pump. The loading process takes less than 30 s, and we wait for 5 min to 
allow the system to return to its equilibrium before starting the experiments. The pockets were 
designed to accommodate a single layer of up to six yeast cells with the average diameter of 4 m. 
Cells were collected at an OD of 0.6 and were diluted to different concentrations to decide the final 
cell densities. To investigate the single-cell trapping efficiency, freshly harvested Hsp104-GFP 
cells were loaded into the device with the final OD of 0.1. We observed that at this cell 
concentration single yeast cells occupied close to 60% (±3%) of the pockets (Figure 3a,b). We also 
observed that cell concentrations higher than OD = 0.1 will lead to multiple cells inside the 
pockets. For concentrations lower than OD = 0.1 the cell loading turned out not to be successful. 
To employ the full capacity of the system we optimized the cell density to have an OD of 0.3 and 
infused the cells into the device. We managed to successfully fill 80% (±4%) of the pockets with 
one to six yeast cells without clogging the main channel (Figure 3a,c). We did not detect any 
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significant differences in cell trapping efficiency for cell densities higher than OD = 0.3. Infusing 
the device with the initial cell concentration (OD = 0.6) resulted in cell clogging in the  
main channel. 

4.3. Effect of Flow Rate Modulation on Arsenite Uptake in Yeast 

We conducted several experiments with GFP tagged HSP104 yeast cells to follow the 
redistribution of Hsp104-GFP in the cytosol upon the exposure to sodium arsenite. 

For accurately imaging of the trapping zone, the height of the device was tailored precisely to 
accommodate a single layer of cells inside the traps. By preventing the cells from stacking on top 
of each other a clear single-cell signal could be read from the trapped cells. With the engineered 
dimensions of the traps, cells with a diameter larger than 3 m got trapped in the trapping zone 
while smaller buds were guided to the waste chambers of the system. Prior to the experiments the 
plasma treated devices were primed with YNB and mounted on the microscope stage. 

Figure 2. Simulation results for the velocity field under the three different main flow 
rate conditions. The side flow rates in all cases were kept at 5 nL·min 1. Jet flows were 
formed at the bottom of the flow nozzles. The flow velocity reached its maximum at the 
bottom of trap 1 and trap 2 and decreases along the channel due to the partial leakage of 
the flow to the side channels. Streamlines of the velocity field show the portion of the 
flow diverged from the main channel to the side channels. (a) The flow rate in the main 
channel was 25 nL min 1 and the maximum flow velocity was 8.2 mm/s; (b) the flow 
rate in the main channel was 50 nL min 1 and the maximum flow velocity was 16.4 
mm/s; and (c) the flow rate in the main channel was 100 nL·min 1 and the maximum 
flow velocity was 32.5 mm/s. 
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Figure 3. Trapping efficiency in cellcomb microfluidic system. (a) Percentage of 
occupied pockets with two experimentally adjusted cell concentrations. Results indicate 
that by changing the cell density from OD = 0.1 to OD = 0.3, trapping efficiency 
increases significantly; (b) at lower cell density (OD = 0.1) single cells occupy 60% of 
the traps; and (c) in higher cell concentration (OD = 0.3) multiple cells are trapped in 
ca. 80% of the pockets. Scale bar is 10 m. 

 

The prepared cell syringes were connected to the inlets “b” and “c” and cells were loaded into 
the device by several fast pulses of the syringe pumps. As control, we first monitored the cells 
under the normal condition while YNB was flowed over the trapped cells for 45 min. YNB was 
infused from inlet “a” in the main channel and the trapping area was scanned and imaged as 
described earlier. Our data showed no Hsp104-GFP redistribution (aggregate formation) under this 
experiment condition. To investigate the effect of different arsenite flow rates on the single yeast 
cells we defined a scenario where we performed separate experiments in separate microfluidic 
devices. We modulated the stimulus flow rates in the main channel from 100 to 50 nL min 1 and  
25 nL min 1 as high, moderate, and low flow rates, respectively. In each case, the cells were 
exposed to the final concentration of 0.5 mM sodium arsenite. Interestingly, we found that both the 
time of aggregate formation and the number of aggregates in the studied cells were affected by the 
change of the flow rates. Our data clearly showed that when the flow rate was decreased from 100 
to 25 nL min 1 Hsp104-GFP aggregates appeared earlier and the total number of induced 
aggregates increased significantly. The uptake of arsenite in the presence of glucose into the yeast 
cells is mediated by a plasma membrane protein, Fps1 [36]. Fps1 is an aquaglyceroporin and 
facilitates passive diffusion of arsenite down the concentration gradient into the yeast cells [37,38]. 
Therefore, it is expected that arsenite passive diffusion occurs more efficiently in the condition of 
lower flow rate in which cells are in closer and longer contact with the arsenite molecules. Figure 4 
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demonstrates the comparison of the mean number of aggregates per cell for the three different 
arsenite flow rates. The values were obtained by averaging the total number of aggregates over the 
total number of trapped viable cells. Total numbers of aggregates were counted separately in all 
occupied segments of the device for both the first and last time points. As described earlier in 
microfluidic system operation, images from subsequent trapping segments were acquired in 30 s 
time intervals from the adjacent segments. Each imaging time point we have referred to, consisted 
of images for all occupied segments during one whole scanning of the trapping zone. For example 
the data shown for the 25 nL min 1 arsenite flow rate was obtained for 12 occupied segments, thus, 
the first time-point cluster included images taken at time points t = 0–5.5 min. The final time-point 
cluster included images at time points t = 38–44 min. The ratios are shown for the first and the final 
time-point clusters of each experiment (Figure 4). 

Figure 4. Effect of the flow rate modulation on arsenite uptake by yeast cells in the 
microfluidic system. Three different flow rates of 25, 50 and 100 nL min 1 were 
investigated. To determine the arsenite exposure effect on relocalization of the Hsp  
104-GFP protein and for the sake of comparison “number of aggregates per cell” 
measure was calculated in the three different cases. The number of aggregates/cell 
values in the first imaging time-point cluster (when the arsenite treatment is initiated) 
are 0.06, 0.04 and 0.035 while these values in the last imaging time-point cluster 
increase to 2.13, 1.24 and 0.45 for the 25, 50 and 100 nL·min 1 flow rates, respectively 
(44 min of arsenite treatment). 

 

Localization of Hsp104-GFP is demonstrated in one field of view of the device under the  
25 nL min 1 flow rate condition. As seen in Figure 5, the number of aggregates increased during 
the experiment time. 

In order to show the stochasticicity in the behavior of the individual cells we used software, 
“Tableau” (Tableau Software Inc., Seattle, WA, USA) to plot the single-cell data. We chose the 
data from the experiment with the 25 nL min 1 arsenite flow rate where we got the maximum 
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number of aggregates in the cells. Total number of viable trapped cells was 312 at the beginning of 
the experiment and 334 at the final time point (new buds were considered in cell counting). We 
demonstrated the single-cell data for three time-point clusters of the experiment with the most 
significant changes observed: 

The initial time-point cluster (time points t = 0–5.5 min), the middle time-point cluster (time 
points t = 19–24.5 min), and the final time-point cluster (time points t = 38–44 min). 

Figure 5. Trapped cells were exposed to the 25 nL min 1 flow rate of arsenite. (a) 
Bright field microscope image of one trapping segment; (b) first fluorescence image of 
the segment at the treatment initiation at t = 60 s; images (c–f) were taken from the 
same field of view at different time points with 6-minute time intervals; image (f) was 
the last image taken at the final time point. The increase in the number of aggregates is 
clearly shown in the image sequence. The image sequence at the bottom from the same 
image series (b–f) shows the aggregate formation for the cells trapped in one of the 
pockets [pocket in image (a) inside the white rectangle]. 

 

Results are illustrated in Figure 6, with the three time-point clusters being separated by solid 
black lines. Data is shown for all 12 occupied segments of the device. To increase the readability of 
the data, individual cells are grouped together based on the number of aggregates. The color bars in 
the figure denote the percentage out of all trapped cells in each segment having a certain number of 
aggregates. Monitoring the cellular responses in time revealed that the formation of aggregates in 
individual cells followed a totally random pattern with some of the cells being disturbed drastically 
while other groups showing a trivial affection or not responding to the treatment at all. Data also 
clearly showed an increasing trend in the number of aggregates with time. 
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Figure 6. Single-cell responses to the arsenite stress under the 25 nL min 1 flow rate 
condition. Results represent the formation of Hsp 104-GFP aggregates in individual 
cells in three significant time-point clusters during the experiment. The time-point 
clusters (a–c) are separated by black solid lines. A clear increase in the number of 
aggregates under the influence of the treatment was observed in exposed cells. The 
color code designates the number of aggregates per cell. Color bars in the figure denote 
the percentage out of all trapped cells in each segment having a certain number of 
aggregates. For instance, in segment 3, cluster (a), around 8% of the cells have one, 5% 
have two and the rest show no aggregates. In cluster (b) these values increase to 10.3% 
of the cells with one, 8% with two, 2.6% with four and the rest with zero aggregates. 
Number of aggregates per cells in cluster (c) climbs up to 24.4% with one, 17% with 
two, 17% with three, 14.6% with four, 2.5% with five, 5% with six, and the rest with 
no aggregates. 

 

4.4. Discussion 

The microfluidic platform that we presented in this work was employed to obtain high quality 
quantitative data on the single cell basis. The special design of the device allowed for trapping 
hundreds of cells inside V-shaped pockets that were fully covered and exposed to selected stress 
substances. The flow behavior inside the microchannels was simulated to ensure the predicted 
functionality of the device, especially to discover the direction of the flow at the confinement 
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openings of the trapping zone. Simulation results indicated that a jet flow was created at the 2- m 
wide confinement openings of the device, which could act as the force to trap and immobilize the 
cells inside the pockets. We showed, as an example, that how the arsenite flow rate modulation 
could affect the substance uptake by yeast cells. We monitored the relocalization of GFP-tagged 
Hsp104 protein in individual yeast cells upon continuous exposure to sodium arsenite. Intracellular 
responses were followed by means of bright field and fluorescence time-lapse microscopy. The 
data revealed that the arsenite uptake increased noticeably at lower flow rates of the stimulus. This 
can be attributed to a more efficient passive diffusion of arsenite molecules due to the closer and 
longer contact with the cells. The experiment time was set to 45 min in this case as the clear effect 
of the arsenite on Hsp104-GFP aggregate formation was observed in this time period. However the 
system can be used to conduct long-term experiments for hours or days depending on the specific 
requirements of the study. It is also worth mentioning that the automatic flow rate control, image 
acquisition, and microscope stage drive provides a sustainable experimental platform, which is 
robust, easy to use, and flexible for different experimental conditions. The 60 m-wide side 
channels were mainly intended for creating the low-pressure region in the device to drag the 
floating cells into the traps. Buds smaller than the size of the confinement openings passed to the 
side channels and were guided to the waste chambers of the device. Additionally, the platform can 
be used for studying cell-to-cell communication events, thanks to the special design of the device. 
The two side channels can be employed to reach the trapped cells from the confinement openings 
and locally expose the cells to the selected stimuli. This way it will be possible to follow the 
intercellular signaling amongst the cell clusters sitting tightly together. 

The device was sensitive to the flow rates in the side channels and flow variations were 
automatically controlled to maintain the symmetrical behavior of the device. The main advantage 
of the device for the cell-loading step is that no precise flow rate control is needed. Cells can be 
infused into the channels by rapid pulses of the syringe pump in less than 30 s. However the 
density of the cell suspension had to be controlled carefully as it played a major role in the  
cell-loading step. In order to capture single yeast cells in each pocket we diluted the cell suspension 
with the initial OD of 0.6, 6 times and infused the device. At this concentration, single cells 
occupied nearly 60% (±3%) of the pockets. To achieve the full trapping capacity of the device we 
increased the cell density and managed to successfully fill ca. 80% (±4%) of the traps with one to 
six cells without blocking the main channel at the OD = 0.3. High cell densities (OD > 0.6) blocked 
the 20- m-wide mid-channel of the device and a huge mass of cells could be flushed out of the 
channel with difficulty. The empty trapping sites were found at the downstream of the device. Cells 
tended to pass the pockets and continue with the flow towards the outlets. We attribute this 
phenomenon to the pressure drop along the main channel, which leads to the change in the 
behavior of the flow inside the V-shaped pockets and results in a decreased fraction of the flow 
passing through the traps. Prior to the experiments or to reuse the system, microchannels were 
flushed and rinsed with buffer solution or YNB via the side channels. Rapid flushing pulses in the 
side channels effectively removed the dirt and bubbles in all channels. The height of the system 
was adjusted to be in the order of the average diameter of a single yeast cell. This feature of the 
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device was of a great significance since it prevented the trapped cells from assembling on top of 
each other and a clear fluorescent read out signal could be detected from a single layer of cells. 

5. Conclusions 

Here, we present an application-specific microfluidic platform, cellcomb, for high-throughput 
single-cell applications. The device is intended for cell capturing, chemical exposure and  
time-lapse imaging. Cell capturing mechanism is based on hydrodynamic forces imposed on 
suspended cells inside the microchannels, resulting in cell immobilization in the tailored trapping 
zone of the device. The trapping zone consists of 104 V-shaped pockets with the dimensions of  
10 m × 10 m and confinement openings with the width of 2 m. The pockets are designed to 
accommodate up to six yeast cells with the average diameter of 4 m. In a fully operational device, 
624 cells can be trapped and undergo various extracellular environmental changes and chemical 
exposures. Dynamic cellular responses, such as specific reporter protein migrations or aggregations, 
can be followed over time by bright field and fluorescence microscopy imaging. Compared to 
previous designs, our new platform allows for conducting single-cell experiments with noticeably 
increased number of cells, providing valuable statistical data with a high spatiotemporal resolution. 
We have exploited the power of this system to investigate the effect of flow rate modulations on 
arsenite uptake in Saccharomyces cerevisiae cells. By experimentally optimizing the flow rates we 
demonstrated that arsenite uptake by the cells increased significantly as we lowered the flow rate 
from 100 to 25 nL min 1. We foresee that this robust, easy-to-operate, and flexible platform will be 
used for several applications. Cell signaling pathways are particularly of a great interest and this 
device can provide the opportunity of experimentally studying their modes of function and 
regulation. Intercellular communication events are also considered a suitable target area where our 
system can offer a great deal of opportunities. Another point of strength is that the device is 
adaptable for different cell types and can be employed, for instance, to run experiments with 
mammalian cells. From the initial tests with NIH/3T3 cells we expect that the device can be used 
for long-term on-chip cell proliferation under the controlled gas and temperature conditions. 
Subsequent investigations, such as drug screening in cancer cells or studying signaling pathways 
can be performed accordingly. 
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Ultrasound-Induced Cell–Cell Interaction Studies in a 
Multi-Well Microplate 

Martin Wiklund, Athanasia E. Christakou, Mathias Ohlin, Ida Iranmanesh, Thomas Frisk, 
Bruno Vanherberghen and Björn Önfelt 

Abstract: This review describes the use of ultrasound for inducing and retaining cell-cell contact in 
multi-well microplates combined with live-cell fluorescence microscopy. This platform has been 
used for studying the interaction between natural killer (NK) cells and cancer cells at the level of 
individual cells. The review includes basic principles of ultrasonic particle manipulation, design 
criteria when building a multi-well microplate device for this purpose, biocompatibility aspects, and 
finally, two examples of biological applications: Dynamic imaging of the inhibitory immune 
synapse, and studies of the heterogeneity in killing dynamics of NK cells interacting with  
cancer cells. 

Reprinted from Micromachines. Cite as: Wiklund, M.; Christakou, A.E.; Ohlin, M.; Iranmanesh, I.; 
Frisk, T.; Vanherberghen, B.; Önfelt, B. Ultrasound-Induced Cell–Cell Interaction Studies in a 
Multi-Well Microplate. Micromachines 2014, 5, 27-49. 

1. Introduction 

Dynamic studies of single cells are important for our understanding of cell function and  
behavior [1]. Cells are complex biological systems that respond to different kinds of stimuli over 
time periods ranging from fractions of a second [2] to several days [3]. Even if the stimulus is kept 
constant in a certain measurement, the cellular response may vary over time and from cell to cell [4]. 
In standard bulk-based assays, such variations are not resolved since the measured parameter is typically 
the average signal from many cells [1]. Thus, there is a need for screening methods where an individual 
cell’s properties are measured. One such established and very efficient screening method is flow 
cytometry, or fluorescence-activated cell sorting (FACS) [5]. This method is based on a serial screening 
where fluorescence and/or scattered light are measured from individual cells at high throughputs. 
However, flow cytometry in its standard format is not compatible with dynamic monitoring, and 
therefore, only instantaneous cell properties are measured. On the contrary, live-cell fluorescence 
microscopy is a suitable tool for measuring dynamic cell properties [6]. Today, many different 
fluorescent probes exist for monitoring a variety of cellular functions, processes and status. 
Examples include live/dead assays, cell cycle assays and metabolic assays [7]. However, in order to 
combine both dynamic and single-cell monitoring, a tool for keeping track of each cell over time is 
needed. For this purpose, multi-well microplates can be used. In general, microplates have long been 
used in many different types of assays (e.g., in enzyme-linked immunosorbent assays (ELISAs)) [8]. 
However, in this review we focus on the use of microplates for live-cell microscopy imaging of 
individual cells [9]. 

When studying single cells in multi-well microplates, there are two different strategies that can be 
employed. One strategy is to dispense one cell per well for keeping track of each individual property 
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of each single cell. This method has been used for e.g., single-cell culture and proliferation  
studies [10]. An alternative strategy is to dispense several cells per well and then to study individual 
interactions between two or more cells. This has been used for studying interaction between natural 
killer cells and different types and numbers of target cells [9,11–14], and also for migration  
studies [15]. 

Although microplates combined with live-cell fluorescence microscopy is a powerful tool for 
parallel and dynamic single-cell studies, it is still problematic when studying cell-cell interactions. The 
reason is that the time to cell–cell contact may vary depending on cell type, environment and 
microplate design [11]. In addition, there is a stochastic distribution in time to contact between 
different wells. This puts very high requirements on the imaging system and data analysis. 
Furthermore, it may also be of interest to study the effects of forced interaction and compare with 
spontaneous interaction. For these reasons, we have during the last few years developed and 
implemented ultrasonic particle manipulation technology into a microplate device designed for 
high-resolution live-cell fluorescence microscopy [16–18]. In this review, we summarize our work 
on the use of ultrasound as a tool for inducing and retaining cell–cell contacts in such multi-well 
microplates. The review discusses basic principles of ultrasonic manipulation technology and design 
criteria for such microdevices (Section 2), how to design a biocompatible manipulation system 
(Section 3), and finally an example of a biological application of the platform where the interaction 
between natural killer (NK) cells and cancer cells are studied (Section 4). 

2. Method and Device 

2.1. Method: Ultrasonic Manipulation of Cells 

Ultrasonic manipulation of suspended particles is based on the time-averaged acoustic radiation 
force. This forces origins from a non-linear effect in the acoustic pressure field and was first 
described by Lord Rayleigh [19] and later nicely summarized in a review paper by Beyer [20]. In 
1962, a very useful theoretical model was presented by Gor’kov [21]. This model is valid for arbitrary 
sound fields and a single, spherical particle with known material properties. Gor’kov’s generalized 
equation can be rewritten into the acoustic radiation force, F, dependent on the sound field, p and material 
properties [22]: 
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here, p is the acoustic pressure amplitude, Vp is the volume of the particle,  = 1/( c2) is the 
compressibility (defined by the density, , and the sound speed, c), k = /c is the wave number, and  
f1 and f2 are the acoustic contrast factors defined by the compressibility  and the density . The index 
“f” denotes “fluid” and the index “p” denotes “particle”. From the equation, we conclude that the 
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radiation force drives suspended particles in a direction parallel with the gradient of the acoustic field 
and has a direction and magnitude defined by the contrast factors f1 and f2. The magnitude is also 
dependent on the particle volume, Vp, and sound frequency (via k = /c). Since steeper field 
gradients result in stronger forces, standing-wave fields are most often utilized. In a standing-wave 
field, the radiation force drives most suspended particles either to the pressure nodes or the pressure 
anti-nodes, depending on the signs of the contrast factors f1 and f2. In principle, particles stiffer than 
the suspension medium are driven to the pressure nodes (defined by the first term in Equation (1a)), 
while particles denser than the suspension medium are driven to the velocity antinodes (defined by 
the second term in Equation (1a)). In simple standing-wave fields (such as a one-dimensional field), 
the pressure nodes and the velocity antinodes are co-located. Although the standing-wave field in the 
multi-well plate is of more complex type, experimental observations confirm that the cells used in 
our work are driven to the positions of the numerically calculated pressure nodes [16]. 

When several particles are driven to a pressure node, they tend to aggregate in tight clusters.  
In one-dimensional (1D) standing-wave fields, the clusters typically take the form of flat monolayers  
in the pressure nodal planes. The reason for this is the particle-particle interaction force, sometimes 
called the Bjerknes force [23]. However, in 2D or 3D standing-wave fields, the cluster shapes are 
more complicated to predict or control [24]. 

The theoretical model above (Equation (1)) is valid for spherical particles with well-known 
material properties (density and compressibility) suspended in an inviscid fluid. However, the 
method reviewed in this paper is designed for cell applications. Generally, cells have unknown 
material properties, or if known, their material properties have a wider distribution than for synthetic 
particles (e.g., polystyrene). In addition, the material properties of cells are also dependent on many 
external and internal factors. Altogether, this makes it difficult to predict the contrast factors f1 and f2 
for cells. Nevertheless, attempts have been made to estimate the contrast factors and corresponding 
radiation forces acting on different cell types. For example, Barnkob et al. [25] used two types of 
particles (polystyrene and melamine resin) for calibrating the radiation forces from a known acoustic 
field, and used this data for measuring the contrast factors for two different cell types: White blood 
cells and DU145 prostate cancer cells. They concluded that the radiation force was about one order 
of magnitude smaller for these cells, relative polystyrene particles of equal size. A similar approach 
was carried out by Hartono et al. [26], who concluded that the radiation force was 1.5 times smaller 
for red blood cells, and between 2 and 4 times smaller for different types of cancer cells relative to 
the force on equally sized polystyrene. Furthermore, Mishra et al. [27] concluded from numerical 
modeling that for biological cells, the radiation force was less dependent on shape but more 
dependent on internal structures and inhomogeneity. For example, the force on a cell with nucleus 
was predicted to be approx. twice the force of a non-nucleated cell of similar size. In summary, we 
may expect the acoustic radiation force in a given acoustic field to be roughly a few times smaller for 
cells than for polystyrene particles of similar size, and that the corresponding trapping time is 
expected to be a few times longer. 
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2.2. Device: Ultrasonic Manipulation in a Multi-Well Micro-Plate 

For the design of the multi-well microplate used for ultrasonic cell manipulation, the following 
criteria have been prioritized [12]: The microplate should be compatible with high-resolution optical 
microscopy, and it should be biocompatible allowing long-term cellular assays. In addition, it should 
also be easy to use by a non-technically skilled operator. An illustration of the microplate fabrication 
process is shown in Figure 1. A complete description of the fabrication process is given in Ref. [12]. 
In summary, silicon wafers with diameter 100 mm and thickness 300 m (Figure 1a) were used for 
processing of nine individual microplates per wafer, where each final microplate is 22 × 22 mm2  
(Figure 1h). Each microplate has 10 × 10 wells, where each well is 300 m deep and with horizontal 
cross section 300 × 300 m2, or 350 × 350 m2, and with 100 m wall thickness between individual 
wells. After spinning photo resist on the silicon wafer (Figure 1b) and defining the well geometry by 
lithography (Figure 1c), the wells were etched through the 300 m silicon layer by deep reactive-ion 
etching (DRIE) (Figure 1d). Care was taken to optimize the process so that the wells had a constant 
cross section through the depth of the silicon layer. This was confirmed by scanning electron 
microscopy (SEM) after the etching process and with a silicon layer that was diced across the  
wells [12]. Following the deep-etching of the wells and stripping of the photo resist and oxide mask 
(Figure 1e), the silicon wafers were furnace wet-oxidized to a surface oxide thickness of approx.  
200 nm (Figure 1f). This important step was performed for improving the biocompatibility [12], and 
also for enabling cleaning and re-usage of the microplates. Finally, a 175 m thick borosilicate glass 
layer was anodically bonded to each processed silicon layer (Figure 1g), and the silicon-glass stack 
was diced into square-shaped microplates (Figure 1h). 

Two different designs have been used for the ultrasonic actuation system for the microplates. The 
original design [16,18] used a wedge-transducer [22,28] (Figure 2a). In the upgraded version of the 
ultrasonic actuation system, the wedge transducer was replaced by a ring transducer, which was fully 
integrated into the microplate holder [17] (Figure 2b). This device is more robust and simple to use, 
but requires higher driving voltages. The wedge-transducer device (Figure 2a) consists of an 
ultrasonic transducer made by a piezoceramic plate (1) and a titanium wedge (2). The transducer is 
positioned on top of the multi-well microplate (5), and it is reversibly glued with a thin layer of 
water-soluble adhesive gel. The cell suspension sample is pipetted from above over the wells and 
stored within a rectangular frame made in PDMS (4), which can be closed by a glass cover slip (3) to 
minimize evaporation. The other device, the ring-transducer chip (Figure 2b), has the same general 
function including parts (3)–(5), but here the ultrasonic coupling is accomplished from below via a 
larger ring-shape piezoceramic plate (6). This design is more robust and reliable since it is not 
dependent on how the transducer is positioned relative to the chip. Furthermore, it is also more 
temperature-stable when driven at higher voltages (>20 Vpp) and therefore more suitable for 
applications requiring higher radiation forces, faster response times and long assay times (up to 
several days). Both designs shown in Figure 2a,b are relatively broadband, which is useful for the 
employed ultrasonic actuation method described below. 
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Figure 1. Schematic outline of the silicon-glass microplate fabrication process.  
(a) Oxidized silicon wafer, 100 mm in diameter, 300 m thick; (b) Spin coating of wafer 
with positive photoresist; (c) Masked UV-exposure of photoresist layer; (d) Plasma 
etching of the oxidized silicon wafer; (e) Removal of photoresist and oxide mask;  
(f) Oxidation of the wafer after the strip of the photoresist and oxide mask; (g) The 
anodic bonding of the 175 m thick glass bottom to the silicon “grid”; (h) Dicing to 
individual chips, 9 per wafer, where each final chip is 22 × 22 mm2. Based on a figure  
in Ref. [12]. 
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Figure 2. The two different designs of ultrasonic actuation system used for the 
multi-well microplate: The wedge-transducer device [18] (a) and the ring-transducer 
device [17] (b). (1) Piezoceramic plate; (2) Titanium wedge; (3) Glass lid; (4) PDMS 
frame; (5) Multi-well microplate; (6) Ring-shaped piezoceramic plate. 

 

The purpose of the ultrasonic actuation in the multi-well microplate is to create an acoustic 
resonance in each well, so that suspended particles or cells are aggregated and positioned by the 
acoustic radiation force described by Equation (1). The trapping position is in most cases the pressure 
node of the standing wave formed in the fluid cavity (i.e., the well) by the acoustic resonance. In a 
two-dimensional rectangular cavity with dimensions Lx and Ly, the acoustic pressure, p, is described 
by [29]: 
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where kx and ky are the wavenumbers for each horizontal direction (x and y) in the cavity,  
and nx, ny = 0, 1, 2, 3, …, are the numbers of half wavelengths along the x- and y-directions, 
respectively. Note that in Equation (2), we have neglected any (vertical) z-dependence of the 
pressure. In practice, this is valid for three-dimensional cavities having short Lz-dimensions (relative 
the acoustic wavelength). Given an acoustic resonance in the fluid cavity described by Equation (2), 
the resonance frequency of mode (nx, ny) is [29]: 
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where c is the sound velocity in the fluid. If the purpose is to trap the particles in the center of each 
well, one should use the lowest possible resonance mode. The wells used in our multi-well 
microplate have square-shaped horizontal cross-sections (cf. Figures 1, 3 and 4). For a square-shaped 
cavity (Lx = Ly), the lowest possible mode is either the (1,0)-mode or the (0,1)-mode. According to 
Equation (3), these two modes have identical frequencies, and it is therefore not clear how the 
pressure field can be described at this frequency. However, due to differences in boundary conditions 
and properties/shapes of the supporting structures around the wells, the two modes are often slightly 
degenerated. Thus, for a given excitation frequency, only one of the two modes exists. In our 
multi-well microplate, where a complex acoustic interaction between all 100 wells occurs, the result 
is a pressure field inside each well having a node oriented as shown in the simulated pressure field in 
Figure 3a (and described more thoroughly in Ref. [16]). As seen from the simulation, the node of the 
half-wave resonance in each well is not a pure (1,0)- or (0,1)-mode, but rather something in between. 
If the excitation frequency is slightly changed, the node orientation changes (primarily it rotates). For 
this reason, a simple method for generating point-shaped pressure nodes in the center of each well is 
to quickly average a set of such single-frequency resonances. We have realized this by cycling linear 
frequency sweeps around the nominal (1,0)- or (0,1)-resonance frequency. The simulation result of 
this frequency modulation scheme is shown in Figure 3b. The simulated acoustic resonances in 
Figure 3a,b are experimentally confirmed using the wedge-transducer device in Figure 3c,d, 
respectively. Here, the pressure field is visualized by the shapes and positions of 5 m polyamide 
particle aggregates driven to the pressure nodes by the acoustic radiation force. Experimentally, 
frequency modulation actuation is realized by sawtooth-modulation with a center frequency 
corresponding to the (1,0) or (0,1) resonance (which is around 2.5 MHz for a 300 × 300 m2 well) 
and a typical bandwidth of 100 kHz and a cycling rate of 1 kHz. This modulation function is very 
simple to implement since it is a built-in function in most signal generators. The modulation 
bandwidth is difficult to predict theoretically and needs instead to be optimized experimentally for 
each microplate device. The cycling rate is typically chosen as a rate being above the threshold  
for aggregate movement (i.e., time for reconfiguration of the aggregate between different  
single- frequency resonances within the sweep). We have concluded that a rate of 1 kHz is well 
above this threshold. Finally, a similar experimental verification for the ring-transducer device is 
shown in Figure 4. Here, we used a microplate with well size 350 × 350 m2 actuated with center 
frequency 2.30 MHz and modulation bandwidth of 200 kHz. When using a lower concentration of  
10 m particles, it is clear from the experiments that particle trapping and aggregation work for both 
single-frequency actuation (blue aggregates) and frequency-modulation actuation (red aggregates). 
However, the accurate positioning of aggregates in the center of each well can only be accomplished 
by frequency-modulation actuation. In addition, frequency modulation also provides more compact 
aggregates [17]. 

A limiting factor for the trapping performance in any acoustophoretic device is acoustic  
streaming [30]. In the multi-well microplate, acoustic streaming causes the trapped particles or cells 
to be flushed away upwards if very high actuation voltages are used (approx. 100 Vpp or more) [17]. 
One reason for this streaming is that it is not an accurate approximation to model the wells in the 
microplate as 2D cavities (cf. Equations (2) and (3)). Thus, Equations (2) and (3) are useful for 
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qualitative understanding of how resonances are built up in the system and for predicting trapping 
positions of cells, but for accurate quantitative modeling including acoustic streaming, a 3D model is 
needed. This is a challenge for future work. Still, it should be mentioned that the frequency-modulation 
methods tends to suppress acoustic streaming when comparing with single-frequency actuation [30,31]. 
Thus, for moderate actuation voltages using the frequency modulation method, acoustic streaming is 
not causing any problem for the trapping efficiency and trapping stability over time. 

Figure 3. Comparison between modeling (a,b) and experiments (c,d) for the 
wedge-transducer device. Simulation of the time-averaged pressure squared (p2) for 
single-frequency actuation at 2.60 MHz (a) and for the average of 50 single frequencies 
between 2.55 and 2.65 MHz (b). Both plots are normalized individually and shown in 
logarithmic scale. The predicted trapping locations (i.e., the minima of p2) are indicated 
in yellow (in a) and in dark blue (in b). Experimental confirmation of the simulations 
using 5 m particles at single-frequency actuation (c) and with frequency-modulated 
actuation (d) using the same frequency intervals as (a) and (b). Scale bar is indicated by 
the wells (300 m wide squares).The figure is reproduced from Ref. [16] with 
permission from RSC. 
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Figure 4. Detailed experimental evaluation of the trapping and positioning performance 
of 10 m particles in the ring-transducer device. Scale bar is indicated by the wells  
(350 m wide squares with slightly rounded walls). The actuation frequency is 2.30 MHz 
(single-frequency, blue aggregates) and 2.30 ± 50 kHz at the modulation rate 1 kHz 
(frequency-modulation, red aggregates). The figure is based on results presented in  
Ref. [17]. 

 

For the practical handling of the device with a cell suspension sample, the method is summarized 
in Figure 5. The fluid reservoir within the PDMS frame shown in Figure 5a has the purpose of 
providing a controlled environment of temperature- and CO2-regulated cell medium. The cell 
medium volume (50 L) needs to be large enough for enabling cell culturing over long terms (hours 
to days) and also for the practical handling (i.e., enough to avoid sample evaporation). To this primed 
volume of cell medium, a small aliquot of cell suspension is pipetted from above (see Figure 5b) 
before closing the device with the glass lid (cf. item #3 in Figure 2). The seeding of cells into the 
wells is based on gravitational settlement (see Figure 5c). The strength of this method, besides 
simplicity, is the ability to study different numbers of cells per well interacting. Thus, the average 
number of cells per well is controlled by the cell concentration in the added drop (cf. Figure 5b), and 
the seeding principle causes a stochastical distribution around this average. Finally, when ultrasound 
is applied with the frequency-modulation method presented in Figure 3, the cells are aggregated and 
positioned in the center of each well where they can be monitored over time by high-resolution 
fluorescence microscopy. If confocal microscopy is used, it is a benefit to know the exact locations of 
the 100 cell aggregates. Since confocal microscopy is a relatively slow method, only the small area 
where the cells are located needs to be scanned, instead of the whole microplate. 
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Figure 5. Schematic illustration (not to scale) of the different steps of the cell handling 
method. For simplicity, only three out of a hundred wells are shown (vertical 
cross-section view), and only the PDMS frame and the multi-well microplate (item #4 
and #5 in Figure 2). (a) The microplate is first primed with cell medium shown in blue; 
(b) The cell suspension is added as a small drop from a pipette tip; (c) Cells sediment by 
gravity down into the wells. The average number of cells per well is controlled by the cell 
concentration in the added drop in (b). In this example, there is on average 1 red cell and 
2.33 green cells per well; (d) When ultrasound is turned on according to the procedure 
described in Figure 3, cells are trapped, aggregated and centrally positioned in each well. 

 

2.3. Quantifying Acoustic Energy Density, Acoustic Pressure Amplitude, Acoustic Radiation Forces 
and Acoustic Streaming 

In order to fully characterize the device, it is important to be able to measure the properties of the 
acoustic field including the acoustic radiation forces and acoustic streaming acting on the particles, 
cells and the fluid, respectively. In a resonant acoustic field, there is no clear propagation direction of 
the wave. For that reason, acoustic energy density is a commonly used measure. This energy density 
can be translated into, e.g., acoustic pressure amplitude or acoustic radiation force (cf. Ref. [17]). 
Thus, knowing these acoustic field properties is important for estimating the trapping efficiency of 
cells, but also for estimating the risk of having cavitation in the sample (see Section 3). It is very 
difficult to measure the acoustic field properties by direct methods in an acoustofluidic device. 
However, there are different indirect methods available. Here, we will present three different 
methods used in our lab: Light intensity, particle tracking and particle image velocimetry (PIV). The 
methods are based on translating a measured property (i.e., light intensity, particle position or particle 
velocity) into acoustic energy density or acoustic pressure. All methods are based on 
one-dimensional (1D) geometries, but can be used for 2D geometries for order-of-magnitude 
estimations of the energy, pressure and forces. 
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The first method, light intensity, has been developed in collaboration with Rune Barnkob and 
Henrik Bruus (Denmark Technical University, Copenhagen, Denmark) [28,32]. This method is 
specifically designed for acoustofluidic chips that are optically transparent and compatible with 
standard bright-field microscopy [6]. One strength of the light intensity method is that the chips do 
not need to be compatible with high-resolution microscopy. For example, individual particles do not 
need to be resolved, and relatively high particle concentrations (up to 109 beads/mL) can be used. In 
brief, the method is based on measuring the total transmitted light intensity passing through a certain 
part of a microchannel or a microchamber during the focusing process of suspended particles. When 
particles are focused and trapped in the pressure node, the fluid cavity gradually becomes more 
transparent for light. A detailed description of the method is found in Ref. [32], but here it is 
sufficient to show an example of what the method can be used for. In Figure 6, we demonstrate 
quantification of the acoustic energy density in a microchannel when it is operated at a single 
(optimal) frequency, and we compare with the corresponding energy density for the same (center) 
frequency, but with the frequency-modulation function active (100 kHz bandwidth and 1 kHz rate). 
As seen in the diagram, the average energy density is just slightly lower for frequency-modulation 
relative single-frequency actuation. This result is important since it means that there is no 
compromise between positioning accuracy and radiation forces when using frequency- modulation 
actuation instead of single-frequency actuation. 

Another relatively simple and straightforward method for measuring acoustic energy density is 
particle tracking. This method is based on either manual or automated tracking of the position of 
individual particles over time. Thus, the method requires well-resolved particles and moderate 
particle concentrations (i.e., no particle-particle overlaps in the recorded images). The tracking data 
from a time sequence following a particle from its initial position into the pressure node can then be 
translated into a radiation force based on balancing Equation (1) with the viscous drag [17]. This 
method has been used for, e.g., measuring the quality factor (Q-value) of an acoustophoretic resonance 
in a microdevice by measuring the energy density as a function of the actuation frequency [33]. For 
the multi-well microplate discussed in this review, particle tracking was performed for estimating the 
forces acting on 10 m polystyrene particles in the wells. The particle tracks in one of the hundred 
wells are shown in Figure 7 (six repetitions of the same experiment). This data containing tracks of 
30 particles resulted in an acoustic energy density between 1 and 4 J m 3, which corresponds to 
acoustic pressure amplitudes of 0.3–0.7 MPa, and acoustic radiation forces from 10 to 50 pN. These 
values are within the range of biocompatible ultrasonic manipulation of cells [34]. 

The last method, particle image velocimetry (PIV) [35], analyzes groups of particles from 
recorded image sequences, rather than individual particles (as for the particle tracking method). 
When applied to a microsystem using a microscope, the method is often called micro-PIV. The 
group of particles to be analyzed is defined by a certain interrogation window in the recorded image. 
Two such corresponding interrogation windows from two image frames separated in time are then 
inserted into a cross-correlation algorithm that compares light intensities for generating a velocity 
vector. The full velocity vector field can be used in the same way as for the particle tracking method 
for calculating the acoustic radiation forces. A strength of PIV is that it allows automated analysis of 
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complex velocity fields. However, it is a time-consuming procedure to acquire reliable PIV  
data [36]. 

Figure 6. Measurement of the spatial distribution of the acoustic energy density along a 
micro-channel (x-axis), when actuating the chip with (a) Single-frequency (SF) 
actuation; and (b) Frequency-modulation (FM) actuation. The light-intensity method 
was applied to eight 150 m wide subsections of the recorded images. The averaged 
energy density for the whole channel, Eac,avg, is marked with a dotted black line, and the 
corresponding 1  standard deviation is marked with a grey band. The red error bars are 
the standard deviations from the four repetitions of each experiment. The figure is 
reproduced from Ref. [28] by permission from IOP Publishing. 

 

It is also possible to use PIV for measuring acoustic streaming in a microfluidic device. This has 
been performed in the multi-well microplate together with the particle tracking method described 
above. Thus, acoustic radiation forces and acoustic streaming velocities can be measured 
simultaneously when the two methods are combined. This is shown in Figure 7, where the 
background velocity field is measured by micro-PIV using 1 m polystyrene beads [17]. The reason 
that the two methods can be combined is that the 10 m particles are less influenced by acoustic 
streaming, and 1 m particles are less influenced by the acoustic radiation force at the utilized 
frequency range (2–3 MHz) [37]. 

It is interesting to compare the three methods (light intensity, particle tracking and PIV). Light 
intensity has the advantage that it can be used with high particle concentrations and limited optical 
performance of the microscope. It does not require any advanced equipment or skillful operator, and 
can therefore easily be implemented in any lab. However, an optically transparent chip is  
needed [28,32]. The next method, particle tracking, is also easy to implement and it is the most 
suitable method for measuring the local pressure amplitude without any possible disturbance from 
particle-particle interactions. (Note that all three methods utilize the Gor’kov equation (Equation (1)) 
which assumes single particles.) However, particle tracking is time-consuming and provides low 
spatial resolution of the measured energy density. Finally, PIV is the most sophisticated method and 
can, if performed properly, provide very accurate and reliable data [36]. However, PIV requires 
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careful tuning of the particle concentration and image properties of the microscope, relative the input 
parameters in the PIV algorithms (primarily the size of the interrogation window defining the spatial 
resolution of the measure field). Therefore, a PIV-trained operator is needed. 

Figure 7. Particle tracking for estimation of acoustic radiation forces acting on 10 m 
polystyrene particles, and particle image velocimetry (PIV) diagrams showing the 
background velocity field from acoustic streaming. The diagrams show the particle 
motion in the same well for six repetitions of the experiment after re-seeding the well 
with new particles. The tracks of 10 m particles are indicated by circles (one color per 
individual particle), and the acoustic streaming is measured by with 1 m particles used 
as flow trackers. The diagrams are based on a figure in Ref. [17]. 

 

3. Biocompatibility 

3.1. Effect of Ultrasound on Cell Viability and Function 

The multi-well microplate is designed to be used for dynamic cell-cell interaction studies by 
combining ultrasonic trapping and live-cell fluorescence microscopy. This means that the cell-cell 
interactions are monitored in real-time over time periods lasting from minutes to several days. For 
this reason, it is of outmost importance that the ultrasound is not causing any harm or interferes with 
the studied biological process of interest. A more detailed review about biocompatibility of 
acoustofluidic microdevices is found in Ref. [7]. In brief, the bioeffects of ultrasound techniques for 
different medical or biomedical applications can differ a lot. For example, diagnostic ultrasound 
imaging, that uses similar frequencies and energies as in ultrasonic cell manipulation, is today 
considered as one of the safest imaging methods, and is widely used in clinics around the world. On 
the other hand, ultrasound can also be used for the purpose of specific destruction of biological 
material. Examples include shock-wave lithotripsy and high-intensity focused ultrasound (HIFU), 
where ultrasound is used for, e.g., destroying kidney stones and gall stones. 

When using ultrasound for cell manipulation in a microdevice, the two most important parameters 
to control in terms of biocompatibility are the temperature and the pressure amplitude [7]. The 
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ultrasound may cause heating of the cell sample, and high pressure amplitudes may lead to 
cavitation. Concerning temperature, the most common sources of heating in an acoustically driven 
micro-device are losses in the piezoceramic plate, and absorption in lossy supporting structures such 
as glue layers and polymer-based layers. It is an advantage to minimize the size and amount of such 
layers. The other parameter of importance for the biocompatibility is the pressure amplitude, which 
has relevance for the risk of having cavitation in the fluid. Generally, cavitation can be defined as the 
formation and/or activity of gas/vapor filled cavities, i.e., bubbles, in a fluid medium. Here, 
ultrasound is one out of many means to initiate and drive cavitation [7]. This stimulated bubble 
activity leads to local fluid jets causing shear stresses on cells and high local pressures and temperatures 
that can lead to direct cell death. Although cavitation is primarily associated with low-frequency 
ultrasound (e.g., “sonication” at 20–50 kHz), it can still be initiated even at MHz-frequencies typically 
employed for ultrasonic manipulation of cells. The threshold for initiating cavitation is dependent on 
frequency, pressure amplitude, but also on the size of potential pre-existing bubbles in the fluid. The 
latter is of high importance, and care should be taken to degas the fluid medium properly before 
injecting it to the chip. The acoustic pressure amplitudes used in the multi-well microplate (up to 0.7 
MPa at 2.5 MHz actuation) are safe given that the fluid does not contain any gas bubbles with sizes of 
the order of 1 m. If such bubbles should exist, the cavitation threshold could in theory be as low as 
0.4 MPa at 2.5 MHz actuation [38]. 

In order to optimize biocompatibility of the multi-well microplate, we place the device in an 
environmental chamber matching the microscope stage where temperature and CO2-level are 
controlled around 37 °C and 5%, respectively [16,18]. These values are the same as in a standard cell 
culture incubator. Furthermore, we use temperature probes (thermocouples) positioned as close to 
the fluid chamber as possible, in order to confirm that the ultrasound is not causing any temperature 
elevation above 37 °C. If so, the set-point temperature of the environmental chamber needs to be 
lowered with the same amount as the ultrasound-induced temperature increase. For estimating the 
risk of having cavitation, the pressure amplitude in the wells can be calibrated by the use of the 
particle tracking method described in Section 2.3. In a recent paper by Ohlin et al. [17], the highest 
measured pressure amplitude in the ring-transducer microplate was 0.7 MPa. This was measured for 
an actuation voltage approx. one order of magnitude higher than used during normal operation of the 
device with cells [16,18]. This means that cavitation is in practice impossible during normal 
operation of our device. 

3.2. Measuring Cell Viability and Function with Optical Microscopy 

Although we can control heating and avoid cavitation, it is still important to measure the cell 
viability and cell functions when the cells are exposed to ultrasound for prolonged times. Our first 
study was performed by Hultström et al. [34], who measured the viability and proliferation rate of 
adherent monkey kidney cells (COS-7) at different ultrasound exposure times. Here, the viability 
was monitored during the ultrasound exposure by the viability probe calcein-AM, and the 
proliferation rate was quantified by measuring the cell doubling time after ultrasound exposure. We 
concluded that exposure times up to 75 min at 0.85 MPa pressure amplitude and 3 MHz frequency 
did not alter viability or change the expected cell doubling time (24–48 h). Instead, the control cells 
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not exposed to ultrasound showed lower doubling times, potentially because they were not first 
aggregated as for the ultrasound-exposed cells. Thus, it is reasonable to believe that the cell-cell 
contact induced by the ultrasound could be beneficial for cell proliferation of adherent cells. In a 
follow-up study, Vanherberghen et al. [16] used the multi-well microplate for studying the viability 
and proliferation of immune cells (a calcein-AM-labeled B cell line). Here, we concluded that the 
ultrasound (similar amplitudes and frequencies as in the previous study) did not cause any noticeable 
effect on B cells exposed to ultrasound continuously for up to three days (see Figure 8). 

Figure 8. B cells growing in the multi-well microplate driven with the wedge transducer 
continuously at 10 Vpp, 2.5 MHz (frequency modulation) for 60 h. The figure is based on 
results presented in Ref. [16]. 

 

Besides viability and proliferation, it is important that the cell functions are intact when the cells 
are exposed to ultrasound. Several studies have been performed where different cell types and cell 
functions have been investigated after short-term ultrasound (seconds to minutes). For example, 
Augustsson et al. [39] and Burguillos et al. [40] used the XTT assay for measuring the mitochondrial 
dehydrogenase activity present in cells from prostate cancer cells and BV2 microglial cells, 
respectively. In another study, Bazou et al. [41] performed different biochemical assays on HEP-G2 
liver cell aggregates (e.g., detection of hypoxia, cytokeratin-18, glucose and lactate). In the following 
section (Section 4), we investigate the functions of natural killer (NK) cells interacting with different 
target cells during long-term ultrasound exposure. Besides viability and proliferation, we have 
studied the ability to form immune synapses and the ability of NK cells to selectively kill different 
target cells. 

4. Natural Killer (NK) Cell—Cancer Cell Interaction Studies 

NK cells are lymphocytes of the immune system and they serve the role of cytotoxic effector cells 
against virus-infected or cancerous cells as well as cytokine producers for triggering other immune 
responses. NK cells are characterized by the capability of direct killing of aberrant cells through 
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release of cytotoxic granular content (e.g., perforin and granzymes) at the tight intercellular contact 
(called “immune synapse” or sometimes “immunological synapse”) formed between the NK cell and 
target cell [42]. The immune synapse was initially described as the junction between T helper 
lymphocytes and antigen presenting cells (APC) where T cell receptors (TCRs) are interacting with 
major histocompatibility complex (MHC) molecules on APC carrying foreign or malignant  
peptides [43,44]. Some viruses have developed mechanisms to suppress the expression of MHC 
proteins at the cell surface, effectively hiding any virus-associated antigenic peptides and therefore 
avoiding recognition by T cells. However, NK cells express a range of activating and inhibitory 
cell-surface receptors that are used to probe the “health” status of potential target cells. Reduced levels 
of MHC in combination with activating signals can trigger delivery of granules to the immune synapse 
followed by granule content release that will initiate a signaling cascade inside the target cells, which 
eventually leads to apoptosis. In an immune synapse dominated by inhibitory signals NK cells will 
eventually detach leaving the target cell unharmed [45]. The outcome of the immune synapse depends 
on a balance between activating and inhibitory signals mediated by receptor-ligand interactions at the 
NK-target interface. The two different outcomes described here, inhibition and activation, are 
schematically illustrated in Figure 9a,b, respectively. 

Figure 9. Schematic illustration of an inhibitory (a) and an activating (b) interaction 
between a natural killer (NK) cell and a target cell. The three different steps (marked with 
arrows) are (I): Initiation of cell-cell contact, (II): Development of an inhibitory (green) 
or activating (red) immune synapse, and (III): Detachment (a) or killing (b) of the target 
cell. The ultrasound is used for synchronizing step I in all wells simultaneously (i.e., 
synchronizing tcontact) and for retaining the cell-cell interaction from step I to step III. 

 

Conventional methods of investigating NK cell properties and functions (such as 51Cr release 
cytotoxicity assay) are based on bulk averages that hide information related to characteristics of 
individual NK cells. High NK heterogeneity has been shown by experiments performed on  
human [46,47] and mouse [48] NK cells indicating the need of more efficient, high throughput and 
well controlled techniques for single cell analysis. With the multi-well microplate device presented 
in the previous sections, we can induce synchronized NK-target cell interactions in parallel. Our 



128 
 
method allows imaging of isolated events within the individual wells. Thus, we are able to observe 
and record up to one hundred individual interactions between NK cells and target cells and the 
resulting NK responses within a specific time frame depending on the experiment [18]. Furthermore, 
current high-resolution imaging techniques are limited by the tendency of cells to migrate or drift 
away from the imaging area (field of view). We have shown that besides inducing cell-cell contact 
and thus initiation of the interaction, we can also maintain the cell conjugates within a 
well-controlled area in each well allowing high resolution confocal imaging [18]. 

As mentioned in Section 3, we are able to maintain appropriate cell environmental conditions 
during the entire experiments performed in the microplate-microscope setup. In addition, we have 
quantified the trapping performance of the device for two cell types with different adherent 
properties. The human embryonic kidney cell line 293T with adherent properties were poorly 
trapped compared to the suspension B cell line 721.221. This strongly indicates that acoustic  
forces applied on the cells are balanced to natural biological forces such as cell adherence to  
a glass substrate. 

4.1. High-Resolution Imaging of the Inhibitory Immune Synapse 

In our recent study [18] a human NK cell line (YTS) transfected to express the inhibitory NK cell 
receptor KIR2DL was imaged while interacting with a human B cell line 721.221, deficient in 
endogenous surface expression of MHC class I proteins and transfected to express MHC/HLA-Cw6 
(cognate ligand to KIR2DL1) coupled to green fluorescent protein (GFP). Accumulation of GFP 
(green color) in the immune synapses indicates the interaction between MHC proteins on the target 
cells with KIR2DL1 receptors on the NK cell. Figure 10 (unpublished data) presents a time-lapse 
interaction between a single YTS-KIR2DL1 cell (unlabeled) with five target cells 
(721.221/Cw6-GFP) forming four to five synapses. The upper panel (Figure 10a) indicates the 
morphology of the cells (bright field images) during the NK-target cell interaction (white arrows 
point out target cells). Figure 10b presents the accumulation of MHC/HLACw6-GFP proteins in the 
immune synapses at different time points (white arrows). Interestingly, we observed separation of 
the GFP protein accumulations on the immune synapses of two target cells, caused by the NK cell 
division into two daughter cells. The divided immune synapses where shown to be preserved 
between the two target cells and each NK daughter cell (Figure 10, t = 100 min, black arrows). The 
lower panel (Figure 10c) shows in false-color coding the green fluorescence from 
MHC/HLACw6-GFP clustering at the immune synapse. The divided synapses at t = 100 min are 
again highlighted with black arrows. Enhanced fluorescence is observed in other target cell sites 
besides the immune synapse. This can be explained by the heterogeneous GFP expression on target 
cells as well as by the different focal positions of target cells during imaging. The results in Figure 10 
show that normal cellular functions such as immune synapse formation and mitosis are retained 
during the ultrasound exposure. These findings are in agreement with the conclusions drawn in  
Ref. [18]. 
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Figure 10. Time-lapse recordings of the inhibitory interaction between a single NK cell 
(YTS KIR2DL cell line) and five target cells (721.221/Cw6-GFP). (a) Bright field image 
of the interaction indicating the morphology of the cells. White arrows point out the 
target cells. At t = 100 min the NK cell has divided into two NK cells; (b) Merged 
images of bright field and green channel indicating the accumulation of GFP protein 
(white arrows) in the interface between each target cell and the NK cell (the immune 
synapse). At t = 100 min, two of the synapses (of two target cells) are shown to have 
divided (black arrows) at the site of the NK cell division (GFP gap); (c) False-color 
coding of the green fluorescence clustering at the immune synapse. Again the divided 
synapses are highlighted with black arrows. 

 

4.2. Studying the Killing Dynamics of Individual Natural Killer (NK) Cells 

In the study by Christakou et al. [18], we characterized NK cells as cytotoxic effector cells by 
quantifying cytotoxic behaviors of individual NK cells against target cells. We performed several 
experiments in the multi-well microdevice using IL-2 activated polyclonal primary human NK cells 
isolated from lymphocyte enriched buffy coat residues derived from healthy donors. As target cells 
we used the 721.221 B cell line. We observed a significant heterogeneity in the natural killer cell 
population in their ability to induce cytotoxicity within a four hour assay of continuous contact with 
at least one target cell [18]. Analysis of four experiments (from two different donors) revealed that 
64% of the NK cell population was able to kill at least one target cell, where the rest 36% remained 
non-cytotoxic during the entire experiment although in continues contact with one or more target 



130 
 
cells. Interestingly, a small fraction of the NK cells showed a high killing performance eliminating 
all their surrounding target cells during the assay. 

Figure 11. Time-lapse recordings of three parallel events among the 100 wells of the 
ultrasonic microplate in a 5 h cytotoxic assay. NK cells are shown in orange (orange 
calcein-AM), living target cells are shown in green (green calcein-AM) and dead target 
cells in red (far-red DDAO-SE). (a) Continuous interaction of a non-active NK cell 
(non-killer) with four to five targets (target cell division at t = 132 min) during the entire 
assay does not result to any NK cell mediated death; (b) Normal killer induces killing at 
t = 19 and 57 min, but remains inactive (although in contact with living target) for the 
remaining experiment; (c) Serial killer eliminating all four target cells within 75 min. 

 

Time-lapse images of the three different NK cell killer types characterized by their cytotoxic 
abilities in a 5-h killing assay are exemplified in Figure 11. This is an equivalent experiment as 
reported in Ref. [18], but with one extra hour assay time. Here, NK cells were stained with orange 
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calcein-AM while target cells were stained in a solution of green calcein-AM and Far red DDAO-SE. 
The property of calcein-AM to rapidly leak out when the cell membrane is raptured combined with 
increased DDAO intensity allows identification of cell death [7]. At t = 0 min, ultrasound was turned 
off and cells (NKs and targets) are distributed in different positions in the wells. At t = 6 min 
ultrasound was turned on inducing NK-target cell contact. An inactive NK cell is presented in  
Figure 11a. Although it is in contact with several targets, it remained unable to induce death during 
the entire assay (at t = 295 min, green calcein-AM is still present in all target cells). A normal killer is 
presented in Figure 11b. The NK cell showed increased activity during the first hour (t = 57 min) of 
the assay killing two out of four target cells, but stayed inactive for the remaining 4 h (expected 
bleaching of the calcein-AM after long assays should not be confused with cell death). A serial killer, 
presented in Figure 11, eliminates all surrounding targets within only 75 min. 

The property of some NK cells to rapidly kill targets cells is presented more detailed in Figure 12, 
where wells with individual NK cells and three or more target cells where analyzed and killing 
events, as well as the times of the killing events (tdeath – tcontact, see Figure 9) where scored. Different 
colors indicate the number of kills induced by NK cells. Results indicate that NK cells, killing up to 
three target cells, show slower cytotoxic capability, killing every one to three hours, where some 
particular cells kill every 30 to 60 min eliminating most or all of their surrounding targets. 

Figure 12. Timing of the killing events where the bars represent time from cluster 
formation until target cell death (mean and standard deviation for 1–3 kills). The 
different colors of the bars represent the order of the NK mediated target cell death 
within a cluster with red representing the first kills, blue the second, green the third, 
magenta the fourth, cyan the fifth, and yellow the sixth, respectively. The figure is 
reproduced from Ref. [18] with permission from RSC. 

 

5. Conclusions 

In this review, we have shown that ultrasound is a powerful and gentle tool for individual cell 
handling in a multi-well microplate. The described platform has been specifically designed for 
controlling cell-cell interactions, which are studied by high-resolution confocal and/or fluorescence 
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microscopy. By distributing a few (typically 1–10) cells per well in a 100-well microplate, individual 
interactions can be monitored in real time and in parallel over time periods lasting for up to several 
days. The simple seeding method based on gravitational settlement allows for studying different 
constellations of interactions. For example, individual natural killer (NK) cells have been studied 
when interacting simultaneously with different numbers of target cells. This made it possible to 
study the heterogeneity in cytotoxicity of NK cells, but also their ability to form one or several 
immune synapses simultaneously. Another strength of the platform is that ultrasound can be used not 
only for retaining an interaction and accurate positioning of the cell aggregate, but also for 
synchronizing the starting time of the cell–cell contacts in all 100 wells simultaneously. This made it 
possible to measure the time from the start of interaction to target cell death in a systematic and 
controlled way. 

Of high importance is to evaluate any possible impact of the ultrasound exposure on the cell 
viability, proliferation rate and function. We have performed extensive measurements of these 
parameters over the last seven years. We have used different cell types, including animal cells and 
human cells, adherent cells and non-adherent cells, different cell lines and primary cells. The general 
conclusion made so far is that if ultrasound is driven in a controlled and well-calibrated manner 
(which primarily includes controlling the temperature and pressure amplitude at the employed 
actuation voltage and frequency), cells of various kinds can be continuously exposed to ultrasound 
for hours and even days without any noticeable effect on the studied parameters. Thus, we believe 
that our described platform may be of wide and general interest for any type of dynamic cell or 
cell–cell interaction study where a large number of cells need to be investigated in parallel and at the 
individual-cell level over extended periods in time. 
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A Single-Cell Study of a Highly Effective Hog1 Inhibitor for  
in Situ Yeast Cell Manipulation 

Charlotte Hamngren Blomqvist, Peter Dinér, Morten Grøtli, Mattias Goksör  
and Caroline B. Adiels 

Abstract: We present a single cell study of a highly effective Hog1 inhibitor. For this application, 
we used sequential treatment of a Saccharomyces cerevisiae cell array, with the Hog1 inhibitor and 
osmotic stress. For this purpose, a four-inlet microfluidic chamber with controlled introduction of 
two different cell strains within the same experimental setting and a subsequent rapid switching 
between treatments was designed. Multiple cell strains within the same experiment is a unique 
feature which is necessary for determining the expected absent cellular response. The nuclear 
translocation of the cytosolic MAPK, Hog1, was monitored by fluorescence imaging of Hog1-GFP 
on a single-cell level. An optical tweezers setup was used for controlled cell capture and array 
formation. Nuclear Hog1-GFP localization was impaired for treated cells, providing evidence of a 
congenial microfluidic setup, where the control cells within the experiments validated its 
appropriateness. The chamber enables multiple treatments with incubation times in the order of 
seconds and the possibility to remove either of the treatments during measurement. This flexibility 
and the possibility to use internal control cells ensures it a valuable scientific tool for unraveling the 
HOG pathway, similar signal transduction pathways and other biological mechanisms where 
temporal resolution and real time imaging is a prerequisite. 

Reprinted from Micromachines. Cite as: Blomqvist, C.H.; Dinér, P.; Grøtli, M.; Goksör, M.;  
Adiels, C.B. A Single-Cell Study of a Highly Effective Hog1 Inhibitor for in Situ Yeast Cell 
Manipulation. Micromachines 2014, 5, 81-96. 

1. Introduction 

The emerging interest for single-cell analytical data calls for novel data acquiring methods. 
Microfluidics can effectively be used in studies of signal transduction pathways by the fast and 
reproducible introduction of different perturbations on the studied system. Single-cell analysis of 
yeast was first reported in the early 50’s [1], and includes several different single-cell assays [2]. 
The spatial and temporal resolutions of such analyses are widely exceeding that of traditional cell 
culture methodologies [3]. In addition, single-cell analysis provides information on cell-to-cell 
variability that will be obscured in averaged results from population analyses [4]. This heterogeneity 
in cell response can be attributed to intrinsic and extrinsic noise [5], e.g., in which phase the 
individual cells are in their cell cycle. Single-cell analyses have been improved further by the use 
of microfluidics. The microfluidic chambers are cheap to produce, customizable and compatible 
with different spectrometric methods and, in addition, they also enable the possibility of 
accomplishing fast and accurate concentration changes of, e.g., nutrients and different substances 
that affect the biological event studied. In order to control not only the microenvironment around 
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the cells in the microfluidic chamber, but also the cell positions, optical tweezers (OT) are used [6]. 
This enables selective cell manipulation in a non-intrusive way [7]. 

The study of biological signaling pathways is complicated, and Saccharomyces cerevisiae  
(S. cerevisiae), also known as budding yeast due to its reproduction mechanism, is a frequently 
used eukaryote model organism [8–10] for studying biological mechanisms that could have future 
impact on human disease prevention [11]. The High Osmolarity Glycerol (HOG) Mitogen 
Activated Protein Kinase (MAPK) pathway of S. cerevisiae, a functional homolog of the stress 
activated MAPK signaling pathway Jun N-terminal kinase (JNK) and the MAPK p38 pathways of 
mammals [12], is involved in the cellular adaptation to hyperosmotic stress. Because of the high 
degree of conservation of the MAPK kinase cascades, the yeast HOG pathway is a good model for 
studying osmotic adaptation processes. The HOG pathway responds to changes in external 
osmolarity by activating the MAPK Hog1, triggering the cellular response that includes both 
transcriptional upregulation of approximately six hundred osmoresponsive genes [13–15], and 
events extending beyond gene transcription. The closure of the glycerol export channels in the 
plasma membrane [16] and rerouting of the metabolite utilization in glycolysis [17] will contribute 
to an increased cellular glycerol content and cell adaptation to the new environment. Three 
transmembrane proteins, Sln1, Msb2 and Hkr1 sense the increased external osmolarity [18,19]. The 
activation signal is transduced via two branches (the Sln1 and Sho1 branch respectively) that merge 
by the phosphorylation of the MAPK kinase (MAPKK) Pbs2. Pbs2 subsequently phosphorylates 
and activates the MAPK Hog1, which rapidly translocates from the cytoplasm into the nucleus [20] 
via the nuclear envelope transport protein, Nmd5p [21]. A simplified schematic of the HOG 
signaling pathway can be seen in Figure 1. The phosphorylation of Hog1 is required for its nuclear 
envelope translocation [21]. The influence of the used Hog1 inhibitor on the translocation of Hog1 
has been described by Dinér et al. [22]. Migration studies upon Hog1 pathway activation, where 
the intensity ratio of nucleic to cytosolic Hog1-GFP is plotted, would reveal if the effects of Hog1 
inhibition (i.e., a prolonged phosphorylation and hence nuclear localization of Hog1) were mirrored 
in the protein’s location. 

In this article, we report on a single-cell evaluation of the highly effective Hog1 inhibitor  
4-(1-benzyl-4-phenyl-1H-1,2,3-triazol-5-yl)-N-isopropylpyridin-2-amine [22] for the HOG 
pathway. A four-inlet microfluidic chamber, enabling rapid switching between different treatments, 
was utilized for analyzing the stress-induced translocation process of Hog1 as a function of time. 
Cell responses due to osmotic stress after and during exposure with a Hog1-specific inhibitor was 
studied using two distinguishable cell strains within the same chamber. Sequential Hog1 inhibitor 
and osmotic stress treatment of an S. cerevisiae cell array were performed, with temporal resolution 
and an experimental precision down to a few seconds. This temporal precision was essential in 
order to determine the most efficient incubation time for Hog1 inhibition and to have comparable 
measurements with a minimized temporal variation of incubation times between the different 
single-cell experiments. 
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Figure 1. A simplified scheme of the HOG signaling pathway. The HOG pathway 
responds to changes in external osmolarity. The activation signal is transduced via the 
Sln1 and Sho1 branch respectively, that merge by the phosphorylation of the MAPKK 
Pbs2. Pbs2 subsequently phosphorylates and activates the MAPK Hog1, which rapidly 
translocates from the cytoplasm into the nucleus. The inhibitor acts on Hog1 and will 
inhibit its downstream kinase activity. 

 

Our setup enables actively choosing single cells from two different cell strains and following the 
responses of individual cells over time. This possibility makes the setup advantageous for 
unraveling the mechanisms of the HOG and similar dynamic signal transduction pathways. Any 
heterogeneous response of the single cells is revealed by using the intensity ratio of fluorescently 
tagged proteins within the cell as a tool for tracing protein movement. For the possible event of 
complete inhibition, a method to ensure that cells were responding to the inflowing chemical as 
intended had to be established. The solution was to introduce a second cell strain using the 
additional inlet of the four-inlet chamber. These control cells were imaged alongside the cells of 
interest when the Hog1 inhibitor was used. This increase in versatility and the use of in situ control 
cells ensures our chamber a valuable tool for providing insight into biological problems, e.g., the 
complexity of the signaling pathways of S. cerevisiae. 

A key improvement over our previously described three-inlet chamber [7], is that the four-inlet 
microfluidic chamber allows for rapid switching between two treatments, which leads to a great 
gain in temporal resolution. 

2. Experimental Section 

The cells were captured and positioned using OT (400 mW Ytterbium fibre laser LP, 1070 nm,  
IPG Laser) and were sequentially treated with a selective Hog1 kinase inhibitor [22] and sorbitol. 
These single-cell experiments are the first using this particular Hog1 inhibitor. Responses were 
monitored on a single-cell level by time-lapse fluorescence microscopy, monitoring the nuclear 
migration of the reporter protein Hog1-GFP, initiated by osmotic stress. The flow of Hog1 inhibitor 
was introduced to the cells via one of the four inlets. Two other inlets carried the two cell strains 
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respectively, and the final one introduced the flow of sorbitol (for increased osmotic pressure upon 
the cells). The microscope was a Leica DMI6000B with control box CTR 6500 (Leica 
Microsystems, Wetzlar, Germany). The GFP filter cube was a 472/30 nm exciter, 520/35 nm 
emitter and 495LP dichroic mirror (Semrock IDEX Corporation, Rochester, NY, USA). The 
mCherry filter cube was a 560/40 nm exciter, 630/75 nm emitter and 585LP dichroic mirror 
(Chroma, Bellows Falls, VT, USA). A 100× HCX plan fluotar oil immersion objective (Leica 
Microsystems, Wetzlar, Germany) with a numerical aperture of 1.30 was used. 

2.1. Strains and Cell Culture 

Two different yeast strains in BY4741 background were used; the HOG1-GFP-HIS3  
NRD1-mCherry-hphNT1 strain, for monitoring Hog1 migration, and the MSN2-GFP-HIS3  
NRD1-mCherry-hphNT1 strain as control cells. Both strains were grown in Yeast Nitrogen Base 
(YNB, 6.7 g/L) with Complete Supplement Mixture (CSM, 1.54 g/L) and 2% Glucose (pH = 6), at  
30 C on a shaker (220 rpm). The two cell strains were collected at OD600 = 0.5–1.0. The  
Hog1-GFP cells were then concentrated to twice the initial concentration by centrifugation at a 
relative centrifugal force of 2400× g for 30 s, followed by removal of the supernatant and addition of 
fresh growth medium. The cell density of the Hog1-GFP cells were 3 to 4 times the cell density of 
the Msn2-GFP cells. 

2.2. Inhibitor 

The selective Hog1 inhibitor 4-(1-benzyl-4-phenyl-1H-1,2,3-triazol-5-yl)-N-isopropylpyridin-2-
amine [22] (M = 478.67 g/mol) (see Figure S1 for chemical structure) was dissolved in dimethyl 
sulfoxide (DMSO) to a suitable stock solution. Final concentrations range between 10 nM and  
25 M and control experiments contained the corresponding maximum volume of DMSO. The 
approximated diffusion coefficient was determined to 260 m2/s (measured at 22 C). 

2.3. Microfluidic Fabrication and Setup 

The manufacturing protocol for the microfluidic chamber and the experimental procedure has 
previously been reported [7,23,24]. The disposable microfluidic chambers were made from 
polydimethylsiloxane (PDMS) using soft lithography and sealed off with a cover glass. A reusable 
master relief pattern of 27 m height was formed on a silicon wafer and PDMS was poured onto it 
using a formwork holding pins to form the four inlet holes and the outlet of the microfluidic 
chamber. After polymerization, the PDMS structure and a glass slide were treated with air plasma 
and thereafter immediately placed in physical contact with each other, spontaneously forming a 
strong irreversible seal [25]. Figure 2 shows a schematic image of the four-inlet microfluidic 
chamber and workflow setup, and a colored overlay where both the cells of interest and the control 
cells are shown. 
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Figure 2. Schematic image of the setup in relation to the workflow. (A) The syringes 
filled with cells and substances are placed in a syringe pump. Cells are trapped by OT 
and positioned in an array within the microfluidic chamber. The cells and their reporter 
proteins are imaged in transmission light and fluorescent light while the pump flow 
rates are automatically controlled and altered; (B) a colored overlay of the bright field, 
GFP and mCherry images. Cells were actively placed in an array using the OT. In the 
four first columns, cells are expressing Hog1-GFP and in the rightmost column, control 
cells are instead expressing Msn2-GFP. The two cell types are visually distinguishable 
by the different GFP expression. Both cell types express the nucleic protein Nrd1-
mCherry. The scale bar is 10 m. 

 

The inner lining of the chamber was initially saturated with the lectin concanavalin A, which 
promotes cell adhesion between the cell wall sugar residues and the surfaces [26]. Then, four  
250 L Hamilton glass syringes (Hamilton Company, Reno, NV, USA) containing the specific 
cells and different media respectively, were attached to the microfluidic chamber via 
polytetrafluoroethylene tubing [24]. 

2.4. Forming a Two-Type Cell Array Using Optical Tweezers 

Using the 1070 nm OT (infrared light), single cells were individually chosen; captured and 
automatically moved from the inlet flow to the cell array site, see Figure 3. Cells are trapped in the 
focus of the optical trap, 6 m from the bottom surface. The microscope stage is then automatically 
elevated 13 m in order for the bottom surface of the chamber to come in close contact with the 
cell surface. This assures both small and large yeast cells adhering to the concanavalin A treated 
glass surface. If the cell is large, the cell is slightly moved out from the focus of the OT even more 
than a smaller cell, but the forces acting upon it by the microscope stage is neither more or less for 
differently sized cells. By automating this action for repetition, an array of cells was formed on the 
chamber floor. The trapping laser exposes each cell to the infrared light only for a few seconds. 
Experiments confirming that yeast cell viability stays unaffected by this short exposure to the  
1070 nm OT have been performed for short time exposure (t  10 s) [7]. 
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Figure 3. Shows the channel junction and the cell array site. The inlets are for a: Cells 
of interest (Hog1-GFP cells), b: Control cells (Msn2-GFP cells), c: Chemical agent one 
(Hog1-inhibitor), d: Chemical agent one and agent two (sorbitol). The coordinate 
system (x, y, z) of the microfluidic chamber has its origin at the junction between the 
two middle inlet channels (marked with +). The array is placed with the upper most left 
cell at (150, 14, 0). Cells are not drawn to scale. 

 

The cell array consisted of a 5-by-5 matrix for the Hog1-GFP single or budding cells and an 
extra column for the Msn2-GFP control cells, see Figure 2B. Depending on the number of currently 
budding cells, the cell count in each experiment differs. First, approximately five Msn2-GFP cells 
were captured in the control cell channel (b) in Figure 3, and positioned in the cell array using the 
OT. Finally, approximately 25 Hog1-GFP cells were positioned in the same array. Figure 2B shows 
the cell array after 20 min of inhibitor treatment but just before sorbitol treatment (t = 30 s). The 
cells in the rightmost column are the Msn2-GFP control cells. During imaging, most cells move 
slightly (hence, the need for a cell tracing software) and occasionally, some cells might even be lost 
depending on differences in adhesion strength due to presence and/or size of any buds. 

2.5. The Use of Control Cells within the Cell Array 

An issue that had to be resolved when investigating inhibitory events was the fact that a 
complete inhibition followed by stress treatment will cause the exact same response as a situation 
where the cells are not exposed to any stress. In order to identify that the array is indeed treated 
with sorbitol, a column of control cells expressing Msn2-GFP can in our setup be added to the cell 
array when a complete Hog1 nuclear localization is anticipated. Msn2 is a transcription factor that 
regulates the yeast general stress responses and is regulated by several pathways [27–29]. Msn2 
activation is thus induced by several different stresses of which one is high osmolarity. Msn2 
translocates from the cytosol to the nucleus upon activation, just like Hog1, where it together with 
its related transcription factor, Msn4, regulates the expression of ~200 genes [27,30]. Hence, if 
Hog1 in inhibitor treated cells do not migrate following stress treatment; an Msn2 migration in the 
control cells ensures that the cells are de facto exposed to the stress agent. Hence, the usage of 
control cells for signal detection is a unique and useful approach. In this set of experiments their 
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response is only analyzed qualitatively, due to the high complexity of the Msn2 signaling  
pathway [31]. 

2.6. Flow Simulations, Flow Setup and Array Location 

Changing the flow velocities in the inlet channels creates the change in the media flow around 
the immobilized cells, which is necessary to trigger intracellular protein migration. In this way, the 
microenvironment could rapidly be changed from neutral media to a media containing Hog1 
inhibitor (for inhibition of Hog1), or sorbitol (for inducing osmotic stress) or a mixture thereof. A 
sorbitol concentration of 500 mM was used for exposing the cells to osmotic shock. This, quite 
low, sorbitol concentration was chosen since a higher sorbitol concentration could complicate 
image analysis due to large changes in cell volume. The automation software OpenLab (PerkinElmer, 
Waltham, MA, USA) enabled a completely automated setup and maximized the control of the 
experimental process. OpenLab was used for controlling the mechanical syringe pumps (CMA 
Microdialysis, Kista, Sweden), the microscope and the EM-CCD camera (C9100-12, Hamamatsu 
Photonics, Shizuoka, Japan). 

The position of the cell array was chosen after performing flow simulations using COMSOL 
Multiphysics; Chemical Engineering module with application modes “Incompressible Navier-Stokes” 
and “Convection-Diffusion”. The simulations were also used for determining the concentration 
distributions of the sorbitol and the inhibitor respectively, as well as the velocity field within the 
device. Computer simulations of the flow profiles and concentration gradients were essential for 
deciding the location of the cell array. The concentration gradients depend on the flow rates as well 
as on the diffusion coefficients of sorbitol and the inhibitor respectively. The main advantages with 
using sorbitol over the commonly used stress agent NaCl (mean diffusion coefficient 1600 m2/s [32]) 
is that sorbitol will provide narrower concentration gradients due to the lower diffusion coefficient 
and hence lower flow speeds can be used. This is beneficial, since higher flow speeds are more 
likely to flush the adhered cells away. Another advantage with using sorbitol over NaCl is that it is 
not taken up by the cells [33], and does therefore not contribute to the quenching of the GFP signal. 

The cell array was positioned to be exposed to a specific concentration from only one inlet 
channel at a time (e.g., culture medium, inhibitor solution or the sorbitol-inhibitor mixture). 
Simulations of three different flow configurations of sorbitol and Hog1 inhibitor were performed 
for the four-inlet microfluidic chamber, respectively (Figure 4): 

I. The configuration used when trapping cells with the OT and placing them in an array 
required flow rates of 80 nL/min in the inlet channels containing cells and control cells 
respectively, and 40 nL/min in the inlet channels containing inhibitor and stress. 

II. The configuration for inhibitor incubation required flow rates of 40 nL/min in the cell, 
control cell and stress channel respectively and 400 nL/min in the inhibitor channel. 

III. The configuration for stress treatment required flow rates of 40 nL/min in all inlet channels 
except the stress channel, which required 800 nL/min. 

In order to have strictly laminar and stable flows at all time points, the flow in any inlet channel 
was kept to a minimum of 40 nL/min. According to simulations, the flow velocities at the site of 
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the cell array (5 m above the adhesion surface) are approximately 0.8 mm/s during inhibitor 
treatment and 1 mm/s during stress treatment. Gustavsson et al. [34] confirmed that sustained 
glycolytic oscillations in yeast cells stayed unaffected by this 0.2 mm/s increase in flow velocity at 
the cell site. Our measurements confirm that neither the Hog1 response is affected, see Figure 5. A 
complete detachment of the cell array will occur if increasing the flow rate ten times (8000 nL/min 
in the stress channel). 

Figure 4. Simulation data on concentrations and flow velocities in the microfluidic 
chamber are shown. The arrow lengths are proportional to the flow velocities given at 
half of the channel height (a distance of 13.5 m from the bottom surface). The 
concentration distribution is given at a distance of 0.1 m from the bottom surface. The 
green area represents the position of the yeast cells and the pump rates are shown in 
nL/min for each inlet channel. The coloring represents the sorbitol flow from 0 to 500 
mM (upper row) and the Hog1 inhibitor flow from 0 to 10 M (lower row) 
respectively. The first configuration (column I) is used for positioning the cell array 
using OT, the second configuration (column II) is used for inhibitor incubation and the 
third configuration (column III) is used for sorbitol treatment and imaging. 
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Figure 5. Single-cell response curves for dose-response and inhibition time 
dependence, respectively. Data were acquired from t = 30 s to t = 2700 s and the 
sorbitol-inhibitor mixture (500 mM sorbitol) was introduced into the microfluidic 
chamber at t = 0 s. (Upper row) Dose-response comparison between (from the left): 
sorbitol stress only, two different inhibitor concentrations, and the inhibitor only, 
respectively. The presented data clearly show inhibitor uptake by the cells during  
20 min flow inhibitor exposure. For the experiment with only inhibitor (no sorbitol), 
the concentration was set to 25 M. The figure shows that even a treatment with as low 
as 5 M Hog1 inhibitor solution induces a partial inhibitory response in the cells. The 
number of cells in the each plot was from left to right: 86, 52, 51 and 96. (Lower row) 
Time response comparison of Hog1-GFP nuclear localization due to increased Hog1 
inhibitor incubation times from 0 to 20 min. Immediately adding the sorbitol-inhibitor 
mixture (500 mM sorbitol) without prior inhibitor incubation, did barely affect the 
Hog1-GFP nuclear localization, but already after 5 min of inhibitor treatment, a slight 
decrease of the Hog1-GFP nuclear localization can be seen. The most dramatic 
decrease in Hog1-GFP nuclear localization could be seen after 10 min of inhibitor 
treatment compared to the sorbitol only treated cells and the results from the 20 min 
incubation time experiments. The number of cells differs depending on the number of 
budding cells in each experiment, the number of repetitions of the measurements, and 
was from left to right: 86, 30, 36, 43, 51 and 96. 

 

One of the main advantages with the setup is that this single-cell analysis method has a temporal 
resolution superior to traditional techniques. Additional fluorescein measurements revealed that 
within only four seconds after pump speed change, the whole cell array is covered with the new 
intended microenvironment. These measurements also showed that there is no gradient present in 
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the near proximity of the site of the cell array before or after the microenvironment change, 
confirming the selection of the experimental area as adequate. 

2.7. Hog1 Inhibitor Incubation 

The Hog1 inhibitor incubation times were varied between 0 and 20 min. The time-lapse imaging 
started after the inhibitor incubation, at t = 30 s and a sorbitol-inhibitor mixture was introduced at  
t = 0 s. Using a sorbitol-inhibitor mixture instead of pure sorbitol induces osmotic pressure without 
removing the inhibitory signal. The inhibitor incubation time could be controlled down to a few 
seconds, as opposed to the previously developed three-inlet microfluidic chamber [7], where the 
cells had to be pre-treated with the Hog1 inhibitor prior to being introduced to the microfluidic 
chamber. The temporal control of the inhibitor pre-treatment in this previous chamber was very 
poor and the mean pre-incubation time was 29 ± 13 min (see Supplementary Information, Section 
S2, Figures S2–S4). In this approach, incubations times ranging from 0 to 20 min were investigated. 

2.8. Imaging and Analysis 

Exposures were taken every 30 s for 5 min; every minute for 10 min, every other minute for yet 
another 10 min and every tenth minute for 20 min. In order to capture the Hog1 dynamics while 
minimizing the bleaching of the fluorophores, the exposures were less frequent as the measurement 
progressed. The acquiring of the images was performed using the highest level of the attenuator of  
the EL6000 mercury metal halide bulb, in order for the fluorescent intensity results to be comparable 
with earlier published single-cell measurements [7]. In order to reduce the photo-bleaching rate, the 
intensity of the excitation light was kept to a minimum throughout the time-lapse imaging. 
However, when Hog1-GFP is concentrated to the nucleus, the total bleaching is likely to be faster 
than when the reporter protein is distributed in the cytosol [35]. The control cells are clearly 
distinguishable from the Hog1-GFP cells during analysis, by their location and GFP intensity. 

For each time point during the time-lapse imaging, an axial stack of seven optical sections with  
an internal distance of 0.8 m was acquired for bright field, GFP and mCherry respectively [24]. 
Every image sequence contained 21 photos (3 × 7 photos) per time point, and the maximum 
imaging frequency was two image sequences per minute. In total, 609 images were analyzed for 
each experiment. The fluorescence images show the Hog1-GFP/Msn2-GFP and Nrd1-mCherry  
(a fluorescently marked protein restricted to the nucleus) intensities in every time point. In order to 
interpret the migration of Hog1-GFP, the exact locations of the cell wall and the nuclear membrane 
had to be known. This information was retrieved from the outline of the cell contours from a bright 
field image and the contours of the Nrd1-mCherry intensity, respectively. 

The GFP fluorescence intensity was used as a measure of the number of Hog1 proteins in a 
subcellular location. The images were analyzed using CellStress, an open source image-analysis 
software for single-cell analysis developed by Smedh et al. [36], and Cellstat. The software 
automatically identifies optical section where the nucleus is in focus (focal plane), for each 
individual cell. The mean GFP fluorescence intensity of the cytosol for this particular section is 
automatically calculated.  CellStress uses both the GFP fluorescence images and the bright field 
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images for calculating the ratio (R) between the intensity of the cytosol of the cell focal plane and 
the nuclear subsection of the cocal plane. The fraction R is therefore used as an indicator of protein 
migration. 

Mean intensity in the nuclear area [Hog1in cuclear area]
Mean intensity in the cytosol area [Hog1in cytosol area]

R  (1)

3. Results and Discussion 

Yeast cells were captured using OT and were sequentially treated with a selective Hog1 kinase 
inhibitor and sorbitol. As a result, Hog1-GFP nuclear migration upon sorbitol treatment was 
impaired post inhibitor exposure. Cellular responses were monitored on a single-cell level by 
fluorescence microscopy. The results were supported by the use of control cells providing evidence 
of a congenial setup. A video of the fluorescent response can be found as part of the Supplementary 
Information (Section S3, Figure S5). 

The problem of pre-treatment outside of the microfluidic chamber is now eliminated as a 
consequence of the introduction of the fourth inlet. The second inlet is still kept neutral, but is now 
also used for the introduction of the control cells. 

3.1. Constant Flow Situation: Hog1 Inhibitor Treatment of the Adhered Yeast Cell Array 

It was earlier shown that the Hog1 inhibitor could be taken up from a constant flow [24]. 
However, those measurements were performed without the presence of any control cells. Our 
following measurements, with control cells, confirm the conclusion that the inhibitor can be taken 
up from a constant flow. The inhibitor can also be taken up from a stationary environment, where a 
concentration of 25 M seemed to be the optimal concentration, and the highest concentration 
where precipitation did not occur (see Supplementary Information, Section S2, Figures S3–S4). Our 
measurements conclude that an incubation time of ten minutes is the most efficient for maximizing 
the Hog1 inhibition. 

3.1.1. Dose Response 

Single-cell experiments of an adhered cell array were performed as explained in Section 2. The 
single-cell data in Figure 5 clearly illustrates the dose dependency of the inhibitory response of the 
cells. The figure also shows that even a treatment with as low as 5 M Hog1 inhibitor solution 
induces a partial inhibitory response in the cells. 

Altogether, the nuclear migration of Hog1 is dramatically decreased and inhibited by 
approximately 75% (from the mean ratio values at t = 150 s) by a 25 M concentrate of the Hog1 
inhibitor 4-(1-benzyl-4-phenyl-1H-1,2,3-triazol-5-yl)-N-isopropylpyridin-2-amine, when 
administrated in a flow in the four-inlet microfluidic chamber. This is in agreement with previous 
results obtained with the Hog1 inhibitor, from experiments performed on in vitro kinase assays and 
a yeast cell biofilm [22]. In the aforementioned study, the IC50-value was established to 7.4 ± 0.41 nM. 
Using whole cells in the microfluidic chamber, our determined IC50-value was 180 nM. 
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Experiments performed using a three-channel system with inhibitor pre-incubation of the cells 
outside of the system are shown in Supplementary Information, Section S2. A few differences 
between the cell responses can be seen. Plausible explanations to the differences in 
inhibition/cellular uptake and initial stress level are the very poor time resolution for the  
pre-incubation step needed in the three-channel microfluidic chamber, or the difference in flow 
rates when administering the stress. The difference in cellular uptake of the inhibitor could also be 
caused by one of, or a combination of two things: The flow with which the inhibitor is 
administrated to the cells in the microfluidic chamber (400 nL/min), or the fact that not all of the 
cell surface is exposed to the inhibitor due to the cells being adhered to the bottom surface. 
However, it is possible to partly counteract this effect by increasing the inhibitor concentration 
within the range of solubility of the inhibitor. 

3.1.2. Time Response 

To investigate if the Hog1-GFP nuclear localization response would decrease even further as  
a function of a shorter inhibitor incubation time, experiments were performed where the inhibitor  
(25 M) was administrated to the cells 0, 5, 10 and 20 min respectively, before the sorbitol-inhibitor 
mixture was introduced (Figure 5): Immediately adding the sorbitol-inhibitor mixture without prior 
inhibitor incubation, did barely affect the amplitude of the mean intensity ratio curve of Hog1-GFP 
nuclear localization, but a slightly heterogeneous response can be seen here and for 5 min 
incubation. Already after 5 min of inhibitor treatment, a slight decrease of the Hog1-GFP nuclear 
localization could be seen. However, the most dramatic decrease in Hog1-GFP nuclear localization 
(86% inhibition) could be seen after 10 min of inhibitor treatment compared to the sorbitol only 
treated cells. A plausible explanation to this might be that inhibitor molecules taken up by the cell 
could for instance be rapidly exported by the members of the ABC transporter superfamily [37,38]. 
The Hog1 inhibitor treatment could in future studies be accompanied with ABC transporter 
inhibitor treatment (or use mutant yeast cells deficient in export protein/proteins [22]) to facilitate 
the intracellular residence time of the kinase inhibitor. No correlation between the location of the 
individual cells in the array and the cell response has been detected. 

4. Conclusions 

In this article, a single-cell study of a selective Hog1 kinase inhibitor [22] was presented using  
a four-channel microfluidic system, enabling multiple signal inputs (i.e., the Hog1 kinase inhibitor 
and sorbitol) to a yeast signal transduction pathway and for studying the subsequent dynamic 
single-cell responses during time-lapse imaging. The presence or absence of a cellular  
response—activation of the HOG signaling pathway—was monitored by imaging the nuclear 
translocation of the cytosolic MAPK, Hog1 (fluorescently tagged with GFP) on a single-cell level. 
This single-cell setup enables cells to be individually traced during the full time period of the 
experiment. The fourth channel does not only enable controlled, multiple sequential treatments of 
the cells, it also facilitates a controlled introduction of two different cell strains (e.g., control cells, 
a mutant or cells treated differently), side by side within the same cell array. Multiple cell strains 



148 
 

 

within the same experiment is a unique feature which is a necessity for, as in this case, determining 
an expected absent cellular response. The control cells within each experiment had their reporter 
proteins localized to the nuclei after the equivalent treatment, since the signaling pathway of that 
reporter protein is not affected by the inhibitor. Hence, the inclusion of these cells further validated 
the appropriateness of the setup. The data obtained in four-inlet microfluidic chambers are also 
validated by comparison to results reported in the literature. Hence, the experimental setup of a 
four-inlet microfluidic chamber, which allows switching between two treatments, greatly improves 
the temporal resolution compared to a system where switching between different perturbation 
agents is not possible [7]. 

The main biological conclusions are that a Hog1 inhibitor concentration of 25 M impaired the 
nuclear Hog1-GFP localization for treated cells with a maximum effect after ten minutes of 
treatment (86% inhibition). We have shown that our achieved temporal resolution in the order of 
seconds was essential in order to determine the most efficient incubation time for Hog1 inhibition. 
The IC50-value was established to 180 nM, in comparison to the earlier in vitro determined value of 
7.4 ± 0.41 nM [22]. In this case, due to single-cell measurements, we can conclude that the Hog1 
response is mostly homogenous. In addition, kinase inhibition using our approach is a viable 
alternative to genetic mutation methods when analyzing cellular pathways, circumventing 
compensatory mechanisms. 

Our setup enables a temporal resolution controlled on the level of seconds, with a microscopy 
resolution on a sub cellular basis. A temporal resolution in this range proved extremely useful for 
determining the optimal inhibitor treatment time (of a fixed concentration) to be decided. The 
automatic setup enables very low inter-experimental variation and the custom made automations 
will provide the opportunities to elaborate with a removal of either perturbation during 
measurement. This would be extremely hard—not to say impossible—to accomplish using 
traditional biological methods. 
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