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#### Abstract

This editorial introduces the Special Issue "Progress in Group Field Theory and Related Quantum Gravity Formalisms" which includes a number of research and review articles covering results in the group field theory (GFT) formalism for quantum gravity and in various neighbouring areas of quantum gravity research. We give a brief overview of the basic ideas of the GFT formalism, list some of its connections to other fields, and then summarise all contributions to the Special Issue.
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## 1. The Group Field Theory Formalism for Quantum Gravity

Group field theory (GFT) sits at the intersection of various formalisms within the wider field of quantum gravity [1-3]. The basic idea behind GFT is to extend the framework of random matrix and tensor models, where a sum over triangulations is generated as the perturbative expansion of a theory of matrices or tensors, by including additional group-theoretic data to be interpreted as the discrete parallel transports of a connection formulation for gravity. These are the same variables that are fundamental to the definition of loop quantum gravity and spin foam models. GFT are thus a proposal for formulating the dynamics of quantum states built out of the kinematical data of loop quantum gravity, and thus for completing and extending the loop quantisation programme.

A straightforward example of a GFT that illustrates these aspects is the Boulatov model [4] for three-dimensional Riemannian quantum gravity. This model is defined by the action

$$
\begin{align*}
S_{\text {Boul }}[\varphi]= & \frac{1}{2} \int \mathrm{~d}^{3} g \varphi^{2}\left(g_{1}, g_{2}, g_{3}\right) \\
& -\frac{\lambda}{4!} \int \mathrm{d}^{6} g \varphi\left(g_{1}, g_{2}, g_{3}\right) \varphi\left(g_{1}, g_{4}, g_{5}\right) \varphi\left(g_{2}, g_{5}, g_{6}\right) \varphi\left(g_{3}, g_{6}, g_{4}\right), \tag{1}
\end{align*}
$$

where the GFT field $\varphi$ is a real-valued function on three copies of $\mathrm{SU}(2)$ with an additional permutation symmetry,

$$
\begin{equation*}
\varphi: \mathrm{SU}(2)^{3} \rightarrow \mathbb{R}, \quad \varphi\left(g_{1}, g_{2}, g_{3}\right)=\varphi\left(g_{2}, g_{3}, g_{1}\right)=\varphi\left(g_{3}, g_{1}, g_{2}\right), \tag{2}
\end{equation*}
$$

and "gauge invariance" under the diagonal left action of the group on all the arguments of the field,

$$
\begin{equation*}
\varphi\left(g_{1}, g_{2}, g_{3}\right)=\varphi\left(h g_{1}, h g_{2}, h g_{3}\right) \quad \forall h \in \mathrm{SU}(2) \tag{3}
\end{equation*}
$$

The action consists of a quadratic "kinetic" term, with trivial propagator, and an interaction term with a somewhat unusual ("nonlocal") pairing of arguments. In fact, the group nature of the domain of the dynamical fields and such non-local pairing of arguments in the interactions (shared with matrix and tensor models) can be understood as defining properties of the formalism, the other ingredients (e.g., symmetries, choice of group, kinetic and interaction terms) being a specification of models within the general framework. If one now considers the perturbative expansion of the partition function

$$
\begin{equation*}
Z_{\text {Boul }}=\int \mathcal{D} \varphi e^{-S_{\text {Boul }}[\varphi]}, \tag{4}
\end{equation*}
$$

in powers of the coupling $\lambda$, due to this peculiar structure of the interaction term, the Feynman graphs arising in such an expansion are dual to three-dimensional simplicial complexes, i.e., discrete combinatorial spacetimes. Concretely, one finds

$$
Z_{\text {Boul }}=\sum_{\Gamma} \lambda^{V(\Gamma)} \sum_{\left\{j_{f}\right\} \in \operatorname{Irrep}} \prod_{f \in \Gamma}\left(2 j_{f}+1\right) \prod_{v \in \Gamma}\left\{\begin{array}{lll}
j_{v_{1}} & j_{v_{2}} & j_{v_{3}}  \tag{5}\\
j_{v_{4}} & j_{v_{5}} & j_{v_{6}}
\end{array}\right\}
$$

which is a sum over graphs $\Gamma$ and, for each $\Gamma$, over assignments of irreducible representations $j_{f}$ of $\mathrm{SU}(2)$ to each face of $\Gamma$. For each such assignment of $j_{f}$ one finds an amplitude which is a product over 'face amplitudes' $\left(2 j_{f}+1\right)$ and 'vertex amplitudes' given by a Wigner $6 j$-symbol for the six faces that meet at a vertex (the number six arising from the six group elements integrated over in the interaction).

Each graph $\Gamma$ is dual to an oriented 3d simplicial complexes $C$, where each vertex $v \in \Gamma$ is dual to a tetrahedron $T \in C$, and each face $f \in \Gamma$ dual to a link $l \in C$. The interesting observation is now that the amplitude appearing in the expansion (5) is nothing but the Ponzano-Regge state sum [5] of the triangulated manifold $C$, multiplied with an overall weight $\lambda^{V(\Gamma)} \equiv \lambda^{N_{T}(C)}$ depending on the number $N_{T}(C)$ of tetrahedra in $C$. The Ponzano-Regge state sum defines a discrete path integral for three-dimensional quantum gravity on a given triangulation $C$, written on a basis which is the analog of spherical harmonics; see e.g., [6] for details and a discussion of how to rigorously define such a state sum. In these variables, one obtains what is known as a spin foam model in the loop quantum gravity literature, i.e., a covariant definition of the quantum dynamics of spin networks. The same Feynman amplitudes can also be expressed directly in group variables, where they take the form of a lattice gauge theory for $3 d$ BF theory (equivalent to pure $3 d$ gravity with no cosmological constant). An expression in which the same amplitudes coincide with the discrete path integral for $3 d$ quantum gravity in triad and connection variables can also be given.

In summary, the perturbative expansion of the Boulatov model generates a sum over discrete (simplicial) spacetimes with a discrete quantum gravity path integral assigned to each spacetime, augmented by a sum over discrete topologies:

$$
\begin{equation*}
\mathrm{Z}_{\mathrm{Boul}}=\sum_{C} \lambda^{N_{T}(C)} Z_{\mathrm{PR}}(C) . \tag{6}
\end{equation*}
$$

The Ponzano-Regge state sum defines a topological field theory which is triangulation independent for fixed topology, so that the sum over triangulations of the same $3 d$ manifold merely leads to repeated factors of the same state sum appearing in this expansion. However, in models that are not topological, summing over all simplicial complexes would restore discretisation independence.

This correspondence between perturbative expansions of appropriate GFT models and discrete path integrals for quantum gravity, as well as the connection to spin foam models, extend to other cases, in particular candidate models for quantum gravity in four spacetime dimensions. Spin foam models of immediate interest for loop quantum gravity [7], for which a more detailed understanding in terms of simplicial geometry is available, can be obtained from the expansion of a GFT for a field with four arguments valued in the Lorentz group or $\mathrm{SU}(2)$, with additional geometricity conditions imposed on the kinetic or interaction kernels and combinatorially nonlocal interactions of $\varphi^{5}$ type [8].

In what we have presented so far, the GFT approach appears to give simply a reformulation of known expressions for spin foam models and other discrete quantum gravity path integrals, which can be obtained by other means. However, being able to define them in terms of a quantum field theory-albeit an unusual one in that the field $\varphi$ does not live on spacetime but on an abstract group manifold—provides further avenues to explore spin foam and other models, beyond studying the GFT perturbative expansion.

In particular, one can study perturbative and non-perturbative renormalization of GFTs, and look for theories that can be defined consistently at all scales, and hence become candidates for a fundamental theory. Relying on results and methods developed in the context of tensor models [9] which share the same basic combinatorial structure as GFTs, a tentative but mathematically precise GFT renormalization framework has been developed [10,11]. It has allowed us to demonstrate the perturbative renormalizability-that is, the consistency and predictivity-of simple but non-trivial 'tensorial' GFT actions, and has led to further investigations of the phase structure of GFTs at the non-perturbative level. While the precise physical interpretation of such abstract and background-independent fixed points remains to be elucidated, it is hoped that these technological advances will find suitable extensions to realistic four-dimensional GFT models of quantum gravity.

Regarding the perturbative expansion of GFT itself, tensorial GFT actions are of even broader interest because they admit a $1 / N$ expansion. As in the widely studied case of matrix models for two-dimensional quantum gravity, the $1 / N$ expansion allows to partially re-sum the perturbative expansion, and thereby provides crucial control over the critical regime of the theory. As a result, the study of tensorial GFT models has seen a number of interesting developments in recent years [12].

The renormalization analysis is also related to the search for a continuum limit in GFTs which can be pursued with quantum field theory methods, addressing the key open question of a continuum limit (or sum over discretizations) in spin foam models and loop quantum gravity. This continuum limit may be given by a non-perturbative phase (often suggested to be of condensate type) in which the GFT field acquires a nonvanishing expectation value, which would be where relevant continuum physics is found (in particular, the number of building blocks diverges). The possible condensate phase of GFTs has been studied with methods coming from condensed matter theory, and has been applied to the description of cosmology and black holes within GFT [13,14]. For example, the emergent cosmological dynamics of the universe, whose microscopic description is given by a GFT model, is extracted from the condensate hydrodynamics rephrased in terms of suitable geometric observables. These effective cosmological dynamics show both the correct classical limit at large volumes and a rather generic bouncing dynamics in place of the classical big bang singularity. Moreover, under further assumptions, they match the effective dynamics found in loop quantum cosmology.

Motivated by these applications to cosmology, formal investigations of the algebraic structure of GFTs have been initiated, aiming at a more refined account of GFT condensate states, and of the condensation mechanism itself. Even more ambitiously, this research direction lays the groundwork for a reformulation and extension of thermal physics to background-independent quantum gravity [15,16].

This Special Issue consists of contributions related to the different avenues of research within the GFT program and to neighboring areas of interest. As we have made clear, loop quantum gravity, spin foam models, and more generally discrete and combinatorial approaches to quantum gravity are closely related to GFT and thus work in these fields has direct implications for GFT. Vice versa, results in the GFT formalism could be of both inspiration and direct application in other quantum gravity formalisms. Looking further afield, submissions from research fields with relevance to more specific aspects of GFT research were also encouraged; these included, for instance, fundamental cosmology, quantum information or condensed matter theory, but also mathematical and formal aspects.

## 2. Contributions to the Special Issue

The Special Issue consists of 14 published manuscripts; ten research articles and four review articles. The research articles (listed in chronological order of publication) cover the following topics:

- A number of symmetry-reduced models of loop quantum gravity (LQG) have indicated that the fine structure of the LQG quantum state space may naturally lead to deformations of the constraint algebra of general relativity at the semiclassical level. This can, in turn, be interpreted as a quantum deformation of general covariance, required by the existence of a new invariant length scale, the Planck scale. In Rainbow-Like Black-Hole Metric from Loop Quantum Gravity [17], Iarley P. Lobo and Michele Ronco investigate spherically-symmetric black hole solutions predicted by effective models of LQG. They show that their quantum-deformed covariance leads to a modified dispersion relation for the total radial momentum, which they then analyze within the paradigm of rainbow gravity.
- Primordial Power Spectra from an Emergent Universe: Basic Results and Clarifications [18] by Killian Martineau and Aurélien Barrau discusses a non-standard scenario for the beginning of the universe, known as the emergent universe. In the emergent universe, the Big Bang (or big bounce) is replaced by a transition from a static to an expanding universe. The authors investigate features of the primordial power spectrum of tensor perturbations, or gravitational waves from the early universe. They study the conditions required for a scale-invariant spectrum from an emergent universe scenario and show how features of the spectrum depend on the details of the scale factor evolution near the transition from static to expanding phase.
- One of the most ambitious hopes for quantum gravity is that it can teach us something about the initial state of the universe. On the Geometry of No-Boundary Instantons in Loop Quantum Cosmology [19] takes up one of the most prominent ideas of this type, Hawking's no-boundary proposal, and incorporates quantum corrections from loop quantum cosmology into it. Suddhasattwa Brahma and Dong-han Yeom study semiclassical instanton solutions to the LQC path integral. They find that, in contrast to calculations in pure semiclassical general relativity, these instantons have a characteristic infinite tail, and they tend to close off in a regular way as was one of the original ideas behind the no-boundary proposal.
- In Equivalence of Models in Loop Quantum Cosmology and Group Field Theory [20], Bekir Baytas, Martin Bojowald, and Sean Crowe observe that the emergent GFT dynamics of homogeneous isotropic universes filled with a massless scalar, which form the basis of the application of GFT to cosmology, can be understood in terms of the algebraic structure of the Lie algebra $\mathfrak{s u}(1,1)$. The same algebra structure is known to underlie the most studied models of loop quantum cosmology. The similarities seen between cosmological features of GFT and loop quantum cosmology are then explained in algebraic terms. Furthermore, this underlying algebraic structure suggests possible generalizations of GFT cosmology.
- In Status of Background-Independent Coarse Graining in Tensor Models for Quantum Gravity [21], Astrid Eichhorn, Tim Koslowski, and Antonio D. Pereira explore applications of the functional renormalization group to tensor models. They review recent efforts attempting to leverage non-perturbative methods to probe the existence of new large- $N$ limits in tensor models. Once rephrased in the appropriate renormalization group language, in which the size of the tensor plays the role of abstract scale, the existence of such a scaling limit manifests itself by the presence of a non-trivial renormalization group fixed point. The Wetterich equation then provides an elegant and powerful discovery tool, which allows us to scan the theory space of tensor models within larger and larger truncations. From the point of view of quantum gravity, any new large- $N$ limit will translate into a new way of taking the continuum limit. Such investigations are therefore crucial for assessing the viability of tensor and GFT models of quantum gravity in dimension higher than two.
- Reconstruction of Mimetic Gravity in a Non-Singular Bouncing Universe from Quantum Gravity [22] by Marco de Cesare deals with bouncing cosmologies such as have been found in the
application of GFT to cosmology. Such bouncing cosmologies have also been seen in models of (limiting curvature) mimetic gravity, in which one modifies gravity by including a scalar field; therefore, the precise relation of mimetic gravity and the cosmological sector of quantum gravity has recently attracted interest. This paper presents a reconstruction procedure by which, starting from a given cosmological effective dynamics from quantum gravity, one can obtain a classical mimetic gravity action (given in terms of a particular function $f(\square \phi)$ ) that reproduces this cosmological solution, in the isotropic and homogeneous sector. This might then be seen as a candidate for an effective field theory for quantum gravity approaches such as GFT. The effective field theory is then used to study anisotropies and inhomogeneities.
- Philipp A. Höhn's article Switching Internal Times and a New Perspective on the 'Wave Function of the Universe' [23] discusses the fundamental question of how to extend the notion of general covariance from classical to quantum gravity. The central question is how to switch between descriptions given by different observers of what should be the same physics; in other words, between quantum reference frames. Such a relational definition of the quantum dynamics is commonly employed in quantum gravity, and, for example, in GFT cosmology, to define evolution of geometric quantities in a fully diffeomorphism-invariant, thus physical, manner. The paper formulates a general method for relating reduced quantum theories (theories defined after a choice of reference system) to the perspective-neutral framework of the Dirac quantization, akin to the passage from a given coordinate system to generally covariant expressions in classical general relativity. This is then applied to simple models of quantum cosmology where it provides a new angle on the 'wave function of the universe', which becomes a global, perspective-neutral state, encoding all descriptions of the universe relative to different choices of reference system.
- The study of cosmological perturbations is important in the application of quantum gravity models to the early universe, including, for example, in the context of GFT cosmology. Dynamical Properties of the Mukhanov-Sasaki Hamiltonian in the Context of Adiabatic Vacua and the Lewis-Riesenfeld Invariant [24] by Max Joseph Fahn, Kristina Giesel and Michael Kobler aims to define suitable initial quantum states for inflation in a near-de Sitter geometry using Hamiltonian methods. The dynamics of cosmological perturbations in an expanding universe can be written in the form of harmonic oscillators with time-dependent frequency. For finite-dimensional systems with such dynamics, an important role is played by the Lewis-Riesenfeld invariant, a constant of motion. One of the main aims of this paper is to extend the application of the Lewis-Riesenfeld invariant to the infinite-dimensional case of field theory. The states thus generated as candidates for an initial state for inflation are then compared to well-known initial states such as the Bunch-Davies vacuum.
- Spin Foam Vertex Amplitudes on Quantum Computer_Preliminary Results [25] by Jakub Mielczarek outlines first steps of an ambitious project: the use of quantum algorithms to understand spin foam vertex amplitudes, one of the key ingredients in defining the dynamics of spin foam models (and hence indirectly, of GFT models). In this article, the focus is on a simple spin network (a complete graph of five vertices representing five tetrahedra forming the boundary of a four-simplex) with all spins set equal to $\frac{1}{2}$. The paper discusses how to calculate absolute values of vertex amplitudes for this process, and the approach is tested by comparing the results obtained by existing quantum algorithms with known exact results.
- In Thermal Quantum Spacetime [26], Isha Kotecha discusses an extension of equilibrium statistical mechanics and thermodynamics to background-independent systems that is then applied to discrete quantum gravity approaches, such as GFT. A generalised notion of Gibbs equilibrium is characterized in information-theoretic terms, where entropy plays a more fundamental role than energy. This then forms the basis for a framework of a statistical mechanics of discrete quantum gravity in the absence of standard notions of time and energy. Covariant GFT is shown to arise as an effective statistical field theory of generalized Gibbs states. The paper presents also a conceptual review of these and other results in this context and an extensive outlook of further work in this important direction.

The Special Issue also includes four review articles, namely

- In Quantum Gravity on the Computer: Impressions of a Workshop [27], Lisa Glaser and Sebastian Steinhaus summarise the outcome of the workshop they organized in March 2018 at NORDITA, in Stockholm. Spanning a rather wide array of distinct approaches (including loop quantum gravity and spin foams, as well as GFT), this article reviews recent and ongoing contributions of computational physics to open problems in discrete quantum gravity, such as those related to the challenging question of the restoration of the diffeomorphism symmetry in the continuum limit. The review concludes with an insightful roadmap, which, among other targets, advocates the creation of open data science infrastructures and online repositories dedicated to numerical investigations of quantum geometry.
- Functional renormalization group (FRG) techniques have recently been successfully applied to GFT models. Progress in Solving the Nonperturbative Renormalization Group for Tensorial Group Field Theory [28] by Vincent Lahoche and Dine Ousmane Samary gives an overview over three previous papers by these authors, in which the FRG is applied to Abelian GFT models based on gauge group $U(1)^{d}$, without a closure/gauge invariance constraint (such a constraint is usually imposed for the geometric interpretation of these models, as it introduces a gauge connection and turns GFT models into a quantization of gauge theories or gauge-theoretic gravitational models). A quartic interaction term of the melonic type is studied in these models. An effective vertex expansion method is introduced in order to solve the FRG and study the resulting renormalization flow, in particular with the aim of identifying non-Gaussian fixed points; these fixed points may be associated to phase transitions that can be interpreted as describing the formation of a GFT condensate (see above). Ward-Takahashi identities provide additional constraints that have to be taken into account when finding approximate solutions to the flow equations.
- In recent years, the GFT formalism has permitted the emergence of a new approach to quantum cosmology, based on the general paradigm of condensation in GFT, as we discussed above. Thanks to the quantum field theory language underlying GFT, the idea that cosmological spacetime structures may be the result of the condensation of a large number of pre-geometric and quantum degrees of freedom has been concretely realized and thoroughly investigated in simple GFT models. In Group Field Theory Condensate Cosmology: An Appetizer [29], Andreas G. A. Pithis and Mairi Sakellariadou provide a gentle and pedagogical introduction to this fast-developing area of research. After reviewing how isotropic and homogeneous cosmology can be recovered from a GFT condensate, they summarise recent efforts aiming at including anisotropies and cosmological perturbations, paving the way towards the derivation of observable consequences.
- A number of recent developments in quantum gravity suggest that the Einstein equations might be best understood as a reflection of the entanglement structure of fundamental and yet-to-be-discovered quantum gravity degrees of freedom. In the context of the AdS/CFT correspondence, this idea is beautifully captured by the Ryu-Takayanagi formula, which relates the entanglement entropy of regions in the boundary CFT to the area of extremal surfaces in the bulk. In Holographic Entanglement in Group Field Theory [30], Goffredo Chirco reviews the realization of such ideas in the context of GFT, where candidate microscopic degrees of freedom are available. Relying on a general dictionary allowing to view GFT many-body states as tensor networks, a pedagogical introduction to the computation of Rényi entropies by means of the replica method is proposed. This allows the author to derive a GFT analog of the Ryu-Takayanagi equation, which is fully compatible with the geometric interpretation of the GFT fundamental degrees of freedom: the area term entering the formula is consistently given by the expectation value of the corresponding GFT area operator.
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#### Abstract

A background-independent route towards a universal continuum limit in discrete models of quantum gravity proceeds through a background-independent form of coarse graining. This review provides a pedagogical introduction to the conceptual ideas underlying the use of the number of degrees of freedom as a scale for a Renormalization Group flow. We focus on tensor models, for which we explain how the tensor size serves as the scale for a background-independent coarse-graining flow. This flow provides a new probe of a universal continuum limit in tensor models. We review the development and setup of this tool and summarize results in the two- and three-dimensional case. Moreover, we provide a step-by-step guide to the practical implementation of these ideas and tools by deriving the flow of couplings in a rank-4-tensor model. We discuss the phenomenon of dimensional reduction in these models and find tentative first hints for an interacting fixed point with potential relevance for the continuum limit in four-dimensional quantum gravity.
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## 1. Invitation to Background-Independent Coarse Graining in Tensor Models for Quantum Gravity

The path integral for quantum gravity takes center stage in a diverse range of approaches to quantum spacetime. It is tackled either as a quantum field theory for the metric [1-6], or in a discretized fashion with a built-in regularization [7-19]. The latter approach, relying on unphysical building blocks of space(time), provides access to a physical space(time) only when a universal continuum limit can be taken. Universality [20-22] is key in this setting, as it guarantees independence of the physics from unphysical choices, e.g., in the discretization procedure, i.e., the shape of the building blocks. To discover universality, background-independent coarse-graining techniques are a well-suited tool as universality arises at fixed points of the coarse-graining procedure.

The notion of "background-independent coarse graining" at a first glance appears to be an oxymoron and suggests this review should be extremely short. After all, to coarse grain, one first needs to define what one means by "coarse" and by "fine". Intuitively one would expect these notions to rely on a background. In particular, a definition of ultraviolet and infrared, key to the setup of Renormalization Group (RG) techniques, seems to require a metric, i.e., a geometric background. Yet, with RG techniques now playing an important role in different quantum-gravity approaches, coarse-graining techniques suitable for a setting without distinguished background have successfully been developed [23-38] and applied to various quantum-gravity models. In this review, we will focus on the developments kicked off in [13,39-42], and introduce the key concepts behind a
background-independent RG flow and the associated notion of coarse graining. In particular, we will focus on the development and application of these tools to tensor models.

Tensor models are of interest for quantum gravity both as a way of exploring the partition function [13,43-45] directly as well as through a conjectured correspondence of specific tensor models to aspects of a geometric description in the context of the SYK-model [46-48]. In both settings, the large $N^{\prime}$ limit, where $N^{\prime}$ is the tensor size, is of key interest, and physical results are extracted in the limit $N^{\prime} \rightarrow \infty$. In their simplest version that is of particular interest to quantum gravity, tensor models are 0 -dimensional theories, i.e., there is no notion of spacetime in the definition of the models. Instead, the dual interpretation of the interactions in tensor models is that of discrete building blocks of space(time), cf. Figure 1. In this interpretation of tensor models through the graphs dual to the Feynman diagrams, the building blocks are interpreted as pieces of flat space(time). Curvature is accordingly localized at the hinges. The dual representation of tensors is in terms of building blocks of geometry. Closely related to tensor models are tensorial (group) field theories which are characterized by the same non-trivial combinatorial structure of tensor model interactions. In addition, a non-trivial kinetic term is present, and group field theories are defined on a group manifold, see, e.g., [49-56]. This extra group data may be associated with intrinsic geometric data of the associated simplices.

The $d$ indices of a rank- $d$ tensor are associated with the $(d-2)$-subsimplices of a $(d-1)$-simplex. For instance, for rank 3, the indices are associated with the edges $((d-2)$ subsimplices) of a triangle $((d-1)$ simplex), cf. Figure 1. Correspondingly, in the rank-4-case, each index is associated with one of the four faces of a tetrahedron, cf. Figure 2. When two tensors are contracted along one index, the corresponding $(d-1)$-simplices share a $(d-2)$ simplex, e.g., for the rank-3 case, two triangles are glued along an edge, cf. Figure 3. In the rank-4-case, two tetrahedra are glued along a face. Allowed interaction terms are positive powers of the tensors that contain no free indices. This means that each $(d-2)$-subsimplex is glued to another $(d-2)$-subsimplex. Therefore they correspond to $d$-dimensional building blocks of space(time), e.g., tetrahedra for a fourth-order interaction in the rank-3 case, cf. Figure 1. The propagator of the theory identifies all $d$ indices of two tensors, corresponding to a gluing of one $d-1$ simplex to another, e.g., gluing of two triangles along their faces. Accordingly, the terms in the Feynman diagram expansion of tensor models have a dual interpretation as simplicial pseudomanifolds. In other words, the combinatorics of tensor models encode dynamical triangulations. In the simplest case, when no additional rules are imposed on the gluing, Riemannian pseudomanifolds are generated. The inscription of local lightcones inside the building blocks, such that a consistent notion of causality can emerge and the pseudo-manifold is Lorentzian, requires additional rules for the gluing and more than one type of building block [9-11,57].


Figure 1. The three indices of a rank-3-tensor are associated with the three lines of a triangle.


Figure 2. The four indices of a rank-4-tensor are associated with the three triangles of a tetrahedron.


Figure 3. The invariant $T_{i j k} T_{i j l} T_{m n l} T_{m n k}$, depicted on the left, is associated with the gluing of four triangles (center) into a building block of 3-space (to the right). The contraction of common indices is associated with the gluing of triangles along common edges.

There are no experimental hints that indicate that spacetime is a simplicial pseudo-manifold, accordingly it is assumed to be a continuum manifold. In particular, while the presence of physical discreteness close to the Planck scale could be compatible with all observations to date, one would not expect a naive discretization as it arises from tensor models, to actually be physical. Instead, this form of discreteness should be regarded merely as a regularization of the path integral. To take the continuum limit in tensor models, the number of degrees of freedom, encoded in the tensor size $N^{\prime}$, must be taken to infinity. In [42,43,58-62] it was shown that models of real (complex) tensors with a $O\left(N^{\prime}\right) \otimes O\left(N^{\prime}\right) \otimes \ldots \otimes O\left(N^{\prime}\right)\left(U\left(N^{\prime}\right) \otimes U\left(N^{\prime}\right) \otimes \ldots \otimes U\left(N^{\prime}\right)\right)$ symmetry $^{1}$ admit a $1 / N^{\prime}$ expansion, where $N^{\prime}$ is the size of the tensors. Here, each symmetry group in the above product acts on exactly one of the indices of the tensor. Due to the existence of a $1 / N^{\prime}$ expansion, these are viable candidates to search for a physical continuum limit by taking $N^{\prime} \rightarrow \infty$. Yet, simply taking $N^{\prime} \rightarrow \infty$ is not sufficient to obtain a physical continuum limit: The microscopic properties and structure of the building blocks in the model is not taken to be physical, but only a discretization/regularization. Different microscopic choices can be made that should not leave an imprint on the continuum physics, such as, e.g., the shape of the building blocks. Accordingly, the continuum limit should be universal. Universality is achieved at fixed points of the RG flow. Therefore, an RG flow must be set up for these models.

[^0]Unlike in quantum field theories defined on a background, no local, i.e., geometric notion of scale is available. In fact, the only notion of scale is the size of the tensors, $N^{\prime}$. In fact, using the tensor size $N^{\prime}$ as a scale agrees with the intuitive notion of coarse graining, also underlying formal developments such as the a-theorem [63]: Coarse graining leads from many degrees of freedom (large $N^{\prime}$ ), to fewer, effective degrees of freedom (small $N^{\prime}$ ). Therefore, a pregeometric RG flow is set up in the tensor size $N^{\prime}$, where a universal continuum limit can then be discovered as an RG fixed point. This point of view was advocated in $[13,39]$ and formally developed and benchmarked in [40,41,64,65].

In the dual picture, the lattice spacing needs to be taken to zero in such a way that the correlation length on the lattice diverges. Then, microscopic details of the setup become irrelevant. This is possible at a higher-order phase transition, linked to a fixed point in the space of couplings. The intuition behind these ideas can be tested in the two-dimensional case, where the double-scaling limit of matrix models [66-69], which is a universal continuum limit, is obtained by taking $N^{\prime} \rightarrow \infty$ while tuning the coupling to a critical value as a power of $N^{\prime}$. This is completely analogous to the case of continuum RG flows, where universal critical behavior with diverging correlation length is tied to RG fixed points, near which couplings scale with particular powers of the scale. Specifically, the double-scaling limit in matrix models with coupling $g$ is achieved by taking $N^{\prime} \rightarrow \infty$ and $g \rightarrow g_{\text {crit }}$, while holding

$$
\begin{equation*}
\left(g-g_{\text {crit }}\right)^{\frac{5}{4}} N^{\prime}=\text { const }, \tag{1}
\end{equation*}
$$

which can be rewritten in the form

$$
\begin{equation*}
g\left(N^{\prime}\right)=g_{\text {crit }}+\text { const. }{ }^{4 / 5} N^{-4 / 5} \tag{2}
\end{equation*}
$$

This immediately brings to mind the linearized scaling of couplings close to RG fixed points, which is given by the scale raised to the power $-\theta$, with the critical exponent $\theta$.

Please note that there are arguments suggesting that quantum gravity should be discrete. One might interpret this as implying that there is no need to take the continuum limit in tensor models, and one can instead even work at finite $N^{\prime}$. Yet, discreteness is actually a subtle issue in quantum gravity. As discussed in more detail, e.g., in [70], kinematical and dynamical discreteness are not the same thing in quantum gravity, and discreteness can be an emergent property of the physical continuum limit. On the other hand, a simple implementation of discreteness in the sense of a cutoff potentially features the same breakdown of predictivity at scales near the cutoff that effective field theories do. Specifically, the interaction terms compatible with the symmetries of a model are infinitely many for tensor models. The continuum limit is a way of imposing predictivity in a model by reducing the number of free parameters characterizing its dynamics to finitely many. In the RG language, this is linked to the fact that fixed points feature only finitely many relevant directions. In the language of critical phenomena, one must tune only finitely many parameters to approach criticality in the sense of a higher-order phase transition. In this spirit, we aim at discovering a universal continuum limit in tensor models for quantum gravity such that both independence of unphysical microscopic details as well as predictivity is guaranteed. We leave open the question whether these models feature emergent discreteness once the continuum limit is taken, but merely point out that taking the continuum limit does in fact not preclude the possibility of emergent, physical discreteness.

In summary, to discover a universal continuum limit, at which a physical spacetime could emerge from discrete building blocks of spacetime, we must discover universal critical points. These are linked to RG fixed points. In the absence of a background, the only scale available for coarse graining is the tensor size $N^{\prime}$. As we will explain in the next sections, setting up an RG flow in $N^{\prime}$ is both conceptually meaningful as well as feasible in practice.

This review is structured as follows. In Section 2 we introduce the conceptual basics of background-independent coarse graining. We provide an overview of how to implement these ideas in practice and how to set up a flow equation in Section 3. In Section 4 we discuss in detail how scaling dimensions can be derived in a setting without a background, translating to the absence of
physical length scales and corresponding units that would define canonical dimensions. We provide an overview of the benchmark case of two dimensions in Section 5, where quantitatively robust results on the well-known continuum limit can be achieved using our flow equation. In Section 6 we summarize results in the rank-3-case, where several RG fixed points give access to a dimensionally reduced continuum limit. We also highlight a recently discovered candidate for a fixed point which might potentially turn out to be relevant for three-dimensional quantum gravity. To provide a step-by-step instruction in how to set up and evaluate RG flows in tensor models, we present the first study of a rank-4-model with these tools in Section 7. We discover several universality classes featuring dimensional reduction. As a hint of the promise our method could have, we unveil tentative indications for a universality class that might potentially be linked to four-dimensional quantum gravity. In the Outlook and Conclusions 8 we advocate that progress towards a comprehensive understanding of quantum gravity could be accelerated by strengthening the effort to bridge the gap between different approaches to quantum gravity. We discuss in particular how continuum studies of asymptotic safety, Monte Carlo simulations of (causal) dynamical triangulations and FRG studies of tensor models could provide a link to phenomenology and particle physics, while allowing to probe features of emergent geometries and enabling us to link the discrete and continuum side via a universal transition.

## 2. Conceptual Basics: Background-Independent Renormalization Group Flow in Gravity

RG techniques are playing a role in several different approaches to quantum gravity. This includes the asymptotic safety program [4,5], the continuum limit in spin foams [23-29,32-36] and Hamiltonian RG flows in canonical loop quantum gravity [37], tensorial (group) field theories [52,71] as well as holographic RG flows in the context of the AdS/CFT conjecture [72]. Yet, at a first glance, quantum gravity would appear to be the one of the fundamental interactions to which RG techniques are not easily applicable. The reason lies in the dichotomy of background independence and local coarse graining. While the results obtained with a local coarse-graining formulation can be made background-independent, see, e.g., [30], the RG flow itself necessarily relies on an (auxiliary) background, if the flow has the interpretation of a local coarse graining. A more direct reconciliation of RG techniques with background independence is provided by a non-local form of coarse graining: RG flows, in agreement with the a-theorem [63], connect descriptions with many degrees of freedom with effective descriptions of the same system based on fewer degrees of freedom. This idea can be realized both in a local as well as a non-local form. The latter is directly applicable to tensor models for quantum gravity. These are defined without any notion of spacetime, metric or locality. Yet they come with a measure of the number of degrees of freedom, namely the tensor size $N^{\prime}$. Coarse-graining therefore corresponds to integrating out subsequent "layers" of the tensors (rows and columns in the matrix-model case), thereby connecting a description at large $N^{\prime}$ with an effective description at small $N^{\prime}$. In particular, such coarse-graining techniques allow us to search for a well-defined large $N^{\prime}$-limit, where the dynamics stays invariant under the step from $N^{\prime}$ to $N^{\prime}+1$, such that the limit $N^{\prime} \rightarrow \infty$ can be taken. In this limit, one can hope for quantum space(time) to emerge from tensor models.

Note also that while local coarse-graining techniques typically rely on Riemannian signature, raising the difficulty of connecting back to the Lorentzian case of interest for physics, a non-local coarse graining does not rely on a momentum cutoff. Accordingly, a more direct search for a universal continuum limit for Lorentzian models could become possible in this setup. This includes applications of the FRG to tensor models dual to causal dynamical triangulations [73] as in [74], as well as the application of coarse-graining techniques to the link matrix in causal sets [75].

We will now explain how to implement these ideas in practice in the form of a flow equation. One can view the flow equation as a reformulation of the path integral in terms of a functional differential equation. The search for a continuum limit in the path integral then becomes the search for a well-defined ultraviolet (in an appropriate sense) solution of the flow equation. At a completely general and formal level, the derivation of the flow equation from the path integral works as follows: One introduces a new term into the exponential in the generating functional that is quadratic in the
field and depends on some external parameter which we will call $\mathcal{K}$ here. For now, we leave this parameter completely general, and do not provide any physical interpretation associated with it. It is simply to be thought of as a "sieve" on the space of field configurations, letting through only a subset of configurations. The generating functional depends on $\mathcal{K}$ and is denoted by $Z_{\mathcal{K}}$, schematically

$$
\begin{equation*}
Z_{\mathcal{K}}=\int \mathcal{D} \varphi e^{-S[\varphi]+\operatorname{Tr} J \cdot \varphi-\frac{1}{2} \operatorname{Tr} \varphi \cdot R_{\mathcal{K}} \cdot \varphi} \tag{3}
\end{equation*}
$$

where $S[\varphi]$ is a given microscopic action, $J$ is an external source and $\varphi$ denotes the random fields. The trace is to be interpreted in a suitable way for the model at hand, i.e., it signifies a momentum integral and trace over internal indices in standard QFTs on a background, and an appropriate summation over indices in the discrete case, e.g., for tensor models. We do not write indices for simplicity, but the fields are not necessarily scalars. As a function of the parameter $\mathcal{K}$, a subset of configurations in the generating functional are suppressed, such that in the limit $\mathcal{K} \rightarrow \infty$, all configurations are suppressed. Conversely, in the limit $\mathcal{K} \rightarrow 0$ the unmodified generating functional is recovered. Since the suppression term is quadratic in the field, $\partial_{\mathcal{K}} Z_{\mathcal{K}}$ can be expressed in terms of the two-point function,

$$
\begin{equation*}
\partial_{\mathcal{K}} Z_{\mathcal{K}}=-\frac{1}{2} \int \mathcal{D} \varphi \operatorname{Tr} \varphi \cdot\left(\partial_{\mathcal{K}} R_{\mathcal{K}}\right) \cdot \varphi e^{-S[\varphi]+\operatorname{Tr} J \cdot \varphi-\frac{1}{2} \operatorname{Tr} \varphi \cdot R_{\mathcal{K}} \cdot \varphi} \tag{4}
\end{equation*}
$$

For the modified Legendre transform

$$
\begin{equation*}
\Gamma_{\mathcal{K}}[\phi]=\sup _{J}\left(\operatorname{Tr} J \cdot \phi-\ln Z_{\mathcal{K}}\right)-\frac{1}{2} \operatorname{Tr} \phi \cdot R_{\mathcal{K}} \cdot \phi \tag{5}
\end{equation*}
$$

with $\phi=\langle\varphi\rangle$, this implies

$$
\begin{equation*}
\partial_{\mathcal{K}} \Gamma_{\mathcal{K}}[\phi]=\frac{1}{2} \operatorname{Tr}\left[\left(\frac{\delta^{2} \Gamma_{\mathcal{K}}[\phi]}{\delta \phi^{2}}+R_{\mathcal{K}}\right)^{-1} \partial_{\mathcal{K}} R_{\mathcal{K}}\right] \tag{6}
\end{equation*}
$$

which is known as the functional renormalization group (FRG) equation. For the case of a continuum QFT on an (auxiliary) background it was derived in [76], see also [77,78], pioneered for gauge theories in [79] and gravity in [3]. Up to here, the derivation of the flow equation from the path integral is just a formal "trick" that can be performed with any (functional) integral: Instead of performing the integral "all at once", one introduces the exponential of a quadratic term that depends on an external parameter. This allows to derive a differential equation that encodes how the result of the integral reacts to changes in the parameter. As long as the suppression term is quadratic in the field, an equation which is structurally of the form Equation (6) follows directly from the definition Equation (3). The question to address in a physics setting is whether any physical meaning can be given to the external parameter and consequently to the ensuing differential equation.

For instance, in local field theories introducing an external parameter that does not lead to a notion of local coarse graining is not expected to be fruitful. In such cases, the modes that remain after integrating out some "shells" of modes do not contain physically relevant degrees of freedom. Thus deriving effective field theories for those degrees of freedom might be an interesting computational exercise, but is presumably not useful for answering physical questions. The notion of UV/IR is therefore key to make the effective field theories obtained by renormalization useful for practical computations. Thus, although both in QFTs with and without a background, different choices for $\mathcal{K}$ are possible, "non-local" choices have not yet been tested for their usefulness in the setting with a background. Accordingly, in the case with a background it turns out to be the most powerful tool to relate $\mathcal{K}$ to a momentum scale. This choice allows to implement a notion of local coarse graining: Decomposing configurations into eigenfunctions of an appropriate Laplacian, $R_{\mathcal{K}}$ suppresses
configurations with eigenvalues of the Laplacian smaller than $k^{2}$. In this case, the flow equation has the interpretation of providing the response of the effective dynamics to a local coarse-graining step.

The quest for a well-defined path integral, which exists as all configurations are taken into account becomes the question for a well-defined solution of Equation (6) for $\mathcal{K} \rightarrow \infty$. Specifically, in tensor models, it is useful to choose the suppression term as a function of the number of components of the tensor, $N$, e.g., in the form

$$
\begin{equation*}
\Delta S_{N}=\frac{1}{2} \operatorname{Tr} T_{a_{1} \ldots a_{d}} R_{N}\left(a_{1}, \ldots, a_{d}\right) T_{a_{1} \ldots a_{d}} \tag{7}
\end{equation*}
$$

such that

$$
\begin{equation*}
\partial_{t} \Gamma_{N}[T]=N \partial_{N} \Gamma_{N}[T]=\frac{1}{2} \operatorname{Tr}\left[\left(\frac{\delta^{2} \Gamma_{N}}{\delta T_{a_{1} \ldots a_{d}} \delta T_{b_{1} \ldots b_{d}}}+R_{N}\left(a_{1} \ldots a_{d}\right) \delta_{a_{1} b_{1} \ldots \delta_{a_{d} b_{d}}}\right)^{-1} \partial_{t} R_{N}\left(a_{1} \ldots a_{d}\right)\right] \tag{8}
\end{equation*}
$$

In a slight abuse of notation, we use $T$ both for the tensors that are integrated over in the generating functional, as well as for their expectation value on which the effective average action $\Gamma_{N}$ depends.

As we search for a phase transition in these models, we will employ the FRG to search for infrared (IR) fixed points. The relevant directions correspond to the number of parameters that require tuning to reach criticality. As we aim at approaching such IR fixed points in the limit of large tensors, we will set up beta functions in the large $N$ limit.

The general structure of the flow equation was first derived and benchmarked in the case of matrix models in $[40,41]$ and applied and further developed for rank-3 tensor models in [64,65]. Similarly, the FRG has been employed in the context of tensorial (group) field theories in [71,80-90]. See also $[91,92]$ for related studies using the Polchinski equation.

In the following, we will review how to use Equation (8) for practical calculations and to search for candidates for a universal continuum limit in quantum gravity.

## 3. Lightning Review of the Setup: Theory Space, Regulator and How to Calculate in Practice

### 3.1. Theory Space

The flow equation provides the scale-dependent change of coefficients of the dynamics, spanned by the infinitely many terms compatible with the symmetries. For instance, starting with a quartic interaction term in $\Gamma_{N}[T]$, Equation (8) takes the schematic form

$$
\begin{equation*}
\partial_{t} \Gamma_{N}[T] \sim \frac{\#}{\#+T^{2}} \tag{9}
\end{equation*}
$$

which admits a Taylor expansion with non-vanishing coefficients not only of the quartic but generically also of all $T^{2 n}, n \in \mathbb{N}$. The is the analogue of the well-known observation that Wilsonian coarse-graining flow generates all quasi-local interactions that are compatible with the symmetries ${ }^{2}$. Even though in the case at hand we are not dealing with a local coarse-graining flow, the analogous observation holds and all interactions with positive powers of tensors that obey the symmetries, are generated. Accordingly, to implement the flow equation in practice requires the following steps
(a) understanding which interactions are part of the (infinite-dimensional) theory space,

[^1](b) selecting a criterion according to which truncations of the theory space to a (finite-dimensional) subspace can be chosen,
(c) truncating theory space to a subspace in which Equation (8) can be evaluated in practice,
(d) finding solutions of Equation (8) and checking whether they satisfy the criterion in (b).

Steps (c) and (d) are then iterated and only fixed-point solutions which reach stability under the steps in the iteration procedure are kept.

The tensor models ${ }^{3}$ typically of interest for quantum gravity feature an independent symmetry group for each index. position, e.g., a product of $d$ copies of an $O\left(N^{\prime}\right)$ symmetry for the real rank- $d$ model. Accordingly, interactions cannot have an explicit index-dependence, and no tensors with open indices can occur. All allowed interactions $\mathcal{O}^{(n)}$ of $n$ tensors can therefore be cast in the form

$$
\begin{equation*}
\mathcal{O}^{(n)}=T_{a_{1} b_{1} \ldots d_{1}} \ldots T_{a_{n} b_{n} \ldots d_{n}} \mathcal{C}_{a_{1} \ldots a_{n}, b_{1} \ldots b_{n}, \ldots, d_{1} \ldots d_{n}} \tag{10}
\end{equation*}
$$

where $d$ is the rank. The contraction pattern $\mathcal{C}_{a_{1} \ldots a_{n}, b_{1} \ldots b_{n}, \ldots, d_{1} \ldots d_{n}}$ is a product of Kronecker deltas, in which $a$ 's can only be contracted with $a^{\prime}$ s, $b$ 's with $b$ 's and so forth. All possible permutations of the labels 1 to $n$ must be taken into account independently for each index set $a, b$, etc. Some of the resulting $\mathcal{O}^{(n)}$ will be combinatorially equivalent, in which case only one representative is taken into account. In Table 1 we list combinatorially distinct structures up to sixth order in the tensors for the real and complex rank- 3 models.

Please note that the theory space includes multi-trace interactions. This name derives from the rank-2, i.e., matrix-model case, where interactions take the form $\operatorname{Tr} T_{a_{1} b_{1} \ldots} \ldots T_{a_{n} b_{n}} \cdot \ldots \cdot \operatorname{Tr} T_{a_{1} b_{1} \ldots} \ldots T_{a_{m} b_{m}}$. In the case of higher rank, similarly combinatorially disconnected interactions are part of the theory space. These are generated by the flow, even if they are not included in a truncation. There is no symmetry principle (that we are aware of) that allows to set the corresponding couplings to zero.

Table 1. Graphical representation of all invariants allowed by $O\left(N^{\prime}\right)^{\otimes 3}\left(U\left(N^{\prime}\right)^{\otimes 3}\right)$ symmetry for a rank-3 real (complex) tensor model up to sixth order in the tensors. For the real model, all tensors are represented by black vertices while in the complex model, black and white vertices are used to distinguish the tensor $T$ and its complex conjugate $\bar{T}$. In this case, the algebraic representation of the invariants must be written as contractions of $T$-tensors with $\bar{T}$-tensors and takes the analogous form to the real expressions provided explicitly.


[^2]Table 1. Cont.


### 3.2. Regulator $\mathcal{E}$ Symmetry-Breaking

The key ingredient to set up the flow equation is the regulator, or "infrared" suppression term. In this context, infrared means low values of indices. Accordingly, the regulator should satisfy the two limits
(1) $R_{N}\left(\left\{a_{i}\right\}\right) \rightarrow 0$ for $N / \sum_{i=1}^{d} a_{i} \rightarrow 0$,
(2) $R_{N}\left(\left\{a_{i}\right\}\right)>0$ for $\sum_{i=1}^{d} a_{i} / N<1$,
(3) $R_{N}\left(\left\{a_{i}\right\}\right) \rightarrow \infty$ for $N \rightarrow N^{\prime} \rightarrow \infty$.

The first condition ensures that "UV" modes are unsuppressed. It also ensures that no modes are suppressed once the IR cutoff scale $N$ is lowered to zero. The second condition enforces that "IR" modes are suppressed. The third condition ensures that in the limit of infinite cutoff, the effective action essentially reproduces the classical action. The three conditions can be achieved with different so-called shape functions, i.e., different choices of $R_{N}\left(\left\{a_{i}\right\}\right)$. The arguably simplest choice is

$$
\begin{equation*}
R_{N}\left(\left\{a_{i}\right\}\right)=\left(\frac{N^{r}}{\sum_{i=1}^{d} a_{i}^{p}}-1\right) \theta\left(\frac{N^{r}}{\sum_{i=1}^{d} a_{i}^{p}}-1\right) \tag{11}
\end{equation*}
$$

where $r, p>0$. While there are optimization criteria for a similar shape function at lowest order in the derivative expansion in the continuum [94], it has not yet been investigated what form an optimized cutoff takes for tensor models.

As a generalization, one might consider the argument of the regulator to be $N^{r} /\left(a^{r_{1}}+b^{r_{2}}+c^{r_{3}}\right)$, which should result in three combinations of the four parameters $r, r_{1}, r_{2}, r_{3}$ to appear in the beta functions. Demanding a discrete symmetry of the indices' fixes $r_{1}=r_{2}=r_{3}=p$.

The introduction of the regulator term necessarily breaks the symmetry of the model, as the $O\left(N^{\prime}\right) \otimes \ldots \otimes O\left(N^{\prime}\right)\left(\right.$ or $\left.U\left(N^{\prime}\right) \otimes \ldots \otimes U\left(N^{\prime}\right)\right)$ symmetry requires all index positions to be treated on an equal footing. Setting up the RG flow is therefore incompatible with the unbroken symmetry, leading to an enlargement of the theory space. Specifically, the invariants in Equation (10) are generalized and include

$$
\begin{equation*}
\mathcal{O}_{\mathrm{SB}}^{(n)}=f\left(a_{1}, \ldots, d_{n}\right) T_{a_{1} b_{1} \ldots d_{1} \ldots T_{a_{n} b_{n} \ldots d_{n}} \mathcal{C}_{a_{1} \ldots a_{n}, b_{1} \ldots b_{n}, \ldots, d_{1} \ldots d_{n}}, ~}^{\text {, }} \tag{12}
\end{equation*}
$$

with functions $f\left(a_{1}, \ldots, d_{n}\right)$ encoding the explicit index-dependence. Yet there is an important difference to a setting where the symmetry is broken from the outset, and which features the same theory space. It lies in a modified Ward identity that accounts for the symmetry-breaking introduced by the regulator. It selects a hypersurface in the larger theory space on which the full symmetry is recovered at the IR endpoint of the flow. Although the regulator vanishes in this limit, this is not sufficient
to restore the symmetry, since the regulator has introduced symmetry violations in the flow at all finite scales. To compensate these, the initial condition for the flow, set in the UV needs to break the symmetry in a specific way that is dictated by the Ward identity. Therefore, a fixed point of the RG flow simultaneously needs to solve the modified Ward identity to lead to a symmetric IR limit. This requirement cannot necessarily be imposed on truncations: While the exact flow equation and Ward identity are compatible, the Ward identity in general requires other terms to be present in the truncation than the flow equation provides.

In matrix models, a simple solution of the Ward identity was discovered [41]: As symmetry-breaking is not introduced through tadpole diagrams (i.e., the leading-order contributions to the beta functions in an expansion in couplings) in matrix models, the theory space is not enlarged in the tadpole approximation. Beyond rank 2, such a simple solution is no longer possible, as even the tadpole approximation generates symmetry-breaking terms.

### 3.3. Bootstrap Strategy for Consistent Truncations

To characterize a universality class, at least all non-irrelevant critical exponents must be calculated. Accordingly, the set of all couplings which have a significant overlap with a relevant or marginal direction must be included in a minimal truncation. A priori, this set is not determined at an interacting fixed point. In practice, the following strategy is available: one starts with an assumption about a systematic division of theory space into relevant and irrelevant directions. A reliable truncation should at least include all couplings which are expected to be relevant as well as the leading irrelevant ones. If the beta functions in this truncation feature a fixed point, the critical exponents at the fixed point indicate whether the initial assumption about relevant couplings holds. If this is the case, terms beyond the truncation are expected to most likely only provide subleading corrections to the relevant critical exponents.

A particularly useful assumption is that of near-canonical scaling which allows one to use the canonical dimension as a guiding principle. This assumption works very well for a large class of fixed points and implies essentially that low orders in a vertex expansion are sufficient to obtain quantitative estimates of the critical exponents. The underlying reason is that for these cases, the mechanism that induces the fixed point is a balance between canonical scaling and leading-order quantum corrections. This mechanism is at work as soon as one departs from the critical dimension of a particular interaction, and generates a UV (IR) attractive fixed point if the coupling is asymptotically free (trivial) in its critical dimension. Examples include Yang-Mills in $d=4+\epsilon$, the Gross-Neveu model in $d=2+\epsilon$ for the former and the Wilson-Fisher fixed point for the latter, see, e.g., [95-100].

For the search of a quantum gravity fixed point in the tensor-model theory space, the canonical dimension could be a useful guiding principle. The motivation for this comes from the hope that the universality class discovered for quantum gravity in the continuum where metric fluctuations are summed over appears to be near-canonical. To match the corresponding spectrum of scaling exponents, one would expect a near-canonical scaling also on the tensor-model side ${ }^{4}$. The continuum asymptotic safety regime has been studied intensively and there is mounting evidence that the non-Gaussian fixed point explored in that approach features near-canonical scaling, the largest anomalous scaling is about 2 while the difference of quantum to canonical scaling goes to zero for the couplings of $\sqrt{g} R^{n}$ with $n>3$, see, e.g., [101-104]. It is, therefore, a well-motivated starting point to assume that no operator with, e.g., canonical dimension -4 (or slightly more negative) can have significant overlap with a

[^3]relevant direction at the quantum-gravity fixed point in tensor models. This leads to a truncation ansatz in which one includes all operators up to this scaling. One can then search for a fixed point with quantum-gravity characteristics and check explicitly whether the near-canonical scaling assumption is justified.

Having found such a semi-perturbative fixed point in a truncation, one needs to check whether this fixed point is a truncation artifact, i.e., that the RG flow at that point simply is parallel to the projection onto the truncation. One can obtain hints about this by (1) varying the regulator and the way in which one projects onto the truncation ansatz and (2) enlarging the truncation. If a fixed point is stable under variations of the regulator and projection rule and if it appears with the same features in larger truncations, then it is unlikely that the fixed point is a truncation artifact. A larger truncation also allows one to re-check the assumption of near-canonical scaling. Ideally one finds that the deviation from canonical scaling decreases for the new operators which suggest that canonical scaling becomes a better and better assumption for the operators not included in the truncation. A similar strategy was successfully applied to the semi-perturbative UV-attractor of the Grosse-Wulkenhaar model [105], where it was indeed possible to bound the deviation from canonical scaling. Deriving such a bound for tensor models would complete the bootstrap approach.

### 3.4. In Practice: The $\mathcal{P} \mathcal{F}$ Expansion

The FRG Equation (8) is an equation for the effective action functional, which involves inverting a field-dependent operator and taking the regulated trace over the eigenvalues of the field- and index-dependent two-point function A very useful strategy to perform these two operations is the $\mathcal{P F}$-expansion, which is a Taylor expansion of the RHS of the flow equation in the tensor $T_{a b c}$ around the vanishing field configuration $T_{a b c} \equiv 0$. To obtain the expansion, we rewrite the regularized inverse two-point function that enters the flow Equation (8) as

$$
\begin{equation*}
\Gamma_{N, a b c d e f}^{(2)}[T]+R_{N, a b c d e f}=\underbrace{\Gamma_{N, a b c d e f}^{(2)}[T=0]+R_{N, a b c d e f}}_{\mathcal{P}}+\underbrace{\Gamma_{N, a b c d e f}^{(2)}[T]-\Gamma_{N, a b c d e f}^{(2)}[T=0]}_{\mathcal{F}}, \tag{13}
\end{equation*}
$$

where we use a shorthand notation $\Gamma_{N, a b c d e f}^{(2)}=\delta^{2} \Gamma_{N} / \delta T_{a b c} \delta T_{d e f}$. Thence, the flow Equation (8) is expressed as

$$
\begin{equation*}
\partial_{t} \Gamma_{N}=\frac{1}{2} \operatorname{Tr}\left[(\mathcal{P}+\mathcal{F})^{-1} \partial_{t} R_{N}\right]=\frac{1}{2} \operatorname{Tr}\left[\left(\partial_{t} R_{N}\right) \mathcal{P}^{-1}\right]+\frac{1}{2} \sum_{n=1}^{\infty} \operatorname{Tr}\left[(-1)^{n}\left(\partial_{t} R_{N}\right) \mathcal{P}^{-1}\left(\mathcal{P}^{-1} \mathcal{F}\right)^{n}\right], \tag{14}
\end{equation*}
$$

where we suppressed the tensor indices for simplicity and expanded the inverse two-point function as a geometric series. This way of writing the RHS of the flow equation is very useful when one considers finite polynomial truncations in $T_{a b c}$, because in this case one can truncate the sum at finite order. All further terms of the sum would possess more tensors than the monomials in the truncation.

## 4. Large $N$ Scaling Dimensions

In settings with a background, where the RG flow corresponds to a local coarse graining, one RG step is literally a scale transformation. Accordingly, the canonical scaling dimensions of couplings are their mass dimensions. These can be determined prior to studying the actual RG flow. In the background-independent setting, there is no notion of locality or spacetime and accordingly all couplings are dimensionless in terms of units of length or mass, and no notion of mass dimension exists. Yet, mass dimension is not the notion of dimensionality that is relevant to a pregeometric RG flow anyway. Instead, it is a consistent scaling with $N$ that is central here. This scaling is not determined a priori. Nevertheless, one can determine it in two steps:

1. Since the purpose of the FRG setup is the investigation of the large $N$-behavior of the tensor model, we need to scale the coupling constants in such a way that the beta functions admit a $1 / \mathrm{N}$ expansion. This gives a stack of coupled inequalities, which exclude most scaling prescriptions. Imposing the additional requirement that no interactions should be artificially decoupled from the system uniquely fixes all but one scaling dimensions.
2. A further condition comes from the geometric interpretation of tensor models. Specifically, the interpretation in terms of the Regge action of the triangulation that is associated with each tensor-model Feynman graph is only possible for a particular scaling of the associated coupling constant with $N$.

We will now present these two steps in more detail and determine the scaling dimension for the tensor models of quantum gravity.

For the first step, let us briefly return to the background dependent continuum setting. There, the flow equation automatically provides a scaling dimension. It arises by demanding that the beta functions form an autonomous system, such that after an appropriate rescaling of the couplings, the explicit dependence on the scale drops out. As a specific example, consider the beta function for the Newton coupling $\bar{G}$, which reads

$$
\begin{equation*}
\beta_{\bar{G}}=\# k^{d-2} \bar{G}^{2} \tag{15}
\end{equation*}
$$

to leading-order in $\bar{G}$ with $\#<0,[1,106-110]$. Demanding independence from $k$ provides the scaling dimension and agrees with the mass dimensionality. The dimensionless coupling takes the form

$$
\begin{equation*}
G=\bar{G} k^{d-2} \tag{16}
\end{equation*}
$$

Without knowing anything about mass dimensionality, one can thus alternatively fix the canonical scaling dimensions of couplings by demanding that the beta functions form an autonomous system at large $N$. This strategy is applicable to the pregeometric setting. For instance, the coupling $\bar{g}_{4,1}^{2,1}$ of the interaction $T_{a b c} T_{a d e} T_{f d e} T_{f b c}$ in a real rank 3 model has the beta function

$$
\begin{equation*}
\beta_{\overline{\bar{g}}_{4,1}^{2,1}}=\# N^{\frac{2 r}{p}}\left(\bar{g}_{4,1}^{2,1}\right)^{2}+\mathcal{O}\left(N^{0}\right) \tag{17}
\end{equation*}
$$

resulting in

$$
\begin{equation*}
g_{4,1}^{2,1}=N^{\frac{2 r}{p}} \bar{g}_{4,1}^{2,1} . \tag{18}
\end{equation*}
$$

Please note that fixing the scaling dimensions in this way is possible in the large $N$ limit, but not at finite $N$. This is a consequence of the fact that at any given order in the couplings, different orders in $N$ appear. As we explicitly use the large $N$-limit, this only results in an upper bound on the scaling dimensions. Choosing scaling dimensions below this upper bound also results in autonomous beta functions in the large $N$ limit $^{5}$. Yet, for this choice the corresponding interactions decouple from the beta functions. The "most interacting" system, where no interactions are suppressed artificially, is achieved when the scaling dimensions are chosen as the upper bounds.

As is evident from Equation (18), the thus-determined scaling dimensions depend on the parameters $r$ and $p$ in Equation (11). Insight into the physics allows to fix the ratio $r / p$. For instance, for the geometric interpretation of tensor models, the interpretation of the dual picture in terms of dynamical triangulations results in a relation of the couplings of the tensor model and the scale $N$ to the couplings of the Regge action. This relation only works for a specific choice of canonical scaling for the leading coupling (i.e., one of the quartic couplings). In turn, this scaling dimension fixes

[^4]$r / p$. It turns out that this is $r / p=1$ for a rank $d$ tensor model, if $d$ is the dimension entering the corresponding Regge action in the continuum picture. Yet, for those fixed points in the tensor model that show dimensional reduction to a matrix model ${ }^{6}, r / p<1$ is the correct choice.

As a specific example for how the geometric interpretation fixes $r / p$, consider the possibly simplest quantum-gravity tensor model, the so-called rank 3 colored complex model [43] defined through the action

$$
\begin{equation*}
S(T, \bar{T})=\sum_{i=0}^{3} T_{a b c}^{i} \bar{T}_{a b c}^{i}+N^{-3 / 2}\left(\lambda T_{a b c}^{0} T_{a d e}^{1} T_{f b e}^{2} T_{f d c}^{3}+c . c .\right) \tag{19}
\end{equation*}
$$

The Feynman diagram expansion of this model yields the amplitude

$$
\begin{equation*}
A(\gamma)=N^{N_{1}-3 / 2 N_{3}}(\lambda \bar{\lambda})^{N_{3} / 2} \tag{20}
\end{equation*}
$$

where $N_{3}$ denotes the number of 3 -cells ${ }^{7}$ in the triangulation $\Delta(\gamma)$ associated with the colored Feynman graph $\gamma$ and where $N_{1}$ denotes the number of 1-cells. Comparing this with the Regge action $S_{R}[\Delta]=\kappa_{3} N_{3}-\kappa_{1} N_{1}$ of a triangulation $\Delta$ allows us to identify the coupling constants as $\kappa_{1}=\ln (N)$ and $\kappa_{3}=\frac{3}{2} \ln (N)-\frac{1}{2} \ln (\lambda \bar{\lambda})$. The uncolored models that we investigate with the FRG are obtained by integrating out all but the last color. The scaling $N^{-3 / 2}$ of the coupling constant $\lambda$ then implies the scaling $N^{-2}$ for the cyclic-melonic interactions, i.e., $T_{a b c} T_{a d e} T_{f d e} T_{f b c}$ and its color permutations. In other words the geometric compatibility condition fixes $r / p=1$.

## 5. Benchmarking the FRG in Matrix Models

In two-dimensional quantum gravity, the relevant critical exponent of the double-scaling limit is known. In this limit, the continuum limit in dynamical triangulations can be taken in such a way that all topologies contribute. For reviews and introductions, see, e.g., [21,111-114]. The matrix model that is dual to dynamical triangulations can be chosen to be Hermitian $N \times N$ matrices $\varphi$, with the generating functional given by

$$
\begin{equation*}
Z=\int \mathcal{D} \varphi e^{N\left(-\frac{1}{2} \operatorname{Tr} \varphi^{2}+\frac{84}{4} \operatorname{Tr} \varphi^{4}\right)} \tag{21}
\end{equation*}
$$

The double-scaling limit requires taking $N \rightarrow \infty$, while holding

$$
\begin{equation*}
\left(g_{4}-g_{4 \text { crit }}\right)^{\frac{5}{4}} N=\text { const } \tag{22}
\end{equation*}
$$

where $g_{4}$ crit is the critical value of the coupling. This can be rewritten in the form

$$
\begin{equation*}
g_{4}(N)=g_{4 \mathrm{crit}}+c N^{-\frac{4}{5}} \tag{23}
\end{equation*}
$$

This is structurally similar to the leading-order scaling of couplings in the vicinity of a fixed point of the RG flow. Accordingly, one is led to identify

$$
\begin{equation*}
\theta=\frac{4}{5} \tag{24}
\end{equation*}
$$

as a relevant critical exponent. This similarity prompted the authors of [39] to set up a pregeometric RG flow in matrix size $N$. In that paper as well as the follow-up works [115-120], the coarse graining

[^5]was implemented explicitly by integrating out the outermost rows and columns of the matrices in a Gaussian approximation.

In [40], the flow Equation (8) in the pregeometric setting was first derived. Applying it to truncations of a single-trace form, $\Gamma_{N}=\sum_{i=2} g_{2 i} \operatorname{Tr} \phi^{2 i}$, yielded a critical exponent that approaches $\theta=1$ from above. Extending the truncation to multi-trace operators does not improve the estimate, but instead makes it worse. The critical exponent $\theta=0.8$ for gravity is first reproduced at the first multicritical point [41], which corresponds to gravity coupled to conformal matter [121].

Instead of reviewing these results in greater detail, here we explore an alternative prescription to calculate the critical exponents that leads to a significant improvement in the estimate. This prescription was already explored in [64] for tensor models, and has been put forward for continuum QFTs in [122]. It consists in keeping the anomalous dimension $\eta=-N \partial_{N} \ln Z_{N}$ constant while calculating the stability matrix, i.e.,

$$
\begin{equation*}
\tilde{\theta}_{I}=-\left.\operatorname{eig}\left(\left(\frac{\partial \beta_{g_{i}}}{\partial g_{j}}\right)_{\eta}\right)\right|_{\vec{g}=\vec{g}_{*}} \tag{25}
\end{equation*}
$$

The notation ()$_{\eta}$ indicates that the derivative is taken at fixed $\eta$. The alternative, more standard prescription differs by including derivatives of $\eta$ and will be denoted by $\theta_{I}$ to clearly differentiate between the two. As a specific example, consider the case where a coupling $g_{i}$ already corresponds to an eigendirection at a fixed point. No off-diagonal elements of the stability matrix contribute to its critical exponent, such that

$$
\begin{align*}
\tilde{\theta} & =-\left.\left(\left(\frac{\partial \beta_{g_{i}}}{\partial g_{j}}\right)_{\eta}\right)\right|_{\vec{g}=\vec{g}_{*}}  \tag{26}\\
\theta & =-\left.\left(\frac{\partial \beta g_{i}}{\partial g_{i}}\right)\right|_{\vec{g}=\vec{g}_{*}}=\tilde{\theta}+\left.\left(\frac{\partial \beta g_{i}}{\partial \eta} \frac{\partial \eta}{\partial g_{i}}\right)\right|_{\vec{g}=\vec{g}_{*}} \tag{27}
\end{align*}
$$

In [122] it was observed that a scaling relation for critical exponents in the $O(N) \oplus O(M)$ model, which is known to hold for the epsilon-expansion [98,123,124], is only satisfied for the FRG in truncations of the full flow to the local potential approximation plus anomalous dimension for the prescription in Equation (25). The more standard prescription leads to small violations of the scaling relation in those truncations.

Here, we show that the $\tilde{\theta}$-prescription gives improved results for the critical exponent of the double-scaling limit, resulting in only $14 \%$ deviation already in a calculationally very straightforward truncation, cf. Figure 4.


Figure 4. The relevant critical exponent in the matrix model according to the prescription Equation (25) as a function of truncation order in a truncation of the form $\Gamma_{N}=\sum_{i=1}^{n} g_{2 i} \operatorname{Tr} \phi^{2 i}$.

The results for the critical exponent as a function of truncation order in Figure 4 appear to be fit well by a function of the form

$$
\begin{equation*}
\tilde{\theta}(n)=a-b e^{-c n} \tag{28}
\end{equation*}
$$

with fit parameters $a=0.91, b=1.54$ and $c=0.29$. An extrapolation to $n \rightarrow \infty$, which is the complete single-trace subsector of theory space, yields $\tilde{\theta}(n \rightarrow \infty)=0.91$, which is only a $14 \%$ deviation from the exact result $\theta=0.8$. Whether this is accidental, or whether there is a deeper reason the $\tilde{\theta}$ prescription works better for matrix and potentially also tensor models, remains to be explored in the future.

One source of systematic errors for the critical exponent is the breaking of the $U(N)$ symmetry of the matrix model through the regulator [41]. This can be seen by the fact that the $U(N)$-Ward identity obtains a non-vanishing RHS through the introduction of the regulator:

$$
\begin{equation*}
\mathcal{G}_{\epsilon} \Gamma_{N}=\epsilon \operatorname{Tr}\left(\frac{\left[A, R_{N}\right]}{\Gamma_{N}^{(2)}+R_{N}}\right) \tag{29}
\end{equation*}
$$

where $A$ is the generating matrix of an infinitesimal unitary transformation, which generates the transformation $\mathcal{G}_{\epsilon}$. By generating we mean that a unitary transformation $U=\exp (i \epsilon A)$ transforms the matrix $\phi$ as $\phi \mapsto U^{\dagger} . \phi \cdot U=\phi+i \epsilon[A, \phi]+\mathcal{O}\left(\epsilon^{2}\right)$. This implies that the RG flow generates symmetry-breaking operators even if the initial condition is a $U(N)$ symmetric action. In particular, the relevant directions will acquire contamination by these symmetry-breaking operators. Hence, when investigating the large $N$-limit with the FRG, one must include these symmetry-breaking operators to find accurate critical exponents.

Including the symmetry-breaking operators into a truncation and distinguishing them from the symmetric operators by a projection on the truncation is a technically rather challenging task. Fortunately, there is a self-consistent work-around in the case of matrix models that gives surprisingly stable results [41]: It is based on the observation that tadpole diagrams of $U(N)$-symmetric operators do not generate symmetry-breaking operators for the rank-2-case. In other words, the tadpole approximation to the broken $U(N)$-Ward identity is solved by a symmetric effective average action. Using the tadpole approximation in a single-trace truncation allows one to find the infinite series of so-called multicritical points. The $m$-th multicritical point is a fixed point with $m$ non-vanishing couplings at the fixed point whose fixed-point values occur with alternating sings and whose critical exponents are $\theta_{n}^{(m)}=\frac{n}{m}$. We see that the largest critical exponent (the pure-gravity exponent) is still $\theta_{m}^{(m)}=1$ in the single-trace truncation. However, including multi-trace operators in the truncation yields improved results for the largest critical exponents $\theta_{m}^{(m)}=0.80 \ldots 0.82$ at the $m=2,3,4, \ldots$ multicritical fixed points. For this leading critical exponent, one therefore obtains an estimate that deviates from the exact value by only $3 \%$, which is a rather high precision. The subleading relevant critical exponents at the multicritical points are not reproduced with comparable precision in this truncation. Nevertheless, we interpret the precision of the leading relevant exponent as a signature that the FRG can successfully pass the benchmark test posed by rank 2 models. Only at the double-scaling limit, i.e., the $m=1$ fixed point, one obtains $\theta_{1}^{(1)}=1$. This relatively large discrepancy of the critical exponents from 0.8 can be explained by the fact that the tadpole approximation does only capture effects from the tree-level truncation, which contains only one coupling. Given such a small truncation, it is actually remarkable to obtain the values of the critical exponent with $25 \%$ accuracy.

As a consequence of universality, specific fixed points in tensor models can also reproduce the matrix-model results. This is due to the fact that the shape of the building blocks is not relevant for the continuum limit. Therefore even higher-dimensional building blocks can reproduce a lower-dimensional continuum limit, at a point in theory space where the effective dynamics "flattens" these building blocks in an appropriate way. To recover the lower-dimensional scaling, the canonical scaling dimensions of the model must be adjusted by choosing $r / p<1$ in Equation (11). In that choice,
and for the prescription Equation (25), the matrix-model exponent is approximately recovered from the fixed points in tensor models, see Sections 6 and 7.

## 6. Charting Three Dimensions from a Tensor-Model Point of View

An important motivation for RG studies of the large- $N$ - behavior of tensor models is the search for a continuum limit that can be associated with quantum gravity. The first step in the systematic program that can lead to the confirmation or refutation of the conjecture that there might exists a continuum limit in tensor models which corresponds to quantum gravity, is a systematic investigation of theory spaces. Varying the number of tensor fields, the rank of the tensors and symmetry-structures provides several different theory spaces which one can then investigate with the FRG. The first step in the FRG investigation of a theory space consists of finding tentative candidates for universal fixed points. This provides insight into which interaction structures could be of particular importance for a continuum limit. Below, we discuss the status of this systematic program in more detail for rank-3 tensor models.

In summary, by investigating a complex uncolored model, i.e., a model with $U\left(N^{\prime}\right) \otimes U\left(N^{\prime}\right) \otimes$ $U\left(N^{\prime}\right)$ symmetry, and a real uncolored model, i.e., a symmetry group of the form $O\left(N^{\prime}\right) \otimes O\left(N^{\prime}\right) \otimes$ $O\left(N^{\prime}\right)$, we discover that certain classes of fixed points are shared. In particular, we find fixed points that exhibit a form of dimensional reduction and evidence that these fixed points are not truncation artifacts. Crucially, the real model features a new, tetrahedral interaction, cf. the third entry in Table 1, introduced by Carrozza and Tanasa [62], and later taken up in [47] for an SYK-type model. This interaction appears to be key for the generation of a fixed point which does not appear to feature dimensional reduction and therefore constitutes a tentative candidate for a continuum limit for three-dimensional quantum gravity. We stress that of course it requires much more than just the discovery of the fixed point to establish its relevance for three-dimensional quantum gravity; finding a fixed point without dimensional reduction is a necessary but not sufficient step in linking tensor models to a well-behaved phase of quantum gravity.

### 6.1. Dimensional Reduction in Tensor Models

The absence of a background geometry permits that tensor models exhibit phenomena that do not appear in local quantum fields theories. The first of these is the dynamical generation of multi-trace operators, which correspond to tensor-model vertices with a geometric interpretation as boundaries formed by disconnected pieces of geometry (such as, e.g., the two circles in the boundary of a cylinder). These multi-trace operators are however generated by connected Feynman diagrams. For instance, a matrix-connected matrix-model Feynman diagram may be dual to the triangulation of a cylinder connecting the two circles in the boundary. The corresponding interactions are thus generically generated by the flow, and are part of the quantum effective action. In particular, one finds disconnected tensor invariants with $2 n$ tensors of the form $\left(T_{a b c} T_{a b c}\right)^{n}$, which possess an enhanced $O\left(N^{\prime 3}\right)$-symmetry, reducing the tensor model to a vector model and producing non-Gaussian fixed points, which do not represent extended three-dimensional geometries.

In [65] we identified a mechanism that can be realized at suitable fixed points and prevents the production of multi-trace operators. It is based on the observation that the generation of $\left(T_{a b c} T_{a b c}\right)^{2}$ from connected vertices requires two cyclic 4-melons with distinct preferred colors to be nonzero. Thus, the fixed points in the theory space with the enhanced $O\left(N^{\prime}\right) \otimes O\left(N^{\prime 2}\right)$ symmetry exhibited by the cyclic melons with one preferred color do not possess non-vanishing multi-trace operators. However, this theory space exhibits dimensional reduction. Dynamical dimensional reduction at high energies is an intriguing phenomenon in several models of quantum gravity, see, e.g., [125], that are four-dimensional at large scales. In tensor models, dimensional reduction differs in that it appears to be realized at certain classes of fixed points in rank-3 and rank-4 models, such that the continuum limit is not a candidate for three- or four-dimensional quantum gravity. (Although not yet explored explicitly, the same result should be true in any rank $d>2$.) Specifically, an enhancement of the $U\left(N^{\prime}\right) \otimes \ldots \otimes$
$U\left(N^{\prime}\right)\left(\right.$ or $\left.O\left(N^{\prime}\right) \otimes \ldots \otimes O\left(N^{\prime}\right)\right)$ symmetry to an $U\left(N^{\prime 2}\right) \otimes \ldots \otimes U\left(N^{\prime}\right)\left(O\left(N^{\prime 2}\right) \otimes \ldots \otimes O\left(N^{\prime}\right)\right)$ symmetry goes hand in hand with an effective "fusion" of two indices into one "super-index", such that the model effectively reduces to a matrix model. This occurs at fixed points at which only cyclic melons (single-trace, multi-trace or both) of one preferred color are present. Because of the enhanced symmetry, it is always consistent to set all other interactions to zero, as one can also check by inspecting the beta functions. To fully establish the dimensional reduction, the critical exponents of the matrix model should also be reproduced. Here, the freedom in choosing $r$ and $p$ in Equation (11) becomes crucial: A matrix model features different canonical dimensions than a tensor model, essentially due to the reduced rank. The canonical dimensions are functions of $r / p$. To probe the matrix-model limit of rank-3 tensor models, one should choose $r / p=1 / 2$ to obtain the canonical dimensions appropriate for a matrix model. With this choice for the scaling of the regulator, and for the prescription Equation (25), the matrix-model exponent is approximately recovered from the fixed points in tensor models.

In particular, the fixed points reported in Tables 2-4 feature dimension reduction. They were obtained for the rank-3 real model. For those which appear both in the complex and in the real model, both sets of values are shown. The tables display fixed points as well as critical exponents values obtained in the hexic truncation of the rank-3 real model. In this truncation, all $O\left(N^{\prime}\right) \otimes O\left(N^{\prime}\right) \otimes O\left(N^{\prime}\right)$ symmetric interactions are included in the effective average action. The resulting truncation has 21 couplings. Further details can be found in [64,65].

Table 2. This fixed point only features cyclic-melonic couplings and has one relevant direction. It features dimensional reduction to a matrix model. For the complex model, the first four critical exponents are $\theta_{1}=2.14, \theta_{2}=-0.59, \theta_{3,4}=-1.26$. The slight numerical difference to the real case is due to a different choice of projection scheme. The second critical exponent of the real model misses from the universality class obtained from the complex model and is to be attributed to the additional presence of the interaction associated with $g_{4,1}^{0}$. Choosing $r / p=1 / 2$ leads to $\theta=1.09$ for the leading critical exponent. Using the prescription described in Section 5 the value is $\tilde{\theta}=0.63$.

| $g_{4,1}^{0}{ }^{*}$ | $g_{4,1}^{2,1^{*}}$ | $g_{4,1}^{2,2^{*}}$ | $g_{4,1}^{2,3^{*}}$ | $g_{4,2}^{2}{ }^{*}$ | $g_{6,1}^{0, n p^{*}}$ | $g_{6,1}^{0, p^{*}}$ | $g_{6,1}^{1, i^{*}}$ | $g_{6,1}^{2, i}$ | $g_{6,1}^{3,1^{*}}$ | $g_{6,1}^{3,2^{*}}$ | $g_{6,1}^{3,3^{*}}$ | $g_{6,2}^{1}{ }^{*}$ | $g_{6,2}^{3, i^{*}}$ | $g_{6,3}^{3}{ }^{*}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | -0.28 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | -0.15 | 0 | 0 | 0 | 0 | 0 |
| $\theta_{1}$ | $\theta_{2}$ | $\theta_{3}$ | $\theta_{4,5}$ | $\theta_{6}$ | $\theta_{7,8}$ | $\theta_{9}$ | $\theta_{10}$ | $\theta_{11,12}$ | $\theta_{13,14}$ | $\theta_{15,16,17}$ | $\theta_{18}$ | $\theta_{19}$ | $\theta_{20,21}$ | $\eta$ |
| 2.19 | -0.03 | -0.69 | -1.19 | $-1.68$ | -1.78 | -2.08 | -2.15 | -2.18 | -2.28 | -2.78 | -2.94 | -2.98 | -3.18 | -0.41 |

Table 3. Only bubble-multi-trace interactions are present in this fixed point, i.e., interactions of the form $\left(T_{a b c} T_{a b c}\right)^{n}$. It has one relevant direction and features dimensional reduction to a vector model. For the complex case, the first four critical exponents read $\theta_{1}=3.33, \theta_{2,3,4}=-0.83$. These were not provided in [64], but can easily be extracted from the beta functions reported in that work.

| $g_{4,1}^{0}{ }^{*}$ | $g_{4,1}^{2, i}$ | $g_{4,2}^{2}{ }^{*}$ | $g_{6,1}^{0, n p^{*}}$ | $g_{6,1}^{0, p^{*}}$ | $g_{6,1}^{1, i}$ | $g_{6,1}^{2, i}$ | $g_{6,1}^{3, i^{*}}$ | $g_{6,2}^{3, i^{*}}$ | $g_{6,2}^{1}{ }^{*}$ | $g_{6,3}^{3}{ }^{*}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | -1.05 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | -2.27 |
| $\theta_{1}$ | $\theta_{2}$ | $\theta_{3,4,5}$ | $\theta_{6,7}$ | $\theta_{8,9,10}$ | $\theta_{11}$ | $\theta_{12,13,14,15,16,17}$ | $\theta_{18,19,20}$ | $\theta_{21}$ | $\eta$ |  |
| 3.32 | -0.33 | -0.83 | -1.24 | -1.74 | -1.82 | $-2.24$ | -2.32 | -3.28 | -0.59 |  |

The multi-trace operators $\left(T_{a b c} T_{a b c}\right)^{n}$ are invariant under the enhanced $O\left(N^{\prime 2}\right) \otimes O\left(N^{\prime}\right)$ symmetry. Thus, one expects that there exist fixed points at which cyclic melons and multi-trace operators take non-vanishing fixed-point values. This turns out to be true and, indeed in the quartic and hexic truncations, one finds a non-Gaussian fixed point with $O\left(N^{\prime 2}\right) \otimes O\left(N^{\prime}\right)$ symmetry and non-vanishing fixed-point values for the cyclic melons and multi-trace operators. This fixed point appears to possess two relevant directions, see Table 4, whereas the purely cyclic-melonic non-Gaussian fixed point only features one positive critical exponent in this truncation see Table 2. It should be stressed that the deviation of $\theta_{2}$ from zero at the fixed point in Table 4 is smaller than the presumed systematic error of the truncation.

Table 4. This fixed point has non-vanishing melonic as well as multi-trace interactions. It features two relevant directions, the second of which has a very small critical exponent. The systematic error of the truncation is expected to be significantly larger than the deviation of $\theta_{2}$ from zero. The fixed point exhibits dimensional reduction to a matrix model. For the complex case, the first four critical exponents read $\theta_{1}=2.56, \theta_{2}=0.44, \theta_{3,4}=-0.97$. The difference is to be attributed to a difference in projection scheme. Additionally, the real model features an extra critical exponent $\theta_{3}=-0.66$ due to the presence of the additional interaction $g_{4,1}^{0}$.

| $g_{4,1}^{0}{ }^{*}$ | $g_{4,1}^{2,1^{*}}$ | $g_{4,1}^{2,(2,3)^{*}}$ | $g_{4,2}^{2}$ | $g_{6,1}^{0, n p^{*}}$ | $g_{6,1}^{0, p^{*}}$ | $g_{6,1}^{1, i^{*}}$ | $g_{6,1}^{2, i^{*}}$ | $g_{6,1}^{3,1^{*}}$ | $g_{6,1}^{3,(2,3)^{*}}$ | $g_{6,2}^{3,1^{*}}$ | $g_{6,2}^{3,(2,3)^{*}}$ | $g_{6,2}^{1}{ }^{*}$ | $g_{6,3}^{3}{ }^{*}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | -0.27 | 0 | -0.05 | 0 | 0 | 0 | 0 | -0.13 | 0 | -0.05 | 0 | 0 | -0.01 |  |
| $\theta_{\mathbf{1}}$ | $\theta_{2}$ | $\theta_{3}$ | $\theta_{4,5}$ | $\theta_{6}$ | $\theta_{7,8}$ | $\theta_{9}$ | $\theta_{10}$ | $\theta_{11,12}$ | $\theta_{13,14}$ | $\theta_{15}$ | $\theta_{16,17,18}$ | $\theta_{19}$ | $\theta_{20,21}$ | $\eta$ |
| 2.23 | 0.03 | -0.66 | -1.16 | -1.66 | -1.74 | -2.04 | -2.12 | -2.16 | -2.24 | -2.73 | -2.74 | -3.10 | -3.12 | -0.42 |

As we have introduced the colors it is consistent to switch off the multi-trace interactions for the matrix-model limit. In matrix-model RG flows this has not been possible, as multi-trace interactions in matrix models are automatically generated from single-trace ones. Physically, this might suggest that configurations with disconnected boundaries do not have a significant impact on the path integral in two dimensions, as it appears to be possible to reach the same continuum limit both with and without the presence of multi-trace interactions.

Please note that due to the symmetry-breaking induced by the regulator, even at the single-trace cyclic-melonic fixed point, interactions with non-trivial index-dependence outside this theory space are generated and could take finite values at the fixed point. The fixed-point values of these operators are constrained by the modified $O\left(N^{\prime}\right)^{\otimes 3}$-Ward identity, where the only symmetry-breaking term is due to the regulator. This regulator term vanishes in the IR limit, which implies that the $O\left(N^{\prime}\right)^{\otimes 3}$-Ward identity turns into the constraint that all these index-dependent interactions vanish.

The analogous argument applies to all other fixed points: These fixed points will exhibit non-vanishing couplings for index-dependent vertices, but their values are constrained by the modified Ward identity. In the IR, it turns into the constraint that all couplings associated with index-dependent operators vanish. To reach this point, the initial condition for the RG flow must be chosen with an appropriate "amount" of symmetry-breaking operators, such that during the flow, the symmetry-breaking effect of the regulator compensates with that coming from the initial condition.

### 6.2. Candidates with Potential Relevance for Three-Dimensional Quantum Gravity

The fixed points with enhanced $O\left(N^{\prime 2}\right) \otimes O\left(N^{\prime}\right)$ and $O\left(N^{\prime 3}\right)$ symmetries appear to exhibit dimensional reduction. This might possibly be compatible with dynamical dimensional reduction in the physical UV limit, i.e., after the continuum limit has already been taken if these fixed points would possess a relevant direction that "inflates" additional dimensions in the IR. However, we consider this possibility unlikely, and consider it more likely that the continuum limit leads to the same topological dimension as the IR limit of the corresponding spacetime exhibits. Please note that the dimensional reduction in the spectral dimension observed in many quantum-gravity approaches is different, and does not imply that there is a reduction in the topological dimension.

A different possibility to search for quantum gravity candidate fixed points is to search for fixed points that do not possess such an enhanced symmetry. In [65] we found two possible candidates. These fixed points are isocolored, i.e., they exhibit a global symmetry under color permutation. Note that such a symmetry is not linked to dimensional reduction. In fact, the presence of cyclic-melonic interactions with all three different preferred colors is exactly what prevents the merging of two indices to one "super-index" linked to $O\left(N^{\prime 2}\right) \otimes O\left(N^{\prime}\right)$ symmetry. Another hint about the "geometricity" of a fixed point might be the presence of the tetrahedral interaction $T_{a b c} T_{a d e} T_{f d c} T_{f b e}$. An isocolored fixed point at which this tetrahedral interaction takes a non-vanishing fixed-point value may describe the continuum limit of a geometric model. We stress that this is not sufficient for such a fixed point to be associated with quantum gravity. The identification as a quantum-gravity candidate can only be made
when order parameters indicate a geometric interpretation. The fixed point possesses the positive critical exponents

$$
\begin{equation*}
\theta_{ \pm}=1.35 \pm 1.56 i \ldots 1.95 \pm 0.69 i, \quad \theta_{3}=0.38 \ldots 0.13 . \tag{30}
\end{equation*}
$$

in the full hexic truncation, where the range comes from several different schemes regarding the treatment of the anomalous dimension. We stress that it should not be taken as a complete estimate of the systematic truncation error. The leading critical exponents are roughly compatible with the critical exponents found for the Einstein-Hilbert truncation in three dimensions [126] with $\theta_{1} \approx 2.5$ and $\theta_{2} \approx 0.8$ which are also expected to come with significant systematic errors. We caution that this comparison is subject to systematic errors on both sides. In fact, in three-dimensional continuum gravity, fixed-point searches have only been conducted in the Einstein-Hilbert truncation, not including higher-derivative operators. Therefore, it is not yet established whether there are indeed only two relevant directions, although the fact that four-derivative curvature invariants are canonically irrelevant could support such a conjecture. Accordingly, the comparison of critical exponents we perform here is to be understood as a proposal for a comparison that will become more meaningful in the future, when systematic errors are significantly reduced on both sides. Here, we only note that within the significant systematic errors that we expect these results to have, the critical exponents of the continuum and the tensor-model setting do not appear to be incompatible.

A second isocolored melonic fixed point with vanishing fixed-point value for the tetrahedral interaction was also found and discussed in the appendix of [65], but with slightly complex values for the coupling constants. The imaginary parts of the fixed-point values of the couplings exhibit a scheme-dependence that is consistent with vanishing imaginary parts of the couplings, which would make the fixed-point action real and thus physically admissible.

## 7. First Steps Towards Background-Independent Four-Dimensional Quantum Gravity

In this subsection, we discuss the first results obtained for rank-4 tensor models using the FRG. The purpose of our presentation is illustrative and for this reason, we restrict the analysis to a simple truncation for the effective average action. An extensive analysis employing more sophisticated truncations will be presented elsewhere.

Studying rank-4 tensor models, whose Feynman diagrams can be identified with four-dimensional triangulations, is certainly of great importance from a quantum-gravity perspective. If a suitable continuum limit can be found, they could be candidates for a description of the microscopic structure of four-dimensional quantum spacetime. While results in tensor models point towards the existence of a branched-polymer phase [127], Monte Carlo simulations indicate that causal dynamical triangulations could also give rise to extended four-dimensional geometries [11,128]. The case of Euclidean dynamical triangulations is under renewed investigation [12]. The FRG is a suitable tool to complement such simulations and discover candidates for a universal continuum limit beyond branched polymers.

We consider a complex rank-4 tensor model, i.e., we work with a random tensor $T_{a b c d}$ and its complex conjugate $\bar{T}_{a b c d}$ of size $N^{\prime}$. We focus on a model respecting the following symmetry

$$
\begin{align*}
& T_{a_{1} a_{2} a_{3} a_{4}} \quad \rightarrow \quad T_{a_{1} a_{2} a_{3} a_{4}}^{\prime}=U_{a_{1} b_{1}}^{(1)} U_{a_{2} b_{2}}^{(2)} U_{a_{3} b_{3}}^{(3)} U_{a_{4} b_{4}}^{(4)} T_{b_{1} b_{2} b_{3} b_{4}}, \\
& \bar{T}_{a_{1} a_{2} a_{3} a_{4}} \quad \rightarrow \quad \bar{T}_{a_{1} a_{2} a_{3} a_{4}}^{\prime}=\bar{U}_{a_{1} b_{1} b_{1}}^{(1)} \bar{U}_{a_{2} b_{2}}^{(2)} \bar{U}_{a_{3} b_{3}}^{(3)} \bar{U}_{a_{4} b_{4}}^{(4)} \bar{T}_{b_{1} b_{2} b_{3} b_{4}}, \tag{31}
\end{align*}
$$

where repeated indices are summed over. The matrices $U_{a b}^{(i)}$ are unitary and therefore the model has a $U\left(N^{\prime}\right)^{\otimes 4}$ symmetry. Equation (31) shows that each index of the tensor transforms independently. Hence, $U\left(N^{\prime}\right)^{\otimes 4}$ invariance requires that the only allowed index contraction is a first index of $T$ with a first index of $\bar{T}$, a second index of $T$ with a second index of $\bar{T}$ and so on. Consequently, an interaction term which contains $2 p$ tensors in total necessarily has $p$ tensors $T$ and $p$ tensors $\bar{T}$. Invariance under Equation (31) also ensures that the indices of the tensors do not have any permutation symmetry.

A continuum limit in tensor models might fall into the universality class corresponding to the Reuter fixed point [3] (see [5,129] for recent reviews). Accordingly we bootstrap our truncation assuming a near-canonical scaling spectrum, and choose

$$
\begin{equation*}
\Gamma_{N}=\Gamma_{N, 2}+\Gamma_{N, 4} \tag{32}
\end{equation*}
$$

with

$$
\begin{equation*}
\Gamma_{N, 2}=Z_{N} \bar{T}_{a_{1} a_{2} a_{3} a_{4}} T_{a_{1} a_{2} a_{3} a_{4}} \tag{33}
\end{equation*}
$$

and

$$
\begin{align*}
\Gamma_{N, 4} & =\bar{g}_{4,1}^{2,1} \bar{T}_{a_{1} a_{2} a_{3} a_{4}} T_{b_{1} a_{2} a_{3} a_{4}} \bar{T}_{b_{1} b_{2} b_{3} b_{4}} T_{a_{1} b_{2} b_{3} b_{4}}+\bar{g}_{4,1}^{2,2} \bar{T}_{a_{1} a_{2} a_{3} a_{4}} T_{a_{1} b_{2} a_{3} a_{4}} \bar{T}_{b_{1} b_{2} b_{3} b_{4}} T_{b_{1} a_{2} b_{3} b_{4}} \\
& +\bar{g}_{4,1}^{2,3} \bar{T}_{a_{1} a_{2} a_{3} a_{4}} T_{a_{1} a_{2} b_{3} a_{4}} \bar{T}_{b_{1} b_{2} b_{3} b_{4}} T_{b_{1} b_{2} a_{3} b_{4}}+\bar{g}_{4,1}^{2,4} \bar{T}_{a_{1} a_{2} a_{3} a_{4}} T_{a_{1} a_{2} a_{3} b_{4}} \bar{T}_{1} b_{2} b_{3} b_{4} T_{b_{1} b_{2} b_{3} a_{4}} \\
& +\bar{g}_{4,1}^{(1,2)} \bar{T}_{a_{1} a_{2} a_{3} a_{4}} T_{b_{1} b_{2} a_{3} a_{4}} \bar{T}_{b_{1} b_{2} b_{3} b_{4}} T_{a_{1} a_{2} b_{3} b_{4}}+\bar{g}_{4,1}^{1,3)} \bar{T}_{a_{1} a_{2} a_{3} a_{4}} T_{b_{1} a_{2} b_{3} a_{4}} \bar{T}_{b_{1} b_{2} b_{3} b_{4}} T_{a_{1} b_{2} a_{3} b_{4}} \\
& +\bar{g}_{4,1}^{(1,4)} \bar{T}_{a_{1} a_{2} a_{3} a_{4}} T_{b_{1} a_{2} a_{3} b_{4}} \bar{T}_{b_{1} b_{2} b_{3} b_{4}} T_{a_{1} b_{2} b_{3} a_{4}}+\bar{g}_{4,2}^{2} \bar{T}_{a_{1} a_{2} a_{3} a_{4}} T_{a_{1} a_{2} a_{3} a_{4}} \bar{T}_{b_{1} b_{2} b_{3} b_{4}} T_{b_{1} b_{2} b_{3} b_{4}} . \tag{34}
\end{align*}
$$

In Equation (33), $Z_{N}$ denotes the wave-function renormalization. The interactions in Equation (34) can be represented by 4-colored graphs: For each tensor $T(\bar{T})$ we associate a white (black) vertex and a colored edge for an index. Different colors are used to indicate different index positions on the tensors. An index contraction is represented by linking a black and a white vertex by the corresponding edge. The corresponding diagrammatic representation of Equation (32) is shown in Figure 5. The notation for the couplings of different interactions encode the corresponding diagrammatics, i.e., the combinatorial structures of the interaction: The first subindex denotes the number of tensors $T$ and $\bar{T}$, while the second one counts the number of connected components. The superindices differ for different combinatorial structures. For cyclic melons, which consist of contractions of neighboring tensors by either three lines or one line in alternating fashion, the superindices are not bracketed. The two superindices stand for the number of "submelons" and the preferred color $i$ which is the color of the single line connecting neighboring tensors. Since this is a rank-4 model, there are four different melonic invariants, each one selecting one distinct preferred color. A symmetry-reduced theory space, the isocolored theory space is defined by a single coupling being assigned to all cyclic melons since those interactions have the same combinatorial structure and just differ by the preferred color.

A distinct combinatorial structure is indicated by bracketed superindices: The couplings $\bar{g}_{4,1}^{(1, i)}$ are associated with the necklaces diagrams. These interactions are such that a given white vertex is connected to a black vertex by exactly two edges. There are three such interactions due to three possible pairings of four indices into two groups of two. Each white vertex is connected to one of its neighbors by the colors $(1, i)$ in the super-index, and by the remaining two colors to its other neighbor.

Finally, the "double-trace" interaction is parameterized by the coupling $\bar{g}_{4,2}^{2}$ : in the subindices, the number of connected components is two. The super-index represents the number of melons. At higher orders in the truncation, where the first subindex is larger than four, additional superindices must be introduced to distinguish all different combinatorial structures at fixed order in tensors and connected components.


Figure 5. Diagrammatic representation of the invariants present in our truncation
We aim at deriving the beta functions for the dimensionless couplings $g_{I}$, where

$$
\begin{equation*}
\bar{g}_{I} \equiv Z_{N}^{2} N^{\left[\bar{g}_{I}\right]} g_{I} \tag{35}
\end{equation*}
$$

with $\left[\bar{g}_{I}\right]$ being the canonical dimension of the coupling $\bar{g}_{I}$. We will now determine the canonical dimensions, cf. Section 4. For the application of the flow equation one must choose a regulator function which acts as an "infrared" suppression term, cutting off modes with indices satisfying $a^{p}+b^{p}+c^{p}+d^{p}<N^{r}$, where $r, p>0$. Our regulator choice generalizes that in [65]

$$
\begin{equation*}
R_{N}^{(r, p)}\left(\left\{a_{i}\right\},\left\{b_{i}\right\}\right)=\mathrm{Z}_{N} \delta_{a_{1} b_{1}} \delta_{a_{2} b_{2}} \delta_{a_{3} b_{3}} \delta_{a_{4} b_{4}}\left(\frac{N^{r}}{\sum_{i=1}^{4} a_{i}^{p}}-1\right) \theta\left(\frac{N^{r}}{\sum_{j=1}^{4} a_{j}^{p}}-1\right) \tag{36}
\end{equation*}
$$

Its scale-derivative $\partial_{t} \equiv N \partial_{N}$ is

$$
\begin{align*}
\partial_{t} R_{N}^{(r, p)}\left(\left\{a_{i}\right\},\left\{b_{i}\right\}\right)= & \delta_{a_{1} b_{1}} \delta_{a_{2} b_{2}} \delta_{a_{3} b_{3}} \delta_{a_{4} b_{4}}\left[N^{r} \frac{\partial_{t} Z_{N}+Z_{N}}{\sum_{i=1}^{4} a_{i}^{p}}-\partial_{t} Z_{N}\right] \theta\left(\frac{N^{r}}{\sum_{j=1}^{4} a_{j}^{p}}-1\right)  \tag{37}\\
& +Z_{N} \delta_{a_{1} b_{1}} \delta_{a_{2} b_{2}} \delta_{a_{3} b_{3}} \delta_{a_{4} b_{4}}\left(\frac{N^{r}}{\sum_{i=1}^{4} a_{i}^{p}}-1\right) \cdot \delta\left(\frac{N^{r}}{\sum_{i=1}^{4} a_{i}^{p}}-1\right) \cdot r \frac{N^{r}}{\sum_{k=1}^{4} a_{k}^{p}} .
\end{align*}
$$

The term in the second line of Equation (37) does not yield a contribution to the flow of couplings of index-independent interactions, since the delta-distribution appears multiplied by its argument. With these definitions, the right-hand-side of the flow equation can be evaluated. To extract beta functions from it, suitable projections onto the monomials spanning the theory space must be used. Specifically, the distinct combinatorial structures at a given order in tensors can easily be distinguished, as the flow equation generates combinatorially different contractions on the right-hand-side. To deal with the additional index-dependence of interactions that occurs due to the symmetry-breaking induced by the regulator, we apply the prescription from [65]. Specifically, the regulator can either sit on an index forming a closed loop, or an index occurring on a tensor and antitensor. To project onto symmetry-invariant monomials only, we set indices in the regulator to zero, if they also occur on a tensor. This splits the index-trace into two parts: The contraction of tensors and their complex conjugates decouples from the regulator trace and is directly recognizable as one of the different combinatorial structures in Equation (33) or (34). The regulator trace consists of a trace over indices running through the regulator and its derivative, which can be rewritten as an integral in the large- $N$ limit.

The resulting beta functions for the dimensionless couplings as well as the anomalous dimension $\eta \equiv-\partial_{t} Z_{N} / Z_{N}$ are, respectively,

$$
\begin{align*}
\eta & =2 \mathcal{J}_{2}^{3}(p) N^{\left[\bar{g}_{4,1}^{2, i}\right]+\frac{3 r}{p}} \sum_{i=1}^{4} g_{4,1}^{2, i}+4 \mathcal{J}_{2}^{2}(p) N^{\left[\bar{\delta}_{4,1}^{(1, i)}\right]+\frac{2 r}{p}} \sum_{i=2}^{4} g_{4,1}^{(1, i)}+2 \mathcal{J}_{2}^{4}(p) N^{\left[\bar{g}_{4,2}^{2}\right]+\frac{4 r}{p}} g_{4,2}^{2}  \tag{38}\\
\beta_{g_{4,1}^{2, i}} & =\left(2 \eta-\left[\bar{g}_{4,1}^{2, i}\right]\right) g_{4,1}^{2, i}+4 \mathcal{J}_{3}^{3}(p) N^{\left[\bar{\delta}_{4,1}^{2, i}\right]+\frac{3 r}{p}}\left(g_{4,1}^{2, i}\right)^{2}+8 \mathcal{J}_{3}^{1}(p) N^{2\left[\bar{\delta}_{4,1}^{(1, i)}\right]-\left[\bar{\delta}_{4,1}^{2, i}\right]+\frac{r}{p}} \sum_{j=2}^{4} \sum_{k>j} g_{4,1}^{(1, j)} g_{4,1}^{(1, k)} \\
& +8 \mathcal{J}_{3}^{2}(p) N^{\left[\bar{g}_{4,1}^{(1, i)}\right]+\frac{2 r}{p}} g_{4,1}^{2, i} \sum_{j=2}^{4} g_{4,1}^{(1, j)}  \tag{39}\\
\beta_{g_{4,1}^{(1, i)}} & =\left(2 \eta-\left[\bar{g}_{4,1}^{(1, i)}\right]\right) g_{4,1}^{(1, i)}+8 \mathcal{J}_{3}^{2}(p) N^{\left[\bar{\delta}_{4,1}^{(1, i)}\right]+\frac{2 r}{p}}\left(g_{4,1}^{(1, i)}\right)^{2}+8 \mathcal{J}_{3}^{1}(p) N^{\left[\bar{g}_{4,1}^{2, i}\right]+\frac{r}{p}} g_{4,1}^{(1, i)} \sum_{j=1}^{4} g_{4,1}^{2, j},  \tag{40}\\
\beta_{g_{4,2}^{2}} & =\left(2 \eta-\left[\bar{g}_{4,2}^{2}\right]\right) g_{4,2}^{2}+8 \mathcal{J}_{3}^{2}(p) N^{2\left[\bar{g}_{4,1}^{2, i}\right]-\left[\bar{\delta}_{4,2}^{2}\right]+\frac{2 r}{p}} \sum_{i=1}^{4} \sum_{j>i} g_{4,1}^{2, i} g_{4,1}^{2, j} \\
& +8 \mathcal{J}_{3}^{1}(p) N^{\left[\bar{g}_{4,1}^{2, i}\right]+\left[\bar{g}_{4,1}^{(1, i)}\right]-\left[\bar{g}_{4,2}^{2}\right]+\frac{r}{p}} \sum_{i=1}^{4} \sum_{j=2}^{4} g_{4,1}^{2, i} g_{4,1}^{(1, j)}+8 \mathcal{J}_{3}^{3}(p) N^{\left[\bar{g}_{4,1}^{2, i}\right]+\frac{3 r}{p}} g_{4,2}^{2} \sum_{i=1}^{4} g_{4,1}^{2, i} \\
& +16 \mathcal{J}_{3}^{2}(p) N^{\left[\bar{g}_{4,1}^{(1, i)}\right]+\frac{2 r}{p}} g_{4,2}^{2} \sum_{i=2}^{4} g_{4,1}^{(1, i)}+4 \mathcal{J}_{3}^{4}(p) N^{\left[\bar{g}_{4,2}^{2}\right]+\frac{4 r}{p}}\left(g_{4,2}^{2}\right)^{2} \tag{41}
\end{align*}
$$

where $J_{j}^{i}(p)$ are threshold integrals provided in Appendix A for $p=1,2$.
The canonical dimensions for the couplings are not fixed in Equations (38)-(41). They are fixed by demanding that Equations (38)-(41) admit a $1 / N$ expansion starting with a non-trivial contribution at order $(1 / N)^{0}$. In the expression for the anomalous dimension, Equation (38), the large- $N$ limit can be taken if the canonical dimensions satisfy the following bounds

$$
\begin{equation*}
\frac{3 r}{p}+\left[\bar{g}_{4,1}^{2, i}\right] \leq 0, \quad \frac{2 r}{p}+\left[\bar{\delta}_{4,1}^{(1, i)}\right] \leq 0, \quad \frac{4 r}{p}+\left[\bar{g}_{4,2}^{2}\right] \leq 0 \tag{42}
\end{equation*}
$$

Equation (39) imposes a new constraint for the canonical dimensions, namely

$$
\begin{equation*}
2\left[\bar{g}_{4,1}^{(1, i)}\right]-\left[\bar{\delta}_{4,1}^{2, i}\right]+\frac{r}{p} \leq 0 \tag{43}
\end{equation*}
$$

while the beta function for the necklaces (40) does not introduce any new conditions. Finally, the beta function for the double-trace couplings constrains the canonical dimensions by

$$
\begin{equation*}
\frac{2 r}{p}+2\left[\bar{g}_{4,1}^{2, i}\right]-\left[\bar{g}_{4,2}^{2}\right] \leq 0 \quad \text { and } \quad\left[\bar{g}_{4,1}^{2, i}\right]+\left[\bar{g}_{4,1}^{(1, i)}\right]-\left[\bar{\delta}_{4,2}^{2}\right]+\frac{r}{p} \leq 0 \tag{44}
\end{equation*}
$$

From Equations (42)-(44), we obtain upper bounds for the coupling's canonical dimensions (or relations between them). Couplings decouple from the set of beta functions if their canonical dimension is chosen below the corresponding upper bounds. In this sense choosing the upper bounds as the canonical dimensions leads to the most non-trivial set of beta functions at large $N$. We tentatively consider a decoupling of interactions through such choices artificial, hence, we choose the upper bounds as the canonical dimension for the couplings. We start by demanding that

$$
\begin{equation*}
\left[\bar{g}_{4,1}^{2, i}\right]=-\frac{3 r}{p} \tag{45}
\end{equation*}
$$

This is exactly what one would expect based on $\left[\bar{g}_{4,1}^{2, i}\right]_{\text {rank }-3}=-2 r$ (for $p=1$ ) in the rank-3 case: The contraction of one additional index in the rank-4 case requires an additional suppression by $1 / \mathrm{N}$
(for $r / p=1$ ). The first inequality of (44) implies $\left[\bar{g}_{4,2}^{2}\right] \geq-4 r / p$. Yet, the third inequality of (42) enforces $\left[\bar{g}_{4,2}^{2}\right] \leq-4 r / p$. Therefore, given the choice in Equation (45), the canonical dimension for the double-trace coupling is completely fixed, i.e.,

$$
\begin{equation*}
\left[\bar{g}_{4,2}^{2}\right]=-\frac{4 r}{p} \tag{46}
\end{equation*}
$$

This is in accordance with the expectation from the rank-3 case, as well as the reasoning that the additional "trace" of this interaction in comparison to the quartic cyclic-melonic interaction should lead to an additional suppression by $1 / N$ (for $r=p$ ). Finally, using (45) and (46) in (42)-(44) results in $\left[\bar{g}_{4,1}^{(1, i)}\right] \leq-2 r / p$, i.e., the canonical dimension for the necklaces is not fixed uniquely. We choose

$$
\begin{equation*}
\left[\bar{g}_{4,1}^{(1, i)}\right]=-\frac{2 r}{p} \tag{47}
\end{equation*}
$$

The scaling dimensions are functions of the ratio $r / p$. Hence, if one chooses the "standard" scaling, i.e., setting the power of the infrared cutoff $N$ equal to that of the "momentum" scale, $r=p$, the dimensions are always $-3,-4$ and -2 for the cyclic melons, multi-trace and necklaces interactions, respectively. For those fixed points that do not feature dimensional reduction, the choice $r=p$ is preferred based on a geometrical argument, see Section 4. Nevertheless, the threshold integrals $\mathcal{J}_{j}^{i}$ depend on those parameters in a non-trivial way which implies that different choices of $(r, p)$ lead to different numerical coefficients in the beta functions. Thus, choosing different values $r$ and $p$ while keeping all canonical dimensions fixed tests the scheme/regulator dependence of our calculation.

In the large- $N$ limit and using Equations (45)-(47) with $r=p=1$, the system of beta functions reduces to

$$
\begin{equation*}
\eta=\frac{1}{20}(5-\eta) \sum_{i=1}^{4} g_{4,1}^{2, i}+\frac{1}{3}(4-\eta) \sum_{i=2}^{4} g_{4,1}^{(1, i)}+\frac{1}{90}(6-\eta) g_{4,2}^{2}, \tag{48}
\end{equation*}
$$

which can be solved for $\eta$ leading to

$$
\begin{equation*}
\eta=\frac{3\left(15 \sum_{i=1}^{4} g_{4,1}^{2, i}+80 \sum_{i=2}^{4} g_{4,1}^{(1, i)}+4 g_{4,2}^{2}\right)}{180+9 \sum_{j=1}^{4} g_{4,1}^{2, i}+60 \sum_{j=2}^{4} g_{4,1}^{(1, j)}+2 g_{4,2}^{2}}, \tag{49}
\end{equation*}
$$

and

$$
\begin{align*}
\beta_{g_{4,1}^{2, i}} & =(2 \eta+3) g_{4,1}^{2, i}+\frac{1}{15}(6-\eta)\left(g_{4,1}^{2, i}\right)^{2}+\frac{2}{3}(4-\eta) \sum_{j=2}^{4} \sum_{k>j} g_{4,1}^{(1, j)} g_{4,1}^{(1, k)}+\frac{2}{5}(5-\eta) g_{4,1}^{2, i} \sum_{j=2}^{4} g_{4,1}^{(1, j)},  \tag{50}\\
\beta_{g_{4,1}^{(1, i)}} & =(2 \eta+2) g_{4,1}^{(1, i)}+\frac{2}{5}(5-\eta)\left(g_{4,1}^{(1, i)}\right)^{2},  \tag{51}\\
\beta_{g_{4,2}^{2}} & =(2 \eta+4) g_{4,2}^{2}+\frac{2}{5}(5-\eta) \sum_{i=1}^{4} \sum_{j>i} g_{4,1}^{2, i} g_{4,1}^{2, j}+\frac{2}{3}(4-\eta) \sum_{i=1}^{4} \sum_{j=2}^{4} g_{4,1}^{2, i} g_{4,1}^{(1, j)} \\
& +\frac{2}{15}(6-\eta) g_{4,2}^{2} \sum_{i=1}^{4} g_{4,1}^{2, i}+\frac{4}{5}(5-\eta) g_{4,2}^{2} \sum_{i=2}^{4} g_{4,1}^{(1, i)}+\frac{1}{63}(7-\eta)\left(g_{4,2}^{2}\right)^{2} \tag{52}
\end{align*}
$$

We highlight several key features of the above system: Firstly, unlike in the quartic truncation for the rank-3 complex tensor model [64], there is a class of interactions, the necklaces, which are not melonic. On the other hand, in the real rank-3 tensor model, see [65], a non-melonic interaction is present already at the quartic order. It does not contribute to the anomalous dimension at large $N$. As a difference to these two examples, Equations (48) and (49) show that all couplings contribute to the anomalous dimension in the complex rank-4 model, including the non-melonic (necklaces) couplings. This is the first evident structural difference between the present beta functions and the rank-3 ones [64,65].

Secondly, after choosing the canonical dimension for the melonic coupling $\bar{g}_{4,1}^{2, i}$, the canonical dimension for the double-trace coupling is fixed uniquely. Its value differs from the canonical dimension of the melonic coupling. Consequently, interactions which contain the same number of fields (tensors) as well as sums over indices (which are the analogue of an integral over momenta in ordinary quantum field theories on a background) scale with different powers at large $N$. This is an intrinsic property of the combinatorially non-trivial structure of the interactions in tensor models, see also $[64,65,88]$. We caution that if the double-trace interaction was not introduced in the present truncation, one could choose the canonical dimension for the necklaces to be the same as the canonical dimension of the melonic coupling. This would lead to the misleading conclusion that is possible to choose the same canonical dimension for all interactions with a given number of tensors.

We look for fixed points of the system of beta functions Equations (49)-(52). The strategy is the same as the one employed in $[64,65]$ : Firstly, zeros of the beta functions are obtained in a perturbative approximation, i.e., the anomalous dimension is taken as a polynomial function of the couplings,

$$
\begin{equation*}
\eta_{p}=\frac{1}{4} \sum_{i=1}^{4} g_{4,1}^{2, i}+\frac{4}{3} \sum_{i=2}^{4} g_{4,1}^{(1, i)}+\frac{1}{15} g_{4,2}^{2} \tag{53}
\end{equation*}
$$

With Equation (53), the beta functions are polynomials in the couplings. Hence finding their zeros is easily achieved with computer software. Once the zeros are obtained, several criteria are applied to filter out candidates for physical fixed points. These include the regulator bound ${ }^{8} \eta_{p}<1$. Furthermore, the critical exponents should stay bounded such that the bootstrap strategy for the choice of truncation is justified. Finally, we demand stability under extensions of the truncation. Given the limited nature of our investigation for the purposes of this review, the only extension is that from the perturbative form of the anomalous dimension in Equation (53) to the full expression in Equation (49).

The resulting candidates for physical universality classes can be separated into two main classes: those with enhancement of the $U\left(N^{\prime}\right)^{\otimes 4}$ symmetry to $U\left(N^{\prime 2}\right) \otimes U\left(N^{\prime}\right)^{\otimes 2}, U\left(N^{\prime 3}\right) \otimes U\left(N^{\prime}\right)$ or $U\left(N^{\prime 4}\right)$ display dimensional reduction, i.e., the associated continuum limit would not correspond to four-dimensional geometries. In contrast, those with $U\left(N^{\prime}\right)^{\otimes 4}$ symmetry might be possible candidates for a suitable continuum limit which could correspond to 4 d quantum gravity. The following results are quoted for the case $r=p=1$ unless stated otherwise.

### 7.1. Symmetry-Enhanced Fixed Points: Dimensional Reduction in Tensor Models

The $U\left(N^{\prime}\right)^{\otimes 4}$ symmetric theory space contains symmetry-enhanced subspaces, such as, e.g., $U\left(N^{\prime 2}\right) \otimes U\left(N^{\prime}\right)^{\otimes 2}$. To achieve the corresponding enhancement of symmetry, interactions which violate it must be switched off. This happens at several fixed points in our truncation ${ }^{9}$. The enhanced symmetry is broken if there is at least one non-vanishing interaction for each of the four colors that treats this color differently form the remaining colors. Therefore, although it appears slightly paradoxically at first glance, fixed points which are not invariant under color permutations typically feature a larger symmetry than $U\left(N^{\prime}\right)^{\otimes 4}$. The breaking of the color-permutation symmetry at the fixed point ${ }^{10}$ allows for some interactions to vanish such that a pair, or even triple, of indices can be summarized into one "super-index". This super-index features an $U\left(N^{\prime 2}\right)$ (or even $U\left(N^{\prime 3}\right)$ ) symmetry. Consequently, the interactions which are turned on at the fixed point can be described by lower-rank tensors. This is a form of dimensional reduction, i.e., the lower-rank tensors "tessellate" lower-dimensional discrete

[^6]geometries. For instance, at a fixed point at which two pairs of indices are summarized into two superindices, the rank-4-model reduces to a matrix model, which encodes random geometries in two dimensions.

The enhancement in symmetry and dimensional reduction entails that universality classes of lower-rank-models can be reproduced. Two comments are in order here.

Firstly, the recovery of "lower-dimensional" universality classes requires to exploit the freedom in the choice of regulator in Equation (36) such that the canonical dimensions of the interactions agree with those of the lower-rank-model. For instance, the quartic cyclic-melonic couplings have canonical dimension $-3 r / p$ in the rank-4- case and -2 in the rank -3 case for $r=p=1$. Choosing $r / p=2 / 3$ for the rank-4-case leads to an agreement in the canonical dimension of the cyclic melons. Analogous choices for different fixed points will be spelled out below. We emphasize that the choice of canonical dimension of quartic interactions is grounded in geometric arguments. Therefore, for each dimensionality $d$, there is a unique choice of $r / p$ for each rank $n$, such that the canonical scaling exponents agree with those required for an identification of the dual of the tensor model with random geometries in $d$ dimensions. This choice appears to be $r / p=1$ for $n=d$, but differs if $n \neq d$.

Secondly, the symmetry-enhanced fixed points are embedded in a larger theory space with symmetry-breaking directions. Therefore, additional relevant directions might exist which entail additional tuning required to reach the fixed point. Similar enlargements of universality classes are well known in statistical physics. For instance, the scaling exponents for the $O(N+M)$ Wilson-Fisher fixed point can be recovered within a $O(N) \oplus O(M)$ symmetric theory space. Yet, an additional relevant direction is associated with the additional tuning required to reach this critical point, see, e.g., [131]. We will check on a case-by-case basis whether dimensional reduction requires additional tuning, or whether it is a preferred IR endpoint of tensorial RG flows.

The set of beta functions given by Equations (49)-(52) admits the following symmetry-enhanced fixed points:

- Cyclic-Melonic Single-trace Fixed Point: Only one representative of the cyclic-melonic interactions $g_{4,1}^{2, i}$ is non-vanishing at this fixed point. For a given cyclic melon, e.g., $g_{4,1}^{2,1}$, the interaction can be expressed as

$$
\begin{equation*}
g_{4,1}^{2,1} \bar{T}_{a_{1} a_{2} a_{3} a_{4}} T_{b_{1} a_{2} a_{3} a_{4}} \bar{T}_{b_{1} b_{2} b_{3} b_{4}} T_{a_{1} b_{2} b_{3} b_{4}} \longrightarrow g_{4,1}^{2,1} \bar{T}_{a_{1} I} T_{b_{1} I} \bar{T}_{b_{1} J} T_{a_{1} J} \tag{54}
\end{equation*}
$$

where the super-index $I$ condenses three of the initial indices and thereby enhances the symmetry of the model to $U\left(N^{\prime}\right) \otimes U\left(N^{\prime 3}\right)$. Consequently, the fixed-point dynamics is described by a single-matrix model. The corresponding continuum limit is not associated with 4 d quantum gravity but rather expected to yield the well-known pure-gravity scaling exponent in 2 d . For $r=p=1$ this fixed point features two relevant directions in our simple truncation, $\theta_{1}=3.47$ and $\theta_{2}=0.31$. Due to the systematic error associated with the truncation the present results are insufficient to establish whether the second relevant direction turns into an irrelevant one. We provide a rough estimate for a lower bound on the systematic error by exploiting the freedom in the shape function: Considering, for instance, a "spherical" cutoff function, i.e., $r=p=2$, this fixed point also displays two relevant directions with critical exponents $\theta_{1}=3.71$ and $\theta_{2}=0.22$.

Although associated with a matrix model, the critical exponents reported are far from the exact result obtained for the pure-gravity scaling exponent in $2 \mathrm{~d},(\theta=0.8)$. This is similar to the result obtained in the rank-3 real model in [65] and a consequence of the canonical dimensional of the cyclic-melonic coupling for $r / p=1$. Instead setting $r=1 / 3$ for $p=1$ implies $\left[\bar{g}_{4,1}^{2, i}\right]=-1$ in agreement with the canonical dimension of the quartic interaction in matrix models. In this case, the fixed point has two relevant directions with critical exponents $\theta_{1}=1.05$ and $\theta_{2}=0.11$. For the prescription for critical exponents reported in Section 5, we obtain $\tilde{\theta}_{1}=0.44$ and $\tilde{\theta}_{2}=0.11$. More sophisticated truncations are necessary to establish whether the second critical exponents are indeed positive.

- Multi-trace-Bubble Fixed Point: All interactions but the double-trace $g_{4,2}^{2}$ one vanish at this fixed point. The remaining interaction can be expressed as

$$
\begin{equation*}
g_{4,2}^{2} \bar{T}_{a_{1} a_{2} a_{3} a_{4}} T_{a_{1} a_{2} a_{3} a_{4}} \bar{T}_{b_{1} b_{2} b_{3} b_{4}} T_{b_{1} b_{2} b_{3} b_{4}} \longrightarrow g_{4,2}^{2} \bar{T}_{I} T_{I} \bar{T}_{J} T_{J}, \tag{55}
\end{equation*}
$$

where all indices are collected in one single super-index $I$. Such a term is characterized by an enhanced symmetry $U\left(N^{\prime 4}\right)$ and it describes a vector model. This fixed point displays four relevant directions: $\theta_{1}=4.69$ and $\theta_{2,3,4}=0.20$. The three-fold degeneracy is a consequence of an exchange-symmetry between the three directions that break the enhanced symmetry. The small absolute value of $\theta_{2,3,4}$ does not permit to determine whether there are four relevant directions in total. In fact, the same fixed-point structure is seen in the rank-3 model [65]: there, it features two relevant directions in the quartic truncation while in the hexic truncation, only one relevant direction remains, see [65].

- Single-necklace Fixed Point: Only one necklace interaction is non-vanishing at this fixed point. All other interactions in our truncation vanish. Beyond the truncation, only interactions respecting the corresponding enhanced symmetry are present. Due to the color-permutation symmetry in the theory space, there are three such fixed points, each characterized by a different non-vanishing necklace. If one takes, e.g., $g_{4,1}^{(1,2)}$ to be the non-vanishing necklace at the fixed point, the interaction term can be expressed as

$$
\begin{equation*}
g_{4,1}^{(1,2)} \bar{T}_{a_{1} a_{2} a_{3} a_{4}} T_{a_{1} a_{2} b_{3} b_{4}} \bar{T}_{b_{1} b_{2} b_{3} b_{4}} T_{b_{1} b_{2} a_{3} a_{4}} \longrightarrow g_{4,1}^{(1,2)} \bar{T}_{I J} T_{I K} \bar{T}_{L K} T_{L J}, \tag{56}
\end{equation*}
$$

where the two index pairs are collected in one super-index $I$. Therefore, the interaction features an enhanced $U\left(N^{\prime 2}\right) \otimes U\left(N^{\prime 2}\right)$ symmetry. Accordingly, it describes a matrix model with matrices $(\bar{T}, T)$. This symmetry enhancement is associated with an effective dimensional reduction: the continuum limit associated with this fixed point does not correspond to 4 d quantum gravity, but 2d random geometries. This fixed point has one relevant direction with critical exponent $\theta=2.27$. The naive value of the universal scaling exponent deviates strongly from the exact result $\theta=0.8$. We attribute the difference to the fact that the canonical dimension for the necklaces couplings is -2 and not -1 as would be in the assignment of the canonical dimensions in matrix models, see [40]. By choosing $r=1 / 2$ for $p=1$, the fixed point exhibits one relevant direction with scaling exponent $\theta=1.07$ which gets closer to the exact result. The second prescription for the universal scaling exponents yields $\tilde{\theta}=0.42$.
As a simple check of the robustness of these results, we explore the choice $r=p=2$. We obtain one relevant direction with critical exponent $\theta=2.37$. Assigning dimension -1 for $p=2$ requires $r=1$. For this choice, the fixed point has one relevant direction with critical exponent $\theta=1.09$. The results are qualitative and even numerically compatible with those discussed for $p=1$, giving a first hint towards stability under different choices of scheme.
The above fixed points are characterized by a single interaction type. Symmetry-enhanced fixed points with more than one non-vanishing interaction are also possible. These include, e.g.,

- One Cyclic-Melonic Multi-trace Fixed Point: At this fixed point, just one cyclic-melonic interaction of a given preferred color and the double-trace interaction are non-vanishing. If one selects, e.g., the coupling $g_{4,1}^{2,1}$ to be the non-vanishing cyclic melon, the interactions at the fixed point are given by

$$
\begin{align*}
& g_{4,1}^{2,1} \bar{T}_{a_{1} a_{2} a_{3} a_{4}} T_{b_{1} a_{2} a_{3} a_{4}} \bar{T}_{b_{1} b_{2} b_{3} b_{4}} T_{a_{1} b_{2} b_{3} b_{4}}+g_{4,2}^{2} \bar{T}_{a_{1} a_{2} a_{3} a_{4}} T_{a_{1} a_{2} a_{3} a_{4}} \bar{T}_{b_{1} b_{2} b_{3} b_{4}} T_{b_{1} b_{2} b_{3} b_{4}} \\
& \longrightarrow g_{4,1}^{2,1} \bar{T}_{a_{1} I} T_{b_{1} I} \bar{T}_{b_{1} J} T_{a_{1} J}+g_{4,2}^{2} \bar{T}_{a_{1} I} T_{a_{1} I} \bar{T}_{b_{1} J} T_{b_{1} J}, \tag{57}
\end{align*}
$$

Three indices are condensed in one super-index $I$, enhancing the symmetry to $U\left(N^{\prime}\right) \otimes U\left(N^{\prime 3}\right)$. Accordingly, the fixed point is associated with a matrix model. It features one relevant direction
and the associated critical exponent is $\theta=3.06$. In fact, for this case, one cannot reproduce both canonical scaling dimensions for matrix models. To obtain agreement for the single-trace quartic coupling, one should again choose $r / p=1 / 3$. This yields a canonical dimension of -1 for the single-trace coupling, but $-4 / 3$ for the double-trace, whereas the corresponding dimensions in the matrix model are -1 and -2 . Therefore, it is not clear whether this fixed point admits an interpretation in terms of a matrix model for random geometries.

Beyond the fixed-point candidates reported here, further zeros of the beta functions characterized by symmetry enhancement are also obtained. As particular examples, one finds zeros where one cyclic-melonic interaction together with one necklace and the multi-trace interactions are turned on. Due to the different combinatorial structures, the corresponding dynamics can be mapped to that of a rank-3 model as illustrated in Figure 6. As the cyclic melons and necklaces feature different canonical dimensions, the corresponding model would presumably be a 2-tensor model. A further zero of the system of beta functions features a single necklace and the double-trace interaction. However, in the present truncation, such zeros of the beta functions violate the regulator bound. Therefore, we tentatively discard them and do not consider them as candidates for fixed points, i.e., universal scaling regimes. More refined studies are necessary to robustly confirm this characterization.



Figure 6. Illustration of symmetry enhancement: At a fixed point which features the cyclic melon with coupling $g_{4,1}^{2,1}$ and the necklace with coupling $g_{4,1}^{(1,2)}$, two indices, represented by green and red dashed lines are collected in one red double-line which represents a super-index. At a fixed point which only features the necklace $g_{4,1}^{(1,2)}$, the index pair $(1,2)$ as well as the pair $(3,4)$ can be summarized to two superindices, entailing a reduction to a matrix model.

### 7.2. Candidates for Four-Dimensional Emergent Space

In this subsection, we discuss a fixed point which does not feature symmetry enhancement of the form as discussed previously and therefore cannot be mapped to a lower-rank single tensor model. Thus, it might be a potential candidate for the description of 4 d quantum gravity. Of course, establishing a universality class for 4 d quantum gravity requires much more than just finding a fixed point without dimensional reduction of the form discussed above. After all, the Hausdorff and spectral dimensions as well as further properties of the emergent geometry have not been studied yet. Nevertheless, the existence of a fixed point that does not admit dimensional reduction to a model of lower rank is most likely a necessary requirement for a universality class for 4 d quantum gravity. If corroborated by further studies, our result might therefore constitute the very first step on a path towards 4d quantum gravity from tensor models.

Here, we focus on isocolored fixed points, i.e., those that display the same values for all couplings associated with different colors. In other words, we restrict the fixed points to a symmetry-enhanced subspace which explicitly realizes a discrete color-permutation symmetry in all interactions. It is still characterized by the $U\left(N^{\prime}\right)^{\otimes 4}$ symmetry and does not feature dimensional reduction to a model of lower rank. We conjecture that in the continuum, color-distinguishing structures should not play any role. This is based on the expectation that color is not associated with a physical property of continuum geometries and therefore only isocolored fixed points should matter. We caution that this might be a naive viewpoint, since the unequal treatment of colors could introduce more sophisticated structures. As stressed before, the identification of universality classes with actual relevance for 4 d quantum
gravity requires further insights into the emergent geometries. Here, we restrict ourselves to a very first mapping of different fixed-point structures in the theory space.

In the quartic truncation, one completely isocolored fixed points is found. At this fixed point, all couplings are non-vanishing. Consequently, there is no symmetry enhancement of the $U\left(N^{\prime}\right)^{\otimes 4}$ symmetry (apart from the discrete color-permutation symmetry) which would allow for an immediate identification of dimensional reduction. The fixed point as well as the corresponding critical exponents for $r=p=1$ are displayed in Table 5: the isocolored fixed point features three relevant directions. A simple test of the scheme-dependence of this result can be performed by changing the regulator to $r=p=2$. The isocolored fixed point persists and features positive critical exponents $\theta_{1}=3.41$ and $\theta_{2,3}=0.18$ very close to the values for $r=p=1$.

Table 5. Fixed point and critical exponents values for the isocolored fixed point with $r=p=1$.

| $g_{4,1}^{2, i}$ | $g_{4,1}^{(1, j)}$ | $g_{4,2}^{2}$ | $\eta$ | $\theta_{1}$ | $\theta_{2,3}$ | $\theta_{4,5}$ | $\theta_{6,7,8}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| -0.09 | -0.07 | -5.70 | -0.91 | 3.44 | 0.18 | $-0.40 \pm 0.07 i$ | -0.56 |

A subset of these relevant directions could be associated with the tuning towards the isocolored symmetry. To isolate such directions, we re-investigate the fixed point in an isocolored truncation, where the different color couplings are identified in Equation (34): $g_{4,1}^{2,1}=g_{4,1}^{2,2}=g_{4,1}^{2,3}=g_{4,1}^{2,4}=g_{4,1}^{2,1}$ and $g_{4,1}^{(1,2)}=g_{4,1}^{(1,3)}=g_{4,1}^{(1,4)}=g_{4,1}$. The theory space in this truncation is spanned by three couplings. For $r=p=1$, the fixed point displays one relevant direction associated with $\theta=3.44$. Consequently, the two extra relevant directions that appear in the non-isocolored truncation are associated with an additional tuning of couplings to achieve the color symmetry at the fixed point. As discussed above, it remains to be investigated whether color-symmetry breaking can be given any physical meaning in random geometries. Therefore, it is currently open whether one should only compare the leading relevant critical exponent $\theta_{1}=3.44$ to the critical exponents characterizing gravity in the continuum limit, i.e., the critical exponents of the Reuter fixed point, or whether one should also include $\theta_{2,3}$ in the comparison of universality classes.

The isocolored fixed point serves as a prototypical example of a fixed-point structure which does not manifest dimensional reduction at the level of the basic building blocks used to generate random geometries. This is only a necessary condition for a universality class associated with 4 d quantum gravity, and the physical nature of the continuum limit associated with such a fixed point still needs to be investigated.

Going beyond the isocolored theory space, different fixed-point structures than the completely isocolored one which do not feature symmetry enhancement can be found. In particular, there are fixed points where all couplings are turned on, but for instance, not all couplings of a given combinatorial structure attain the same value. These fixed points are not color-permutation invariant. A detailed discussion of these new universality classes is beyond the scope of the present review and will be reported in a separate work.

Finally, it is worth mentioning a comparison between the results presented here and those derived for tensorial (group) field theories. As a first remark, the theory spaces of tensor models and tensorial (group) field theories are different. The reason behind that is the presence of a kinetic term in tensorial (group) field theories which is not invariant under unitary or orthogonal transformation of the tensors (in group field theories, of the generalized Fourier component of the group field). In tensor models, the regulator term is responsible for inducing such a symmetry-breaking. Therefore, symmetry-violating terms are generated along the RG flow. Nevertheless, the symmetric theory space does not feature index-dependent interactions which naturally arise in tensorial (group) field theories. In particular, this also entails a difference in the Ward-identities of the two settings. Consequently, while tensor models and tensorial GFTs share the combinatorial structure, the RG flow as well as potential fixed points differ. If the additional structure in GFTs is not relevant for the continuum limit, then the same
universality class should exist in both settings. Yet, it might be the case that pure tensor models do not contain enough structure to provide a suitable continuum limit which would describe our universe. In this case, further geometric data arising from group theoretic structures should be incorporated. As long as this question is not settled, a parallel development of tensor models and (tensorial) GFTs is indicated. Furthermore, we highlight that the development of the FRG in tensor models and tensorial (group) field theories should go together since the theories have the same combinatorial structure and at least at the technical if not the conceptual level, fruitful transfers of ideas can be expected.

## 8. Outlook: Converging to Quantum Gravity from Different Directions

We advocate the point of view that an understanding of (key aspects of) quantum gravity can be achieved by making sense of the path integral for quantum gravity. In tensor models, the path integral is interpreted as a sum over random geometries. This sum can be tackled in a dual formulation, where rank $d$ tensors form building blocks of $d$-dimensional space(time). The FRG equation is equivalent to the path integral, as it is simply a way of rewriting an integral into a differential equation that tracks the change of the integral under a change of a parameter in the integrand. This abstract setup translates into the well-known local coarse graining in quantum field theories defined on a background We highlight that the notion of coarse graining also makes sense in a background-independent setting. In this setting, the number of degrees of freedom provides a background-independent notion of scale. In accordance with the intuition behind the a-theorem, the RG flow goes from many to few degrees of freedom. For tensor models, this corresponds to an RG flow in the tensor size N. RG fixed points play a crucial role, as they provide universality in the large $N$ limit. Physically, this provides a phase transition in the space of couplings that leads to a continuum phase that is independent of unphysical microscopic details.

The path integral for quantum gravity is a point of convergence for a diverse set of viewpoints, e.g., $[2-19,132,133]$. The configuration space that is summed over in these settings typically includes a sum over (discretized) geometries. The inclusion of non-geometric configurations, e.g., [133] or summation over topologies, is one distinguishing feature of the different approaches that could be of physical relevance. Restricting to the sum over geometries, different approaches to the path integral implement this summation in mathematically distinct ways. These have diverse advantages, such as a direct access to large-scale properties of emergent geometries from lattice simulations, see, e.g., [134], a straightforward way of discovering universality classes and characterizing them by their scaling exponents in tensor models $[64,65]$, and a direct link to phenomenological questions and the interplay between quantum gravity and matter in the continuum asymptotic safety approach $[5,129]$ to name just a few. We advocate the point of view that such different approaches need not necessarily be considered as competitors in the race towards the goal of discovering quantum gravity. Rather, these different approaches can be viewed as different windows that allow us to view and explore distinct aspects of quantum gravity. In the best case, these are complementary, and a comprehensive understanding of quantum spacetime can emerge if key results and strengths from these diverse directions are brought together to form one coherent big picture. As in many other settings, a diversity of viewpoints can accelerate the discovery of a solution to a tough challenge-in this case, quantum gravity. Yet, a diversity of viewpoints brings a new challenge, namely the potential lack of a common language. In quantum gravity, different approaches are often formulated in mathematically very dissimilar ways, making it challenging to extract common physics. Here, we advocate that the functional RG setup could provide one option for a common language shared by different approaches. In particular, it allows one to evaluate scaling exponents linked to a universal continuum limit. These universal exponents can be compared, e.g., from continuum asymptotic safety and tensor
models ${ }^{11}$. Once the required precision has been reached in advanced approximation of the full RG flow, such a quantitative comparison will unveil whether these approaches to the gravitational path integral encode the same physics. In the most straightforward setup for tensor models, full agreement with scaling exponents from CDTs or continuum asymptotic safety is probably not expected. This is due to the difference in configuration spaces in the respective approaches to the path integral. For instance, the gluing rules encoding causality in CDTs are expected to lead to a restriction on the allowed (multi)-tensor interactions. Following [73], the corresponding tensor model, once set up, can be explored by means of the FRG, and a characterization of the universality class is possible.

Understanding the quantum structure of spacetime is a challenging goal. We advocate that the complementarity that different approaches to the path integral for quantum gravity exhibit is a highly promising starting point. Tensor models could be helpful in this quest as they could contribute to bridging the gap between discrete numerical and analytical continuum approaches by allowing for a discrete analytical approach. We propose that background-independent functional RG techniques could potentially act as a catalyst for breakthroughs. Specifically, they allow us to discover and characterize universality classes for the continuum limit in tensor models. This could provide one of the missing links towards a background-independent understanding of quantum gravity.

Even if this hope is not realized, tensor models could constitute a stand-alone approach to the path integral for gravity. To that end, going beyond the simplest form of the large $N$ limit, which leads to a branched-polymer phase, appears to be necessary. We highlight the potential use of the FRG in this context, as it is a highly flexible tool allowing to search for universal scaling regimes in diverse tensor-model theory spaces. In particular, setting up truncations adapted to different assumptions regarding the nature of the universality class (e.g., near-canonical vs. fully non-perturbative) could give access to different continuum limits.
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## Appendix A. Threshold Integrals

In this appendix we list the expressions for the threshold integrals that appear in the beta functions (38)-(41):

$$
\begin{align*}
& J_{2}^{2}(1)=\frac{1}{12}(4-\eta), \\
& J_{2}^{3}(1)=\frac{1}{40}(5-\eta), \\
& \mathrm{J}_{2}^{4}(1)=\frac{1}{180}(6-\eta), \\
& \mathrm{J}_{3}^{1}(1)=\frac{1}{12}(4-\eta), \\
& \mathrm{J}_{3}^{2}(1)=\frac{1}{20}(5-\eta), \\
& \mathrm{J}_{3}^{3}(1)=\frac{1}{60}(6-\eta), \\
& \mathrm{J}_{3}^{4}(1)=\frac{1}{252}(7-\eta), \\
& \mathrm{J}_{2}^{2}(2)=\frac{\pi}{24}(3-\eta) \text {, } \\
& J_{2}^{3}(2)=\frac{\pi}{70}(7-2 \eta), \\
& \mathrm{J}_{2}^{4}(2)=\frac{\pi^{2}}{192}(4-\eta), \\
& \mathcal{J}_{3}^{1}(2)=\frac{1}{35}(7-2 \eta) \text {, } \\
& \mathrm{J}_{3}^{2}(2)=\frac{\pi}{48}(4-\eta), \\
& J_{3}^{3}(2)=\frac{\pi}{126}(9-2 \eta), \\
& J_{3}^{4}(2)=\frac{\pi^{2}}{320}(5-\eta) . \tag{A1}
\end{align*}
$$
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#### Abstract

This manuscript aims at giving new advances on the functional renormalization group applied to the tensorial group field theory. It is based on the series of our three papers (Lahoche, et al., Class. Quantum Gravity 2018, 35, 19), (Lahoche, et al., Phys. Rev. D 2018, 98, 126010) and (Lahoche, et al., Nucl. Phys. B, 2019, 940, 190-213). We consider the polynomial Abelian $U(1)^{d}$ models without the closure constraint. More specifically, we discuss the case of the quartic melonic interaction. We present a new approach, namely the effective vertex expansion method, to solve the exact Wetterich flow equation and investigate the resulting flow equations, especially regarding the existence of non-Gaussian fixed points for their connection with phase transitions. To complete this method, we consider a non-trivial constraint arising from the Ward-Takahashi identities and discuss the disappearance of the global non-trivial fixed points taking into account this constraint. Finally, we argue in favor of an alternative scenario involving a first order phase transition into the reduced phase space given by the Ward constraint.


Keywords: nonperturbative renormalization group; quantum gravity; random geometry

## 1. Introduction

In seeking a theory to unify modern physics, i.e., a well-defined theory of quantum gravity, numerous contributions have been made. Despite the fact that none of them has given a complete resolution to the problem, several major advances have been observed. Of these advances, we count the very recent propositions such as loop quantum gravity [1,2], dynamical triangulation [3-5], noncommutative geometry [6,7], group field theories (GFTs) [8-12], and tensors models (TMs) [13-22]. These approaches are considered as new background independent approaches according to several theoreticians. GFTs are quantum field theories over the group manifolds and are considered as the second quantization version of loop quantum gravity [12]. These theories are characterized by the specific form of non-locality in their interactions. TMs, especially colored ones, allow one to define probability measures on simplicial pseudo-manifolds such that the tensor of rank $d$ represents a ( $d-1$ )-simplex. TMs admit the large $N$-limit ( $N$ is the size of the tensor) dominated by the graphs called melons, thanks to the Gurau breakthrough [20-22]. The large $N$-limit or the leading order encodes a sum over a class of colored triangulations of the $D$-sphere, and its behavior is a powerful tool that allows us to understand the continuous limit of these models through, for instance, the study of critical exponents and phase transitions. TM and GFT are combined to give birth to a new class of field theories called tensorial group field theory. These class of field models enjoy renormalization and asymptotic freedom [23-38].

Using the functional renormalization group (FRG) method, it is also possible to identify the equivalent of the Wilson-Fisher fixed point for some particular cases of models.

There are several ways to introduce the FRG in field theories. The first approach is the one pioneered by Wilson, simple and intuitive and therefore yielding a powerful way to think about quantum field theories [39,40]. This method allows a smooth interpolation between the known microscopic laws IR-regime and the complicated macroscopic phenomena in physical systems' UV-regime and is constructed with the incomplete integration as the cutoff procedure. Well after, Polchinski provided a new approach called the Wilson-Polchinski FRG equation [41] to address the same question inspired by the Wilson method. This very practicable method may be integrated with an arbitrary cutoff function and expanded up to the next leading order of the derivative expansion. Despite the fact that all these approaches seem to be nonperturbative, in practice, the perturbative solution has appeared more attractive. More recently, the so-called Wetterich flow equation [42]was proposed to study the nonperturbative FRG, and this study requires approximations or truncations and numerical analysis, which is not very well controlled. The FRG equation allows determining the fixed points and probably the phase transition. These phase transitions in the case of TGFTmodels may help to identify the emergence of general relativity and quantum mechanics through the pre-geometrogenesis scenario [43-46]. Indeed, the way the quantum degrees of freedom are organized to shape a geometric structure that can be identified with a semi-classical space-time is one of the challenges for the GFT approach. In the geometrogenesis point of view, the standard space-time geometry is understood as an emergent property, the scenario leading to this geometric limit being assumed quite close to Bose-Einstein condensation in condensed matter physics. Evidences for this scenario were provided by FRG analysis [47-55]. In the recent works [56-58], the effective vertex expansion (EVE) method was used in the context of the FRG. This leads to the definition of a new class of equations called structure equations that help to solve the Wetterich flow equations. Taking into account the leading order contribution in the symmetric phase, the non-perturbative regime without truncation can be studied. The Ward-Takahashi (WT) identities are also derived [59-61] and become a constraint along the flow. Note that the WT-identities are universal for all field theories having a symmetry, and are not specific to TGFT. Therefore, all the fixed points must belong inside the domain of this constraint line, before being considered as an acceptable fixed point. In the case of quartic melonic TGFT models, it has been shown that the fixed point occurring from the solution of the Wetterich equation violates this constraint for any choice of the regulator function. This violation is also independent of the method used to find this fixed point, whether it is the truncation or the EVE method. This point will be discussed carefully in this note. Let us remark that most of the TGFT models previously studied in the literature were shown to admit at least a nontrivial fixed point and therefore a phase transition. The phase transitions are very useful in the likely emergence of the metric and are linked to the existence of fixed points, which becomes unavoidable in the search for models that may probably describe our universe after the geometrogenesis scenario. However, in this paper, we study the quartic $T^{4}$-TGFT models and prove that no fixed points can be found. First of all, we consider the Wilson-Polchinski renormalization group method and show the weakness of this method in the nonperturbative regime. Then, we consider the nonperturbative Wetterich flow equation from which the nonperturbative analysis can be made by an approximation on the average effective action, called truncation. The EVEmethod is used to get around the approximation and therefore solves the flow without truncation. The set of Ward-Takahashi identities and structure equations are derived to provide a nontrivial constraint on the reliability of the approximation schemes, i.e., the truncation and the choice of the regulator.

The paper is organized as follows: In Section 2, we recall the FGR method by Wilson-Polchinski and apply it in the context of TGFT. Despite the efficiencies of this method, we will present some questions that arise, in the search for a nonperturbative solution, and then, we will go further into the Wetterich flow equation. Section 3 is dedicated to the description of the Wetterich flow equation and the corresponding solution when the truncation method is applied. We also show that the only nontrivial fixed point, which comes from the solution of the flows, violates the Ward identities. In

Section 4, we perform new nonperturbative analysis using the so-called structure equations given, and the solutions of the flow equations are also derived. In the last Section 5 , we provide a discussion and conclusion to our work.

## 2. Introduction to the Nonperturbative Renormalization for TGFT

FRG is a powerful ingredient to think about when it comes to quantum field theories. Generally, in every situation where the scale belongs to a range of correlated variables, the theory may be treated by the renormalization group (RG). The first conceptual framework is Wilson's version of the RG, which by Polchinski, may be applied in the case of quantum field theory. In this section, we discuss the nonperturbative renormalization group using not only the Wilson-Polchinski equation, but also the Wetterich flow equation. We discuss each method and consider the Wetterich flow equation as more suitable for the treatment of FRG applied to TGFT. Thanks to the Wilson method, the renormalization and renormalization group are understood as a coarse-graining process from a microscopic theory toward an effective long-distance theory. There are in fact different implementations of this idea, depending on the context. In the context of TGFT, we consider the pair of complex fields $\phi$ and $\bar{\phi}$, which take values of $d$-copies of arbitrary group $G$ :

$$
\begin{equation*}
\phi, \bar{\phi}: G^{d} \rightarrow \mathbb{C} \tag{1}
\end{equation*}
$$

In a particular case, we assume that $G=U(1)$ is an Abelian compact Lie group. For the rest, we only consider the Fourier transform of the fields $\phi$ and $\bar{\phi}$ denoted by $T_{\vec{p}}$ and $\bar{T}_{\vec{p}}$, respectively, $\vec{p} \in \mathbb{Z}^{d}$, written as (for $\vec{g} \in U(1)^{d}, g_{j}=e^{i \theta_{j}}$ ):

$$
\begin{equation*}
\phi(\vec{\theta})=\sum_{\vec{p} \in \mathbb{Z}^{d}} T_{\vec{p}} e^{i \sum_{j=1}^{d} \theta_{j} p_{j}}, \quad \bar{\phi}(\vec{\theta})=\sum_{\vec{p} \in \mathbb{Z}^{d}} \bar{T}_{\vec{p}} e^{-i \sum_{j=1}^{d} \theta_{j} p_{j}} . \tag{2}
\end{equation*}
$$

The description of the statistical field theory is given by the partition function $\mathcal{Z}[J, \bar{J}]$ :

$$
\begin{equation*}
\mathcal{Z}[J, \bar{J}]=\int d \mu_{C} e^{-S_{\text {int }}+\langle J, \bar{T}\rangle+\langle T, \bar{J}\rangle}, \tag{3}
\end{equation*}
$$

where $S_{\text {int }}$ is the interaction functional action assumed to be tensor invariant, $J, \bar{J}$ the external currents, and $\langle J, \bar{T}\rangle$ a shorthand notation for:

$$
\begin{equation*}
\langle J, \bar{T}\rangle:=\sum_{\vec{p}} J_{\vec{p}} \bar{T}_{\vec{p}} . \tag{4}
\end{equation*}
$$

The Gaussian measure $d \mu_{C}$ is then fixed with the choice of the covariance $C$. In this paper, we adopt a Laplacian-type propagator of the form:

$$
\begin{equation*}
C(\vec{p})=\frac{1}{\vec{p}^{2}+m^{2}}=\int d \mu_{C} T_{\vec{p}} \bar{T}_{\vec{p}} \tag{5}
\end{equation*}
$$

In order to prevent the UV divergences and suppress the high momenta contributions, the propagator (5) has to be regularized. In the usual case, the Schwinger regularization is used:

$$
\begin{equation*}
C_{\Lambda}(\vec{p})=\frac{e^{-\left(\vec{p}^{2}+m^{2}\right) / \Lambda^{2}}}{\vec{p}^{2}+m^{2}} \tag{6}
\end{equation*}
$$

In the general case, by defining the function $\vartheta(t)$ such that the condition $|1-\vartheta(t)| \leq C e^{-\kappa t}$ is satisfied for $C, \kappa>0$ and $t \rightarrow+\infty$, we can write the propagator as a Laplace transform:

$$
\begin{equation*}
C_{\Lambda}(\vec{p})=\int_{0}^{+\infty} d t \vartheta\left(t \Lambda^{2}\right) e^{-t\left(\vec{p}^{2}+m^{2}\right)} \tag{7}
\end{equation*}
$$

Then, we shall make the simplest choice $\vartheta(t)=\Theta(t-1)$, where $\Theta(t)$ is the Heaviside function, in order to recover the Schwinger regularization (6). For the rest, we keep in mind that the propagator is regularized, and the infinite limit will be given in an appropriate way. In this case, the following result in well satisfied:

Proposition 1. Let us consider two non-normalized Gaussian measures $d \mu_{C}$ and $d \mu_{C^{\prime}}$ whose covariances $C$ and $C^{\prime}$ are related by $C^{\prime}=C+\Delta$ and such that $C, C^{\prime}$, and $\Delta$ are assumed to be positive. Then, we get the following relation:

$$
\begin{equation*}
\int d \mu_{C}\left(\bar{T}_{1}, T_{1}\right) d \mu_{\Delta}\left(\bar{T}_{2}, T_{2}\right) e^{-S_{\text {int }}\left(T_{1}+T_{2}, \bar{T}_{1}+\bar{T}_{2}\right)}=\left(\frac{\operatorname{det}(\Delta C)}{\operatorname{det}\left(C^{\prime}\right)}\right)^{1 / 2} \int d \mu_{C^{\prime}}(\bar{T}, T) e^{-S_{\text {int }}(T, \bar{T})} \tag{8}
\end{equation*}
$$

where $T=T_{1}+T_{2}$ and $\bar{T}=\bar{T}_{1}+\bar{T}_{2}$.
Proof. The proof of this formula can simply be given using the definition of the Gaussian measure $d \mu_{C}$ with mean zero and covariance matrix $C$ as:

$$
\begin{equation*}
d \mu_{C}=\operatorname{det}(\pi C)^{-\frac{1}{2}} e^{-\left\langle T, C^{-1} \bar{T}\right\rangle} d T d \bar{T} \tag{9}
\end{equation*}
$$

and the fact that:

$$
\begin{equation*}
\int d \mu_{C^{\prime}}(T, \bar{T}) e^{-\langle J, \bar{T}\rangle-\langle T, \bar{J}\rangle}=e^{\left\langle J, C^{\prime} \bar{J}\right\rangle}=e^{\langle J, C \bar{J}\rangle} e^{\langle J, \Delta \bar{J}\rangle} . \tag{10}
\end{equation*}
$$

We introduce tensorial unitary invariants, or simply tensorial invariants. An invariant is a polynomial $P(T, \bar{T})$ in the tensor entries $T_{\vec{p}}$ and $\bar{T}_{\vec{p}}$ that is invariant under the following action of $U(N))^{\otimes d}$ ( $N$ being the size of the tensors):

$$
\begin{equation*}
T_{\vec{p}} \rightarrow \sum_{\vec{q}} U_{p_{1} q_{1}}^{(1)} \cdots U_{p_{d} q_{d}}^{(d)} T_{\vec{q}}, \quad \bar{T}_{\vec{p}} \rightarrow \sum_{\vec{q}} \bar{U}_{p_{1} q_{1}}^{(1)} \cdots \bar{U}_{p_{d} q_{d}}^{(d)} \bar{T}_{\vec{q}} \tag{11}
\end{equation*}
$$

The algebra of invariant polynomials is generated by a set of polynomials labeled as bubbles. A bubble is a connected, bipartite graph, regular of degree $d$, whose edges must be colored with a color belonging to the set $\{1, \cdots, d\}$ and such that all $d$ colors are incident at each vertex (and incident to exactly once). Examples of bubbles are displayed in Figure 1.


Figure 1. The four-vertex bubble for which the dots indicate multiple edges.
In this paper, we consider the quartic melonic $T_{5}^{4}$ model, which is proven to be renormalizable in all orders in the perturbative theory. The interaction of this model taking into account the leading order contributions (melon) is written graphically as:


Note that the interaction (12) is invariant under the unitary transformations $\mathbf{U} \in U^{\otimes d}$. In contrast, this is not the case for the kinetic terms and source terms due to the non-trivial propagator and sources $J$ and $\bar{J}$. This implies the existence of a non-trivial Ward-identity, which becomes a strong constraint and will be taking into account from the FRG point of view.

### 2.1. Wilson-Polchinski Equation

In this subsection, we discuss the Wilson-Polchinski RG equation and provide the corresponding solutions of the quartic melonic TGFT. For this, let us introduce a dilatation parameter $s<1$. This parameter will be used as an evolution parameter in the integration around the UV modes. The RG idea is that if we want to describe the phenomena at scales down to $s$, then we should be able to use the set of variables defined at the scale $s$. Indeed, define the variation:

$$
\begin{align*}
\Delta_{s, \Lambda}(\vec{p}) & :=C_{\Lambda}(\vec{p})-C_{s \Lambda}(\vec{p}) \\
& =\int_{0}^{+\infty} d t \int_{s^{2}}^{1} d x \frac{d}{d x} \vartheta\left(t x \Lambda^{2}\right) e^{-t\left(\vec{p}^{2}+m^{2}\right)} \tag{13}
\end{align*}
$$

In the case where $s$ is close to one, denoting by $D_{s, \Lambda}(\vec{p})$ the infinitesimal version of the above variation, we get:

$$
\begin{equation*}
\Delta_{s, \Lambda}(\vec{p}) \simeq \frac{2(1-s)}{\Lambda^{2}} e^{-\left(\vec{p}^{2}+m^{2}\right) / \Lambda^{2}}=:(1-s) D_{s, \Lambda}(\vec{p}) \tag{14}
\end{equation*}
$$

such that the partition function can be written as an integral over two fields, respectively associated with the "slow" and "rapid" modes. Starting with the partition function $\mathcal{Z}_{\Lambda}$ at scale $\Lambda$, we get:

$$
\begin{equation*}
\mathcal{Z}_{\Lambda}\left[S_{i n t}\right]:=\int d \mu_{C_{\Lambda}}(\bar{T}, T) e^{-S_{i n t, \Lambda}(T, \bar{T})} \tag{15}
\end{equation*}
$$

Proposition 1 allows us to decompose $\mathcal{Z}_{\Lambda}\left[S_{\text {int }}\right]$ into two Gaussian integrals over two fields, $T_{>}$and $T_{<,}$, corresponding respectively to the "rapid" and "slow" modes, with covariances $\Delta_{s, \Lambda}$ and $C_{S \Lambda}$ :

$$
\begin{equation*}
\mathcal{Z}_{\Lambda}\left[S_{i n t}\right]=\left(\frac{\operatorname{det}\left(\Delta_{s, \Lambda} C_{s \Lambda}\right)}{\operatorname{det}\left(C_{\Lambda}\right)}\right)^{-1 / 2} \int d \mu_{C_{s \Lambda}}\left(\bar{T}_{<}, T_{<}\right) \int d \mu_{\Delta_{s, \Lambda}}\left(\bar{T}_{>}, T_{>}\right) e^{-S_{\text {int }}\left(T_{<}+\bar{T}_{>}, \bar{T}_{<}+\bar{T}_{>}\right)} \tag{16}
\end{equation*}
$$

Then, identify the effective action $S_{i n t, s \Lambda}$ at scale $s \Lambda$ as:

$$
\begin{equation*}
e^{-S_{\text {int }, \Lambda}\left(T_{<}, T_{<}\right)}:=\frac{1}{\sqrt{\operatorname{det} \Delta_{s, \Lambda}}} \int d \mu_{\Delta_{s, \Lambda}}\left(\bar{T}_{>}, T_{>}\right) e^{-S_{\text {int }}\left(T_{<}+T_{>}, \bar{T}_{<}+T_{>}\right)}, \tag{17}
\end{equation*}
$$

and the decomposition (16) becomes:

$$
\begin{equation*}
\mathcal{Z}_{\Lambda}=\left(\frac{\operatorname{det} C_{s \Lambda}}{\operatorname{det} C_{\Lambda}}\right)^{-1 / 2} \int d \mu_{C_{S \Lambda}}\left(\bar{T}_{<,} T_{<}\right) e^{-S_{i n t, s \Lambda}\left(T_{<}, \bar{T}_{<}\right)} \tag{18}
\end{equation*}
$$

Now, for an infinitesimal step, keeping only the leading order terms in $1-s$ when $s$ is very close to one, we find:

$$
\begin{equation*}
e^{-\Delta S_{i n t, \Lambda}\left(T_{<}, T_{<}\right)}=1-\operatorname{Tr}\left[\left(\frac{\delta^{2} S_{i n t, \Lambda}}{\delta T \delta \bar{T}}-\frac{\delta S_{i n t, \Lambda}}{\delta T} \frac{\delta S_{i n t, \Lambda}}{\delta \bar{T}}\right) \Delta_{s, \Lambda}\right]+\mathcal{O}(1-s) \tag{19}
\end{equation*}
$$

with $\Delta S_{\text {int }, \Lambda}\left(T_{<,}, \bar{T}_{<}\right):=S_{\text {int }, \Lambda \Lambda}\left(T_{<,} \bar{T}_{<}\right)-S_{\text {int } \Lambda}\left(T_{<,} \bar{T}_{<}\right)$. At the same time, expanding the left-hand side of (18) in powers of $1-s$ and identifying the power of $1-s$ leads to:

$$
\begin{equation*}
\frac{d S_{i n t, s \Lambda}}{d s}=-\operatorname{Tr}\left\{\left(\frac{\delta^{2} S_{i n t, s \Lambda}}{\delta T \delta \bar{T}}-\frac{\delta S_{\text {int }, s \Lambda}}{\delta T} \frac{\delta S_{\text {int }, s \Lambda}}{\delta \bar{T}}\right) D_{s, \Lambda}\right\} \tag{20}
\end{equation*}
$$

Graphically, this equation is given by (and is considered as the Wilson-Polchinski RG equation):


Note that we may consider $\Lambda$ not only as a fundamental scale, but also as an arbitrary step in the flow, meaning that Equation (20) holds at each step of the flow. Physically, Equation (20) explains how the couplings are affected when the fundamental scale changes and is therefore the one pioneering ideas of the renormalization group flow firstly given by Wilson. This approach follows from a remarkably simple and intuitive idea and yields a very powerful way to think about quantum field theories. The relation (21) can be also expanded in the following result:

Proposition 2. The set of Wilson-Polchinski renormalization group equations is given by:

$$
\begin{equation*}
\frac{d \mathcal{V}^{\left(n_{l}\right)}}{d s}=-\sum_{\vec{p} \vec{p}} D_{s, \Lambda, \vec{p} \vec{p}} \frac{\partial}{\partial \bar{T}_{\vec{p}}} \frac{\partial}{\partial T_{\vec{p}}} \mathcal{V}^{\left(n_{l}+1\right)}+\sum_{n_{m}=0}^{n_{l}-1} \sum_{\vec{p} \vec{p}} D_{s, \Lambda, \vec{p} \bar{p}} \frac{\partial \mathcal{V}^{\left(n_{m}+1\right)}}{\partial \bar{T}_{\vec{p}}} \frac{\partial \mathcal{V}^{\left(n_{l}-n_{m}\right)}}{\partial T_{\vec{p}}}-n_{l} \eta_{s} \mathcal{V}^{\left(n_{l}\right)}, \tag{22}
\end{equation*}
$$

where $D_{s, \Lambda, \vec{p} \vec{p}}=D_{s, \Lambda}(\vec{p}) \delta_{\vec{p} \vec{p}} \eta_{s}:=\frac{d}{d s} \ln Z(s)$. In this formula, we denote by $n_{l}$ the number of black and white nodes in each interactions, and we consider the following expansion for $S_{\text {int,s } \Lambda}[T, \bar{T}]$ :

$$
\begin{equation*}
S_{i n t, s \Lambda}[T, \bar{T}]=\sum_{n_{l}} \mathcal{V}^{\left(n_{l}\right)}=\sum_{n_{l}} \sum_{\left\{\vec{p}_{i}, \vec{p}_{i}\right\}} \mathcal{V}_{\vec{p}_{1}, \ldots, \vec{p}_{l}}^{\left(n_{l}\right) \vec{p}_{1}, \ldots, \vec{p}_{l}} \prod_{i=1}^{l} T_{\vec{p}_{i}} \bar{T}_{\vec{p}_{i}} . \tag{23}
\end{equation*}
$$

Proof. A pragmatic way to introduce field strength renormalization is the following. We consider a wave function $Z(s)$ and the regularized field $T=Z(s)^{\frac{1}{2}} \tilde{T}$ at the scale $s \Lambda$. A new functional $\tilde{S}_{\text {int }, s \Lambda}$ is associated to this field such as $\tilde{S}_{\text {int,s }}[\tilde{T}, \tilde{T}]=S_{\text {int }, s \Lambda}[T, \bar{T}]$. Equation (20) is then modified into (we deleted the tildes notation):

$$
\begin{align*}
\frac{d S_{i n t, s \Lambda}}{d s}= & -\operatorname{Tr}\left\{\left(\frac{\delta^{2} S_{i n t, s \Lambda}}{\delta T \delta T}-\frac{\delta S_{i n t, s \Lambda}}{\delta T} \frac{\delta S_{i n t, s \Lambda}}{\delta T}\right) D_{s, \Lambda}\right\}  \tag{24}\\
& -\frac{1}{2} \eta_{s}\left[\operatorname{Tr}\left(\frac{\delta S_{i n t, s \Lambda}}{\delta T} T\right)+\operatorname{Tr}\left(\bar{T} \frac{\delta S_{i n t, s \Lambda}}{\delta T}\right)\right]
\end{align*}
$$

Then, by considering the following expansion for $S_{\text {int }, s \Lambda}[T, \bar{T}]$ :

$$
\begin{equation*}
S_{i n t, s \Lambda}[T, \bar{T}]=\sum_{n_{l}} \mathcal{V}^{\left(n_{l}\right)}=\sum_{n_{l}} \sum_{\left\{\vec{p}_{i}, \vec{p}_{i}\right\}} \mathcal{V}_{\vec{p}_{1}, \ldots, \vec{p}_{l}}^{\left(n_{l}\right) \vec{p}_{1}, \ldots, \vec{p}_{l} l} \prod_{i=1}^{l} T_{\vec{p}_{i}} \bar{T}_{\vec{p}_{i}} \tag{25}
\end{equation*}
$$

we get the relation (22).
The Wilson-Polchinski equation is a leading order equation in the perturbation rather than the loop expansion. Note that we can show that this equation can be turned into a Fokker-Planck equation, and therefore, it may be formally solved by a standard method. The rest of this section is devoted to a perturbative analysis of the flow equations. Before starting this computation, we have to make the approximation regime precise. We shall consider only the UV limit, which corresponds to the higher values of the scale parameter $s$, or to the higher momenta variables $\vec{p}$, or also for the smaller distances, and we assume that $s \Lambda$ and $\Lambda$ are large. However, the analysis in the UV regime can be extended to the IR limit, which corresponds to the smaller values of the scale parameter $s$. More precisely, our approximation can be characterized by both $s \Lambda$ and $\Lambda$ in the UV and by $s \Lambda / \Lambda$ in the

IR. At scale $\Lambda$ and up to contributions of order $\lambda_{41}^{2}$, keeping only the melonic contribution, the action provided from (12) is assumed to be of the form:

$$
\begin{equation*}
S_{i n t, s \Lambda}^{4}[\bar{T}, T]=\delta m^{2} \sum_{\vec{p}} \bar{T}_{\vec{p}} T_{\vec{p}}+\delta Z \sum_{\vec{p}} \vec{p}^{2} \bar{T}_{\vec{p}} T_{\vec{p}}+\lambda_{41} \sum_{i=1}^{5} \sum_{\left\{\vec{p}_{i}, \overrightarrow{\vec{q}}_{i}\right\}} \mathcal{W}_{\vec{p}_{1}, \vec{q}_{1}, \vec{p}_{2}, \vec{q}_{2}}^{(i)} T_{\vec{p}_{1}} T_{\vec{p}_{2}} \bar{T}_{\vec{q}_{1}} \bar{T}_{\vec{q}_{2}}, \tag{26}
\end{equation*}
$$

where the first two terms take into account the fact that the parameter of the Gaussian measure, the mass, and the Laplacian term can be affected by the integration of the UV modes, and these counter-terms, assumed to be of order $\lambda_{41}$, take into account these modifications. The vertex $\mathcal{W}_{\vec{p}_{1}, \vec{q}_{1} ; \vec{p}_{2}, \vec{q}_{2}}^{(i)}$ is a product of the delta function and is given by:

$$
\begin{equation*}
\mathcal{W}_{\vec{p}_{1}, \vec{q}_{1} ; \vec{p}_{2}, \vec{q}_{2}}^{(i)}=\delta_{p_{1 i} q_{2 i}} \delta_{q_{1 i} p_{2 i}} \prod_{j \neq i} \delta_{p_{1 j} q_{1 j}} \delta_{p_{2 j} q_{2 j}} \tag{27}
\end{equation*}
$$

Moreover, note that in this approach, the corrections to the Laplacian term are not suppressed by an effective counter-term in the action, but absorbed in the wave function renormalization. It is fixed such that all the Laplacian corrections are canceled by the $\eta_{s}$ term in the RG equation for $\mathcal{V}^{(1)}$. We adopt the standard ansatz, namely that the generic interaction of valence $n$ is of order $\lambda_{41}^{n / 2-1}$. This allows us to organize systematically the perturbative solution, for which we shall construct the $\lambda_{41}^{2}$ order.

### 2.1.1. $\mathcal{V}^{(1)}$ at Order $\lambda_{41}$

The first corrections occur at order $\lambda_{41}$ for $\mathcal{V}^{(1)}$, whose flow equation is written as:

$$
\begin{equation*}
\left(\frac{d}{d s}+\eta_{s}\right) \mathcal{V}^{(1)}=-4 \lambda_{41} \sum_{\substack{\vec{p}_{1}, \vec{q}_{1} \\ \vec{p}_{2}, \vec{q}_{2}}} D_{s \Lambda \vec{p}_{1}, \vec{p}_{1}} \operatorname{Sym} \mathcal{W}_{\vec{p}_{1}, \vec{q}_{1}, \vec{p}_{2}, \vec{q}_{2}}^{(i)} T_{\vec{p}_{2}} \bar{T}_{\vec{q}_{2}}, \tag{28}
\end{equation*}
$$

where:

$$
\begin{equation*}
\operatorname{Sym}_{\overrightarrow{\vec{p}}_{1}, \vec{q}_{1}, \vec{p}_{2}, \vec{q}_{2}}=\mathcal{W}_{\vec{p}_{1}, \vec{q}_{1}, \vec{p}_{2}, \vec{q}_{2}}+\mathcal{W}_{\vec{p}_{2}, \vec{q}_{1}, \vec{p}_{1}, \vec{q}_{2}} \tag{29}
\end{equation*}
$$

and $\operatorname{Sym} \mathcal{W}:=\sum_{i} \operatorname{Sym} \mathcal{W}^{(i)}$ and $\mathcal{W}=\sum_{i=1}^{6} \mathcal{W}^{(i)}$. The r.h.s involves two typical contributions, which are pictured graphically in Figure 2, where the contraction with $D_{S, \Lambda}$ is represented by a dotted line with a gray box.
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Figure 2. The two graphs contributing to the interaction $\mathcal{V}^{(1)}$ of degree two. Melonic (a) and non-melonic (b).

In the UV limit that we consider, the non-melonic contractions of the type on Figure 2b, creating only one internal face (of the color five on this figure), can be neglected in comparison to the melonic contributions of the form of Figure 2a. Retaining only the melonic contractions, Equation (28) becomes:

$$
\begin{equation*}
\left(\frac{d}{d s}+\eta_{s}\right) \mathcal{V}^{(1)}=-2 \lambda_{41} \sum_{\substack{\vec{p}_{1}, \vec{q}_{1} \\ \vec{p}_{2}, \vec{q}_{2}}} D_{s \Lambda, \vec{p}_{1} \vec{q}_{1}} \mathcal{W}_{\vec{p}_{1}, \vec{q}_{1}, \vec{p}_{2}, \vec{q}_{2}} T_{\vec{p}_{2}} \bar{T}_{\vec{q}_{2}} \tag{30}
\end{equation*}
$$

with $D_{s, \Lambda}=d C_{s \Lambda} / d s$. Expanding this relation in powers of $p_{5}$, we generate mass and wave function corrections, and also the sub-dominant corrections, involving powers of $p_{5}$ greater than two. They correspond to the first deviation to the original form (26). Neglecting these sub-dominant contributions, we get the expansion:

$$
\begin{equation*}
\sum_{p_{1}, \ldots, p_{4}} \frac{2}{s^{3} \Lambda^{2}} e^{-\frac{1}{(s \Lambda)^{2}}\left(\vec{p}^{2}+m^{2}\right)} \sim 2 \pi^{2} s \Lambda^{2}-\frac{2 \pi^{2}}{s}\left(p_{5}^{2}+m^{2}\right)+\mathcal{O}(s) \tag{31}
\end{equation*}
$$

for which we only keep the leading order terms in $s$, and we can extract the dominant contributions to the mass and wave-function renormalization. The term in $p_{5}^{2}$ generates a non-local two-point interaction of the form $-\delta Z(s) \operatorname{Tr}\left(\bar{T} \Delta_{\vec{g}} T\right)$, where $\Delta_{g}$ is the Laplacian on $U(1)^{\times 5}$, and the first term generates a mass correction. Summing over the five colors, we find, at first order in $\lambda_{41}$ :

$$
\begin{equation*}
\eta_{s}=\frac{4 \pi^{2} \lambda_{41}}{s}, \quad \frac{d}{d s} \delta m^{2}=-4 \pi^{2} \lambda_{41} s \Lambda^{2}+\frac{4 \pi^{2} \lambda_{41}}{s} m^{2} \tag{32}
\end{equation*}
$$

2.1.2. $\mathcal{V}^{(3)}$ and $\mathcal{V}^{(2)}$ at Order $\lambda_{41}^{2}$

Let us focus on the second order perturbative solution, i.e., at $\lambda_{41}^{2}$, in which we have to take into account the contributions of interactions of valence six, $\mathcal{V}^{(3)}$, verifying the flow equation:

$$
\begin{equation*}
\frac{d \mathcal{V}_{\vec{p}_{1}, \vec{p}_{1}}^{(3)} \vec{p}_{2}, \vec{q}_{2}, \vec{q}_{3}}{d s}=4 \lambda_{41}^{2} \sum_{i, j, \vec{p}, \vec{q}} \mathcal{W}_{\vec{p}_{1}, \vec{q}_{1}, \vec{p}, \vec{q}_{2}}^{(i)} \mathcal{W}_{\vec{p}_{2}, \vec{q}_{3} ; \vec{p}_{3}, \vec{q}}^{(j)} D_{s, \Lambda, \vec{p} \vec{q}^{\prime}} \tag{33}
\end{equation*}
$$

which can be easily integrated with the initial condition $\mathcal{V}_{\vec{p}_{1}, \vec{p}_{2}, \vec{p}_{3}}^{(3), \vec{q}_{2}, \vec{q}_{3}}(1)=0$ as:

$$
\begin{equation*}
\mathcal{V}_{\vec{p}_{1}, \vec{p}_{2}, 2, \vec{p}_{3}}^{(3) \vec{q}_{1}, \vec{q}_{2}, \vec{q}_{3}}(s)=-4 \lambda_{41}^{2} \sum_{i, j, \vec{p}, \vec{q}} \mathcal{W}_{\vec{p}_{1}, \vec{q}_{1}, \vec{p}, \vec{q}_{2}}^{(i)} \mathcal{W}_{\vec{p}_{2}, \vec{q}_{3} ; \vec{p}_{3}, \vec{q}}^{(j)}\left(C_{\Lambda}-C_{s \Lambda}\right)_{\vec{p} \vec{q}} . \tag{34}
\end{equation*}
$$

As for the interaction of degree one, the structure of this effective interaction can be understood as a contraction between two bubbles, as pictured in Figure 3, where the dotted line with a gray box represents the contraction with $C_{\Lambda}-C_{s \Lambda}$.


Figure 3. Typical graph contributing to the interaction of $\mathcal{V}^{(3)}$ of degree six.
Let us now build the effective coupling for the quartic melonic interaction at order $\lambda_{41}^{2}$, for which we shall extract only the leading behavior. From the Wilson-Polchinski flow Equation (22), it seems that the coupling evolution receives many contributions in which the first one comes from $\mathcal{V}^{(3)}$. Now, deriving two times this interaction with respect to the fields, we obtain an interaction of degree two, which can be either 1PI, when the contraction with $D_{S \Lambda}$ links two black and white nodes of two different bubbles, or one-particle reducible (1PR) if the two nodes stand on the same interaction bubble. Explicitly, we get:

$$
\begin{gather*}
{\left[\frac{d}{d s}+2 \eta_{s}-4 \delta m^{2} \bar{D}_{s, \Lambda}\left[\left\{p_{i}\right\},\left\{q_{i}\right\}\right]\right] \lambda_{41} \mathcal{W}_{\vec{p}_{2}, \vec{q}_{1} ; \vec{p}_{3}, \vec{q}_{2}}^{(i)}=4 \lambda_{41}^{2} \sum_{\vec{p}, \overrightarrow{\vec{p}^{\prime}}, \vec{q}^{\prime}}\left[\operatorname{Sym}\left(\mathcal{W}_{\vec{p}^{\prime}, \vec{q}_{1} ; \overrightarrow{p_{,}}, \vec{q}_{2}}^{(i)} \mathcal{W}_{\vec{p}_{2}, \vec{q}^{\prime} ; \vec{p}_{3}, \vec{q}}^{(i)}\right)\right.} \\
\left.+2 \sum_{j} \operatorname{Sym}\left(\mathcal{W}_{\vec{p}_{2}, \vec{q}_{1}, \overrightarrow{\vec{p}}, \vec{q}_{2}}^{(i)} \mathcal{W}_{\vec{p}^{\prime}, \vec{q}^{\prime} ; \vec{p}_{3}, \vec{q}}^{(j)}\right)\right] \times\left(C_{\Lambda}-C_{s \Lambda}\right)_{\vec{p} \vec{q}} D_{s, \Lambda, \vec{p}^{\prime} \vec{q}^{\prime}}, \tag{35}
\end{gather*}
$$

where:

$$
\begin{equation*}
\operatorname{Sym}\left(\mathcal{W}_{\vec{p}^{\prime}, \vec{q}_{1} ; \vec{p}^{\prime}, \vec{q}_{2}}^{(i)} \mathcal{W}_{\vec{p}_{2}, \vec{q}^{\prime} ; \vec{p}_{3}, \vec{q}^{\prime}}^{(j)}\right):=\mathcal{W}_{\vec{p}^{\prime}, \vec{q}_{1} ; \vec{p}, \vec{q}_{2}}^{(i)} \mathcal{W}_{\vec{p}_{2}, \vec{q}^{\prime} ; \vec{p}_{3}, \vec{q}^{\prime}}^{(j}+\mathcal{W}_{\vec{p}, \vec{q}_{1} ; \vec{p}^{\prime}, \vec{q}_{2}}^{(i)} \mathcal{W}_{\vec{p}_{3}, \vec{q}^{\prime} ; \vec{p}_{2}, \vec{q}^{\prime}}^{(j)} \tag{36}
\end{equation*}
$$

and:

$$
\begin{equation*}
\bar{D}_{s, \Lambda}\left[\left\{p_{i}\right\},\left\{q_{i}\right\}\right]:=D_{s, \Lambda}\left(\vec{p}_{2}\right)+D_{s, \Lambda}\left(\vec{q}_{1}\right)+D_{s, \Lambda}\left(\vec{p}_{3}\right)+D_{s, \Lambda}\left(\vec{q}_{2}\right) . \tag{37}
\end{equation*}
$$

Equation (35) gives the exact behavior for the beta function at order $\lambda_{41}^{2}$, but we can easily see that it reduces to the expression of the beta function already obtained for the one-loop computation in the deep UV sector. Indeed, retaining only the melonic contributions and noting that 1PR contributions of the r.h.s are exactly canceled by the term involving the mass correction $\delta m$ in the l.h.s, we get:

$$
\begin{equation*}
\left[\frac{d}{d s}+2 \eta_{s}\right] \lambda_{41} \mathcal{W}_{\vec{p}_{2}, \vec{p}_{3} ; \vec{q}_{1}, \vec{q}_{2}}^{(i)} \approx 4 \lambda_{41}^{2} \sum_{\vec{p}, \vec{q} \vec{p}^{\prime}, \vec{q}^{\prime}} \mathcal{W}_{\vec{p}^{\prime}, \vec{p} ; \vec{q}_{1}, \vec{q}_{2}}^{(i)} \times \mathcal{W}_{\vec{p}_{2}, \vec{p}_{3} ; \vec{q}^{\prime}, \vec{q}}^{(i)}\left(C_{\Lambda}-C_{s \Lambda}\right)_{\vec{p} \vec{q}} D_{s, \Lambda, \vec{p}^{\prime} \vec{q}^{\prime}} \tag{38}
\end{equation*}
$$

The computation of the loop appearing on the r.h.s leads to:

$$
\begin{equation*}
\sum_{p_{1}, \ldots, p_{4}} \int_{1}^{s} d s^{\prime} \frac{4}{s^{\prime 3} s^{3} \Lambda^{4}} e^{-\left(\frac{1}{(s \Lambda)^{2}}+\frac{1}{\left(s^{\prime} \Lambda\right)^{2}}\right)\left(\vec{p}^{2}+m^{2}\right)} \sim-\frac{\pi^{2}}{s}+\mathcal{O}(s), \tag{39}
\end{equation*}
$$

from which we finally deduce that:

$$
\begin{equation*}
s \frac{d \lambda_{41}}{d s}=-4 \pi^{2} \lambda_{41}^{2} \tag{40}
\end{equation*}
$$

which, as claimed before, is exactly the value of the one-loop beta function already obtained in the one-loop computation of the beta function.

We conclude that the main advantage of the Wilson-Polchinski equation is that it provides a very well-defined interpretation of the renormalization group flow in the space of couplings. However, except for perturbative computations, the Wilson-Polchinski equation is more adapted to mathematical and formal proofs than to non-perturbative analysis. The analysis beyond the perturbative level requires another formulation of the coarse-graining renormalization group, called Wetterich equation, which allows one usually to better capture the non-perturbative effects. The price to pay is an approximation scheme that is a bit more difficult to use. This non-perturbative approach to the renormalization group flow will be the subject of the next sections.

## 3. Wetterich Flow Equation

The Wetterich method and its incarnation into the FRG approach are a set of techniques allowing one to go beyond the difficulties coming from the Wilson-Polchinski equation, in particular in regards to tracking non-perturbative aspects. The Wetterich equation is a first order functional integro-differential equation for the effective action. The central object of the method is a continuous set of models labeled with a real parameter $s$ running from UV scales $(s \rightarrow+\infty)$ to the IR scales $(s \rightarrow-\infty)$. The physical running scale $e^{s}$ defined for each models what is UV and what is IR, the fluctuation with a large size with respect to the referent scale (the UV fluctuations) being integrated out. The renormalization group equation then describes how the coupling constant changes when the referent scale changes. Each model is characterized by a specific partition function $\mathcal{Z}_{s}$, labeled by $s$ and defined as:

$$
\begin{equation*}
\mathcal{Z}_{s}[J, \bar{J}]:=\int d \mu_{C} e^{-S_{i n t}(T, T)+R_{s}[T, T]+\langle J, T\rangle+\langle T, J\rangle} \tag{41}
\end{equation*}
$$

As a result, the original model corresponds to $R_{S}[T, \bar{T}]=0$, and because physically, this limit has to match with the IR limit $e^{s} \rightarrow 0$, we require that $R_{S}[T, \bar{T}]$ vanish in the same limit. The term $R_{S}[T, \bar{T}]$,
called the IR regulator, plays the same role as a momentum-dependent mass term, becoming very large in the UV and vanishing in the IR. It is chosen ultra-local in the usual sense:

$$
\begin{equation*}
R_{s}[T, \bar{T}]:=\sum_{\vec{p}} \bar{T}_{\vec{p}} r_{s}(\vec{p}) T_{\vec{p}} \tag{42}
\end{equation*}
$$

the regulating function $r_{s}(\vec{p})$ being chosen to satisfy the boundary conditions in the UV/IR limit. Moreover, for $s$ fixed, $r_{s}$ aims at freezing the long-distance fluctuations, which are discarded from the functional integration. In formula: $r_{s}(\vec{p}) \rightarrow 0$ for $|\vec{p}| / e^{s} \rightarrow 0$, and $r_{s}(\vec{p}) \gg 1$ in the opposite limit.

The object for which we track the evolution is called effective averaged action $\Gamma_{s}$, defined as (a slightly modified version of) the Legendre transform of the standard free energy $\mathcal{W}_{s}=\ln \mathcal{Z}_{s}$ :

$$
\begin{equation*}
\Gamma_{s}[M, \bar{M}]=\langle\bar{J}, M\rangle+\langle\bar{M}, J\rangle-\mathcal{W}_{s}[J, \bar{J}]-R_{s}[M, \bar{M}] . \tag{43}
\end{equation*}
$$

This definition ensures that $\Gamma_{s}$ satisfies the physical boundary conditions $\Gamma_{s=\ln \Lambda}=S, \Gamma_{s=-\infty}=\Gamma$, where $\Lambda$ denotes some fundamental UV cutoff. The fields $M$ and $\bar{M}$ are the mean values of $T$ and $\bar{T}$ respectively and are given by:

$$
\begin{equation*}
M=\frac{\partial \mathcal{W}}{\partial \bar{J}}, \quad \bar{M}=\frac{\partial \mathcal{W}}{\partial J} \tag{44}
\end{equation*}
$$

where $\mathcal{W}:=\mathcal{W}_{s=-\infty}$. In general, the regulator $r_{s}$ is chosen to be $r_{s}=Z(s) k^{2} f\left(\frac{\vec{p}^{2}}{k^{2}}\right), k=e^{s}$, and such that the boundary conditions in the UV/IR limit are well satisfied.Taking the first derivative with respect to the flow parameter $s$, one can deduce the Wetterich equation, describing the behavior of the effective action $\Gamma_{s}$ when $s$ changes [62-66] :

$$
\begin{equation*}
\partial_{s} \Gamma_{s}=\operatorname{Tr} \partial_{s} r_{s}\left(\Gamma_{s}^{(2)}+r_{s}\right)^{-1} \tag{45}
\end{equation*}
$$

where $\Gamma_{s}^{(2)}$ denotes the second order partial derivative of $\Gamma_{s}$ with respect to the mean fields $M$ and $\bar{M}$. This equation is exact, but generally impossible to solve exactly. A large part of the FRG approach is then devoted to approximate the exact trajectory of the RG flow. In this review, we will discuss two methods, the truncation method and the effective vertex expansion method.

This section is especially devoted to the truncations. The general strategy is to cut crudely into the full theory space, projecting the flow systematically into the interior of a finite dimensional subspace. The average effective action is chosen to be of the form:

$$
\begin{equation*}
\Gamma_{s}=Z(s) \sum_{\vec{p} \in \mathbb{Z}^{d}} T_{\vec{p}}\left(\vec{p}^{2}+m^{2}(s)\right) \bar{T}_{\vec{p}}+\sum_{n}^{N} \lambda_{n} V_{n}(T, \bar{T}) \tag{46}
\end{equation*}
$$

where $N$ is finite, $V_{n}$ stands for the interaction function of order $n$, and $m^{2}$ and $\lambda_{n}$ are the mass and coupling constants. With this truncation and with an appropriate regulator, it is possible to solve the Wetterich flow Equation (45). In the case of quartic melonic interaction and by taking the standard modified Litim regulator $[65,67,68]$

$$
\begin{equation*}
r_{s}(\vec{p})=Z(s)\left(e^{2 s}-\vec{p}^{2}\right) \Theta\left(e^{2 s}-\vec{p}^{2}\right) \tag{47}
\end{equation*}
$$

the Wetterich equation can be solved analytically and the phase diagram may be given [56-58]. The corresponding nontrivial fixed points can be studied taking into account the behavior of the flow around these points. Note that the validity of the fixed point requires some analysis taking into account the Ward-Takahashi identities as a new constraint along the flow line. The full violation of this constraint for quartic melonic interaction makes this class of fixed points unphysical. We discuss
this point in detail in this section (for more detail, see Section 3). Taking into account only the relevant contributions for large $k$ (in the deep UV), the flow equations are written as:

$$
\begin{cases}\dot{m}^{2} & =-2 d \lambda I_{2}(0)  \tag{48}\\ \dot{Z}(s) & =-2 \lambda I_{2}^{\prime}(q=0) \\ \dot{\lambda}_{41} & =4 \lambda_{41}^{2} I_{3}(0)\end{cases}
$$

with the renormalization condition:

$$
\begin{equation*}
m^{2}(s)=\Gamma_{s}^{(2)}(\vec{p}=\overrightarrow{0}), \quad \lambda_{41}(s)=\frac{1}{4} \Gamma_{s}^{(4)}(\overrightarrow{0}, \overrightarrow{0}, \overrightarrow{0}, \overrightarrow{0}) . \tag{49}
\end{equation*}
$$

where:

$$
\begin{equation*}
I_{n}(q)=\sum_{\vec{p} \in \mathbb{Z}^{(d-1)}} \frac{\dot{r}_{s}}{\left(Z(s) \vec{p}^{2}+Z q^{2}+m^{2}+r_{s}\right)^{n}} \tag{50}
\end{equation*}
$$

Explicitly using the integral representation of the above sum and with $d=5, \eta=\dot{Z} / Z$, we get:

$$
\begin{equation*}
I_{n}(0)=\frac{\pi^{2} e^{6 s-2 n s}}{6 Z(s)^{n-1}\left(\bar{m}^{2}+1\right)^{n}}(\eta+6), \quad I_{n}^{\prime}(0)=-\frac{\pi^{2} e^{4 s-2 n s}}{2 Z(s)^{n-1}\left(\bar{m}^{2}+1\right)^{n}}(\eta+4) \tag{51}
\end{equation*}
$$

In order to get an autonomous system, the standard strategy consist at extracting from the couplings the part coming from their own scaling, defining their canonical dimension. Strictly speaking, fields, couplings, and all the parameters involved in the theory are dimensionless, because there is no referent space-time, and then no referent scale. The canonical dimension emerges taking into account quantum corrections and is usually defined as the optimal scaling, with respect to the UV cut-off of the quantum corrections. Conversely, it can be defined as the scaling transformation allowing one to get an autonomous system. Note that these two points of view are note strictly equivalent, especially with respect to the choice of the initial content of the theory. For our purpose however, the two strategies provide exactly the same rescaling, and in terms of dimensionless parameter $\lambda_{41}=: Z^{2} \bar{\lambda}_{41}$, $m^{2}=: e^{2 s} Z \bar{m}^{2}$, the system (48) becomes:

$$
\left\{\begin{array}{l}
\beta_{m}=-(2+\eta) \bar{m}^{2}-2 d \bar{\lambda} \frac{\pi^{2}}{\left(1+\bar{m}^{2}\right)^{2}}\left(1+\frac{\eta}{6}\right)  \tag{52}\\
\beta_{41}=-2 \eta \bar{\lambda}+4 \bar{\lambda}^{2} \frac{\pi^{2}}{\left(1+\bar{m}^{2}\right)^{3}}\left(1+\frac{\eta}{6}\right)
\end{array}\right.
$$

where $\beta_{m}:=\dot{\bar{m}}^{2}, \beta_{41}:=\dot{\bar{\lambda}}$ and:

$$
\begin{equation*}
\eta:=\frac{4 \bar{\lambda} \pi^{2}}{\left(1+\bar{m}^{2 \alpha}\right)^{2}-\bar{\lambda} \pi^{2}} \tag{53}
\end{equation*}
$$

The solutions of the system (52) are given analytically:

$$
\begin{equation*}
p_{ \pm}=\left(\bar{m}_{ \pm}^{2}=-\frac{23 \mp \sqrt{34}}{33}, \bar{\lambda}_{41, \pm}=\frac{328 \mp 8 \sqrt{34}}{11979 \pi^{2}}\right) . \tag{54}
\end{equation*}
$$

Numerically:

$$
\begin{equation*}
p_{+}=(-0.52,0.0028), \quad p_{-}=(-0.87,0.0036) \tag{55}
\end{equation*}
$$

Apart from the fact that we have a singularity line around the point $\bar{m}^{2}=-1$ in the flow Equation (48), another second singularity arises from the anomalous dimension denominator and corresponds to a line of singularity, with equation:

$$
\begin{equation*}
\Omega(\bar{m}, \bar{\lambda}):=\left(\bar{m}^{2}+1\right)^{2}-\pi^{2} \bar{\lambda}_{41}=0 \tag{56}
\end{equation*}
$$

This line of singularity splits the two-dimensional phase space of the truncated theory into two connected regions characterized by the sign of the function $\Omega$ : the region $I$, connected to the Gaussian fixed point for $\Omega>0$ and the region $I I$ for $\Omega<0$. For $\Omega=0$, the flow becomes ill defined. The existence of this singularity is a common feature for expansions around the vanishing mean field, and the region I may be viewed as the domain of validity of the expansion in the symmetric phase. Note that to ensure the positivity of the effective action, the melonic coupling must be positive, as well. Therefore, we expect that the physical region of the reduced phase space corresponds to the region $\lambda_{41} \geq 0$. From the definition of the connected region $I$ and because of the explicit expression (53), we deduce that:

$$
\begin{equation*}
\eta \geq 0, \quad \text { on the symmetric phase. } \tag{57}
\end{equation*}
$$

Then, only the fixed point $p_{+}$is taken into account. In the next subsection, we will discuss the violation of the Ward identity around this fixed point $p_{+}$and then clarify our analysis given in [56]. The phase diagram is given in Figure 4.


Figure 4. Renormalization group flow trajectories around the relevant fixed points obtained from a numerical integration. The Gaussian fixed point and the first non-Gaussian fixed point are respectively in blue and in red, and the last fixed point is in black. This fixed point is in the grey region bounded by the singularity line corresponding to the denominator of $\eta$. Finally, in green and brown, we draw the eigendirections around Gaussian and non-Gaussian fixed points, respectively. Note that that arrows of these fixed points are the flow oriented from IR to UV.

## Convenient Search of the Ward Identities

Let $\mathcal{U}=\left(U_{1}, U_{2}, \cdots, U_{d}\right)$, where the $U_{i} \in U_{\infty}$ are infinite size unitary matrices in momentum representation. We define the transformation:

$$
\begin{equation*}
\mathcal{U}[T]_{\vec{p}}=\sum_{\vec{q}} U_{1, p_{1} q_{1}} U_{2, p_{2} q_{2}} \cdots U_{d, p_{d} q_{d}} T_{\vec{q}} \tag{58}
\end{equation*}
$$

such that the interaction term is invariant, i.e., $\mathcal{U}\left[S_{\text {int }}\right]=S_{\text {int }}$. Then, consider an infinitesimal transformation:

$$
\begin{equation*}
\mathcal{U}=\mathbf{I}+\vec{\epsilon}, \quad \vec{\epsilon}=\sum_{i} \mathbb{I}^{\otimes(i-1)} \otimes \epsilon_{i} \otimes \mathbb{I}^{\otimes(d-i)} \tag{59}
\end{equation*}
$$

where $\mathbb{I}$ is the identity on $U_{\infty}, \mathbf{I}=\mathbb{I}^{\otimes d}$ the identity on $U_{\infty}^{\otimes d}$, and $\epsilon_{i}$ denotes the skew-symmetric Hermitian matrix such that $\epsilon_{i}=-\epsilon_{i}^{\dagger}$ and $\vec{\epsilon}_{i}[T]_{\vec{p}}=\epsilon_{i p_{i} q_{i}} T_{p_{1}, \cdots, q_{i}, \cdots, p_{d}}$. The invariance of the path integral (3) means $\vec{\epsilon}\left[\mathcal{Z}_{s}[J, \bar{J}]\right]=0$, i.e.:

$$
\begin{equation*}
\vec{\epsilon}\left[\mathcal{Z}_{s}[J, \bar{J}]\right]=\int d T d \bar{T}\left[\vec{\epsilon}\left[S_{\text {kin }}\right]+\vec{\epsilon}\left[S_{\text {int }}\right]+\vec{\epsilon}\left[S_{\text {source }}\right]\right] e^{-S_{s}[T, \bar{T}]+\langle J, T\rangle+\langle\bar{T}, J\rangle}=0 . \tag{60}
\end{equation*}
$$

Computing each term separately, we get, successively using the linearity of the operator $\vec{\epsilon}$ :

$$
\begin{align*}
& \vec{\epsilon}\left[S_{\text {int }}\right]=0,  \tag{61}\\
& \vec{\epsilon}\left[S_{\text {source }}\right]=-\sum_{i=1}^{d} \sum_{\vec{p}, \vec{q}} \prod_{j \neq i} \delta_{p_{j} q_{j}}\left[\bar{J}_{\vec{p}} T_{\vec{q}}-\bar{T}_{\vec{p}} J_{\vec{q}}\right] \epsilon_{i p_{i} q_{i}},  \tag{62}\\
& \vec{\epsilon}\left[S_{k i n}\right]=\sum_{i=1}^{d} \sum_{\vec{p}, \vec{q}} \prod_{j \neq i} \delta_{p_{j} q_{j}} \bar{T}_{\vec{p}}\left[C_{s}\left(\vec{p}^{2}\right)-C_{s}\left(\vec{q}^{2}\right)\right] T_{\vec{q}} \epsilon_{i p_{i} q_{i}}, \tag{63}
\end{align*}
$$

where $\prod_{j \neq i} \delta_{p_{j} q_{j}}:=\delta_{\vec{p}_{\perp_{i}} \vec{q}_{\perp_{i}}}, p_{\perp_{i}}:=\vec{p} \backslash\left\{p_{i}\right\}, C_{s}^{-1}=C_{-\infty}^{-1}+r_{s}$, and $C_{-\infty}^{-1}=Z_{-\infty} \vec{p}^{2}+m_{-\infty}^{2} . Z_{-\infty}$ is the renormalized wave function usually denoted by Z . We get the following result:

Proposition 3. The Ward identity gives the relation between two- and four-point functions as:

$$
\begin{equation*}
\sum_{\vec{r}_{\perp_{i}, \vec{s}_{\perp_{i}}}} \delta_{\vec{r}_{\perp_{i}} \vec{s}_{\perp_{i}}}\left(C_{s}^{-1}(\vec{r})-C_{s}^{-1}(\vec{s})\right)\left\langle T_{\vec{r}} \bar{T}_{\vec{s}} T_{\vec{p}} \bar{T}_{\vec{q}}\right\rangle=-\delta_{\vec{p}_{\perp_{i}} \vec{q}_{\perp_{i}}}\left(G_{s}(p)-G_{s}(q)\right) \delta_{r_{i} s_{i}} \tag{64}
\end{equation*}
$$

where, defined by $\Gamma_{s}^{(4)}$, the 1PI four-point function, we get:

$$
\begin{equation*}
\left\langle T_{\vec{r}} \bar{T}_{\vec{s}} T_{\vec{p}} \bar{T}_{\vec{q}}\right\rangle=\Gamma_{s, r \vec{r} ; \vec{p} \vec{q}}^{(4)}\left(G_{s}(\vec{p}) G_{s}(\vec{q})+\delta_{\vec{r} \vec{p}} \delta_{\vec{s} \vec{q}}\right) G_{s}(\vec{r}) G_{s}(\vec{s}) \tag{65}
\end{equation*}
$$

Proof. The formal invariance of the path integral implies that the variations of these terms have to be compensated by a nontrivial variation of the source terms. Combining the expressions (60)-(63), we come to

$$
\begin{equation*}
\sum_{i=1}^{d} \sum_{\vec{p}_{\perp_{i}}, \vec{q}_{\perp_{i}}} \delta_{\vec{p}_{\perp_{i}} \vec{q}_{\perp_{i}}}\left[\frac{\partial}{\partial J_{\vec{p}}}\left[C_{s}\left(\vec{p}^{2}\right)-C_{s}\left(\vec{q}^{2}\right)\right] \frac{\partial}{\partial \bar{J}_{\vec{q}}}-\bar{J}_{\vec{p}} \frac{\partial}{\partial \bar{J}_{\vec{q}}}+J_{\vec{q}} \frac{\partial}{\partial J_{\vec{p}}}\right] e^{\mathcal{W}_{s}[J, J]}=0, \tag{66}
\end{equation*}
$$

where we have used the fact that, for all polynomial $P(T, \bar{T})$, the following identity holds:

$$
\begin{equation*}
\int d \mu_{C} P(T, \bar{T}) e^{\langle J, T\rangle+\langle\bar{T}, J\rangle}=\int d \mu_{C} P\left(\frac{\partial}{\partial \bar{J}}, \frac{\partial}{\partial J}\right) e^{\langle J, T\rangle+\langle T, J\rangle} . \tag{67}
\end{equation*}
$$

Equation (66) is satisfied for all $i$. Now, expanding each derivative, the partition function $\mathcal{Z}_{s}[J, \bar{J}]=$ : $e^{\mathcal{W}_{s}[J, J]}$ of the theory defined by the action (12) verifies the following (WT identity),

$$
\begin{equation*}
\sum_{\vec{p}_{\perp_{i}}, \vec{q}_{\perp_{i}}} \delta_{\vec{p}_{\perp_{i}} \vec{q}_{\perp_{i}}}\left\{\left[C_{s}\left(\vec{p}^{2}\right)-C_{s}\left(\vec{q}^{2}\right)\right]\left(\frac{\partial^{2} W_{s}}{\partial \bar{J}_{\vec{q}} \partial J_{\vec{p}}}+\bar{M}_{\vec{p}} M_{\vec{q}}\right)-\bar{J}_{\vec{p}} M_{\vec{q}}+J_{\vec{q}} \bar{M}_{\vec{p}}\right\}=0 . \tag{68}
\end{equation*}
$$

The WI-identity contains some information on the relations between the Green functions. In particular, they provide a relation between four- and two-points functions, which may be translated as a relation
between wave function renormalization $Z$ and vertex renormalization $Z_{\lambda}$. Applying $\partial^{2} / \partial M_{\vec{r}} \partial \bar{M}_{\vec{s}}$ on the left-hand side of (68) and taking into account the relations:

$$
\begin{equation*}
\frac{\partial M_{\vec{p}}}{\partial J_{\vec{q}}}=\frac{\partial^{2} \mathcal{W}_{s}}{\partial \bar{J}_{\vec{p}} \partial J_{\vec{q}}} \quad \text { and } \quad \frac{\partial \Gamma_{s}}{\partial M_{\vec{p}}}=\bar{J}_{\vec{p}}-r_{s}(\vec{p}) \bar{M}_{\vec{p}}, \tag{69}
\end{equation*}
$$

as well as the definition $G_{s, \vec{p} \vec{q}}^{-1}:=\left(\Gamma_{s}^{(2)}+r_{s}\right)_{\vec{p} \vec{q}}$, we find that:

$$
\begin{gather*}
\sum_{\vec{p}_{\perp_{i}, \vec{q}_{\perp}}} \delta_{\vec{p}_{\perp_{i}} \vec{q}_{\perp_{i}}}\left[\left[C_{s}\left(\vec{p}^{2}\right)-C_{s}\left(\vec{q}^{2}\right)\right]\left[\frac{\partial^{2} G_{s, \vec{p}, \vec{q}}}{\partial M_{\vec{r}} \partial M_{\vec{s}}}+\delta_{\vec{p} r} \delta_{\vec{q} \vec{s}}\right]-\Gamma_{s, \vec{r} \vec{p}}^{(2)} \delta_{\vec{s} \vec{q}}+\Gamma_{s, \vec{s} \vec{q}}^{(2)} \delta_{\vec{p} \vec{p}}\right.  \tag{70}\\
\left.-r_{s}\left(\vec{p}^{2}\right) \delta_{\vec{r} \vec{p}} \delta_{\vec{s} \vec{q}}+r_{s}\left(\vec{q}^{2}\right) \delta_{\vec{s} \vec{q}} \delta_{\vec{p} \vec{r}}-\Gamma_{s, \vec{r} ; \vec{s} \vec{p}}^{(1,2)} M_{\vec{q}}+\Gamma_{s, \vec{q} ; \vec{s}}^{(2,1)} \bar{M}_{\vec{p}}\right]=0
\end{gather*}
$$

and therefore, Proposition 3 is well given.
In the deep UV, for a large-scale $s$, a continuous approximation for variables is suitable. Then, setting $r_{1}=p_{1}, \vec{p} \rightarrow \vec{q}, r_{1} \rightarrow s_{1}$, we get finally, in the deep UV, that the four- and two-point functions are related as (on both sides, $r_{1}=p_{1}$ ):

$$
\begin{equation*}
\sum_{\vec{r}_{\perp_{1}}} G_{s}^{2}(\vec{r}) \frac{d C_{s}^{-1}}{d r_{1}^{2}}(\vec{r}) \Gamma_{s, \vec{r}, \vec{p}, \vec{p}, \vec{p}}^{(4)}=\frac{d}{d p_{1}^{2}}\left(C_{\infty}^{-1}(\vec{p})-\Gamma_{s}^{(2)}(\vec{p})\right) \tag{71}
\end{equation*}
$$

To give further comment on the structure of this equation, we have to specify the structure of the vertex function. To this end, we use this loop to discard the irrelevant contributions, and we keep only the melonic componentof the function $\Gamma^{(4)}$, denoted by $\Gamma_{\text {melo. }}^{(4)}$. In the symmetric phase, the melonic contribution $\Gamma_{\text {melo }}^{(4)}$ may be defined as the part of the function $\Gamma^{(4)}$ that decomposes as a sum of melonic diagrams in the perturbative expansion. The structure of the melonic diagrams has been extensively discussed in the literature and specifically for the approach that we propose here in [57,58]. Formally, they are defined as the graphs optimizing the power counting; and the family can be built from the recursive definition of the vacuum melonic diagrams, from the cutting of some internal edges. Among there interesting properties, these constructions imply the following statement:

Proposition 4. Let $\mathcal{G}_{N}$ be a $2 N$-point 1PI melonic diagram built with more than one vertex for a purely-quartic melonic model. We call external vertices the vertices hooked to at least one external edge of $\mathcal{G}_{N}$ having:

- two external edges per external vertices, sharing $d-1$ external faces of length one.
- $N$ external faces of the same color running through the interior of the diagram.

As a direct consequence of Proposition 4, we expect that the melonic four-point function is decomposed as:

$$
\begin{equation*}
\Gamma_{\text {melo }}^{(4)}=\sum_{i=1}^{d} \Gamma_{\text {melo }}^{(4), i} \tag{72}
\end{equation*}
$$

the index $i$ running from one to $d$ corresponding to the color of the two internal faces running through the interiors of the diagrams building $\Gamma_{\text {melo }}^{(4),}$. Moreover, the mono-colored components have the following structure:

the permutation of the external momenta $\vec{p}_{1}$ and $\vec{p}_{3}$ coming from Wick's theorem: there are four ways to hook the external fields on the external vertices (two per type of field). Moreover, the simultaneous permutation of the black and white fields provides exactly the same diagram, and we count twice each configuration pictured on the previous equation. This additional factor of two is included in the definition of the matrix $\pi$, whose entries depend on the components $i$ of the external momenta running on the boundaries of the external faces of colors $i$, connecting together the end vertices of the diagrams building $\pi$.

Inserting (73) into the Ward identity given from Equation (71), we get some contributions on the left-hand side, the only one relevant among them in the deep UV being, graphically:


Setting $\vec{p}=\overrightarrow{0}$ and using the definition of $C_{s}^{-1}$, as well as the definition of $C_{\infty}^{-1}$, the right-hand side is reduced to $Z_{-\infty}-Z$. Moreover, the diagram on the left-hand side can be written with the following equation $Z_{-\infty} \mathcal{L}_{s} \pi_{00}$ such that the following equality holds:

$$
\begin{equation*}
Z_{-\infty} \mathcal{L}_{s} \pi_{00}=Z_{-\infty}-Z \tag{75}
\end{equation*}
$$

where we have defined $Z_{-\infty} \mathcal{L}_{s}$ as:

$$
\begin{equation*}
Z_{-\infty} \mathcal{L}_{s}:=\sum_{\vec{p} \in \mathbb{Z}^{d}}\left(Z_{-\infty}+\frac{\partial r_{s}}{\partial p_{1}^{2}}(\vec{p})\right) G_{s}^{2}(\vec{p}) \delta_{p_{1} 0} \tag{76}
\end{equation*}
$$

Finally, from Definition (73) we expect that $\Gamma_{\text {melo, }, \overrightarrow{0}, \overrightarrow{0}, \overrightarrow{0}, \overrightarrow{0}}^{(4)}=2 \pi_{00}$, and because of the renormalization conditions (49), we must have the relation: $\pi_{00} \stackrel{=}{=} 2 \lambda_{41}(s)$. Therefore, in the deep UV regime, the Ward identity between four- and two-point functions provides a nontrivial relation between effective coupling and wave function renormalization:

$$
\begin{equation*}
2 Z_{-\infty} \mathcal{L}_{s} \lambda_{41}=Z_{-\infty}-Z \tag{77}
\end{equation*}
$$

Remark 1. Let us give some important remarks regarding the derivation of the Ward identity (77). First of all, the WI is totally disconnected from the approximation used to solve the non-perturbative Wetterich Equation (45). The Wetterich equation and Ward identity are both functional results, deduced from the definition of the partition function, and have to be treated on the same footing. Their origins, moreover, are completely disconnected. One of them comes from the scale dependence of the model due to the regulator term; the second one comes from the symmetry violation of the action (including source terms) under the $U(N)^{d}$ group and the formal translation-invariance of the Lebesgue measure. Viewing the set $\mathcal{Z}_{s}$ having a continuous family of models, one can say that the Wetterich equation dictates how to move from $\mathcal{Z}_{s}$ to $\mathcal{Z}_{s+\delta s}$, whereas the WI are constraints between the observables at fixed s.

From now on, in the hope to provide the proof that $p_{+}$does not live in the constraint line coming from the Ward identity (77), let us give the following result, which will be proven in the next section.

Proposition 5. Structure equation for effective coupling: In the deep UV, the effective melonic coupling is given in terms of the renormalized coupling $\lambda_{41}^{r}$ and the renormalized effective loop $\overline{\mathcal{A}}_{s}:=\mathcal{A}_{s}-\mathcal{A}_{s=-\infty}$ as:

$$
\begin{equation*}
\lambda_{41}(s)=\frac{\lambda_{41}^{r}}{1+2 \lambda_{41}^{r} \overline{\mathcal{A}}_{s}}, \quad \dot{\lambda}_{41}=-2 \lambda_{41}^{2} \dot{\mathcal{A}}_{s} . \tag{78}
\end{equation*}
$$

where we defined the quantity $\mathcal{A}_{s}$ as: $\mathcal{A}_{s}:=\sum_{\vec{p} \in \mathbb{Z}^{(d-1)}} G_{s}^{2}(\vec{p})$.
The constraint provided from the Ward identity, which relies on the $\beta$-functions and the anomalous dimension, is given by:

$$
\begin{equation*}
\mathcal{C}\left(\bar{\lambda}, \bar{m}^{2}\right):=\beta_{41}+\eta \bar{\lambda}_{41}\left(1-\frac{\bar{\lambda}_{41} \pi^{2}}{\left(1+\bar{m}^{2}\right)^{2}}\right)-\frac{2 \bar{\lambda}_{41}^{2} \pi^{2}}{\left(1+\bar{m}^{2}\right)^{3}} \beta_{m}=0 \tag{79}
\end{equation*}
$$

This relation needs to be taken into account in the Wetterich flow equation and therefore in the search of fixed points. To prove this relation, let us consider the derivative of $Z$ with respect to $s$ using Expressions (77) and (78):

$$
\begin{equation*}
\dot{Z}=\left(Z_{-\infty}-2 \lambda_{41} Z_{-\infty} \mathcal{L}_{s}\right) \frac{\dot{\lambda}_{41}}{\lambda_{41}}-2 Z_{-\infty} \dot{\Delta}_{s} \lambda_{41} \tag{80}
\end{equation*}
$$

In the above relation, we have used the decomposition of $\mathcal{L}_{s}=\mathcal{A}_{s}+\Delta_{s}$. We remark that the Ward identity (77) can be written as $2 \lambda_{41} \mathcal{L}_{s}=1-\bar{Z}$ where $\bar{Z}=Z / Z_{-\infty}$. Then, (80) becomes:

$$
\begin{equation*}
\frac{\dot{Z}}{Z}=\frac{\dot{\lambda}_{41}}{\lambda_{41}}-2 \frac{Z_{-\infty}}{Z} \dot{\Delta}_{s} \lambda_{41} \tag{81}
\end{equation*}
$$

We now use the dimensionless quantities $\bar{m}, \bar{\lambda}_{41}, \bar{B}_{s}$ such that $\Delta_{s}=\frac{\bar{Z}}{Z^{2}} \bar{B}_{s}$ and reexpressing (81) as:

$$
\begin{equation*}
\beta_{41}=-\eta \bar{\lambda}_{41}+2 \bar{\lambda}_{41}\left(-\eta \bar{B}_{s}+\dot{\bar{B}}_{s}\right) \tag{82}
\end{equation*}
$$

where $\bar{B}_{s}$ and $\dot{\bar{B}}_{s}$ can be simply computed using the integral representation of the sum. We come to:

$$
\begin{equation*}
\bar{B}_{s}=-\frac{\pi^{2}}{2\left(1+\bar{m}^{2}\right)^{2}}, \quad \dot{\bar{B}}_{s}=\frac{\pi^{2} \beta_{m}}{\left(1+\bar{m}^{2}\right)^{3}} \tag{83}
\end{equation*}
$$

and therefore, (79) is well given. It is time to prove that this constraint violates the existence of the fixed point $p_{+}$. Let $p$ be a arbitrary fixed point of the theory. We get $\beta_{m}(p)=0=\beta_{41}(p)=0$. Then, the constraint (79) implies that at the point $p$, we get:

$$
\begin{equation*}
\eta \bar{\lambda}_{41}\left(1-\frac{\bar{\lambda}_{41} \pi^{2}}{\left(1+\bar{m}^{2}\right)^{2}}\right)(p)=0 \tag{84}
\end{equation*}
$$

The particular solution $\bar{\lambda}_{41}=0$ corresponds to the Gaussian fixed point. For $\bar{\lambda}_{41} \neq 0$, we have only:

$$
\begin{equation*}
\eta=0, \text { or } \frac{\bar{\lambda}_{41} \pi^{2}}{\left(1+\bar{m}^{2}\right)^{2}}=1 \tag{85}
\end{equation*}
$$

It is clear that the fixed point $p_{+}=(-0.55,0.0025), \eta \approx 0.7$ violates these constraints, i.e., does not satisfy the constraint Equation (85). The same conclusion can be made for all choices of the regulator; see [56]. Finally, it is possible to improve the truncation by using the so-called effective vertex expansion. In this case, the fixed point obtained by solving the flow equation also violates the Ward constraint (85). We will study this point in the next section.

## 4. Effective Vertex Expansion Method for the Melonic Sector

The effective vertex-expansion described in [56-58] allows establishing the structure of the Feynman graphs of our models and leads to the structure equations in the leading order sector. It can help to establish the flow equations without truncation. The Feynman graphs of the colored tensor model are $(d+1)$-colored graphs [20-22]. For the sake of completeness, we remind here about a few facts about these graphs, their representation as stranded graphs, and their uncolored version. The graphs that we consider possibly bear external edges, that is to say half-edges hooked to a unique vertex. We denote $\mathcal{G}$ a a colored graph and $\mathcal{L}(\mathcal{G})$ the set of its internal edges $(L(\mathcal{G})=|\mathcal{L}(\mathcal{G})|$. A colored graph is said closed if it has no external edges and open otherwise. Let $\mathcal{G}$ be a $(d+1)$-colored graph and $S$ a subset of $\{0, \ldots, d\}$. We denote $\mathcal{G}^{S}$ as the spanning subgraph of $\mathcal{G}$ induced by the edges of colors in $S$. Then, for all $0 \leq i, j \leq d, i \neq j$, a face of colors $i, j$ is a connected component of $\mathcal{G}^{\{i, j\}}$. A face is open (or external) if it contains an external edge and closed (or internal) otherwise. The set of closed faces of a graph $\mathcal{G}$ is written $\mathcal{F}(\mathcal{G})(F(\mathcal{G})=|\mathcal{F}(\mathcal{G})|)$. The structure of the boundary graph of $\mathcal{G}$ denoted by $\partial \mathcal{G}$ will be useful in the construction of the leading order contribution, which may be considered in the derivative expansion to compute the structure equations and therefore the flow equations.

Definition 1. Consider $\mathcal{G}$ as a connected Feynman graph with $2 N$ external edges. The boundary graph $\partial \mathcal{G}$ is obtained from $\mathcal{G}$ keeping only the external blacks and whites nodes hooked to the external edges, connected together with colored edges following the path drawn from the boundaries of the external faces in the interior of the graph $\mathcal{G} . \partial \mathcal{G}$ is then a tensorial invariant itself with $N$ black (resp. whites) nodes. An illustration is given in Figure 5.


Figure 5. An opening Feynman graph with four external edges and its boundary graph. The strand in the interior of $\mathcal{G}$ represents the path following the external faces.

The power counting theorem of these models shows that the divergence degree of arbitrary Feynman graph $\mathcal{G}$ is:

$$
\begin{equation*}
\omega(\mathcal{G})=-2 L(\mathcal{G})+F(\mathcal{G}) \tag{86}
\end{equation*}
$$

The topological operation on the edge of the graph $\mathcal{G}$ such as contraction is studied extensively in much of the literature. We let the reader consult [20-22] and the references therein. This operation plays an important role in the power counting theorem and allows identifying the structure of the graph. It makes the connection between the divergence degree of $\mathcal{G}$ and the spanning tree denoted by $\mathcal{T}$. Let " $\backslash$ " be the operation of contraction, and we get the following proposition:

Proposition 6. Under the contraction of the spanning tree edge, the number of internal faces is invariant, i.e., $F(\mathcal{G})=F(\mathcal{G} \backslash \mathcal{T})$. The graph $\mathcal{G} \backslash \mathcal{T}$ is called the rosette.

Note that the contraction of the edge $e \in \mathcal{L}(\mathcal{G})$, which leads to the corresponding graph $\overline{\mathcal{G}}=$ $\mathcal{G} \backslash\{e\}$, is such that $\omega(\mathcal{G})=\omega(\overline{\mathcal{G}})-2(V-1)$, and the divergent degree of the rosette can be easily computed, using the following formula corresponding to the contraction of the $k$-dipole: $\omega(\mathcal{G})=$ $-2 L+k(L-V+1)$. Then, the arbitrary Feynman graph $\mathcal{G}$ is melonic if its boundary graph has the elementary melon structure, i.e., the number of faces is maximal:

$$
\begin{equation*}
F\left(\mathcal{G}_{\text {melon }}\right)=(d-1)(L-V+1) \tag{87}
\end{equation*}
$$

The existence of the $1 / N$-expansion of tensors models ( $N$ denoting the size of the tensor), which provides in return a topological expansion of the partition function in terms of the generalization of the genus called the Gurau number $\varphi$, does not yield a topological expansion, but rather a combinatorial expansion in terms of the degree of the graph. For a colored closed graph $\mathcal{G}$, the degree $\omega(\mathcal{G})$ is such that for the melon, $\mathfrak{\omega}\left(\mathcal{G}_{\text {melon }}\right)=0$.

### 4.1. Structure Equations and Compactability with Ward Identities

The structure equations are the relations between the correlation function and allow establishing a constraint between $\beta$-functions for mass, interaction couplings, and wave function renormalization. These relations are obtained in the deep UV limit (i.e., in the domain $1 \ll e^{s} \ll \Lambda$ ) without any assumption about the $\beta$-functions and without any truncation of the effective action $\Gamma_{s}$. The only assumption concern the choice of the initial conditions, ensuring the perturbative consistency of the
full partition function. The first structure equation concerns the self energy (or 1PI two-point functions). It takes place as the closed equation for self energy. ${ }^{1}$ Let us summarize this in the following proposition:

Proposition 7. In the melonic sector, the self energy $\Sigma_{s}(\vec{p})$ is given by the closed equation, which takes into account the effective coupling $\lambda_{41}(s)$ as:

$$
\begin{equation*}
-\Sigma_{s}(\vec{p})=2 \lambda_{41}^{r} Z_{\lambda} \sum_{\vec{q}}\left(\sum_{i=1}^{d} \delta_{p_{i} q_{i}}\right) G_{S}(\vec{q}) . \tag{88}
\end{equation*}
$$

In the same way, in the melonic sector, the perturbative zero-momenta 1PI four-point contribution $\Gamma_{s, \overrightarrow{0} ; \overrightarrow{0} 0}^{(4), i}$ is given by:

$$
\begin{equation*}
\Gamma_{s, \overrightarrow{0} ; \overrightarrow{0} 0}^{(4), i}=2 \pi_{00}=\frac{4 Z_{\lambda} \lambda_{41}^{r}}{1+2 \lambda_{41}^{r} Z_{\lambda} \mathcal{A}_{s}}, \tag{89}
\end{equation*}
$$

where $\mathcal{A}_{s}$ is defined as:

$$
\begin{equation*}
\mathcal{A}_{s}=\sum_{\vec{p}_{\perp}}\left[G_{s}\left(\vec{p}_{\perp}\right)\right]^{2}, \vec{p}_{\perp}:=\left(0, p_{1}, \cdots, p_{d}\right), \tag{90}
\end{equation*}
$$

$G_{s}(\vec{p})$ being the effective propagator: $G_{s}^{-1}(\vec{p})=Z_{-\infty} \vec{p}^{2}+m^{2}+r_{s}(\vec{p})-\Sigma_{s}(\vec{p})$. Let us recall that $Z_{-\infty}$ and $m_{0}$ are the counter-terms discarding the UV divergences of the original partition function, and the initial conditions in the UV are given such that the classical action contains only renormalizable interactions.

Proof. Concerning the proof of Relation (88), we let the reader consult [60]. Let us define $4 Z_{\lambda} \lambda_{41}^{r} \Pi$ as the zero momenta melonic four-point functions made into the graphs for which two vertices may be singularized (i.e., by graphs that are at least of order two in the perturbative expansion). We have ${ }^{2}$ :

$$
\begin{equation*}
2 \pi_{00}=: 4 Z_{\lambda} \lambda_{41}^{r}(1+\Pi) \tag{91}
\end{equation*}
$$

Because of the face connectivity of the melonic diagrams, the boundary vertices may be such that the two internal faces of the same color running on the interior of the diagrams building $\Pi$ pass through of them. Then, we have the following structure:

where the grey disk is a sum of Feynman graphs. Note that it is the only configuration of the external vertices in agreement with the assumption that $\Pi$ is built with the melonic diagrams. Any other configurations of the external vertices are not melonics. At the lowest order, the grey disk corresponds to propagator lines,

$$
\begin{equation*}
-4 Z_{\lambda} \lambda_{41}^{r} \Pi^{(2)}=8 Z_{\lambda}^{2}\left(\lambda_{41}^{r}\right)^{2} \mathcal{A}_{S} \mid \lambda_{41}^{r}=0 \equiv \tag{93}
\end{equation*}
$$

[^9]Note that the external faces have the same color. Now, we can extract the amputated component of $\bar{\Pi}$, say $\bar{\Pi}^{\prime}$ (which contains at least one vertex and is irreducible by hypothesis), extracting the effective melonic propagators connected to the dotted lines linked to $\bar{\Pi}$. We get:


At first order, $\bar{\Pi}^{\prime}$ is built with a single vertex, and there is only one configuration in agreement with the melonic structure, i.e., maximizing the number of internal faces. The higher order contributions contain at least two vertices, and the argument may be repeated so that the function $\bar{\Pi}^{\prime}$ appears. Finally, we deduce the closed relation:


This equation can be solved recursively as an infinite sum:

which can be formally solved as:

$$
\begin{equation*}
2 \pi_{00}=4 Z_{\lambda} \lambda_{41}^{r}(1-() \tag{97}
\end{equation*}
$$

The loop diagram may be easily computed recursively from the definition of melonic diagrams or directly using Wick theorem for a one-loop computation with the effective propagator $G$. The result is:

$$
\begin{equation*}
\text { (G) }=-2 Z_{\lambda} \lambda_{41}^{r} \mathcal{A}_{s} \tag{98}
\end{equation*}
$$

and the proposition is proven.

Note that this construction can be easily checked to be compatible with the Ward identity, especially in the form of (74). Conversely, the last result may be derived directly from Equation (74) and from the closed equation for the two-point function (88) (see [58]). To prove these two results, we only assume that the classical mean field vanishes, and we deduce from our previous proof, essentially based on the assumption that the effective vertices are analytic with respect to the renormalized coupling, that the analytic domain covers what we called the symmetric phase. In the hope to extract the expression of the counter-terms at all orders and to show that the wave function renormalization and the four-point vertex renormalization are the same, we have the following result:

Proposition 8. Choosing the following renormalization prescription:

$$
\begin{equation*}
\Gamma_{s=-\infty, \overrightarrow{0} ; \overrightarrow{00}}^{(4), 1}=4 \lambda_{41}^{r} ; \Gamma_{s=-\infty}^{(2)}(\vec{p})=m_{r}^{2}+\vec{p}^{2}+\mathcal{O}\left(\vec{p}^{2}\right), \tag{99}
\end{equation*}
$$

where $m_{r}^{2}$ and $\lambda_{41}^{r}$ are the renormalized mass and coupling constant, the counter-terms are given by:

$$
\begin{equation*}
Z_{\lambda}=\frac{1}{1-2 \lambda_{41}^{r} \mathcal{A}_{s=-\infty}}, ; Z_{-\infty}=Z_{\lambda} ; m^{2}=m_{r}^{2}+\Sigma_{s=-\infty}(\vec{p}=0) \tag{100}
\end{equation*}
$$

where $\Sigma_{s}$ denotes the melonic self-energy.
Proof. From Proposition 1, we can get:

$$
\begin{equation*}
\Gamma_{s, 0 \overrightarrow{0} ; \overrightarrow{0} 0}^{(4) ; i}=\frac{4 Z_{\lambda} \lambda_{41}^{r}}{1+2 \lambda_{41}^{r} Z_{\lambda} \mathcal{A}_{s}}=\frac{4 \lambda_{41}^{r}}{Z_{\lambda}^{-1}+2 \lambda_{41}^{r} \mathcal{A}_{s}} \tag{101}
\end{equation*}
$$

Then, setting $s=-\infty$, we deduce that:

$$
\begin{equation*}
Z_{\lambda}^{-1}+2 \lambda_{41}^{r} \mathcal{A}_{-\infty}=1 \rightarrow Z_{\lambda}=\frac{1}{1-2 \lambda_{41}^{r} \mathcal{A}_{-\infty}} \tag{102}
\end{equation*}
$$

We now concentrate our self on $Z_{-\infty}$ and $m^{2}$. Without loss of generality, the inverse of the effective propagator $\Gamma_{s}^{(2)}$ has the following structure:

$$
\begin{align*}
\Gamma_{s=-\infty}^{(2)}(\vec{p}) & =Z_{-\infty} \vec{p}^{2}+m^{2}-\Sigma_{s=-\infty}(\vec{p})  \tag{103}\\
& =Z_{-\infty} \vec{p}^{2}+m^{2}-\Sigma_{s=-\infty}(\overrightarrow{0})-\vec{p}^{2} \Sigma_{s=-\infty}^{\prime}(\overrightarrow{0})+\mathcal{O}\left(\vec{p}^{2}\right)  \tag{104}\\
& =\left(Z_{-\infty}-\Sigma_{s=-\infty}^{\prime}(0)\right) \vec{p}^{2}+m^{2}-\Sigma_{s=-\infty}(\overrightarrow{0})+\mathcal{O}\left(\vec{p}^{2}\right) \tag{105}
\end{align*}
$$

with the notation: $\Sigma^{\prime}(\overrightarrow{0}):=\partial \Sigma / \partial p_{1}^{2}(\vec{p}=\overrightarrow{0})$. Then, from the renormalization conditions, we have:

$$
\begin{equation*}
Z_{-\infty}-\Sigma_{s=-\infty}^{\prime}(0)=1, m^{2}-\Sigma_{s=-\infty}(\overrightarrow{0})=m_{r}^{2} . \tag{106}
\end{equation*}
$$

Setting $s=-\infty$ in the closed equation for the two-point correlation function and by deriving with respect to $p_{1}$ for $\vec{p}=\overrightarrow{0}$, we get:

$$
\begin{equation*}
1-Z_{-\infty}=-2 \lambda_{41}^{r} Z_{\lambda} \mathcal{A}_{s=-\infty} . \tag{107}
\end{equation*}
$$

Using the explicit expression for $Z_{\lambda}$ in (102), we get finally:

$$
\begin{equation*}
\left(1-Z_{-\infty}\right)\left(1-2 \lambda_{41}^{r} \mathcal{A}_{s=-\infty}\right)=-2 \lambda_{41}^{r} \mathcal{A}_{s=-\infty} \rightarrow Z_{-\infty}=Z_{\lambda} \tag{108}
\end{equation*}
$$

Now, consider the mono-color four-point function $\Gamma_{s, 0 \overrightarrow{0} ; \overrightarrow{0} 0}^{(4) ; i}$. If we replace $Z_{\lambda}$ by its expression from Proposition 8, we deduce that:

$$
\begin{equation*}
\Gamma_{s, \overrightarrow{0} ; \overrightarrow{0} 0}^{(4), i}=\frac{4 \lambda_{41}^{r}}{1+2 \lambda_{41}^{r} \overline{\mathcal{A}}_{s}}, \tag{109}
\end{equation*}
$$

with the definition: $\overline{\mathcal{A}}_{s}:=\mathcal{A}_{s}-\mathcal{A}_{s=-\infty}$. In other words, we have an explicit expression for the effective coupling $\lambda_{41}(s):=\frac{1}{4} \Gamma_{s, 00 ; 0 ; 0}^{(4), i}$

$$
\begin{equation*}
\lambda_{41}(s)=\frac{\lambda_{41}^{r}}{1+2 \lambda_{41}^{r} \overline{\mathcal{A}}_{s}}, \tag{110}
\end{equation*}
$$

from which we get:

$$
\begin{equation*}
\partial_{s} \lambda_{41}(s)=-\frac{2\left(\lambda_{41}^{r}\right)^{2} \dot{\mathcal{A}}_{s}}{\left(1+2 \lambda_{41}^{r} \Delta \mathcal{A}_{s}\right)^{2}}=-2 \lambda_{41}^{2}(s) \dot{\mathcal{A}}_{s} \tag{111}
\end{equation*}
$$

In the above relation, we introduce the dot notation $\mathcal{A}_{s}=\partial_{s} \mathcal{A}_{s}$ :

$$
\begin{equation*}
\mathcal{A}_{s}=\sum_{\vec{p}_{\perp}} \frac{1}{\left[\Gamma_{s}^{(2)}\left(\vec{p}_{\perp}\right)+r_{s}\left(\vec{p}_{\perp}\right)\right]^{2}}, \quad \dot{\mathcal{A}}_{s}=-2 \sum_{\vec{p}_{\perp}} \frac{\dot{\Gamma}_{s}^{(2)}\left(\vec{p}_{\perp}\right)+\dot{r}_{s}\left(\vec{p}_{\perp}\right)}{\left[\Gamma_{s}^{(2)}\left(\vec{p}_{\perp}\right)+r_{s}\left(\vec{p}_{\perp}\right)\right]^{3}} \tag{112}
\end{equation*}
$$

In Proposition 8, we have investigated the relations between counter-terms, i.e., we have considered the melonic equations as Ward identities for $s=-\infty$. Far from the initial conditions, the Taylor expansion of the two-point function $\Gamma_{s}^{(2)}(\vec{p})$ is written as:

$$
\begin{equation*}
\Gamma_{s}^{(2)}(\vec{p})=m_{r}^{2}+\left(\Sigma_{s}(\overrightarrow{0})-\Sigma_{0}(\overrightarrow{0})\right)+\left(Z_{-\infty}-\Sigma_{s}^{\prime}(\overrightarrow{0})\right) \vec{p}^{2}+\mathcal{O}\left(\vec{p}^{2}\right) . \tag{113}
\end{equation*}
$$

We call the "physical" or effective mass parameter $m^{2}(s)$ the first term in the above relation:

$$
\begin{equation*}
m^{2}(s):=m_{r}^{2}+\left(\Sigma_{s}(\overrightarrow{0})-\Sigma_{0}(\overrightarrow{0})\right), \tag{114}
\end{equation*}
$$

while the coefficient $Z_{-\infty}-\Sigma_{s}^{\prime}(\overrightarrow{0})$ is the effective wave function renormalization and is denoted by Z(s), i.e.,

$$
\begin{equation*}
Z(s):=Z_{-\infty}-\Sigma_{s}^{\prime}(\overrightarrow{0}) . \tag{115}
\end{equation*}
$$

Now, let us consider the closed equation given in Proposition (88). By deriving with respect to $p_{1}$ and by taking $\vec{p}=\overrightarrow{0}$, we get:

$$
\begin{equation*}
Z-Z_{-\infty}=-2 \lambda_{41}^{r} Z_{\lambda} \sum_{\vec{p}_{\perp}} G_{s}^{2}\left(\vec{p}_{\perp}\right)\left(Z+r_{s}^{\prime}\left(\vec{p}_{\perp}\right)\right) \tag{116}
\end{equation*}
$$

Using Equation (110), we can express $\lambda_{41}^{r} Z_{\lambda}$ in terms of the effective coupling $\lambda_{41}(s)$, and we get:

$$
\begin{equation*}
\left(Z-Z_{-\infty}\right)\left(1-2 \lambda_{41}(s) \mathcal{A}_{s}\right)=-2 \lambda_{41}(s)\left(Z \mathcal{A}_{s}+\sum_{\vec{p}_{\perp}} G_{s}^{2}\left(\vec{p}_{\perp}\right) r_{s}^{\prime}\left(\vec{p}_{\perp}\right)\right) \tag{117}
\end{equation*}
$$

Then, we come to the following relation

$$
\begin{equation*}
Z=Z_{-\infty}\left(1-2 \lambda_{41}(s) \mathcal{L}_{s}\right) \tag{118}
\end{equation*}
$$

At this stage, without any confusion, let us clarify that: $Z_{-\infty}$ is the wave function counter-term, i.e., whose divergent part cancels the loop divergences and whose finite part depends on the renormalization prescription. $Z(s)$ however is fixed to one for $s=-\infty$ from our renormalization conditions.

### 4.2. Flow Equation from the EVE Method

There are different methods to improve the crude truncations in the FRG literature. However, their applications for TGFTs remain difficult due to the non-locality of the interactions over the group manifold on which the fields are defined. A step to go out of the truncation method was done recently in $[57,58]$ with the effective vertex expansion (EVE) method. Basically, the strategy is to close the infinite tower of equations coming from the exact flow equation, instead of crudely truncating them. The strategy is to complete the structure Equation (78) with a structure equation for $\Gamma^{(6)}$, expressing it in terms of the marginal coupling $\lambda$ and the effective propagator $G_{s}$ only. In this way, the flow equations around marginal couplings are completely closed. Note that this approach crosses the first
hypothesis motivating the truncation: we expect that so far from the deep UV, only the marginal interactions survive and drag the complete RG flow. Moreover, any fixed point of the autonomous set of resulting equations is automatically a fixed point for any higher effective melonic vertices built from effective quartic interactions. Finally, a strong improvement of this method with respect to the truncation method, already pointed out in [57,58], is that it allows keeping the complete momenta dependence of the effective vertex. This dependence generates a new term on the right-hand side of the equation for $\dot{Z}$, moving the critical line from its truncation's position.

Let us consider the flow equation for $\dot{\Gamma}^{(2)}$, obtained from (45), derived with respect to $M$ and $\bar{M}$ :

$$
\begin{equation*}
\dot{\Gamma}^{(2)}(\vec{p})=-\sum_{\vec{q}} \Gamma_{\vec{p}, \vec{p}, \vec{q}, \vec{q}}^{(4)} G_{s}^{2}(\vec{q}) \dot{r}_{s}(\vec{q}), \tag{119}
\end{equation*}
$$

where we discard all the odd contributions, vanishing in the symmetric phase. Deriving on both sides with respect to $p_{1}^{2}$ and setting $\vec{p}=\overrightarrow{0}$, we get:

$$
\begin{equation*}
\dot{Z}=-\sum_{\vec{q}} \Gamma_{\overrightarrow{0}, \overrightarrow{0}, \vec{q}, \vec{q}}^{(4) \prime} G_{s}^{2}(\vec{q}) \dot{r}_{s}(\vec{q})-\Gamma_{\overrightarrow{0}, \overrightarrow{0}, \vec{q}, \vec{q}}^{(4)} G_{s}^{2}(\vec{q}) \dot{r}_{s}(\vec{q}), \tag{120}
\end{equation*}
$$

where the "prime" designates the partial derivative with respect to $p_{1}^{2}$. In the deep UV $(k \gg 1)$, the argument used in the $T^{4}$-truncation to discard non-melonic contributions holds, and we keep only the melonic diagrams. Moreover, to capture the momentum dependence of the effective melonic vertex $\Gamma_{\text {melo }}^{(4)}$ and compute the derivative $\Gamma_{\text {melo }, \overrightarrow{0}, \overrightarrow{0}, \vec{q}, \vec{q}^{\prime}}^{(4) \prime}$ knowledge of $\pi_{p p}$ is required. It can be deduced from the same strategy as for the derivation of the structure Equation (78), up to the replacement:

$$
\begin{equation*}
\mathcal{A}_{s} \rightarrow \mathcal{A}_{s}(p):=\sum_{\vec{p} \in \mathbb{Z}^{d}} G_{s}^{2}(\vec{p}) \delta_{p_{1} p}, \tag{121}
\end{equation*}
$$

from which we get:

$$
\begin{equation*}
\pi_{p p}=\frac{2 \lambda_{41}^{r}}{1+2 \lambda_{41}^{r} \overline{\mathcal{A}}_{s}(p)}, \quad \overline{\mathcal{A}}_{s}(p):=\mathcal{A}_{s}(p)-\mathcal{A}_{-\infty}(0) . \tag{122}
\end{equation*}
$$

The derivative with respect to $p_{1}^{2}$ may be easily performed, and from the renormalization condition (49), we obtain:

$$
\begin{equation*}
\pi_{00}^{\prime}=-4 \lambda_{41}^{2}(s) \mathcal{A}_{s}^{\prime}, \tag{123}
\end{equation*}
$$

while the leading order flow equation for $\dot{Z}$ becomes:

$$
\begin{equation*}
\dot{Z}=4 \lambda_{41}^{2} \mathcal{A}_{s}^{\prime}(0) I_{2}(0)-2 \lambda_{41} I_{2}^{\prime}(0) \tag{124}
\end{equation*}
$$

As announced, a new term appears with respect to the truncated version (48), which contains a dependence on $\eta$ and then moves the critical line. The flow equation for mass may be obtained from (119) setting $\vec{p}=\overrightarrow{0}$ on both sides. Finally, the flow equation for the marginal coupling $\lambda_{41}$ may be obtained from Equation (45) deriving it twice with respect to each mean field $M$ and $\bar{M}$. As explained before, it involves $\Gamma_{\text {melo }}^{(6)}$ at leading order, and to close the hierarchy, we use the marginal coupling as a driving parameter and express it in terms of $\Gamma_{\text {melo }}^{(4)}$ and $\Gamma_{\text {melo }}^{(2)}$ only. Once again, from Proposition 4, $\Gamma_{\text {melo }}^{(6)}$ have to be split into $d$ mono-colored components $\Gamma_{\text {melo }}^{(6), i}$ :

$$
\begin{equation*}
\Gamma_{\text {melo }}^{(6)}=\sum_{i=1}^{d} \Gamma_{\text {melo }}^{(6), i} \tag{125}
\end{equation*}
$$

The structure equation for $\Gamma_{\text {melo }}^{(6), i}$ may be deduced following the same strategy as for $\Gamma_{\text {melo }}^{(4), i}$ from Proposition 4. Starting from a vacuum diagram, a leading order four-point graph may be obtained opening successively two internal tadpole edges, both on the boundary of a common internal face. This internal face corresponds for the resulting four-point diagram to the two external faces of the same colors running through the interior of the diagram. In the same way, a leading order six-point graph may be obtained cutting another tadpole edge on this resulting graph, once again on the boundary of one of these two external faces. The reason this works is that, in this way, the number of discarded internal faces is optimal, as well as the power counting. From this construction, it is not hard to see that the zero-momenta $\Gamma_{\text {melo }}^{(6), i}$ vertex function must have the following structure (see [57,58] for more details):

the combinatorial factor $(3!)^{2}$ coming from the permutation of external edges. Translating the diagram into equation and taking into account symmetry factors, we get:

$$
\begin{equation*}
\Gamma_{\text {melo }}^{(6), i}=24 Z^{3}(s) \bar{\lambda}_{41}^{3}(s) e^{-2 s} \overline{\mathcal{A}}_{2 s}, \tag{127}
\end{equation*}
$$

with:

$$
\begin{equation*}
\overline{\mathcal{A}}_{2 s}:=Z^{-3} e^{2 s} \sum_{\vec{p} \in \mathbb{Z}^{d-1}} G_{s}^{3}(\vec{p}) . \tag{128}
\end{equation*}
$$

Note that this structure equation may be deduced directly from Ward identities, as pointed-out in $[58,60]$. The equation closing the hierarchy is then compatible with the constraint coming from unitary invariance. The flow equations involve now some new contributions depending on two sums, $\overline{\mathcal{A}}_{2 s}$ and $\overline{\mathcal{A}}_{s}^{\prime}$, defined without regulation function $\dot{r}_{s}$. However, they are both power-counting convergent in the UV, and the renormalizability theorem ensures their finiteness for all orders in the perturbation theory. For this reason, they become independent of the initial conditions at scale $\Lambda$ for $\Lambda \rightarrow \infty$; and as pointed out in [58], we get, using Litim's regulator:

$$
\begin{equation*}
\overline{\mathcal{A}}_{2 s}=\frac{1}{2} \frac{\pi^{2}}{1+\bar{m}^{2}}\left[\frac{1}{\left(1+\bar{m}^{2}\right)^{2}}+\left(1+\frac{1}{1+\bar{m}^{2}}\right)\right], \tag{129}
\end{equation*}
$$

and:

$$
\begin{equation*}
\overline{\mathcal{A}}_{s}^{\prime}=\frac{1}{2} \pi^{2} \frac{1}{1+\bar{m}^{2}}\left(1+\frac{1}{1+\bar{m}^{2}}\right) . \tag{130}
\end{equation*}
$$

The complete flow equation for zero-momenta four-point coupling is written explicitly as:

$$
\dot{\Gamma}^{(4)}=-\sum_{\vec{p}} \dot{r}_{s}(\vec{p}) G_{s}^{2}(\vec{p})\left[\begin{array}{ll}
\Gamma_{\vec{p}, \overrightarrow{0}, \overrightarrow{0}, \vec{p}, \overrightarrow{0}, \overrightarrow{0}}^{(6)} & \left.-2 \sum_{\vec{p}^{\prime}} \Gamma_{\vec{p}, \overrightarrow{0}, \vec{p}^{\prime}, \overrightarrow{0}}^{(4)} G_{s}\left(\vec{p}^{\prime}\right) \Gamma_{\vec{p}^{\prime}, \overrightarrow{0}, \vec{p}, \overrightarrow{0}}^{(4)}+2 G_{s}(\vec{p})\left[\Gamma_{\vec{p}, \overrightarrow{0}, \vec{p}, \overrightarrow{0}}^{(4)}\right]^{2}\right] . . . ~ . ~ \tag{131}
\end{array}\right.
$$

Keeping only the melonic contributions, we get finally the following autonomous system by using Litim's regulation:

$$
\left\{\begin{array}{l}
\beta_{m}=-(2+\eta) \bar{m}^{2}-2 d \bar{\lambda}_{41} \frac{\pi^{2}}{\left(1+\bar{m}^{2}\right)^{2}}\left(1+\frac{\eta}{6}\right),  \tag{132}\\
\beta_{41}=-2 \eta \bar{\lambda}_{41}+4 \bar{\lambda}_{41}^{2} \frac{\pi^{2}}{\left(1+\bar{m}^{2}\right)^{3}}\left(1+\frac{\eta}{6}\right)\left[1-\frac{1}{2} \pi^{2} \bar{\lambda}_{41}\left(\frac{1}{\left(1+\bar{m}^{2}\right)^{2}}+\left(1+\frac{1}{1+\bar{m}^{2}}\right)\right)\right] .
\end{array}\right.
$$

where the anomalous dimension is then given by:

$$
\begin{equation*}
\eta=4 \bar{\lambda}_{41} \pi^{2} \frac{\left(1+\bar{m}^{2}\right)^{2}-\frac{1}{2} \bar{\lambda}_{41} \pi^{2}\left(2+\bar{m}^{2}\right)}{\left(1+\bar{m}^{2}\right)^{2} \Omega\left(\bar{\lambda}_{41}, \bar{m}^{2}\right)+\frac{\left(2+\bar{m}^{2}\right)}{3} \bar{\lambda}_{41}^{2} \pi^{4}} \tag{133}
\end{equation*}
$$

The new anomalous dimension has two properties that distinguish it from its truncation version. First of all, as announced, the singularity line $\Omega=0$ moves toward the $\bar{\lambda}_{41}$ axis, extending the symmetric phase domain. In fact, the improvement is optimal , the critical line being deported under the singularity line $\bar{m}^{2}=-1$. In standard interpretations [57], the presence of the region $I I$ is generally assumed to come from a bad expansion of the effective average action around the vanishing mean field, becoming a spurious vacuum in this region.

However, the EVE method shows that the singularity line obtained using truncation is completely discarded taking into account the momentum dependence of the effective vertex. The second improvement comes from the fact that the anomalous dimension may be negative and vanishes on the line of equation $L\left(\bar{\lambda}_{41}, \bar{m}^{2}\right)=0$, with:

$$
\begin{equation*}
L\left(\bar{\lambda}_{41}, \bar{m}^{2}\right):=\left(1+\bar{m}^{2}\right)^{2}-\frac{1}{2} \bar{\lambda}_{41} \pi^{2}\left(2+\bar{m}^{2}\right) \tag{134}
\end{equation*}
$$

Interestingly, there are now two lines in the maximally-extended region $I^{\prime}$ where physical fixed points are expected. However, numerical integrations show that the improved flow equations admit a non-Gaussian fixed point $\tilde{p}_{+}$, which is numerically very close to the fixed point $p_{+}$obtained in the truncation method, i.e., $\tilde{p}_{+} \approx p_{+}$, and then unphysical as well. Figure 6 summarize all these results.


Figure 6. The relevant lines over the maximally-extended region $I^{\prime}$, bounded at the bottom with the singularity line $m^{2}=-1$ (in green). The blue and red curves correspond respectively to the equations $L=0$ and $\Omega=0$. Moreover, the black point corresponds to the numerical non-Gaussian fixed point, so far from the two previous physical curves.

### 4.3. Exploration of the Physical Phase Space

In this section, we will show that the EVE method leads to an alternative first order phase transition scenario, despite the fact that the fixed point $p_{+}$is discarded. Secondly, we also prove that this new behavior is only observed using the EVE method and cannot be obtained by implementing the usual truncation as the approximation.
(1) Despite the fact that the constraint Equation (79) is not compatible with the fixed point $p_{+}=(-0.52,0.0028)$, this is not the end of the world. The constraint $\mathcal{C}=0$ given by Equation (79)
defines a one-dimensional subspace, say $\mathcal{E}_{\mathcal{C}}$, into the whole bi-dimensional phase space $\left(\bar{\lambda}_{41}, \bar{m}^{2}\right)$. Obviously, the Ward identity will be violated everywhere except along this one-dimensional subspace $\mathcal{E}_{\mathcal{C}}$; for this reason, we call the physical phase spacethis subspace.

Solving $\mathcal{C}=0$ with respect to $\bar{m}^{2}$, we can extract the coupling constant $\bar{\lambda}_{41}$ as a function of the renormalized mass parameter $\bar{m}^{2}$. After a few hand computations, we get:

$$
\begin{equation*}
\bar{\lambda}_{41}^{3}=0, \quad \text { or } \quad \bar{\lambda}_{41}=-\frac{19\left(\bar{m}^{2}+1\right)^{2}}{\pi^{2}\left(4 \bar{m}^{2}-1\right)}:=f\left(\bar{m}^{2}\right) \tag{135}
\end{equation*}
$$

These solutions provide only one non-trivial parametrized equation for the physical subspace $\mathcal{E}_{\mathcal{C}}: \bar{\lambda}_{41}=f\left(\bar{m}^{2}\right)$. Interestingly, it is not hard to check that the presence of the factor $\left(1+\bar{m}^{2}\right)^{2}$ in the numerator cancels all the formal divergences occurring for $\bar{m}^{2}=-1$, such that the flow becomes regular at this point. However, other divergences occur, one of them being common to each beta functions. To understand the structure of the effective flow into the physical subspace, we have to insert the solutions (135) into the flow Equation (132). However, even to do this, let us discuss the solution (135) in a few words. Because the theory is asymptotically free, we may expect that $\bar{m}^{2}$ and $\bar{\lambda}_{41}$ have to vanish simultaneously. What we know is that, in the vicinity of the Gaussian fixed point $\bar{m}^{2}=\bar{\lambda}_{41}=0$, the constraint $\mathcal{C}=0$ is approximately satisfied. For instance, up to $\bar{\lambda}_{41}^{3}$ contributions, the Equation (79) reduces as:

$$
\begin{equation*}
\mathcal{C}=\beta_{41}+\eta \bar{\lambda}_{41}=0 \tag{136}
\end{equation*}
$$

which is identically satisfied by the one-loop beta equation $\beta_{41}=-\eta \bar{\lambda}_{41}$; see (132). As a result, in a small domain around $\left(\bar{m}^{2}, \bar{\lambda}_{41}\right)=(0,0)$, the flow behaves approximately according to the Ward constraint, but as soon as the flow leaves this region, the Ward constraint is violated, except along $\mathcal{E}_{\mathcal{C}}$, where it holds strictly. Note that, for $\bar{m}^{2}=0$, the value of $\bar{\lambda}_{41}$ is very large ( $\bar{\lambda}_{41} \approx 1.9$ ) and far away from the vicinity of the Gaussian fixed point.

Now, let us move on to the solutions (135). The solution $\bar{\lambda}_{41}=0$ corresponds to trivial flow, $\eta=0$ and:

$$
\begin{equation*}
\beta_{m}=-2 \bar{m}^{2}, \quad \beta_{41}=0 \tag{137}
\end{equation*}
$$

On the other hand, inserting the non-trivial solution $\bar{\lambda}_{41}=f\left(\bar{m}^{2}\right)$, we get:

$$
\begin{equation*}
\eta\left(\bar{m}^{2}\right)=-\frac{1026}{167+16 \bar{m}^{2}} \tag{138}
\end{equation*}
$$

and:

$$
\begin{equation*}
\beta_{m}=\frac{4 \bar{m}^{2}\left(173-8 \bar{m}^{2}\right)+760}{16 \bar{m}^{2}+167}, \quad \beta_{41}=-\frac{1444\left(\bar{m}^{2}+1\right)\left(7 \bar{m}^{2}\left(10 \bar{m}^{2}-7\right)-137\right)}{\pi^{2}\left(16 \bar{m}^{2}+167\right)\left(1-4 \bar{m}^{2}\right)^{2}} \tag{139}
\end{equation*}
$$

As announced, the divergences at the value $\bar{m}^{2}=-1$ has been discarded. However, some new divergences occur. First of all, the equation for $\mathcal{E}_{\mathcal{C}}$ becomes singular for the positive value $\bar{m}^{2}=1 / 4$. A second singularity occurs for the value $\bar{m}^{2}=-\frac{167}{16}=: \bar{m}_{\text {div }}^{2}$, which is common for $\eta, \beta_{m}$, and $\beta_{41}$; and a third singularity occurs for $\bar{m}^{2}=1 / 4$ in the expression of $\beta_{41}$, which is the same as the singularity of $f\left(\bar{m}^{2}\right)$. We now discuss this picture. To this end, let us examine the points at which the beta function vanishes. We get:

$$
\begin{gather*}
\beta_{m}\left(\bar{m}_{1}^{2}\right)=0 \Rightarrow \bar{m}_{1}^{2}=\frac{1}{16}(173 \pm 3 \sqrt{4001})  \tag{140}\\
\beta_{41}\left(\bar{m}_{2}^{2}\right)=0 \Rightarrow \bar{m}_{2}^{2}=\frac{1}{140}(49 \pm 3 \sqrt{4529}), \quad \bar{m}_{2}^{2}=-1 . \tag{141}
\end{gather*}
$$

Because $\bar{m}_{1}^{2} \neq \bar{m}_{2}^{2}$, we recover our previous conclusion, in the whole theory space $\left(\bar{\lambda}, \bar{m}^{2}\right)$; no fixed point can be found using the exact FRG with the EVE method taking into account the Ward constraint. The $\beta$-function of the mass vanishes at the point $\bar{m}_{0}^{2} \approx-1.04$ on the projected phase space $\mathcal{E}_{\mathcal{C}}$. Furthermore, $\beta_{m}\left(\bar{m}_{0}^{2}-\epsilon\right)>0$ and $\beta_{m}\left(\bar{m}_{0}^{2}+\epsilon\right)<0, \epsilon$ being a small positive value, and the flow into the physical phase space changes direction at this point, pointing toward the positive mass direction for $\bar{m}^{2}>\bar{m}_{0}^{2}$ and toward the negative mass direction for $\bar{m}^{2}<\bar{m}_{0}^{2}$. In the last case, the flow continues on this way and reaches the singularity, where the flow becomes undefined. Both of these features are reminiscent of a first order phase transition on the physical phase space-the singularity may indicate a point at which the effective action becomes undefined, or where the expansion around the null vacuum fails to exist-the last statement having to be rigorously investigated.

The same analysis may be performed when we consider the following prescription: by extracting the mass parameter $\bar{m}^{2}$ as a function of the constant $\bar{\lambda}_{41}:\left(\bar{m}^{2}=g\left(\bar{\lambda}_{41}\right)\right)$ in the constraint equation and solving the $\beta$-function of the coupling. In this case, the coupling becomes the parameter, and for the point $\bar{\lambda}_{\text {div }}=\frac{22801}{576 \pi^{2}} \approx 4$, we get a singularity corresponding to the value $\bar{m}_{\text {div }}^{2}=-\frac{167}{16} \approx-10.43$ (see Figure 7 b ). Note that around $\bar{m}_{0}^{2}$, the coupling becomes very small:

$$
\begin{equation*}
f\left(\bar{m}_{0}^{2}\right) \approx 0.0007 \tag{142}
\end{equation*}
$$

and we reach a new perturbative regime for small $\bar{\lambda}_{41}$ and small $\left(1+\bar{m}^{2}\right)$.


Figure 7. Plot of $\beta_{m}$ as a function of $\bar{m}^{2}$ using the constraint equation. We get the singularity at the point $\bar{m}_{\text {div }}^{2}=-\frac{167}{16}$, corresponding to the coupling value $\bar{\lambda}_{\text {div }}=\frac{22801}{576 \pi^{2}}$ (a). Plot of $\beta_{41}$ as function of $\bar{\lambda}_{\text {div }}$ in the parametrization $\bar{m}^{2}=\bar{m}^{2}\left(\bar{\lambda}_{41}\right)$ of the physical phase space. The singularity occurs at the point $\bar{\lambda}_{\text {div }}=\frac{22801}{576 \pi^{2}}(\mathbf{b})$.
(2) When we investigated the truncation method, we did not provide such a discussion. To compare the methods, let us consider the same strategy for the phase space described with the truncation method. Solving the constraint $\mathcal{C}=0$, we get:

$$
\begin{equation*}
\bar{\lambda}_{41}^{3}=0 \text { or } \bar{\lambda}_{41}=\frac{11\left(1+\bar{m}^{2}\right)^{2}}{5 \pi^{2}} \tag{143}
\end{equation*}
$$

By replacing this solution $\bar{\lambda}_{41}^{3}=0$ in the flow equations of mass and coupling (48), we get:

$$
\begin{equation*}
\beta_{m}=-2 \bar{m}^{2}, \quad \beta_{41}=0 \tag{144}
\end{equation*}
$$

Now, setting $\beta_{m}=0=\beta_{41}$, only the Gaussian fixed point $\left(\bar{m}^{*}=0, \bar{\lambda}_{41}^{*}=0\right)$ survives. Furthermore, the last solution leads to:

$$
\begin{equation*}
\beta_{m}=\frac{4}{9}\left(12 \bar{m}^{2}+11\right), \quad \beta_{41}=\frac{484\left(\bar{m}^{2}+1\right)\left(15 \bar{m}^{2}+13\right)}{225 \pi^{2}} . \tag{145}
\end{equation*}
$$

One more time, we recover that no solutions such that $\beta_{m}=0=\beta_{41}$ exist. Moreover, we recover that $\beta_{m}$ vanishes for a negative mass value, not so far from $\bar{m}^{2}=-1$; and that the singularity at this value has been completely discarded from the solution of the Ward constraint. However, the common singularity of the beta functions as some other aspects of the previous flow equations are not reproduced in the truncation framework. The nature of the singularities, for $\bar{m}^{2}=-\frac{167}{16}$ and $\bar{m}^{2}=0.25$, remains mysterious in our formalism. Obviously, they are a consequence of the improvement coming from the EVE method, and their understanding may increase our knowledge about the behavior of the TGFT renormalization group flow.

## 5. Conclusions

In this manuscript, we have studied with different methods the FRG applied to TGFT. First, we have derived the Wilson-Polchinski equation and given the perturbative solution. Secondly, we derived the Wetterich flow equation using the usual approximation, called truncation. The analytic solution of this equation was given. We obtained a fixed point denoted by $p_{+}$. Then, we investigated the Ward identities as a new constraint along the flow and showed that the fixed point $p_{+}$violates this constraint. Finally, we improved the study of FRG by replacing the truncation method by the so-called EVE. The flow equation was improved, and the corresponding solution $\tilde{p}_{+}$was not so far from $p_{+}$, i.e., $\tilde{p}_{+} \approx p_{+}$. However, the Ward identities are strongly violated at this fixed point, and therefore this unique fixed point seems to be unphysical. We have also showed the importance of the EVE method in the sense that, despite the fact that the fixed point $p_{+}$needs to be discarded, a first order phase transition exists very far from this point in the subspace $\mathcal{E}_{C}$ of the theory space. We have showed that this new behavior cannot be observed using the truncation as the approximation.

In this review, we focused on the EVE method for the melonic approximation, and especially on the quartic melonic just-renormalizable sector. The complete quartic sector, including all the connected quartic bubbles, has already been considered in a complementary work [57], and the conclusion about the incompatibility with nonperturbative fixed points and Ward identities holds. The graphs added to the quartic melonic ones to complete the quartic sector have been called pseudo-melons due to the similarities of their respective leading order Feynman graphs. Finally, even if we expect that some aspects of the EVE method improve the standard truncation method, some limitations have to be addressed for future works. In particular, our investigations were limited to the symmetric phase, ensuring convergence of any expansion around the vanishing classical mean field. Moreover, we have retained only the first terms in the derivative expansion of the two-point function and only considered the local potential approximation, i.e., potentials that can be expanded as an infinite sum of connected melonic (and pseudo-melonic) interactions. Finally, a rigorous investigation of the behavior of the renormalization group flow into the physical phase space has to be addressed in the continuation of current works on this topic.
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#### Abstract

Computer simulations allow us to explore non-perturbative phenomena in physics. This has the potential to help us understand quantum gravity. Finding a theory of quantum gravity is a hard problem, but, in the last several decades, many promising and intriguing approaches that utilize or might benefit from using numerical methods were developed. These approaches are based on very different ideas and assumptions, yet they face the common challenge to derive predictions and compare them to data. In March 2018, we held a workshop at the Nordic Institute for Theoretical Physics (NORDITA) in Stockholm gathering experts in many different approaches to quantum gravity for a workshop on "Quantum gravity on the computer". In this article, we try to encapsulate some of the discussions held and talks given during this workshop and combine them with our own thoughts on why and how numerical approaches will play an important role in pushing quantum gravity forward. The last section of the article is a road map providing an outlook of the field and some intentions and goalposts that were debated in the closing session of the workshop. We hope that it will help to build a strong numerical community reaching beyond single approaches to combine our efforts in the search for quantum gravity.
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Quantum Gravity is one of the big open questions in theoretical physics. Despite recent successes in particle physics and cosmology, most notably the discovery of the Higgs boson and the direct detection of gravitational waves, we are still lacking a consistent description of physics from smallest to largest scales that reconciles gravity and the quantum nature of matter. Possible signatures and effects of quantum gravity are numerous, from singularities in the early universe and black holes to the size and origin of the cosmological constant. In addition to these fundamental issues, one might hope that future experiments could reveal other traces of quantum gravity. Hence, it is of utmost importance to push the development of quantum gravity approaches to a point where they make reliable predictions, which will allow us to verify or falsify theories.

In the last several decades, many promising non-perturbative approaches to describe space-time at the smallest scales have been developed, (causal) dynamical triangulations [1,2], causal set theory [3,4], group field theory [5,6]/tensor models [7-9], loop quantum gravity [10,11], noncommutative geometry [12], spin foam models [13,14], and others. All of these postulate discrete structures that serve as a truncation on the number of degrees of freedom and allow for well-defined non-perturbative dynamics, akin to lattice gauge theories. Previous research, in which these models are substantially simplified to be computable, has led to impressive results, e.g., the resolution of the Big Bang singularity in loop quantum cosmology as a Big Bounce [15]. However, in order to make predictions for the full theory beyond simplifications and symmetry reduced models, we have to explore their deep non-perturbative regime. The bottleneck in this is the development of numerical techniques that
allow us to efficiently extract results from the models, e.g., expectation values of observables and characteristics of different phases of the theory. Encouraging developments have been made in recent years and the purpose of our workshop was to compare these across different quantum gravity approaches.

Within the last 30 years, computers have revolutionized our lives and the way science is done. While the very first physics computer simulations were 2 d Ising models with $8 \times 8$ sites, the technology and its applications have evolved rapidly: today's high performance simulations can predict the gravitational waves emitted by two colliding black holes or neutron stars [16] and explain the masses of hadrons using lattice QCD [17]. These developments have slowly percolated into the quantum gravity community, and have given rise to mainly computational approaches to the problem, such as (causal) dynamical triangulations. In these approaches, the path integral for dimensions larger than two is too complicated to be tackled analytically, but numerical methods, adapted from QCD and statistical mechanics, show how a ground state with macroscopic features emerges [2].

Other approaches have followed this example: in causal set theory, Monte Carlo simulations are used to explore the space of all possible partial orders [18], which includes all geometries but also highly non-manifold like structures, and more recently to compare the prediction of a fluctuating cosmological constant to cosmological data [19]. Furthermore, in spin foam models, numerical methods are indispensable to study the dynamics of spin foams with many degrees of freedom, e.g., via the means of coarse graining/renormalization [20,21]. Moreover, calculating the fundamental spin foam amplitudes also requires numerical techniques [22].

In the workshop, we brought together experts on these approaches to discuss recent developments in quantum gravity on the computer. During the discussion, two broad clusters of topics emerged; observables that we can measure and how we can reliably measure them, and numerical methods that are efficient for the different approaches.

In this article, we would like to summarize these discussions and distill their main ideas. We hope this will serve as a record of this workshop and a reference point for the current development of the field.

In the first section of this article, we begin with a brief introduction to the various approaches discussed during the workshop. The rest of the section is split into three subsections, where we discuss subtleties in defining the theories on the computer in Section 1.2, interesting observables in Section 1.3 and numerical methods in quantum gravity in Section 1.4. In Section 2, we summarize the road map discussion of the last day and try to map goalposts and aspirations for the community. A list of participants, slides and posters can be found on the website [23].

## 1. Approaches, Observables and Numerical Methods

### 1.1. Introduction to Various Approaches to Quantum Gravity

Throughout this article, we use different theories to exemplify the issues we want to discuss; as a reminder, let us give a quick overview over frequently mentioned theories and their salient aspects. In (causal) dynamical triangulations, the path integral over geometries is regularized by introducing a triangulation; this has been explored analytically for two-dimensional geometries and through simulations in two, three and four dimensions [2]. The sum over geometries is implemented by summing over all possible triangulations, where the size of the simplices is kept fixed. In dynamical triangulations, sometimes also-called Euclidean dynamical triangulations to distinguish it from causal dynamical triangulations, these simplices are equilateral, with all edges having the same length. In causal dynamical triangulations (CDT), the time-like edges of the simplices have a different edge length, and a time-foliation of the geometries is enforced. This leads to a very different ensemble of geometries in the path integral, and in particular suppresses changes in the topology which lead to degenerate behavior in Euclidean triangulations. In both approaches, the simulations use a simplicial version of the Regge action [24] to weight the geometries.

In two dimensions, dynamical triangulations can be solved using so-called matrix models. They give probability distributions for $N \times N$ random variables-thus also-called random matrices-where the matrices are invariant under the conjugation of the unitary group. The action of these models then consists of matrix invariants, e.g., the trace of a product of three matrices. This theory can be expanded in a sum over Feynman (ribbon) diagrams, where each diagram is dual to a discrete two-dimensional surface, e.g., a triangulation if the interaction term is three-valent [25]. Tensor models were developed to explore this method in higher dimensions. Instead of integrating over random matrices and thus obtaining two dimensional surfaces, here the integrals are over higher order random tensors with an action consisting of tensor invariants, thus creating surfaces in higher dimensions [8,9].

In several ways, group field theory (GFT) [5,6] is similar to tensor models. Using the same order interaction vertices, the combinatorics of the Feynman graphs of group field theories and tensor models agree. However, in addition to the combinatorics, the Feynman diagrams carry group theoretic data encoding a discrete geometry. The fields of the theory are defined on several copies of the underlying symmetry group. Crucially, this group manifold is not related to a space-time manifold. Instead, space-time is supposed to emerge from field excitations, e.g., as a condensate [26]. Group field theories are closely related to loop quantum gravity and spin foam models, e.g., group field theories can be constructed whose Feynman diagrams are given by spin foam amplitudes [27]. As for quantum field theories, the consistency of GFTs is investigated through renormalization [28].

Spin foam models $[13,14]$ are a path integral approach to quantum gravity sometimes also referred to as covariant loop quantum gravity. Similar to previously described approaches, spin foams regularize the gravitational path integral by introducing a discretisation, a 2 -complex, which is frequently chosen to be dual to a triangulation. The discrete geometry is again encoded in group theoretic data. For a given 2-complex, the path integral is implemented by summing over this data weighted by spin foam amplitudes. A priori, there is no rule determining which 2-complex to choose for a particular calculation, and generically the results depend on this. One way to address this is by also summing over all possible 2-complexes [29], which is systematically implemented in group field theory as discussed above. Alternatively, the refinement approach [20,30] aims at consistently defining the dynamics across various 2-complexes, e.g., by relating the theories by identifying states on the boundaries of these complexes.

Among the theories discussed here, loop quantum gravity (LQG) $[10,11]$ is the only approach aiming to canonically quantize gravity. To this end, space-time, which is assumed to be globally hyperbolic, is split into space and time. Due to diffeomorphism symmetry, the theory is totally constrained, i.e., the Hamiltonian itself is a sum of constraints, such that the dynamics amount to gauge transformations. Moreover, these constraints form the so-called hyper surface deformation algebra. The goal of LQG is to quantize this algebra of constraints via Dirac quantization. To achieve this, one defines a kinematical Hilbert space, whose states do not satisfy the constraints, and constructs suitable constraint operators and an associated operator algebra. Then, the final goal is to find the physical Hilbert space, i.e., all states annihilated by the constraints. As an alternative method to tackle this issue, spin foam models have been developed as the "covariant" theory to LQG. While the two frameworks are closely related, e.g., the boundary states of modern spin foam models are kinematical states of LQG, their connection is not completely understood [31,32].

In causal set theory (CST) space-time is reduced to a partially ordered set. The discrete events are related to each other only if they are causally connected [3]. This leads to a minimal amount of structure assumed, which is why reconstructing space-time from a causal set is a complicated problem. There are methods to recover manifold properties from a causal set, maybe the simplest is to recover time like distance between two events by counting the longest chain between them. Recovering space like distances is more complicated, but still possible [33], and we can even define a measure allowing us to identify local regions, in the sense of regions that are small compared to the curvature scale of the manifold [34]. A causal set is considered to be manifold-like if it could have, with high likelihood,
arisen from a statistical, so-called sprinkling, process on a given manifold (for a good definition and an algorithm to reconstruct the embedding, see [35]).

Modern string theory describes open and closed strings in $10+1$ dimensions [36]. Since higher dimensions often lead to more trouble in computer simulations this has not extensively been explored numerically. The old, bosonic, string theory, which describes the quantization of 2D surfaces covered by strings, can be studied numerically [37]. In fact, this was one of the motivating examples for the dynamical triangulations approach. This is often called non-critical string theory, and is an example of a theory that can be solved analytically but also explored using simulations [38].

One might debate whether noncommutative geometry really offers an approach to quantum gravity, or is purely a mathematical generalization of the concept of manifolds. A compact Riemannian manifold can be expressed as an algebra of functions acting on a Hilbert space together with a Dirac operator, a so-called spectral triple. Generalizing this description to allow for noncommutative function algebras then extended the space of geometries allowed [12]. While the original examples were concerned with infinite dimensional algebras, it is also possible to construct finite matrix algebras that then converge towards continuum geometries in the limit of infinite matrix size. These are the so-called fuzzy spaces which have recently been proposed as possible states in the path integral for quantum gravity $[39,40]$.

The asymptotic safety approach [41] hinges on Weinberg's idea [42] that quantum gravity, described as a quantum field theory, is non-perturbatively renormalizable, i.e., possesses an interacting fixed point of the renormalization group flow in the ultraviolet described by a finite amount of relevant coupling constants. In practice, this hypothesis is investigated via the functional renormalization group [43], where one integrates out short scale degrees of freedom to derive an effective theory at larger scales. Generically, this operation cannot be performed in full generality and requires truncations, e.g., only particular terms in the action, called the theory space, are considered. To check whether signs of a fixed point persist once more interactions are allowed, the theory space is consistently enlarged Work in this theory is mostly done using analytic methods or computational algebra packages, thus not exactly qualifying it as a numerical approach. However, it can play an important role in connecting continuum to discrete theories, and thus testing predictions.

### 1.2. Subtleties in Defining a Theory (on the Computer)

In the past decades, we have seen tremendous progress in the definition and development of non-perturbative approaches to quantum gravity. While some of these approaches share similarities, e.g., the use of discrete structures to calculate the non-perturbative regime, they are based on very different assumptions and key ideas about what a theory of quantum gravity should be. This variety itself is an opportunity and should be embraced rather than antagonized, yet it arises due to one of the great weaknesses of quantum gravity, the lack of experimental data to guide development. However, a diverse set of approaches gives us the chance to uncover universal features across theories and to reveal the consequences of their underlying assumptions. To make the most of this chance, it is indispensable to make an effort to better understand the theories and their connections to one another.

Since we rely on numerical simulations in order to compute results, e.g., expectation values of observables, it would be ideal to know exactly how to choose the parameters of the theory, i.e., coupling constants or size of the discretisaton, to reliably and efficiently get the "right" answer. A prime example is lattice QCD [44], in which numerical methods provide accurate predictions, e.g., for the hadron spectrum [17]. Two features are crucial for its success: its direct contact to experiments and the existence of a renormalizable continuum theory. On the one hand, the renormalizability of the continuum theory, thanks to asymptotic freedom [45], makes it possible to determine the dynamics, i.e., the coupling constants, at different scales. On the other hand, experimental data fix the parameters of the theory and tells us which scale is relevant for a particular process. Naturally, this does not imply that the simulations can be straightforwardly performed, but it allows practitioners of QCD to focus their
efforts on specific regions in parameter space. In his talk, Jack Laiho described in detail the challenges one faces in lattice QCD calculations, in particular with respect to fermionic degrees of freedom.

Considering their importance for the success of lattice QCD, it seems crucial to tackle the issues of renormalization, an effective continuum theory and contact to experiments in quantum gravity. Here, we understand renormalization in the Wilsonian sense [46], as a scheme to relate theories defined at different scales. Usually, one orders the degrees of freedom according to scale, then integrates out those at shorter scales to derive an effective theory on larger scales, ultimately relating a microscopic dynamics to macroscopic physics. Additionally, choice of parameters, ambiguities or the choice of discretisation in the microscopic, allegedly fundamental, theory might give rise to different continuum dynamics strongly affecting observable quantities. We would summarize these as different phases of the theory. Conversely, by exploring this phase diagram, we can identify regions of universal behaviour of the theory, unravel phase transitions and fixed points and hence check the consistency of the theory.

Finding a systematic framework that can relate theories at different scales in a background independent setting is a challenge. In her talk, Bianca Dittrich described a thoroughly studied proposal in spin foam models based on the idea to relate theories by identifying the same physical transitions on different discretisations $[47,48]$, and thus scales, in order to find theories giving consistent answers. In particular, she emphasized that consistency is indispensable for extracting predictions from the theory, e.g., expectation values of observables. To make progress in this direction, it is worthwhile to implement approximations and simplifications in order to cover a larger part of the parameter space with given resources.

### 1.2.1. Relating to the Continuum

Closely related to the issue of renormalization is the question of a continuum limit or at least an effective continuum theory compatible with any particular discrete quantum gravity theory. Ideally, such a continuum theory should agree with general relativity in a suitable limit, but it might also reveal crucial deviations that experiments can search for. One possible relation discussed at the workshop, was to compare the 3-volume correlations computed in causal dynamical triangulations with an effective continuum theory. Interestingly, this can also be studied in other approaches and explored using functional renormalization group techniques [49]. However, special care is advised when comparing continuum theories and their discretisations, as relating numerical simulations to analytic solutions can give rise to new subtleties.

A particularly interesting example is the bosonic string, as pointed out by Jan Ambjørn. The bosonic string can be solved with analytic as well as numerical methods; however, these two solutions do not necessarily agree. The reason for this conundrum is an incompatibility of the renormalization procedures; the continuum theory used dimensional regularization, and hence did not generate certain terms that arose in the discrete theory. Repeating the continuum calculation using a different regularization scheme made it possible to match the continuum and discrete results [38]. This showcases how much care needs to be taken in mapping analytic and numerical results onto each other. This illustrates that "brute force" applications of known methods may not be directly applicable in the context of quantum gravity.

### 1.2.2. Approximations and Simplifications

Another particularly contentious issue is the use of approximations and simplifications in computer simulations. The most obvious of these is that simulated models are necessarily much smaller than the real universe. The space-time volume of our universe is about $10^{240}$ Planck volumes in size, which does not compare well to, for example, the size of $10^{2}$ Planck volumes currently examined in causal set theory. Some theories do better but in general the size of the universe in current discrete approaches is of the order $10^{0}$ to $10^{5}$ discrete building blocks. Of course, simulating the entire universe from quantum gravity might be too ambitious, and it might suffice to simulate a small region of
space-time that recovers general relativity semi classically. The current best tests of general relativity limit corrections to appear on a scale below $47 \mu \mathrm{~m}[50]^{1}$. Assuming we wanted to simulate a cube of space-time of this extend in all four dimensions, we would need to simulate $\sim 10^{122}$ Planck volumes, which is still out of reach by several orders of magnitude. One might argue that it is only a question of time, and better code to improve this, but no matter how good our code will be, the size of our simulations will be limited by the need to build our computer within the universe, and out of atoms. Hence, careful reasoning and planning about how to best use our limited resources is an important part of pushing forward numerical quantum gravity.

Many current simulations, in particular those using Monte Carlo methods, use Wick rotated geometries and statistical physics methods that allow for faster convergence of the results. However, it is not clear how the theory is affected by these changes, e.g., whether the ensemble with respect to which one samples geometries is significantly altered. Moreover, effects typical for quantum superpositions might be obscured by this choice. Conversely, in some approaches, it is not clear how to define a Wick rotation in the first place. The only way to control for these factors would be to find algorithms and implementations working with oscillating amplitudes. Some methods are tensor network renormalization techniques [51], which, on the other hand, are limited by numerical cost, which increases with the complexity of the studied system. A promising future direction might be simulating quantum systems on actual quantum computers. This could avoid the problem of complex phases and make it possible to explore superpositions of states. Even disregarding these fundamental points, there are still other simplifications and limitations we need to include in our theories, and it is important to be aware of these and explore their limits.

More specifically, theory dependent examples of simplifications are the foliation in CDT, the restriction to particular geometric intertwiners in current spin foam simulations, and the 2 d orders in Causal set theory. In CDT, the simulations fix space-time to be foliated into constant time slices and to have a constant topology. This limitation has proven necessary to suppress so-called "baby-universes", which have been identified as the reason that dynamical triangulations are so irregular and do not show good continuum behavior in the simplest examinations. However, this limitation has been explored and challenged: a certain rescaling of the matrix model for 2D dynamical triangulation suppresses the baby universes and leads to the same behavior as CDT [52]. In addition, in more recent work, it was shown that simulations without a strict foliation, but still conserving a time-orientability condition, lead to a good continuum behavior in two and three dimensions [53,54]. These results are expected to also hold for 4 d ; however, they have not been tested yet there due to technical challenges. Nevertheless, they lend some credibility to the claims that the foliation in CDT is a simplification that does not overly constrain the phase space of the model. Moreover, this foliation can be used to employ an efficient algorithm, like the transfer matrix algorithm described in Andrzej Görlich's talk—see also Section 1.4. Additional hints for this come from recent results obtained in Euclidean dynamical triangulations with an additional curvature term. These simulations show a first order phase transition, but it is conjectured that this transition ends at a critical point that could be in the same universality class as CDT [55].

Spin foams also come initially with a large theory space that is hard to explore in full generality. Indeed, calculating the fundamental amplitudes of the theory is analytically not possible and requires a lot of computational resources, even for a single building block [22,56]. Studying larger spin foams is systematically tackled in the framework of renormalization [20] described in Bianca Dittrich's talk, where effective degrees of freedom at a coarser level are defined from the full amplitude without ad hoc truncations. A suitable numerical scheme are so-called tensor network techniques [51], in which the system is rewritten as a contraction of a network of tensors, i.e., multidimensional arrays. The goal

[^10]is to approximate said network by a coarser network efficiently by locally manipulating the tensors, e.g., sorting degrees of freedom according to their relevance via a singular value decomposition. These methods are particularly useful for identifying different phases of the model, e.g., in 2D analogue spin foam models [47,57-59] and 3D lattice gauge theories [47,60], where they revealed rich phase structures and phase transitions. Benjamin Bahr presented a closely related, but less holistic ansatz suitable for studying 4 D spin foams: the underlying idea is to restrict the theory space to specific geometric shapes, e.g., cuboids [61] or frusta [62], which are coarse grained by requiring agreement of expectation values of observables across discretisations. Instead of a triangulation, the combinatorics of the foam are chosen to be hypercubic such that the coarse graining procedure can be straightforwardly iterated. Integrating over all possible shapes for the polyhedra is computationally prohibitively expensive, using the simpler cuboids allowed for calculating the first 4D RG flow of (restricted) spin foam models and revealed indications for a phase transitions and a UV-attractive fixed point [21,63]. Similarly, the spectral dimension in the cuboid case showed signs of a phase transition, where one phase is characterized by a dimension of four [64]. Moreover, a candidate for a similar fixed point was also found in the frusta setting, which extends the space of allowed geometries compared to the simpler cuboids [65].

As a last example, in most of the current explorations of the dynamics in causal set theory, the path integral is restricted to only a sum over the so-called 2D orders. These are a subclass of causal sets that can always be embedded into a plane, and that are dominated by causal sets that could arise from sprinkling in $1+1 \mathrm{~d}$ Minkowski space. Sumati Surya told us about these and their limitations, opportunities and possible extensions in some detail. This has two practical reasons, one is that the class of 2D orders is much smaller than that of all causal sets, and hence much easier to explore on the computer. The class of all possible causal sets grows like $2^{N^{2} / 4}$, and is dominated by the very non-manifoldlike Kleitman-Rothschild orders [66], numerically this dominance sets in for $N \gg 90$ [18], which makes it very hard to explore in computer simulations. The other reason is that the choice of 2D orders immediately answers a number of questions one needs to debate before simulating causal sets, namely those concerned with how to pick the dimension of space-time, and hence the action to use in the simulations. Furthermore, it also allows us to store the causal set in a 2D array and thus enables faster algorithms.


Figure 1. Examples of different simplifications used in the theories. From left to right, we see a causal triangulation with a foliation, a square frustum for spin foams and a 2D order causal set.

The three simplifications discussed above are illustrated in Figure 1.
The issue of limited numerical resources and necessary simplifications sheds a light onto the question how we can efficiently use them to reveal the properties of space-time and work towards making contact with experiments. Indeed, the latter point is certainly difficult for a theorist. Optimally, we would like to study observables that are well-defined both in discrete and continuum theories, yet connecting these to observable physical effects is usually a harder question. Thus, in order to deepen the connection between abstract quantum gravity theories and phenomenology, it is imperative that different quantum gravity approaches strive towards defining and studying the same observables. Then, we can unveil similarities and differences between approaches that might stimulate development and realization of experiments capable of testing multiple theories at once.

Indeed, there is great potential in studying observables in quantum gravity. In the next section, we present some proposals discussed during the workshop.

### 1.3. Observables

Many observables have been proposed to better understand quantum gravity. One possible consequence of quantum gravity that can arise in different ways and was discussed at length in our workshop is non-locality. However, the meaning of non-locality depends heavily on the context it is discussed in, and it is not completely understood how these notions are related. Even in classical general relativity, locality is a subtle concept. This is due to diffeomorphism invariance-the fundamental symmetry of general relativity, which encodes the independence of physics under the choice of coordinate systems. As a result, only diffeomorphism invariant quantities are physically relevant. For example, this condition severely complicates the definition of local subsystems in general relativity. Indeed, splitting systems into subsystems, e.g., to compute the entanglement entropy between them, is highly topical, yet in gravity it must be defined in a diffeomorphism invariant way. Similar to the situation in (lattice) gauge theories, this can be achieved by introducing new degrees of freedom and symmetries on the boundary separating the subsystems [67].

### 1.3.1. Non-Locality in Quantum Gravity

One facet of non-locality discussed at the workshop was in the context of effective quantum field theories. The essential idea put forward by Knorr and Saueressig is to define an effective continuum theory for CDT [49], where the terms and couplings in the effective field theory are chosen by comparing expectation values of the 3-volume covariance in both theories (for one specific value of parameters in CDT). The theory they define contains non-local terms, in the sense that the associated operator is a product of the field (and its derivative) evaluated at different points in space-time ${ }^{2}$.

It remains an open question whether similar relations hold once more observables are considered or when the parameters in CDT are changed. Nevertheless, the potential implications of such non-local terms are intriguing and it will be interesting to explore whether similar effective quantum field theories can be derived from other discrete quantum gravity approaches. Non-locality can also arise in discrete theories. Spin foam models and CDT can be regarded as (at least initially) local theories, since they assign amplitudes to each building block of the triangulation, where these amplitudes only depend on the variables attached to said building block. A priori only neighbouring building blocks are "interacting" via the variables they are sharing. However, under coarse graining/renormalization, generically non-local interactions will arise involving building blocks beyond nearest neighbours.

Conversely, in causal set theory, non-locality is built into the theory from the beginning. A causal set element is connected to all causally related elements, with nearest neighbours corresponding to elements close to the light-cone. Since the light-cone in a generic space-time is non-compact, a causal set element, in an infinite causal set, would have infinitely many nearest neighbours. Additional non-locality also arises through a regularization parameter in the d'Alembertian for a scalar field [68-71]. This parameter is introduced to dampen fluctuations in the discrete theory, in effect smearing the derivative operator over several layers. This non-locality of a scalar field on a causal set, and of the causal set itself gives rise to phenomenological predictions which can be tested [72-74]. On the other hand, we do not have any current observational evidence of non-locality; hence, any non-local effects need to remain weak enough to not conflict with this. For example, when modelling the motion of a point particle through a causal set as traversing along the longest path, this introduces momentum diffusion above these stringent limits [75].

[^11]
### 1.3.2. Summing over Topology

Another point of contention between different theories is the question: If we sum over different geometries, should we hold their topology fixed, or should we sum over all possible topologies? The first time this problem arose was in non-critical string theory, where the theory of strings requires a complete sum over all possible topologies of 2D geometries. If this is naively implemented, it leads to a dominance by topologies with many handles and a divergent sum [76]. However, modern models, and a suitable renormalization, make it possible to calculate the sum over topologies. In CDT, the topology of space and time individually are fixed, the simulations restrict spatial topology to either be a sphere or a torus, and, for numerical reasons, time is treated as periodic in most simulations (With the exception of the results in [77], which broadly agree with the results found using periodic time.). Causal set theory, on the other hand, does not restrict the path integral in this way, it does not even require all partial orders in the path integral to be geometries.

In loop quantum gravity and other canonical formulations of quantum gravity, the topology of space-time is usually fixed, since space-time is assumed to be globally hyperbolic in order to define the $(3+1)$ split. Indeed, describing time evolution in a non-globally hyperbolic space-time is rather cumbersome. In spin foams, the issue is more subtle: any 2 -complex that is compatible with given boundary data is in principle allowed. This concerns non-trivial 4-dimensional topology but also includes the possibility to change spatial topology between initial and final state. Whether one should sum over different topologies is debated in the literature [29] and depends on the interpretation of the spin foam. In the refinement approach [20], where the goal is to define a consistent theory across discretisations, one usually does not consider topology change. Since the goal is to identify the same physical process across discretisations, it is natural to fix the topology of the boundary states (If the boundary consists of several parts, e.g., initial and final state, their respective topologies can differ, but are kept fixed. Moreover, it is not clear how to embed states of differing topologies into a common discretisation.). The topology in the bulk is usually kept fixed as well, mostly for convenience. On the other hand, it is frequently argued that one should sum over all possible spin foams, i.e., all 2-complexes including all topologies. The most suitable framework to consider this are group field theories [27], in which the sum over spin foams appears as a perturbative expansion of Feynman diagrams generated by the action of the theory. Whether this theory is well-defined depends on whether it is renormalizable as a quantum field theory [28]. In the related tensor models, the sum over topologies is well defined. In particular, they can identify which topologies dominate in the perturbative expansion in the so-called large- $N$ limit, where $N$ is the dimension of the tensor indices [7,9].

### 1.3.3. Quantum Cosmology

One of the most promising routes for quantum gravity to make contact with experiments is cosmology. Quantum gravity effects may be revealed by future high precision experiments, e.g., the dynamics of the early universe might have left imprints in the cosmic microwave background. Indeed, it is an exciting prospect to see how quantum gravity can reshape our understanding of the origin of the universe, and whether it can augment, replace, or derive the current paradigm of inflation [78], which successfully explains the (almost) homogeneity, isotropy and flatness of our universe.

However, contact to this cosmological sector is difficult for non-perturbative theories of quantum gravity. While it is challenging for many approaches to define or model such a subsector of the theory, it is even more so to show how such a sector (plus fluctuations around it) could emerge dynamically. This difficulty is exemplified by the difference between loop quantum cosmology and cosmology in loop quantum gravity: in loop quantum cosmology, the system is symmetry reduced, e.g., to a homogeneous and isotropic universe, at the classical level before quantization. In loop quantum gravity, this symmetry reduction is to be implemented at the quantum level and explored in different directions. The early symmetry reduction in loop quantum cosmology simplifies calculations
considerably and allows for interesting tests. For example, loop quantum cosmology (LQC) with an inflationary phase after the bounce predicts changes in the cosmic microwave background power spectrum compared to other inflationary models [79]. However, there are strong arguments that the early reduction in symmetry might remove crucial information from the theory; hence, to confirm the results of loop quantum cosmology, it is vitally important to derive symmetry reduced models from the full theory.

Antonia Zipfel gave a nice overview of the current status of the relation between LQC and LQG: In loop quantum gravity, this can be tackled directly by looking for suitably defined cosmological subsectors [80,81], e.g., by translating homogeneity and isotropy conditions on the phase space of general relativity to loop quantum gravity [82]. While this procedure is mathematically robust and relates well to the full theory, it is hard to implement in a given model and only approximately recreates the symmetry. A different idea is to study the evolution of coherent states, e.g., peaked on homogeneous and isotropic space-times [83,84]. Using these states, one can derive an effective Hamiltonian, as the expectation value of the constraint with respect to these semi-classical states. However, it is a priori not clear whether these coherent states are preserved under evolution. Another attempt to connect loop quantum gravity and loop quantum cosmology is called quantum reduced loop gravity [85], which relies on the kinematical construction of full loop quantum gravity. Then, a gauge fixing that restricts the spatial metric (and triads) to be diagonal is implemented. The symmetry reduction happens at the quantum level, where one only considers a dynamics which preserves the diagonal metric condition. Yet another perspective on the difference between imposing symmetry reduction before or after quantization is given in the context of general relativity in radial gauge [86]. In [87], the two methods are closely compared, beginning at the level of the phase space in order to identify the variables in the reduced theory with suitable phase space functions in the full theory. This analysis is continued at the quantum level, where the subsectors of the theories and the properties of operators can be compared. While a qualitative match between both theories is achieved at the kinematical level, one finds quantitative and state-dependent differences in the scaling behaviour of operators and mismatches in their commutators. This suggests that the identification of subsectors needs to be improved further.

This problem of how and where symmetry should be imposed arises in all non-perturbative approaches to quantum gravity and is dealt with in different ways. Reducing the symmetry classically and then quantizing leads to interesting toy models; however, it is important to test results obtained thus against results arising in the full non-perturbative regime. In particular, it would be fascinating if a non-perturbative path integral might give rise to a ground state that has some cosmological features. This is the case in causal dynamical triangulations, where the ground state of simulations in one phase shares some characteristics with Euclidean de Sitter space. The average volume profile of the 3-volumes, centered in time, measured in simulations assuming a spherical topology of space, matches the volume profile of Euclidean de Sitter [88]. In addition to the 3-volume, the authors also studied the covariance between 3-volumes at different time steps, which is highly peaked for the same time and drops off quickly for larger time steps. The spectral dimension in this phase of the simulations also points at 4-dimensional behavior [89]. This work has been extended to toroidal topology, where the volume profile becomes constant [90]. It can be argued that this creation of a de Sitter volume profile is a non-perturbative emergence of cosmology [91].

In group field theory, the emergence of a homogeneous state is tackled by considering condensate states [92], presented in detail by Steffen Gielen: the excitations, e.g., above a Fock vacuum, are interpreted as discrete "atoms of space-time". The heuristic idea of how a smooth, continuous space-time can emerge from this microscopic description is a hydrodynamic one. A large collection of these space-time atoms undergo a phase transition and condense similar to Bose Einstein condensates [93], such that a macroscopic, effective dynamics emerges from their collective behaviour. In the context of cosmology, one considers a gas of equilateral, uncorrelated building blocks that describe weakly interacting Bose Einstein condensates. In this setup, one can compute expectation
values of observables, e.g., the volume of these building blocks. The dynamics is truncated to the classical equations of motion of the mean field of the condensate, analogous to the Gross-Pitaevskii equation of a Bose Einstein condensate. Remarkably, in this setting, the expectation values of observables satisfy effective Friedmann equations [94].

Another possible effect of non-perturbative quantum gravity on cosmology are discreteness effects. In theories where the discreteness is considered as fundamental, such as causal set theory, effects of the discreteness can lead to observable effects and explain certain phenomena. For example, the randomness inherent in the discrete causal sets can give rise to a cosmological constant of the correct order of magnitude [4]. Since this cosmological constant is no longer constant, it can vary over the age of the universe. This idea has given rise to phenomenological models that can match the standard model of cosmology and agrees with many of the observables known therein [19].

Another fascinating possibility of cosmological characteristics arising from non-perturbative dynamics was hinted at in the model system of the 2D orders in causal set theory. The closest causal set equivalent to the Hartle-Hawking wave function for the early universe is to simulate 2D orders that are fixed to begin with a single element and to end in an $n$ element anti-chain, the closest causal set equivalent to a spatial hyper surface of fixed volume. In this model, the configurations with the highest likelihood are those that expand rapidly and are very homogeneous [95]. While this is a highly simplified model, it shows the possibility to generate features similar to those that have been observed in our universe from non-perturbative dynamics.

### 1.3.4. Measuring Dimension

The dimension of space-time is a familiar concept in general relativity. For each point of a $d$-dimensional manifold, we can find a small open region, which we can smoothly map to an open region of $\mathbb{R}^{(1,(d-1))}$ (for Lorentzian signature). As a property of the (topological) manifold, we will refer to this as the topological dimension. While this notion is intuitive in continuum gravity, it is not obvious how to define a dimension in (discrete) quantum gravity. In CDT or spin foam gravity, it is natural to regard the dimension of the fundamental building blocks as the topological dimension. However, whether this "dimension" also emerges on large scales is unclear: 4D hypercubes arranged in one long line appear one dimensional on large scales or some building blocks might be degenerate, i.e., possess vanishing 4 -volume. Furthermore, in causal set theory, one cannot associate a dimension to discrete space-time events. These difficulties have motivated the definition and investigation of effective dimension measures that allow us to infer the dimension of space-time, e.g., via simulations, and potential physical consequences. Indeed, it is an important first test for any approach to quantum gravity, whether these generalized notions of dimension agree with our expectation of four space-time dimensions on large scales.

Moreover, this measured dimension may change with the scale at which space-time is probed, which is further motivation to study such observables. In general, there are several ways to define measures of dimension and all of them have different implications. One example is the Hausdorff dimension [96]. This notion of dimension can be assigned to all metric spaces, via the so-called Hausdorff measure. It is usually defined for a positive, real parameter $d$ and considers all possible open coverings of the metric space, such that the diameter of each open subset is smaller than $\epsilon$. The Hausdorff measure with respect to $d$ and $\epsilon$ is then given by the infimum of the sum of all the diameters of the subsets to the power $d$. To find the Hausdorff dimension, we send $\epsilon \rightarrow 0$ and find the infimum $d$ for which the Hausdorff measure vanishes, which is directly related to how quickly volumes of sets shrink with decreasing diameter. In quantum gravity, but also random geometries, this notion of dimension is frequently inferred from the exponential growth of volumes with respect to the radius. Then, the Hausdorff dimension is defined as the logarithmic derivative of the volume with respect to the radius, which can change as a function of the radius.

One definition of a scale dependent dimension prevalent in quantum gravity is the spectral dimension. After first rising to prominence in 4D simulations of CDT [89,97], it was also explored in many
other theories, e.g., asymptotic safety [98], Hořava-Lifshitz gravity [99], causal set theory [100,101], loop quantum gravity [102,103], spin foams [64] and noncommutative geometry [104,105]. This dimension measure is related to studying the heat equation/a diffusion process on space-time. It crucially depends on the Laplace operator and its spectral properties. More precisely, this dimension measure is defined as the logarithmic derivative of the heat kernel. For calculations in discrete theories, the heat kernel can also be considered as the return probability of a random walker and thus calculated as an average over a sample of random walks. As a result, the spectral dimension encodes how space-time is ordered and thus might reveal interesting consequences for how matter propagates on this geometry; however, it is not obvious how to find this connection. Indeed, Giulia Gubitosi pointed out that the spectral dimension is problematic as a quantity of interest, since it cannot be measured experimentally. In most approaches, it is implemented purely on the geometry, since most computer simulations currently do not include matter. However, all currently conceived experimental measurements of space-time need test particles/test fields. Hence, to define practically observable quantities, we will need to work with matter. As an alternative, she suggested the thermal dimension, which tries to define a temperature based on the scaling of thermodynamic properties of matter [106]. This proposal is based on the dimension dependence in the Stefan Boltzmann law, describing the thermal radiation of a theory. While this is interesting in principle, and they show how it works in Hořava-Lifshitz gravity, where a preferred frame is available, the implementation for a non-perturbative theory is more challenging. Defining a temperature and other thermodynamic quantities in a background independent way can be complicated, and a nice discussion of these problems in the context of GFT is given in [107].

### 1.3.5. Other Observables

In addition to these larger overarching themes that were discussed at lengths and from the perspective of different theories, there were also some interesting observables discussed that are not yet explored in many theories. One such promising observable is the so-called quantum Ricci curvature [108]; the idea underlying this observable is the following: consider two points in a $d$-dimensional manifold with geodesic distance $\delta$ and imagine each of them to be surrounded by a sphere of radius $\epsilon$. The points on the sphere are parametrized by a vector from the center to the sphere itself. Points on the two spheres are related by parallel transporting a vector from one sphere to the other along the geodesic connecting the centers. The average distance of points on these two spheres depends on the Ricci curvature 2-form (evaluated for the tangent vector of the geodesic connecting the centers), e.g., if the Ricci curvature is positive the average distance is smaller than $\delta$. Since this concept is based on parallel transport, it is not straightforwardly applicable to the simplicial geometries underlying (C)DT. Instead, one considers the average distance between all points on the spheres, allowing the authors to identify the sign of curvature in constantly curved geometries. Moreover, they have tested it for 2D-(E)DT with spherical topology revealing a positively curved geometry modeled as a 5D sphere emphasizing the highly non-classical and fractal geometries in this model [109]. It will be interesting to see the behaviour of this observable in 4D CDT and whether it can be translated to other approaches of quantum gravity.

Another interesting route to explore is holography, more precisely the deep relation between a theory in the bulk and the theory on the boundary. This is most prominently represented in the continuum by the infamous AdS/CFT correspondence [110]. Naturally, it is an interesting question to ask whether these ideas can be generalized to non-perturbative approaches to quantum gravity and what the corresponding boundary theories might be. A very interesting calculation has been performed for the Ponzano-Regge model of 3D spin foams, studying the partition function and dual boundary theory of the twisted solid torus [111,112] (see also a similar calculation for linearized Regge calculus [113]). Strikingly, the results are consistent with results from perturbative quantum field theory in the continuum $[114,115]$ and the characters of the BMS group are recovered. In addition, there have been several derivations for holographic entanglement entropy, more precisely the Ryu-Takayanagi
formula for Renyi entropy, where the entropy (of the boundary theory) associated with a boundary subsystem is proportional to the minimal bulk area attached to this section of the boundary [116,117].

### 1.4. Numerical Methods in Quantum Gravity

Using physical intuition to develop our algorithms can lead to massive improvements in speed. At our workshop, we were introduced to two algorithms employing this, the chimera algorithm for numerical loop quantum cosmology and the transfer matrix algorithm for CDT.

### 1.4.1. The Chimera Algorithm

Parampreet Singh told us about the chimera algorithm developed in loop quantum cosmology. One of the key features of loop quantum cosmology is the resolution of the Big Bang singularity at the origin of the universe via a Big Bounce [15]. The vital dynamics responsible for this result is encoded in the quantum Hamiltonian constraint, which is a difference equation with uniform discretisation in volume. Indeed, for small volumes and large space-time curvature, these dynamics significantly deviate from the classical dynamics given by a Wheeler-DeWitt differential equation. However, for large space-time volume and small curvature, the quantum and classical dynamics agree very well. This is the fundamental idea underlying the chimera algorithm [118].

Difference equations, which describe the evolution in the deep quantum regime, are much more costly to compute compared to ordinary differential equations. This issue is emphasized as soon as the quantum states, whose evolution is studied, are not sharply peaked on classical configurations. Thus, the chimera algorithm introduces a hybrid lattice, where quantum evolution is only performed at small volumes and classical dynamics take over for large volumes. The intermediate region is carefully chosen for the results to match. That way, the numerical costs are drastically reduced and can be spent instead on studying the evolution of more general quantum states [118]. It will be interesting to explore whether this idea of a hybrid algorithm can be adapted in other approaches as well, e.g., spin foam models.

### 1.4.2. Transfer Matrix Approach

The transfer matrix approach is well known as a method to solve e.g., the Ising model in 2D. It is an analytic method based on splitting a problem into layers, e.g., time slices, calculating the dynamics of a single layer and then combining consecutive layers by convolution. This method also works to analytically solve CDT in two dimensions. In higher dimensions, CDT can only be explored using computer simulations; however, the foliated structure still makes it a prime candidate for the transfer matrix approach. Andrzej Görlich explained how this insight and a clever numerical implementation of the transfer matrix approach were used in [119]. In his algorithm, he measures the transfer matrix between slices of fixed size, such that he only has to simulate two slices of geometry, instead of the entire universe. This allows for more focused measurements, in particular improving the precision in measuring off-diagonal elements of the transition amplitude immensely. The transfer matrix approach also had another, unexpected, payoff in showing that what was before considered a single de Sitter like phase, called phase C, splits into two different phases: one that is de Sitter like, and one with alternating large and small spatial slices, called the bifurcation phase [119].

### 1.4.3. Markov Chain Monte Carlo Simulations

Other improvements in code are less about understanding the physical situation of the problem, and more about understanding the idiosyncrasies of a particular simulation. The most used tool to calculate a path integral using computer simulations are Markov Chain Monte Carlo (MCMC) simulations. How this algorithm is applied in their respective approaches to quantum gravity was explained by Andrzej Görlich, Jack Laiho, and Sumati Surya. In these, the ensemble of geometries is sampled with a frequency proportional to the weight of the configurations in the path integral, which makes it easy to calculate averages of observables directly from the simulations. A Markov chain
is a chain in which the likelihood to transition between two states only depends on these two states. One algorithm to generate such a chain is the Metropolis-Hastings algorithm. This algorithm generates a Markov Chain by proposing a new state as a function of the old one. The function proposing these states depends on the theory used, e.g., in dynamical triangulations it is given by Pachner moves, which locally change the triangulation [120]. The probability to accept a proposed move then depends on the weight of the geometry in the path integral, given by $e^{-S}$, with $S$ the action of the theory. One important feature is that a new state will always be accepted if it has a higher weight, but even states with a lower weight can still be accepted with a probability proportional to $e^{S_{\text {old }}-S_{\text {new }}}$. This makes it possible to prove that, if the moves are ergodic, the Metropolis-Hastings algorithm will find a global minimum of the action, if run sufficiently long. Unfortunately, the convergence towards this can be very slow, particularly close to phase transitions, since most proposed moves will have a very low probability of being accepted. This is known as critical slowing down and is related to the divergence of the correlation length arising there.

### 1.4.4. Parallel Rejection

One algorithm to overcome critical slowing down is the parallel rejection algorithm, discussed in Andrzej Görlich's talk. In general, MCMC simulations are difficult to parallelize, particular in gravity systems, since changes in the value of the action are non-local, hence proposed moves are not independent and need to be calculated sequentially. In practice, this means that most simulations are "naively parallelized" by just starting the simulations for several different points in the phase diagram, different parameter values, at the same time on different cores. Parallel rejection is an algorithm that does actual parallelization, for at least some regions of the phase diagram, where it can substantially speed up the algorithm. In regions of the parameter space where the acceptance rate of moves is particularly low, parallel rejection proposes and calculates multiple moves at the same time, on different cores. Once one of them is accepted (which can be $\sim 1 \%$ or less of proposed moves), the geometry is updated and the parallel rejection restarted. This can drastically reduce the time in which the code remains in a given configuration in these regions of the phase diagram [55].

### 1.4.5. Adopting Methods from Other Fields

Another interesting option is to start using tools from other areas of science, in particular from computer science. There are many techniques that are solidly established in other fields but have not been widely adapted in numerical quantum gravity yet. For example, in QCD, the default algorithm for simulations is not the Metropolis-Hastings algorithm; instead, the algorithms in use are hybrid Monte Carlo [121] explained in Jack Laiho's talk. In these, the step of proposing a new configuration is guided by a supplementary Hamiltonian function. This Hamiltonian function is defined with respect to the probability distribution we wish to sample from and introduces fictitious momenta. While the momenta are randomly updated, a step in the configuration variables is chosen via a Metropolis algorithm with respect to the Hamiltonian equations of motion, which results in a faster convergence of results. This "Hamiltonian" is not be confused with an energy functional or the Hamiltonian constraint in gravity and serves the purpose to optimize the updating of configurations. The drawback of this method is that it requires continuous configurations, which makes it unsuitable for many proposals in quantum gravity.

Parallel tempering, discussed by Andrzej Görlich, also known as replica exchange MCMC sampling, is very useful when the configurations generated, e.g., from a Metropolis algorithm, are highly auto-correlated, that is correlated with previously generated configurations [122]. Such correlated systems may suffer from critical slowing down, in which the system is unlikely to leave said configuration via the proposed updates. To avoid this, the principle idea of parallel tempering is to start several processes with different model parameters and exchange the configurations at some point. That way, regions in configuration space that are rarely explored for certain parameters become accessible, improving the accuracy of the simulation. Often, it is proposed that the parameters
only slightly vary. The probability to exchange the configurations has to satisfy the detailed balance condition. Crucially, this algorithm significantly reduces the auto-correlation time, i.e., the time it takes for configurations of the same Markov chain to become statistically independent.

In recent years, deep learning has emerged as a powerful method to analyze and search for patterns in large amounts of data. Image recognition is a particularly impressive example. Naturally, we would like to apply these methods to quantum gravity, e.g., to examine data generated in Monte Carlo simulations. In a nutshell, the idea of deep learning is to find an optimal function that quickly returns a desired output from a given large input. Deep neural networks are usually modelled to have an in- and output layer, chosen according to data and desired output. Between these layers, one implements several hidden layers, where each neuron in a hidden layer is connected to all neurons in the previous and following layer. These connections simply encode linear algebra operations on the data. Then, some of the data is used for training, i.e., these linear algebra operations get optimized to minimize a cost function. In supervised learning, where we know the desired result for a given sample, we would optimize the neural network to reproduce the already known answer. This is a particularly powerful approach when it comes to classification problems, e.g., recognizing handwriting or in quantum gravity it might help us to sort geometries with different properties. This approach bears an enormous potential, yet comes with some obvious drawbacks. Indeed, it is not obvious how to design a deep neural network that can successfully analyze a given data set. Moreover, even once we have successfully trained a neural network, it might not be obvious what the computer has learned, limiting our interpretation and understanding of the problem. Another problem is that, at least for the easiest to apply algorithms with the clearest outcomes, called supervised learning, we need to label the data set beforehand. This was beautifully demonstrated by Will Cunningham in his talk: he uses causal sets of known dimension, either $d=2,3$ or 4 , to train a neural network to determine the dimension of the causal set. This is an interesting toy model, which demonstrates the opportunity and the challenge of machine learning at the same time. The characterization of the causal sets he obtained through the algorithm could have been done equally well using many tools that have been developed in causal set theory, e.g., the Myrrheim-Meyer dimension [123] or the interval abundance [34], which are fast and simple to use. On the other hand, these tools took time to develop and relied on our deep understanding of the problem, while the computer was obviously not aware of these and still able to solve it.

In general, quantum gravity, in particular in approaches that heavily use Monte Carlo simulations, offers many opportunities to apply machine learning. It will not always be possible to label the large data sets generated by Monte Carlo simulations and unravel all of their "hidden" information. Hence, using machine learning to search for structure within, and to possibly identify new observables, is a worthwhile endeavour.

## 2. Roadmap

We ended our workshop with a roadmap discussion, in which we began charting the future course of numerical quantum gravity. One outcome of this discussion is a flowchart, summarizing the discussions of the workshop and pointing towards questions for future consideration reproduced in Figure 2.

### 2.1. Open Science

One point of discussion which received particular emphasis in generating the roadmap was the desirability of conducting open science. In the context of computational quantum gravity, this would boil down to two points: open source code and open data.

Developing, optimizing and running code is an integral part of numerical research. In quantum gravity, currently most code is in principle available, but requires interested researchers to reach out and ask the authors for access. While this allows the authors to somewhat keep control of who has a current version of their code, it would be desirable for the development of the field to make their
code open source. Open source means that the code is publicly available: anyone who is willing to improve the code or use and adapt it for their own research can do so without seeking permission of the authors.
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Figure 2. A slightly cleaned up version of the flowchart we created in the concluding discussion.
There exist many good solutions for storing and distributing open source code, for example the platform github (https:/ / github.com/). This website is built around the version control software git (https:/ / git-scm.com/). Git keeps track of any changes made to the code, and shows a history of the repository with all the changes made in various commits (In a commit, the author submits the changes made to the code to the repository.). This makes it possible to revert to previous versions and makes it straightforward to work with multiple people on the same project. Using git, anyone can download and use the code by cloning the repository. Then, they can also commit changes to the code, which must be approved by the owners of the repository.

We believe that this practice, which is standard even in closed source software development, has many advantages and its adoption by the quantum gravity community would boost the
development of our numerical efforts. Indeed, authors deserve credit for their code, where the ideas and work that went into developing it are often not reflected in papers. Hence, an open source strategy makes this readily accessible, which makes it more easy for other researchers to contribute to the field and adopt ideas. Moreover, it makes research more credible and reliable, since the tools are readily available, to verify results. As a last point, open source is a good motivation to document and explain one's code, such that is usable for other people. That way, even once a researcher has left the field, their code is still available.

While there are several platforms and tools available to share and publish code, it is much more difficult to publish or exchange large amounts of data. Indeed, having public access to data generated in computer simulations is desirable for many reasons. Being able to recreate and confirm results greatly enhances the credibility of one's research. Moreover, it allows other researchers, e.g., from a different field like phenomenology, to analyze the data and use it for their own research. As a final point, large scale numerical simulations are costly and not every interested researcher has access to advanced numerical resources, e.g., in developing countries. Openly available data sets allow more people to learn and contribute to the field, e.g., students.

We envision different types of data to be uploaded, depending on the approach to quantum gravity. For approaches such as CDT and causal sets that rely on MCMC simulations, one option would be to upload the samples generated in the simulations allowing other researchers to investigate them for new patterns or calculate observables. In spin foam gravity uploading, exact values of spin foam amplitudes, which can then be readily used in other calculations, would be another straightforward example. All of the uploaded data should be reusable by other researchers and be accompanied by a documentation on how to use the data and/or contain a short program to demonstrate how to read in the data. In addition, modern efficient file formats should be used, like HDF5 or CSV, in particular for large files. On that note, uploaded files should be compressed to reduce internet traffic, and if the amount of data is particularly large, it should be split into smaller files.

Thus, at the end of the workshop, a plan was hatched to implement a quantum gravity open data repository. Together with other participants of the workshop, Benjamin Bahr, William Cunningham and Bianca Dittrich, as well as Erik Schnetter and Dustin Lang, we are actively developing the concept and realization of an open data initiative for the field of quantum gravity. The current plan is for this repository to be open to all numerical approaches, with a wiki-style website that allows authors to easily add data and link it to their papers on arXiv. Moreover, a DOI should be automatically assigned to each published dataset to make it straightforwardly citable. We are currently in the process of discussing the exact format and procuring funding for this endeavour, the working title is "The encyclopedia of quantum geometries". Any recommendations for sources of funding, or inspirations for how to set up such a project are very welcome.

### 2.2. Future

To keep the discussion alive, we plan to apply for funds and organize follow-up workshops and schools. Currently, the most likely schedule will be to have a school one year and then hold workshops in alternating years. For schools, we would imagine a format similar to that of "Making quantum gravity computable" at the Perimeter Institute. All participants seemed excited by the prospect of future such workshops, and there is a large number of interested parties that could not make it this year but have asked to be notified about future plans. One particularly exciting possibility would be to organize a Nordita programme on quantum gravity, embedding the workshop and the school into one longer event.

We hope to have done justice to all participants and their many brilliant contributions to this conference and hope there will be many further conferences on this exciting subject. Thus, until then, be honest, be humble and do not oversell.
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#### Abstract

This work is meant as a review summary of a series of recent results concerning the derivation of a holographic entanglement entropy formula for generic open spin network states in the group field theory (GFT) approach to quantum gravity. The statistical group-field computation of the Rényi entropy for a bipartite network state for a simple interacting GFT is reviewed, within a recently proposed dictionary between group field theories and random tensor networks, and with an emphasis on the problem of a consistent characterisation of the entanglement entropy in the GFT second quantisation formalism.
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## 1. Introduction

Two potentially revolutionary ideas have inspired much work in contemporary theoretical physics. Both ideas herald from the use of the general information theoretic approach to the problem of quantum gravity. The first idea is that-the world is holographic-with the physics of several semi-classical systems (by which we mean systems in which matter is treated quantum-mechanically while spacetime and geometry are treated classically) entirely captured on spacetime regions of one dimension lower.

The evidence for holography is already suggestive when considering classical gravitational systems like black holes, or more general causal horizons, and the semi-classical physics of quantum fields in their vicinity. This evidence is strengthened by numerous results in the context of the AdS/CFT correspondence [1,2], where, in particular, holography as found in semi-classical gravitational systems is put in correspondence with general properties of non-gravitational, purely quantum mechanic dual many-body systems. Indeed, holographic features deeply characterise condensed matter physics-hence the suggestion that there may be a purely quantum mechanic origin of holography that may in fact underlie classical, gravitational, geometric physics as studied in the general relativistic context.

The second idea is that geometry itself originates from entanglement. The recent quantum information-theoretic paradigm for gravity has provided a new vision of the cosmos wherein the universe, together with its topology, its geometry and its macroscopic dynamics, arise from the entanglement between the fundamental constituents of some exotic underlying quantum system.

In this direction, in particular, along with the increasing impact of condensed matter physics in string theory and gauge/gravity duality, people have started exploring the use of tensor network (TN) algorithms [3-12] from condensed matter theory in quantum gravity [13-20], providing interesting insights on holographic duality and its generalisation in terms of geometry/entanglement correspondence [21,22]. Approaches like the AdS/MERA [10,23], where the geometry of the auxiliary tensor network decomposition of the quantum many-body vacuum state is interpreted as a representation of the dual spatial geometry, are providing an intriguing constructive framework for investigating holography beyond AdS/CFT [13-16,24].

However, if everything is quantum at its root, and this is true not only for ordinary systems living in spacetime but for space, time and geometry themselves, then this implies that the very holographic behaviour of the universe is the result of purely quantum properties of the microscopic constituents of spacetime. In addition, this line of research, therefore, indicates a strong need for a quantum foundation of holography.

In fact, background independence naturally leads to a quantum description of the universe in terms of fundamental quantum many-body physics of discrete and purely algebraic microscopic constituents [25-34], from which spacetime emerges only at an effective, approximate level, out of a texture of quantum correlations [35-43]. This means that the two suggestions that holography has a purely quantum origin and that geometry itself comes from entanglement are extremely natural when seen from the perspective of quantum gravity formalisms, in which spacetime and geometry are ultimately emergent notions. However, more than that, differently from the semiclassical framework, in the non-perturbative scheme, holography as detected in gravitational systems, as well as any macroscopic feature of our geometric universe, not only would result from purely quantum properties of the microscopic constituents of spacetime, but they can-only-be understood in this light

This perspective is manifest in the Group Field Theory (GFT) formalism, a promising convergence of the insights and results from matrix models [44,45], loop quantum gravity and simplicial approaches into a background independent quantum field theory setup. The GFT approach to quantum gravity [30, 46-49] provides a very general quantum many-body formulation of the spacetime micro-structure, for instance of the spin networks and discrete quantum geometry states of Loop Quantum Gravity [25-27, 29], with a Fock space description where the quantum GFT fields create and annihilate elementary building blocks of space, interpreted as $(d-1)$-simplices in $d$ spacetime dimensions, organised in nontrivial combinatorial tensor network structures.

As a higher order generalisation of matrix models, the GFT formalism at the same time provides a field-theoretic and inherently covariant framework for generalising the tensor networks approach to the holographic aspects of quantum many-body systems in condensed matter and in the AdS/CFT context. This makes GFT a very effective framework to investigate how space-time geometry, together with its holographic behaviour and macroscopic dynamics, arise from entanglement between the fundamental constituents.

In this paper, we review a series of recent results [18-20] concerning the definition of entanglement entropy in the GFT framework and the characterisation of its holographic behaviour. In particular, we focus on the definition of the notion of entanglement entropy in the second quantised formalism of GFT setting and on the set of choices which eventually lead to a holographic behaviour for the entanglement entropy.

The manuscript is organised as follows: Section 2 shortly reviews the framework of group field theory while focussing the attention of the reader on those aspects of the GFT fields that play a major role in the forthcoming derivation. Section 3 introduces the second quantisation formalism for group field theory, defines the notion of multi-particle state observable for quantum geometry in the GFT Fock space and specifies a class of GFT coherent state basis, necessary for the definition of the entanglement entropy expectation value. In Section 4, the statistical derivation of the Rényi entropy for a bipartite GFT open spin network state is reviewed, with an emphasis on the Fock space setting. The formal mapping of the expectation values of the Renyi entropy to BF theory amplitudes is described and the resulting divergence degree and scaling of the entropy analysed. Section 5 briefly comments on the results on the holographic scaling for the interacting GFT case. A brief discussion and an appendix on the notion of coherent states over-completeness close the manuscript.

## 2. Group Field Theory

Group field theories (GFT) are quantum field theories defined on $d$ copies of a compact Lie group $G$ with combinatorially non-local interactions. The dynamics of the GFT field

$$
\phi: G^{\times d} \rightarrow \mathbb{C}
$$

are specified by a probability measure

$$
\begin{equation*}
\mathrm{d} \mu_{C}(\phi, \bar{\phi}) \exp \left(-S_{\mathrm{int}}[\phi, \bar{\phi}]\right), \tag{1}
\end{equation*}
$$

comprised of a Gaussian measure $\mathrm{d} \mu_{C}$, associated with a positive covariance kernel operator $C$ defining the propagator of the theory [45], ${ }^{1}$ and a perturbation around it, given by an interaction term $S_{\text {int }}[\phi, \bar{\phi}]$, generically parametrized as

$$
S_{\mathrm{int}}[\phi, \bar{\phi}]=\sum_{\mathcal{I}} \sum_{\substack{p+q=\mathcal{I} \\ p, q \geq 0}} \int \prod_{\mathfrak{p}=1}^{p} \mathrm{~d} \mathbf{g}_{\mathfrak{p}}^{\prime} \bar{\phi}\left(\mathbf{g}_{\mathfrak{p}}^{\prime}\right) \prod_{\mathfrak{q}=1}^{q} \mathrm{~d} \mathbf{g}_{\mathfrak{q}} \phi\left(\mathbf{g}_{\mathfrak{q}}\right) \lambda_{\mathcal{I}} V_{\mathcal{I}}\left(\mathbf{g}_{1}^{\prime}, \cdots, \mathbf{g}_{p}^{\prime} ; \mathbf{g}_{1}, \cdots, \mathbf{g}_{q}\right)
$$

where $\mathcal{I}$ denotes a term in the set of elementary interactions, $V_{\mathcal{I}}$ is the specific monomial in the fields associated with the interaction, and $\lambda_{\mathcal{I}}$ is the respective coupling constant. Together with the field valence $d$ and symmetry, the specific choice of the covariance and interaction kernels identifies the GFT model.

We are particularly concerned with three peculiar aspects of the GFT formalism, which will combine at the hearth of the following derivation. The first is that the dynamical $d$-valent GFT field $\phi$ combinatorially behaves as an infinite dimensional rank- $d$ tensor, with indices labelled by elements of the compact Lie group $G$ [18]. This is apparent in the combinatorially non-local structure of the interaction kernels $V_{\mathcal{I}}$, as functions on $G^{d \times|\mathcal{I}|}$ for finite sets of interactions. The kernels $V_{\mathcal{I}}$ do not impose coincidence of points in the group space $G^{\times d}$, but the whole set of the $d \times|\mathcal{I}|$ field arguments is partitioned into pairs, convoluted "strandwise" by the kernel,

$$
\begin{equation*}
V_{\mathcal{I}}\left(\{\mathbf{g}\}_{\mathcal{I}}\right)=V\left(\left\{\mathbf{g}_{\mathfrak{p}}\right\}_{\mathfrak{i}}\left\{\mathbf{g}_{\mathfrak{q}}^{-\mathbf{1}}\right\}_{\mathfrak{j}}\right) \tag{2}
\end{equation*}
$$

Indeed, one can see GFTs as higher-rank, infinite dimensional generalizations of random matrix models [45]. For instance, if we take $G$ as $\mathbb{Z}_{N}$, then group fields identically reduce to rank- $d$ tensors, ${ }^{2}$ where integrability with respect to the discrete Dirac measure $\mu$ is satisfied for all fields considered.

The second aspect is that specific GFT partition functions, where the group $G$ is identified with the local gauge subgroup of gravity and the kernels properly chosen, define generating functions

[^12]for the covariant quantization of Loop Quantum Gravity (LQG) in terms of spin foam models (for instance, [28]). In particular, LQG spin network states, describing three-dimensional discrete quantum geometries at the boundary of the spin foam transition amplitudes, can be expressed as expectation values of specific GFT operators. In a formalism of second quantisation for the GFT, spin network boundary states then become elements of the GFT Fock space and spin network vertices, intended as atoms of space that can be put in direct correspondence with fundamental GFT quanta that are created or annihilated by the field operators of GFT.

When $G$ is set to correspond to the local gauge group of GR, e.g., the Lorentz group $\mathrm{SO}(1, d-1)$ or its universal covering, or $\mathrm{SU}(2)$ in dimension $d=3$, the gauge symmetry leads to an invariance of the GFT action under the (right) diagonal action of G. GFT fields are constrained to satisfy a gauge invariance condition, defined as a global symmetry of the GFT field under simultaneous translation of its group variables:

$$
\begin{equation*}
\forall h \in G, \quad \phi\left(g_{1} h, \ldots, g_{d} h\right)=\phi\left(g_{1}, \ldots, g_{d}\right) . \tag{3}
\end{equation*}
$$

The gauge invariance condition, or closure constraint, is the main dynamical ingredient of GFT models for quantum BF theory in arbitrary dimension. In $d=3, \mathrm{SU}(2) \mathrm{BF}$ theory can be interpreted as a theory of Euclidean gravity, and therefore $\mathrm{SU}(2)$ GFT with closure constraint provides a natural arena in which to formulate 3D Euclidean quantum gravity models. A typical example is the Boulatov model [50] (which generates Ponzano-Regge spin foam amplitudes [51]), which will constitute an important ingredient of the following derivation.

The third aspect is that, for such (simplicial) GFT models, endowed with a geometric interpretation of the dynamical fields, the very field-theoretic nature of the GFT formalism provides a powerful tool to describe quantum geometry states as a peculiar quantum many-body systems in the formalism of second quantisation. For large systems in quantum mechanics, we know that the concept of a particle fades away and is replaced by the notion of an excitation of a given mode of the field representing the particle. Similarly, in the GFT description, we expect the solid graph description of spin networks quantum geometry to fade into a dynamical net of excitations of the GFT field over a vacuum. Given the tensorial behaviour of the GFT field, such a quantum many-body description turns quantum geometry states into collective, purely combinatorial and algebraic analogues of quantum tensor networks states.

These three ingredients together make the GFT second quantised formalism an specially convenient setting to quantitatively investigate the relation between geometry and entanglement in quantum gravity, taking advantage of the most recent techniques and tools of quantum statistical mechanics, information theory and condensed matter theory. In particular, quantum tensor network algorithms provide a constructive tool to investigate the roots of the holographic behaviour of gravity at the quantum level.

## 3. The GFT Fock Space

In a second quantisation scheme [30], multi-particle states of the quantum GFT field $\phi(\mathbf{g})$ can be organised in a Fock space $\mathbb{F}$ generated by a Fock vacuum $|0\rangle$ and field operators

$$
\begin{equation*}
\widehat{\varphi}(\mathbf{g}) \equiv \widehat{\varphi}\left(g_{1}, \cdots, g_{d}\right), \quad \widehat{\varphi}^{\dagger}(\mathbf{g}) \equiv \widehat{\varphi}^{\dagger}\left(g_{1}, \cdots, g_{d}\right) \tag{4}
\end{equation*}
$$

assumed to be invariant under the diagonal action of the group $\widehat{\varphi}(\mathbf{g} h) \equiv \widehat{\varphi}\left(g_{1} h, \cdots, g_{V} h\right)=\widehat{\varphi}(\mathbf{g})$, for $h \in G$, consistently with (3), and to obey canonical commutation relations (bosonic statistics)

$$
\begin{align*}
{\left[\widehat{\varphi}(\mathbf{g}), \hat{\varphi}^{\dagger}\left(\mathbf{g}^{\prime}\right)\right] } & =\int \mathrm{d} h \prod_{1}^{d} \delta\left(g_{i} h\left(g_{i}^{\prime-1}\right)=\mathbb{1}_{G}\left(g_{i}, g_{i}^{\prime}\right),\right.  \tag{5}\\
{\left[\widehat{\varphi}(\mathbf{g}), \widehat{\varphi}\left(\mathbf{g}^{\prime}\right)\right] } & =\left[\hat{\varphi}^{\dagger}(\mathbf{g}), \hat{\varphi}^{\dagger}\left(\mathbf{g}^{\prime}\right)\right]=0 .
\end{align*}
$$

In these terms, the Fock vacuum is the state with no quantum geometrical or matter degrees of freedom, satisfying $\widehat{\varphi}(\mathbf{g})|0\rangle=0$ for all arguments. A generic single-particle state $|\phi\rangle$ with wavefunction $\phi$, consisting of a $d$-valent node with links labelled by group elements $\mathbf{g} \equiv\left(g_{1}, \ldots, g_{d}\right)$, is written as

$$
\begin{equation*}
|\phi\rangle=\int_{G^{\times d}} \operatorname{dg} \phi(\mathbf{g})|\mathbf{g}\rangle, \tag{6}
\end{equation*}
$$

where $\mathrm{dg}=\prod_{i=1}^{d} \mathrm{~d} g_{i}$ is the Haar measure, $\phi$ is an element of the single-particle Hilbert space $\mathbb{H}=$ $L^{2}\left(G^{\times d}\right)$, and $|\mathbf{g}\rangle=\left|g_{1}\right\rangle \times \ldots \times\left|g_{d}\right\rangle$ a basis (of Dirac distributions) in $\mathbb{H}$. For $d=4$, this is the space of states of a quantum tetrahedron [52]. Notice then that one can think of (6) as the analogue of a quantum tensor state where each group element $g$ corresponds to an index $i$ variable in a continuous ( $\infty$-dim) index space $\mathbb{H}_{i}=L^{2}(G) .{ }^{3}$

The complete Fock space is given by the direct sum of $n$-particle sectors $\mathbb{H}^{\otimes n}$, restricted to states that are invariant under graph automorphisms of vertex relabelling in the spin network picture, in order to consider multi-particle states that only depend on the intrinsic combinatorial structure of their interaction pattern (a discrete counterpart of continuum diffeomorphisms). Therefore, one has

$$
\begin{equation*}
\mathbb{F} \equiv \bigoplus_{n \geq 0}^{\infty} \operatorname{sym}\left[\mathbb{H}^{\otimes n}\right] . \tag{9}
\end{equation*}
$$

The symmetry condition is consistent with the assumed bosonic statistics and it implies indistinguishability for the quanta of the quantum many-body system.

Generic GFT observables $\widehat{\mathcal{O}}\left[\widehat{\varphi}, \widehat{\varphi}^{\dagger}\right]$ in the Fock space are defined in terms of a series of many-body operators expressed as a function of the field operators (or of the basic creation/annihilation operators). For instance, a ( $n$ )-body operator $\mathcal{O}_{n}$ acting on $\mathfrak{p}$ vertices and resulting in $\mathfrak{q}$ particles is written as [30]

$$
\begin{equation*}
\widehat{\mathcal{O}}_{n}\left[\widehat{\varphi}, \widehat{\varphi}^{\dagger}\right]=\sum_{n=2}^{\infty} \sum_{\substack{p+q=n \\ p, q \geq 0}} \int \prod_{\mathfrak{p}=1}^{p} \mathrm{~d}_{\mathfrak{p}}^{\prime} \widehat{\varphi}^{\dagger}\left(\mathbf{g}_{\mathfrak{p}}^{\prime}\right) \prod_{\mathfrak{q}=1}^{q} \mathrm{~d} \mathbf{g}_{\mathfrak{q}} \widehat{\varphi}\left(\mathbf{g}_{\mathfrak{q}}\right) \mathcal{O}_{n}\left(\mathbf{g}_{1}^{\prime}, \cdots, \mathbf{g}_{p}^{\prime} ; \mathbf{g}_{1}, \cdots, \mathbf{g}_{q}\right), \tag{10}
\end{equation*}
$$

where $\mathcal{O}_{n}\left(\mathbf{g}_{1}^{\prime}, \cdots, \mathbf{g}_{p}^{\prime} ; \mathbf{g}_{1}, \cdots, \mathbf{g}_{q}\right)$ denote the matrix elements of a corresponding first-quantized operator.

### 3.1. Multi-Particle State Observables

Analogous with the case of the single particle state in (6), we can think of a quantum many-body system as a collective state generated by the action of a multi-particle group-field operator on the Fock vacuum. We can define a product $n$-particle state, comprising $n$ disconnected nodes, by the multiple action of the creation field operator in the group representation of the Fock space, e.g.,

$$
\begin{equation*}
\left|\mathbf{g}_{1}, \mathbf{g}_{2}, \cdots, \mathbf{g}_{n}\right\rangle=\frac{1}{\sqrt{n!}} \prod_{a=1}^{n} \hat{\varphi}^{\dagger}\left(\mathbf{g}_{a}\right)|0\rangle \tag{11}
\end{equation*}
$$

[^13]With respect to this basis, we decompose a tensor $T$ into its components $T_{i_{1} \ldots i_{d}}$, which introduces an isomorphism to $\mathbb{C}^{N^{d}}$ :

$$
\begin{equation*}
|T\rangle=: \sum_{i_{1}, \ldots, i_{d} \in \mathbb{Z}_{N}} T_{i_{1} \ldots i_{d}}\left|i_{1}, \ldots, i_{d}\right\rangle \tag{8}
\end{equation*}
$$

Because the $\hat{\varphi}^{\dagger}\left(\mathbf{g}_{a}\right)$ commute with each other, the order of the particles does not affect the state and we have $\left|\ldots, \mathbf{g}_{a}, \ldots, \mathbf{g}_{b}, \ldots\right\rangle=\left|\ldots, \mathbf{g}_{b}, \ldots, \mathbf{g}_{a}, \ldots\right\rangle$. The $n$-particle state $\left|\mathbf{g}_{1}, \ldots, \mathbf{g}_{n}\right\rangle$ defines a multi-particle basis of the Fock space $\mathbb{F}$, with orthogonality relation given by

$$
\begin{equation*}
\left\langle\mathbf{g}_{1}^{\prime}, \ldots, \mathbf{g}_{n}^{\prime} \mid \mathbf{g}_{1}, \ldots, \mathbf{g}_{n}\right\rangle=\frac{1}{n!} \sum_{\pi \in \mathcal{S}_{n}} \prod_{a=1}^{n} \int \mathrm{~d} h_{a} \delta^{4}\left(\mathbf{g}_{a}^{\prime} h_{a} \mathbf{g}_{\pi(a)}^{-1}\right) \tag{12}
\end{equation*}
$$

In addition, because of the required symmetry of the fields $\widehat{\varphi}(\mathbf{g} h)=\widehat{\varphi}(\mathbf{g}), h \in G$, the $n$-particle state is right invariant

$$
\begin{equation*}
\left|\cdots, \mathbf{g}_{a} h_{a}, \cdots\right\rangle=\left|\cdots, \mathbf{g}_{a}, \cdots\right\rangle . \tag{13}
\end{equation*}
$$

Finally, the resolution of identity in the Fock space can be written in terms of the $n$-particle state as

$$
\begin{equation*}
\mathbb{1}_{\mathbb{F}}=|0\rangle\langle 0|+\sum_{n=1}^{\infty} \int \prod_{a=1}^{n} \mathrm{~d} \mathbf{g}_{a}\left|\mathbf{g}_{1}, \cdots, \mathbf{g}_{n}\right\rangle\left\langle\mathbf{g}_{1}, \cdots, \mathbf{g}_{n}\right| . \tag{14}
\end{equation*}
$$

One can check immediately that $\mathbb{1}_{\mathbb{F}}\left|\mathbf{g}_{1}, \cdots, \mathbf{g}_{n}\right\rangle=\left|\mathbf{g}_{1}, \cdots, \mathbf{g}_{n}\right\rangle$.
A generic GFT multi-particle state, analogous to (6), will then be based on a specific configuration of $n$ fields, characterized by a multi-particle wavefunction $\Psi_{n}$, generated by a multi-particle operator in the GFT Fock space

$$
\begin{equation*}
\widehat{\Psi}_{n}\left[\widehat{\varphi}^{\dagger}\right]=\sum_{\substack{p+q=n \\ p, q \geq 0}} \int \prod_{\mathfrak{p}=1}^{p} \mathrm{~d}_{\mathfrak{p}}^{\prime} \widehat{\varphi}^{\dagger}\left(\mathbf{g}_{\mathfrak{p}}^{\prime}\right) \prod_{\mathfrak{q}=1}^{q} \mathrm{~d} \mathbf{g}_{\mathfrak{q}} \widehat{\varphi}\left(\mathbf{g}_{\mathfrak{q}}\right) \Psi_{n}\left(\mathbf{g}_{1}^{\prime}, \cdots, \mathbf{g}_{p}^{\prime} ; \mathbf{g}_{1}, \cdots, \mathbf{g}_{q}\right) \tag{15}
\end{equation*}
$$

via the repeated action of the GFT field operators on the Fock space.
We are interested in the structure of quantum correlations of the multi-particle state $\Psi_{n}\left(\mathbf{g}_{1}^{\prime}, \cdots, \mathbf{g}_{p}^{\prime} ; \mathbf{g}_{1}, \cdots, \mathbf{g}_{q}\right)$. As it is the case for any highly entangled quantum many-body system, disentangling the information on the quantum correlations of $\Psi_{n}$ is highly nontrivial. Therefore, we focus on a special class of multi-particle operators $\widehat{\Psi}_{\Gamma}$, where the wave-function is explicitly constructed via a pairwise contractions scheme of single node states, in correspondence with a given network architecture $\Gamma$. We write

$$
\begin{equation*}
\widehat{\Psi}_{\Gamma}\left[\widehat{\varphi}, \widehat{\varphi}^{\dagger}\right]\left(\mathbf{g}_{\boldsymbol{z}}\right)=\sum_{\substack{p+q=n \\ p, q \geq 0}} \int \prod_{\mathfrak{p}=1}^{p} \mathrm{~d} \mathbf{g}_{\mathfrak{p}}^{\prime} \widehat{\varphi}^{\dagger}\left(\mathbf{g}_{\mathfrak{p}}^{\prime}\right) \prod_{\mathfrak{q}=1}^{q} \mathrm{~d} \mathbf{g}_{\mathfrak{q}} \widehat{\varphi}\left(\mathbf{g}_{\mathfrak{q}}\right) \prod_{\ell \in \Gamma}^{L} \mathrm{~d} h_{\ell} \prod_{\ell \in \Gamma} L_{\ell}\left(\mathbf{g}_{s(\ell)}^{\prime} h_{\ell} \mathbf{g}_{t(\ell)}^{-1}\right) \tag{16}
\end{equation*}
$$

with $\hat{\varphi}^{\dagger}$ operators generating the nodes connected by link kernels $L_{\ell}$ to form an open network with $\mathbf{g}_{\boldsymbol{\partial}}$ dangling indices, via an overall integration over $\mathbf{g}_{\ell \in \Gamma}$. The expression of the link convolution kernel connecting the nodes pairwise is left generic at this stage, with the only requirement to preserve the overall gauge invariance of the network state.

We shall see such a class of multi-particle operators as tensor networks operators, where we reduce the entanglement structure of the multi-particle state to local correlations induced by the generic link kernels $L$, propagated non-locally via nodes.

Notice that the most generic tensor network state of the theory would involve superpositions of both network architectures (combinatorial structures) and number of particles corresponding to the same number of boundary degrees of freedom,

$$
\begin{equation*}
\widehat{\Psi}\left[\widehat{\varphi}, \widehat{\varphi}^{\dagger}\right]\left(\mathbf{g}_{\partial}\right)=\sum_{\{\Gamma\}} \sum_{n=2}^{\infty} \sum_{\substack{p+q=n \\ p, q \geq 0}} \int \prod_{\mathfrak{p}=1}^{p} \mathrm{~d} \mathbf{g}_{\mathfrak{p}}^{\prime} \widehat{\varphi}^{\dagger}\left(\mathbf{g}_{\mathfrak{p}}^{\prime}\right) \prod_{\mathfrak{q}=1}^{q} \mathrm{~d} \mathbf{g}_{\mathfrak{q}} \widehat{\varphi}\left(\mathbf{g}_{\mathfrak{q}}\right) \mathcal{L}_{p, q}^{\Gamma}\left(\mathbf{g}_{1}^{\prime}, \cdots, \mathbf{g}_{p}^{\prime} ; \mathbf{g}_{1}, \cdots, \mathbf{g}_{q}\right) \tag{17}
\end{equation*}
$$

where, for simplicity, we indicate by $\mathcal{L}_{p, q}^{\Gamma}$ the set of pairwise link convolutions (gluing) functions associated with a given graph $\Gamma$, and some suitable symmetry quotient factor removing equivalent graph configurations is assumed.

### 3.2. GFT Coherent State Basis

In the context of quantum gravity, we specify the GFT formalism to the case $G=S U(2)$, the relevant local gauge subgroup of gravity, and we understand the group elements $g$ as a generalisation of the embedded parallel transports (holonomies) of the gravitational G-connection of loop quantum gravity. The symmetric GFT $d$-valent fields as $d$-simplices (convex polyhedra, e.g., for $d=4$, these are tetrahedra), with $d$ number of faces labelled by dual Lie algebra-valued flux variables, become single "quanta" of twisted geometry states expressed in terms of quantum spin network basis [29].

In this setting, on the one hand, we are interested in working with states in the Fock space that can be eventually put in relation with extended macroscopic 3D geometries. To this aim, the natural choice consists of looking for a coherent state basis in $\mathbb{F}$, defined by exponential operators providing desirable coherence properties, having macroscopic occupation numbers for given modes controlled by the wave-function [53-56]. More concretely, this choice will allow us to compute quantum averages of many-body systems in thermal equilibrium using functional integrals over group field configurations [18-20].

The simplest class of such states is given by the single-particle (condensate) coherent states

$$
\begin{align*}
|\varphi\rangle & \equiv \frac{1}{\mathcal{N}_{\phi}} \exp \left[\int \mathrm{d} \mathbf{g} \phi(\mathbf{g}) \hat{\varphi}^{\dagger}(\mathbf{g})\right]|0\rangle \equiv \frac{1}{\mathcal{N}_{\varphi}} \sum_{n=0}^{\infty} \frac{1}{n!} \prod_{a}^{n}\left[\int \mathrm{~d} \mathbf{g}_{a} \phi\left(\mathbf{g}_{a}\right) \hat{\varphi}^{\dagger}\left(\mathbf{g}_{a}\right)\right]|0\rangle \\
& \equiv \frac{1}{\mathcal{N}_{\phi}} \sum_{n=0}^{\infty} \frac{1}{\sqrt{n!}} \int[\mathrm{d}]^{n} \phi\left(\mathbf{g}_{1}\right) \times \ldots \times \phi\left(\mathbf{g}_{n}\right)\left|\mathbf{g}_{1}, \cdots, \mathbf{g}_{n}\right\rangle . \tag{18}
\end{align*}
$$

For the last equality, we use the definition of the $n$-particle state (11). $\phi(\mathbf{g})$ is the field on $\mathbb{H}$ that has the same gauge symmetry as $\hat{\varphi}^{\dagger}(\mathbf{g})$, namely $\phi(\mathbf{g} h)=\phi(\mathbf{g})$, and $\mathcal{N}_{\phi}$ is the normalization ${ }^{4}$

$$
\begin{equation*}
\mathcal{N}_{\phi}^{2}=\exp \left[\int \mathrm{dg} \overline{\phi(\mathbf{g})} \phi(\mathbf{g})\right] . \tag{22}
\end{equation*}
$$

One can show that $|\varphi\rangle$ is the eigenstate of the field operator $\widehat{\varphi}(\mathbf{g})$ such that

$$
\begin{equation*}
\widehat{\varphi}(\mathbf{g})|\varphi\rangle=\phi(\mathbf{g})|\varphi\rangle . \tag{23}
\end{equation*}
$$

4 Define an operator $\widehat{A}$ as

$$
\begin{equation*}
\widehat{A}=\int \mathrm{d} \mathbf{g} \phi(\mathbf{g}) \widehat{\varphi}^{\dagger}(\mathbf{g}) \tag{19}
\end{equation*}
$$

The commutator between $\widehat{A}$ and $\widehat{A}^{\dagger}$ is

$$
\begin{equation*}
\left[\widehat{A}^{\dagger}, \widehat{A}\right]=\int \mathrm{d} \mathbf{g} \overline{\phi(\mathbf{g})} \phi(\mathbf{g}) \tag{20}
\end{equation*}
$$

Then, $\langle\varphi \mid \varphi\rangle$ can be given as

$$
\begin{align*}
1 & =\langle\varphi \mid \varphi\rangle=\mathcal{N}_{\varphi}^{-2}\langle 0| \mathrm{e}^{\widehat{A}^{+}} \mathrm{e}^{\widehat{A}}|0\rangle \\
& =\mathcal{N}_{\phi}^{-2}\langle 0| \mathrm{e}^{\widehat{A}} \mathrm{e}^{\widehat{A}^{\dagger}} \mathrm{e}^{\left[\widehat{A}^{+}, \widehat{A}\right]}|0\rangle \\
& =\mathcal{N}_{\phi}^{-2} \exp \left[\int \mathrm{~d} \mathbf{g} \overline{\phi(\mathbf{g})} \phi(\mathbf{g})\right] . \tag{21}
\end{align*}
$$

In the third equality, we use the Baker-Campbell-Hausdorff formula.

Indeed, we have

$$
\begin{align*}
& \widehat{\varphi}(\mathbf{g}) \frac{1}{n!} \prod_{a}^{n}\left[\int \mathrm{~d} \mathbf{g}_{a} \phi\left(\mathbf{g}_{a}\right) \widehat{\varphi}^{\dagger}\left(\mathbf{g}_{a}\right)\right]  \tag{24}\\
= & \frac{1}{n!} \sum_{k=1}^{n} \prod_{a \neq k}^{n}\left[\int \mathrm{~d} \mathbf{g}_{a} \phi\left(\mathbf{g}_{a}\right) \hat{\varphi}^{\dagger}\left(\mathbf{g}_{a}\right)\right] \int \mathrm{d} h \mathrm{~d}_{k} \phi\left(\mathbf{g}_{k}\right) \delta\left(\mathbf{g} h \mathbf{g}_{k}^{-1}\right)  \tag{25}\\
= & \frac{1}{(n-1)!} \prod_{a}^{n-1}\left[\int \mathrm{~d} \mathbf{g}_{a} \phi\left(\mathbf{g}_{a}\right) \hat{\varphi}^{\dagger}\left(\mathbf{g}_{a}\right)\right] \int \mathrm{d} h \phi(\mathbf{g} h)  \tag{26}\\
= & \phi(\mathbf{g}) \frac{1}{(n-1)!} \prod_{a}^{n-1}\left[\int \mathrm{~d} \mathbf{g}_{a} \phi\left(\mathbf{g}_{a}\right) \hat{\varphi}^{\dagger}\left(\mathbf{g}_{a}\right)\right] \tag{27}
\end{align*}
$$

In the first equality, we use the commutator (5) between $\widehat{\varphi}$ and $\hat{\varphi}^{\dagger}$. In the last equality, we use the fact that $\phi(\mathbf{g})$ is right invariant. Thus, when $\widehat{\varphi}(\mathbf{g})$ acts on $|\varphi\rangle$, it gives (23). In particular, coherent states $|\varphi\rangle$ provide an over-complete basis of the Fock space $\mathbb{F}$ (see Appendix A for details).

Via Equation (23), one immediately obtains the tensor fields $\phi(\mathbf{g})$ and $\overline{\phi(\mathbf{g})}$ in terms of expectation values of $\widehat{\varphi}(\mathbf{g})$ and $\widehat{\varphi}^{\dagger}(\mathbf{g})$ with respect to $|\varphi\rangle$

$$
\begin{equation*}
\langle\varphi| \widehat{\varphi}(\mathbf{g})|\varphi\rangle=\phi(\mathbf{g}), \quad\langle\varphi| \widehat{\varphi}^{\dagger}(\mathbf{g})|\varphi\rangle=\overline{\phi(\mathbf{g})} \tag{28}
\end{equation*}
$$

Accordingly, we can express the multi-particle state as the expectation value of a group-field network operator (16) in the 2nd quantised basis of eigenstates of the GFT quantum field operator.

For the network operator $\widehat{\Psi}_{\Gamma}\left[\widehat{\varphi}, \widehat{\varphi}^{\dagger}\right]\left(\mathbf{g}_{\partial}\right)$ defined in Equation (16), we get

$$
\begin{align*}
\langle\varphi| \widehat{\Psi}_{\Gamma}\left[\widehat{\phi}, \widehat{\varphi}^{\dagger}\right]|\varphi\rangle & =\sum_{\substack{p+q=n \\
p, q \geq 0}} \int \prod_{\mathfrak{p}=1}^{p} \mathrm{~d} \mathbf{g}_{\mathfrak{p}}^{\prime} \overline{\phi\left(\mathbf{g}_{\mathfrak{p}}^{\prime}\right)} \prod_{\mathfrak{q}=1}^{q} \mathrm{~d} \mathbf{g}_{\mathfrak{q}} \phi\left(\mathbf{g}_{\mathfrak{q}}\right) \prod_{\ell \in \Gamma}^{L} \mathrm{~d} h_{\ell} \prod_{\ell \in \Gamma} L_{\ell}\left(\mathbf{g}_{s(\ell)} h_{\ell} \mathbf{g}_{t(\ell)}^{-1}\right) \\
& =\Psi_{\Gamma}[\bar{\phi}, \phi]\left(\mathbf{g}_{\mathfrak{g}}\right) . \tag{29}
\end{align*}
$$

This is a group field tensor network state based on graph $\Gamma$ with $n$ nodes and $L$ links. In particular, for $L_{\ell}\left(h_{s(\ell)} g_{\ell} h_{t(\ell)}^{-1}\right)=\delta\left(h_{s(\ell)} g_{\ell} h_{t(\ell)}^{-1}\right)$, we can think of the expectation values of the associated operators as peculiar projected entangled-pairs tensor network states (PEPS)

$$
\begin{equation*}
\left|\Psi_{\Gamma}\right\rangle \equiv \int \mathrm{d} \mathbf{g}_{\partial} \Psi_{\Gamma}\left(\mathbf{g}_{\partial}\right)\left|\mathbf{g}_{\partial}\right\rangle \equiv \bigotimes_{\ell \in \Gamma}\left\langle L_{\ell}\right| \bigotimes_{v \in \Gamma}\left|\phi_{v}\right\rangle \tag{30}
\end{equation*}
$$

obtained by the contraction of maximally entangled link states

$$
\begin{equation*}
\left|L_{\ell}\right\rangle=\int \mathrm{d} g_{s(\ell)} \mathrm{d} g_{t(\ell)} \delta\left(g_{s(\ell)} h_{\ell} g_{t(\ell)}^{-1}\right)\left|g_{s(\ell)}\right\rangle \otimes\left|g_{t(\ell)}\right\rangle \tag{31}
\end{equation*}
$$

via tensor states $|\phi\rangle$ on some generically open graph architecture $\Gamma$.
The basis $\left|\mathbf{g}_{\boldsymbol{\partial}}\right\rangle$ labels the uncontracted dangling indices comprising the boundary of the auxiliary tensor network representation. Differently from standard PEPS, the GFT networks are further characterised by the inherently random character of the tensors $|\phi\rangle$, induced by their field-theoretic statistical descritpion. In this light, in particular, we can see states like (29) as a generalisation of the random tensor network states (RTNs) recently introduced in [15], where the statistical characterisation of the standard RTN gets mapped in the momenta of the GFT partition function. ${ }^{5}$

[^14]
## 4. Bipartite Entanglement of a GFT Network State

Given a group field tensor network state $\left|\Psi_{\Gamma}\right\rangle \in \mathbb{H}_{\partial}=\bigotimes_{\ell \in \partial} L_{\ell}^{2}[G]$, a bipartition of the boundary degrees of freedom corresponds to a factorisation of the boundary Hilbert space $\mathbb{H}_{\partial}$ into two subspaces $\mathbb{H}_{A}$ and $\mathbb{H}_{B}$, such that

$$
\begin{equation*}
\mathbb{H}_{\partial}=\mathbb{H}_{A} \otimes \mathbb{H}_{B} \tag{32}
\end{equation*}
$$

The entanglement of the boundary state $\left|\Psi_{\Gamma}\right\rangle$ across the bipartition in $\mathbb{H}_{A}$ and $\mathbb{H}_{B}$ is measured by the von Neumann entropy

$$
\begin{equation*}
S(A)=-\operatorname{Tr} \bar{\rho}_{A} \ln \bar{\rho}_{A}, \tag{33}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{\rho}_{A} \equiv \frac{\rho_{A}}{\operatorname{Tr} \rho}, \quad \rho_{A} \equiv \operatorname{Tr}_{B} \rho=\operatorname{Tr}_{B}\left|\Psi_{\Gamma}\right\rangle\left\langle\Psi_{\Gamma}\right| \tag{34}
\end{equation*}
$$

defines the (normalised) marginal on $\mathbb{H}_{A}$ of the GFT multi-particle density matrix,

$$
\begin{equation*}
\rho=\left|\Psi_{\Gamma}\right\rangle\left\langle\Psi_{\Gamma}\right|=\operatorname{Tr}\left[\bigotimes_{\ell}\left|L_{\ell}\right\rangle\left\langle L_{\ell}\right| \bigotimes_{v}\left|\phi_{v}\right\rangle\left\langle\phi_{v}\right|\right] \equiv \operatorname{Tr} \bigotimes_{\ell} \rho_{\ell} \bigotimes_{v} \rho_{v} \tag{35}
\end{equation*}
$$

A representation of $\rho$ for the case of a simple 2-vertices graph is given in Figure 1.
It is computationally convenient to derive the von Neumann entropy as the limit of the Rényi entropy $S_{N}(A)$, via standard replica trick. The Rényi entropy is defined as

$$
\begin{equation*}
S_{N}(A)=\frac{1}{1-N} \ln \operatorname{Tr} \bar{\rho}_{A}^{N}=\frac{1}{1-N} \ln \frac{\operatorname{Tr} \rho_{A}^{N}}{(\operatorname{Tr} \rho)^{N}} \equiv \frac{1}{1-N} \ln \frac{\operatorname{Tr}\left(\rho^{\otimes N} \mathbb{P}_{A}\right)}{\operatorname{Tr}\left(\rho^{\otimes N}\right)} \tag{36}
\end{equation*}
$$

where $\mathbb{P}_{A}=\mathbb{P}\left(\pi_{A}^{0} ; n, d\right)$ is the 1-cycle permutation operator in $S_{N}$ acting on the reduced Hilbert space $\mathbb{H}_{A}$,

$$
\begin{equation*}
\mathbb{P}\left(\pi_{A}^{0} ; N, d\right)=\prod_{s=1}^{N} \delta \mu_{A}^{\left([s+1]_{D}\right)} \mu_{A}^{(s)} \tag{37}
\end{equation*}
$$

and $d$ is the dimension of the Hilbert space in the same region $A$ (see Figure 1). Explicitly, one has

$$
\begin{equation*}
\mathbb{P}_{A}\left|a_{1}, b_{1}\right\rangle\left|a_{2}, b_{2}\right\rangle \cdots\left|a_{N}, b_{N}\right\rangle=\left|a_{2}, b_{1}\right\rangle\left|a_{3}, b_{2}\right\rangle \cdots\left|a_{1}, b_{N}\right\rangle \tag{38}
\end{equation*}
$$

with $\bigotimes_{i}\left|a_{i}\right\rangle \in \mathbb{H}_{A}$ and $\otimes_{i}\left|b_{i}\right\rangle \in \mathbb{H}_{B}$.
The Rényi entropy $S_{N}(A)$ coincides with the von Neumann entropy $S(A)$ as $N$ goes to 1 , which is

$$
\begin{equation*}
S(A)=\lim _{N \rightarrow 1} S_{N}(A) \tag{39}
\end{equation*}
$$

We are interested in carrying on this measurement directly in the Fock space of GFT.


Figure 1. Graphical representation of the density matrix state for a simple bipartite GFT network state $|\mathcal{G}\rangle$, comprising two bivalent internal nodes, and trace of the $N=2$ replica with the action of the cyclic permutation (swap) operator. Notice that the label $\bar{A}$, generally indicating the complementary marginal, corresponds to the $B$-labelling in the main text.

### 4.1. Expected Rènyi Entropy in the Fock Space

Due to the random character of the nodes $\left\{\phi_{v}\right\}$, induced by their dynamical GFT description, the measure of the entanglement will be necessarily given in expectation value.

Now, by construction, the Rényi entropy $S_{N}(A)$ is a functional of the GFT fields $\phi$ and $\bar{\phi}$, hence it can be promoted to an observable $S_{N}(A)\left[\widehat{\varphi}, \hat{\varphi}^{\dagger}\right]$ in the GFT Fock space. We shall then derive the expectation value of the Rényi entropy in the Fock space using single-particle coherent state basis, by inserting the resolution of identity $\mathbb{1}_{\mathbb{F}}$ ( and set $K=0$, see Appendix A), with a normal ordering : $\cdots$ : such that all $\hat{\varphi}^{\dagger}$ is to the left of $\widehat{\varphi}$ : ${ }^{6}$

$$
\begin{equation*}
\mathbb{E}\left[S_{N}(A)\left[\widehat{\phi}, \hat{\varphi}^{\dagger}\right]\right] \equiv \frac{C}{Z_{0}} \operatorname{Tr}\left(: S_{N}(A)\left[\widehat{\varphi}, \widehat{\varphi}^{\dagger}\right] \mathrm{e}^{-\widehat{S}\left[\widehat{\varphi}, \hat{\varphi}^{\dagger}\right]}: \mathbb{1}_{\mathbb{F}}\right) \tag{41}
\end{equation*}
$$

where the very GFT action $\widehat{S}\left[\widehat{\varphi}, \widehat{\varphi}^{\dagger}\right]$ is constructed as a quantum many-body operator on the Fock space. By (36), the explicit form of the expectation value reads

$$
\begin{equation*}
\mathbb{E}\left[S_{N}(A)\left[\widehat{\varphi}, \hat{\varphi}^{\dagger}\right]\right]=\frac{1}{1-N} \mathbb{E}\left[\ln \frac{\operatorname{Tr}\left(\rho\left[\widehat{\varphi}, \hat{\varphi}^{\dagger}\right]^{\otimes N} \mathbb{P}_{A}\right)}{\operatorname{Tr}\left(\rho\left[\widehat{\varphi}, \hat{\varphi}^{\dagger}\right]\right)^{N}}\right] \tag{42}
\end{equation*}
$$

If we choose to work in perturbative GFT regime, such that $S[\phi, \bar{\phi}]=S_{0}+\lambda S_{\text {int }}[\phi, \bar{\phi}]$, with $\lambda \ll 1$, then we deal with a polynomially perturbed generalised [45] Gaussian distribution for the random field, hence we can take advantage of the central limit theorem to get a good approximation of (42) in terms of a Taylor expansion around the mean values

$$
\begin{equation*}
\mathbb{E}\left[S_{N}(A)\left[\widehat{\varphi}, \hat{\varphi}^{\dagger}\right]\right] \approx \frac{1}{1-N} \ln \frac{\mathbb{E}\left[\operatorname{Tr}\left(\rho\left[\widehat{\varphi}, \hat{\varphi}^{\dagger}\right] \otimes N \mathbb{P}_{A}\right)\right]}{\mathbb{E}\left[\operatorname{Tr}\left(\rho\left[\widehat{\varphi}, \widehat{\varphi}^{\dagger}\right] \otimes N\right)\right]} \tag{43}
\end{equation*}
$$

[^15]plus corrections due to fluctuations around the mean values that are suppressed whenever the dimensionality of our quantum system gets extremely large. For standard random tensor network states [15], such a typical regime is realised in the large bond limit, when the dimension of the random tensor index (bond) space $\mathcal{H}_{\ell}$ is extremely large, $\operatorname{dim}\left(\mathcal{H}_{\ell}\right) \gg 1$.

In the GFT setting, one has to deal with infinite dimensional bond spaces, $\mathcal{H}_{\ell}=L^{2}(G)$, which automatically set the derivation in the typicality regime of [15]. Nevertheless, link spaces are regularised via a cut-off on the group representation space, such that

$$
\begin{equation*}
\left\langle g \mid g^{\prime}\right\rangle=D(\Lambda) \delta_{g, g^{\prime}} \tag{44}
\end{equation*}
$$

with $\delta_{g, g^{\prime}}$ equal to $\mathbb{1}$ if $g=g^{\prime}$ and 0 , otherwise. Therefore, with $D(\Lambda)$, the dimension of the bonds (links) of the network, one can consistently assume typicality to hold in the $D(\Lambda) \gg 1$ regime.

Given (43), the expression of the $N$-th Rényi entropy is mapped into a ratio of averaged partition functions,

$$
\begin{equation*}
\frac{Z_{N}}{Z_{0}^{N}} \equiv \frac{\mathbb{E}\left[\operatorname{Tr}\left(\rho\left[\widehat{\varphi}, \hat{\varphi}^{\dagger}\right]^{\otimes N} \mathbb{P}_{A}\right)\right]}{\mathbb{E}\left[\operatorname{Tr}\left(\rho\left[\widehat{\varphi}, \hat{\varphi}^{\dagger}\right]^{\otimes N}\right)\right]}, \tag{45}
\end{equation*}
$$

where we removed the bars over $Z_{N}, Z_{0}^{N}$ to simplify the notation.
Let us rewrite $\rho\left[\widehat{\varphi}, \widehat{\varphi}^{\dagger}\right] \otimes N$ as a trace contraction of individual link and nodes density matrices, similarly to (35). We restrict for simplicity to tensor network observables (16) with $n$ vertices and $L$ links, and with $p=n(q=0)$

$$
\begin{equation*}
\widehat{\Psi}_{\Gamma}\left[\hat{\varphi}^{\dagger}\right]\left(\mathbf{g}_{\boldsymbol{z}}\right)=\int \prod_{\mathfrak{p}=1}^{n} \mathrm{~d} \mathbf{g}_{\mathfrak{p}} \prod_{\mathfrak{p}=1}^{n} \hat{\varphi}^{\dagger}\left(\mathbf{g}_{\mathfrak{p}}\right) \prod_{\ell \in \Gamma}^{L} \mathrm{~d} h_{\ell} \prod_{\ell \in \Gamma}^{L} L_{\ell}\left(\mathbf{g}_{s(\ell)} h_{\ell} \mathbf{g}_{t(\ell)}^{-1}\right) \tag{46}
\end{equation*}
$$

where now the $\mathfrak{p}$ label coincides with the $v$-label of the nodes of the graph $\Gamma$. The $N t h$ replica of the density matrix operator describing a graph observable reads

$$
\begin{align*}
\rho^{\otimes N} & =\left(\int \prod_{v=1}^{n} \mathrm{~d} \mathbf{g}_{v} \mathrm{~d} \mathbf{g}_{v}^{\prime} \prod_{v=1}^{n} \hat{\varphi}^{\dagger}\left(\mathbf{g}_{v}\right) \widehat{\varphi}\left(\mathbf{g}_{v}^{\prime}\right) \prod_{\ell}^{L} \mathrm{~d} h_{\ell} \mathrm{d} h_{\ell}^{\prime} \prod_{\ell}^{L} L_{\ell} L_{\ell}^{\prime}\right)^{\otimes N}  \tag{47}\\
& =\int\left(\prod_{v=1}^{n} \mathrm{~d} \mathbf{g}_{v} \mathrm{~d} \mathbf{g}_{v}^{\prime} \prod_{v=1}^{n} \hat{\varphi}^{\dagger}\left(\mathbf{g}_{v}\right) \widehat{\varphi}\left(\mathbf{g}_{v}^{\prime}\right)\right)^{\otimes N}\left(\prod_{\ell}^{L} \mathrm{~d} h_{\ell} \mathrm{d} h_{\ell}^{\prime} \prod_{\ell}^{L} L_{\ell} L_{\ell}^{\prime}\right)^{\otimes N}  \tag{48}\\
& =\operatorname{Tr}\left[\left(\bigotimes_{v} \rho_{v}\right)^{\otimes N}\left(\bigotimes \rho_{\ell}\right)^{\otimes N}\right] . \tag{49}
\end{align*}
$$

The linearity of the trace allows for moving the expectation operator inside the integral and letting it act on the N replicas of the products of fields. We then write (45) as

$$
\begin{equation*}
\frac{\operatorname{Tr}\left[\otimes_{\ell} \rho_{\ell}^{N} \mathbb{E}\left[\left(\otimes_{v} \rho\left[\hat{\varphi}^{\dagger}\left(\mathbf{g}_{v}\right), \widehat{\varphi}\left(\mathbf{g}_{v}^{\prime}\right)\right]\right)_{v}^{\otimes N}\right] \mathbb{P}_{A}\right]}{\operatorname{Tr}\left[\otimes_{\ell} \rho_{\ell}^{N} \mathbb{E}\left[\left(\otimes_{v} \rho\left[\hat{\varphi}^{\dagger}\left(\mathbf{g}_{v}\right), \widehat{\varphi}\left(\mathbf{g}_{v}^{\prime}\right)\right]\right)_{v}^{\otimes N}\right]\right]} \tag{50}
\end{equation*}
$$

and we focus on the calculation of $\mathbb{E}\left[\otimes_{v} \rho_{v}^{\otimes N}\right]$.
The derivation in $[15,18]$ thereby proceeds by making two strongly simplifying assumptions. The first consists of the restriction to the case of a Gaussian (free) group field theory for describing the single node field statistics. The second assumes the expected value $\phi$ of the field operator at each node to be individually independently distributed (i.i.d.). The latter assumption corresponds, from a
physical viewpoint, to considering a non-interacting quantum many body system. The latter condition translates in particular into a local averaging condition, namely

$$
\begin{equation*}
\mathbb{E}\left[\left(\bigotimes_{v} \rho_{v}\right)^{\otimes N}\right] \rightarrow \bigotimes_{v} \mathbb{E}\left[\rho_{v}^{\otimes N}\right] \tag{51}
\end{equation*}
$$

which allows for an explicit calculation of the expectation value in terms of a product of $n 2 N$-point function of the free group field theory

$$
\begin{align*}
& \mathbb{E}\left[\rho_{v}^{\otimes N}\right] \equiv \frac{C}{Z_{0}} \operatorname{Tr}\left(: \rho\left[\hat{\phi}^{\dagger}\left(\mathbf{g}_{v}\right), \widehat{\varphi}\left(\mathbf{g}_{v}^{\prime}\right)\right]^{\otimes N} \mathrm{e}^{-\widehat{S}_{0}\left[\hat{\phi}, \hat{\varphi}^{\dagger}\right]}: \mathbb{1}_{\mathbb{F}}\right)  \tag{52}\\
= & \frac{1}{Z_{0}} \int \mathcal{D} \phi \mathcal{D} \bar{\phi} \delta_{C}\left[\phi-\phi_{\mathrm{GF}}\right]\langle\varphi|:\left[\hat{\phi}^{\dagger}\left(\mathbf{g}_{v}\right), \widehat{\varphi}\left(\mathbf{g}_{v}^{\prime}\right)\right]^{\otimes N} \mathrm{e}^{-\widehat{S}_{0}\left[\hat{\phi}, \hat{\varphi}^{\dagger}\right]}:|\varphi\rangle \\
= & \frac{1}{Z_{0}} \int \mathcal{D} \phi \mathcal{D} \bar{\phi} \delta_{C}\left[\phi-\phi_{\mathrm{GF}}\right](\phi, \bar{\phi})^{N} \mathrm{e}^{-S_{0}[\phi, \bar{\phi}]}  \tag{53}\\
= & \mathbb{E}_{0}\left[\left(\phi_{v} \bar{\phi}_{v}\right)^{N}\right] . \tag{54}
\end{align*}
$$

In the free case, in particular, one can evaluate the $2 N$-point functions at each node directly via Wick's theorem

$$
\begin{aligned}
\mathbb{E}_{0}\left[\prod_{a}^{N} \phi_{v}\left(\mathbf{g}_{a}\right) \overline{\phi_{v}\left(\mathbf{g}_{a}^{\prime}\right)}\right] & =\mathcal{C} \sum_{\pi_{v} \in \mathcal{S}_{N}} \int \prod_{a}^{N} \mathrm{~d} h_{a} \prod_{a}^{N} \delta_{v}\left(h_{a} \mathbf{g}_{a} \mathbf{g}_{\pi(a)}^{\prime}{ }^{\dagger}\right) \\
& =\mathcal{C} \sum_{\pi_{v} \in \mathcal{S}_{N}} \int \prod_{a}^{N} \mathrm{~d} h_{a} \mathbb{P}_{\mathbf{h}_{v}}(\pi)
\end{aligned}
$$

where the permutation operator acts strandwise (locally on the link spaces)

$$
\mathbb{P}_{\mathbf{g}}(\pi) \equiv \prod_{a}^{N} \delta\left(h_{a} \mathbf{g}_{a} \mathbf{g}_{\pi(a)}^{\prime}{ }^{\dagger}\right)=\prod_{s=1}^{4} \prod_{a}^{N} \delta\left(h_{a} g_{s a} g_{s \pi(a)}^{\prime}{ }^{\dagger}\right) \equiv \prod_{s}^{4} \mathbb{P}_{\mathbf{g}}^{s}(\pi)
$$

with $\mathbf{g}^{\prime}$ independent from $\mathbf{g}$, a labelling the replica order at each node, $\mathbf{h}$ denoting the set of $h_{a}$, $a=1, \cdots, N$.

When $h_{a}=\mathbb{1}$ for all $a$ from 1 to $N$,

$$
\begin{align*}
\mathbb{P}_{\mathbb{1}}(\pi) & =\prod_{a}^{N} \delta\left(\mathbf{g}_{a} \mathbf{g}_{\pi(a)}^{\prime}{ }^{\dagger}\right)  \tag{55}\\
& =\mathbb{P}\left(\pi ; N, D^{4}\right)=\prod_{s}^{4} \mathbb{P}^{s}\left(\pi ; N, D^{4}\right)
\end{align*}
$$

where $\mathbb{P}\left(\pi ; N, D^{4}\right)$ and $\mathbb{P}^{s}\left(\pi ; N, D^{4}\right)$ are the representations of $\pi \in \mathcal{S}_{N}$ on $\mathbb{H}^{\otimes 4}$ and $\mathbb{H}$, respectively.

The averaged partition functions, $Z_{N}$ and $Z_{0}^{N}$ become

$$
\begin{align*}
& Z_{N} \quad \approx \mathcal{C}^{V_{\Gamma}} \sum_{\pi_{v} \in \mathcal{S}_{N}} \int \prod_{v} \mathrm{~d} \mathbf{h}_{v} \operatorname{Tr}\left[\bigotimes_{\ell} \rho_{\ell}^{N} \bigotimes_{v} \mathbb{P}_{\mathbf{h}_{v}}\left(\pi_{v}\right) \mathbb{P}\left(\pi_{A}^{0} ; N, d\right)\right] \\
& \equiv \mathcal{C}^{V_{\Gamma}} \sum_{\pi_{v} \in \mathcal{S}_{N}} \int \prod_{v} \mathrm{~d} \mathbf{h}_{v} \mathcal{N}_{A}\left(\mathbf{h}_{v}, \pi_{v}\right),  \tag{56}\\
& Z_{0}^{N}=\mathcal{C}^{V_{\Gamma}} \sum_{\pi_{v} \in \mathcal{S}_{N}} \int \prod_{v} \mathrm{~d} \mathbf{h}_{v} \operatorname{Tr}\left[\bigotimes_{\ell} \rho_{\ell}^{N} \bigotimes_{v} \mathbb{P}_{\mathbf{h}_{v}}\left(\pi_{v}\right)\right] \\
& \equiv \mathcal{C}^{V_{\Gamma}} \sum_{\pi_{v} \in \mathcal{S}_{N}} \int \prod_{v} \mathrm{~d} \mathbf{h}_{v} \mathcal{N}_{0}\left(\mathbf{h}_{v}, \pi_{v}\right), \tag{57}
\end{align*}
$$

respectively corresponding to summations of Feynman graphs $\mathcal{N}_{A}\left(\mathbf{h}_{v}, \boldsymbol{\pi}_{v}\right)$ and $\mathcal{N}_{0}\left(\mathbf{h}_{v}, \boldsymbol{\pi}_{v}\right)$ labelled by permutation operators $\mathbb{P}_{\mathbf{h}_{v}}\left(\pi_{v}\right)$, at each node $v$, contracted with the $\rho_{\ell}^{N}$ densities at each link $\ell$ (see Figure 2). The difference between the reduced and full (density matrix) networks is encoded in the boundary condition, as $Z_{N}$ is defined with $\mathbb{P}\left(\pi_{A}^{0} ; N, d\right)$ on $A$ of $\partial \Gamma$ and $\mathbb{P}(\mathbb{1} ; N, d)$ on $B$ of $\partial \Gamma$, while $Z_{0}^{N}$ is defined with $\mathbb{P}(\mathbb{1} ; N, d)$ for all boundary region $\partial \Gamma$.


Figure 2. Free Group Field Theory propagators acting among two sets of N replicas for each node of the given graph.

It is easy to see at this stage what the impact of the i.i.d. assumption is in reducing the complexity of the propagator. ${ }^{7}$ In this case, the permutation operator $\mathbb{P}$ acts only among the N replicas of the same node, independently taken across the graph. Clearly, $\bigotimes_{v} \mathbb{E}\left(\rho_{v}^{N}\right) \neq \mathbb{E}\left(\otimes_{v}^{V} \rho_{v}^{N}\right)$ as the permutation group $\mathcal{S}_{2 N}$ is much smaller that $\mathcal{S}_{2 N V}$, reducing to $(2 N!)^{V}$ the number of permutation patterns with respect to the $(2 N V)$ ! allowed patterns of the indistinguishable case. Such a strong truncation is nevertheless consistent with a restriction to the tree-like, or "melonic", sector of the Feynmann diagrams of the 2 NV -point function, which we expect to provide the leading order contribution to the divergence degree.

From a qualitative point of view, a truly general result in GFT would require to consider a fully interacting GFT and to drop the i.i.d. assumption. Moreover, it would require to leave the tensor

[^16]where $\mathcal{S}_{N V_{\Gamma}}$ is the permutation group of $N V_{\Gamma}$ objects, which corresponds to the permutations of $N V_{\Gamma}$ nodes; $h_{n a}$ comes from the required gauge symmetry of the propagator; $\mathcal{C}$ is a constant factor.
network representation of the GFT multi-particle operator, and derive the entropy for the generic operator given in (15).

### 4.2. Mapping to BF Theory Partition Function

The partition functions $Z_{N}$ and $Z_{0}^{N}$ correspond to summations of two auxiliary networks $\mathcal{N}_{A}\left(\mathbf{h}_{v}, \pi_{v}\right)$ and $\mathcal{N}_{0}\left(\mathbf{h}_{v}, \pi_{v}\right)$. We shall proceed by giving the main ingredients of the derivation, while referring the reader to the original literature (see e.g., [18]) for a fully detailed description of the combinatorics of the calculation.

First of all, in opening the expressions for $Z_{N}$ and $Z_{0}^{N}$, we shall notice that the action of $\mathbb{P}_{\mathbf{h}_{v}}\left(\pi_{v}\right)$ at each node is decoupled among the incident legs. Due to the strandwise action of the propagator, the value of the networks $\mathcal{N}_{A}\left(\mathbf{h}_{v}, \pi_{v}\right)$ and $\mathcal{N}_{0}\left(\mathbf{h}_{v}, \pi_{v}\right)$ can be written as factorised products over internal (e.g., trivial propagators acting in the picture below) and boundary links


$$
\begin{gather*}
\mathcal{N}_{A}\left(\mathbf{h}_{v}, \pi_{v}\right)=\prod_{e \in \Gamma} \mathcal{L}_{e}\left(\pi_{v}, \pi_{v^{\prime}} ; \mathbf{h}_{v}, \mathbf{h}_{v^{\prime}}\right) \prod_{e \in A} \mathcal{L}_{e}\left(\pi_{v}, \pi_{A}^{0} ; \mathbf{h}_{v}\right) \prod_{e \in B} \mathcal{L}_{e}\left(\pi_{v}, \mathbb{1} ; \mathbf{h}_{v}\right)  \tag{59}\\
\mathcal{N}_{0}\left(\mathbf{h}_{v}, \pi_{v}\right)=\prod_{e \in \Gamma} \mathcal{L}_{e}\left(\pi_{v}, \pi_{v^{\prime}} ; \mathbf{h}_{v}, \mathbf{h}_{v^{\prime}}\right) \prod_{e \in \partial \Gamma} \mathcal{L}_{e}\left(\pi_{v}, \mathbb{1} ; \mathbf{h}_{v}\right) \tag{60}
\end{gather*}
$$

On the internal (dotted) links, $\mathcal{L}\left(\pi, \pi^{\prime}, \mathbf{h}, \mathbf{h}^{\prime}\right)$ can be written as a trace of a modified representation of a permutation group element $\mathcal{\omega} \equiv\left(\pi^{\prime}\right)^{-1} \pi$, such that


$$
\begin{equation*}
\mathcal{L}\left(\pi, \pi^{\prime} ; \mathbf{h}, \mathbf{h}^{\prime}\right)=\operatorname{Tr}\left[\mathbb{P}_{\mathbf{h}}(\pi) \rho_{e}^{N} \mathbb{P}_{\mathbf{h}^{\prime}}(\pi)\right]=\operatorname{Tr}\left[\mathbb{P}_{\mathbf{h}}\left(\left(\pi^{\prime}\right)^{-1} \pi\right)\right] \equiv \operatorname{Tr}\left[\mathbb{P}_{\mathbf{h}}(\omega)\right] \tag{61}
\end{equation*}
$$

where

$$
\mathbf{h}=\left\{H_{a} \mid H_{a} \equiv\left(h_{\omega(a)}^{\prime}\right)^{\dagger} h_{a}, \forall a=1, \cdots, N\right\} .
$$

In particular, any element $\omega \in \mathcal{S}_{N}$ can be expressed as the product of disjoint cycles $\mathcal{C}_{i}$

$$
\begin{equation*}
\omega \equiv \prod_{i}^{\chi(\omega)} \mathcal{C}_{i} \tag{62}
\end{equation*}
$$

leading to a specific simple form for the individual link contributions

$$
\begin{align*}
\mathcal{L}\left(\pi, \pi^{\prime} ; \mathbf{g}, \mathbf{g}^{\prime}\right) & =\operatorname{Tr}\left[\mathbb{P}_{\mathbf{g}}(\omega)\right]=\prod_{i} \operatorname{Tr}\left[\mathbb{P}_{\mathbf{g}}\left(\mathcal{C}_{i}\right)\right]  \tag{63}\\
& =\prod_{i} \int \prod_{k=1}^{r_{i}} \mathrm{~d} g_{a_{k}^{i}} \delta\left(H_{a_{k}^{i}} g_{a_{k}^{i}} g_{a_{[k] r_{i}+1}^{\dagger}}^{\dagger}\right)=\prod_{i}^{\chi(\omega)} \delta\left(\prod_{k=1}^{\overleftarrow{r_{i}}} H_{a_{k}^{i}}\right)
\end{align*}
$$

which is expressed as the product of the traces of the individual cycles $\mathcal{C}_{i}$. Indeed, one can eventually realise $[18,20]$ that the integral of the pattern networks $\mathcal{N}\left(\mathbf{h}_{v}, \boldsymbol{\pi}_{v}\right)$ on the gauge holonomies are equivalent to the amplitudes of a three-dimensional topological BF field theory [50], with given boundary condition. Such amplitudes are discretized on a specific 2-complex comprised by the $N$ replicas of the networks, with each different pattern $\mathbb{P}$ corresponding to a different 2 -complex. The simple form of the various functions entering the calculation of the entropy directly follows from the specific approximations used in the calculation of expectation values, namely the choice to neglect the GFT interactions and to consider tensor-network like observables with simple delta functions associated with the links' kernels.

In the local averaging setting, the expectation values of the partition functions therefore reduce to contractions of single node 2 N -point functions of the GFT model, expanded in series of Feynman amplitudes and corresponding to a local BF gravity spin-foams (see Figure 3). In particular, if one specifies to a 3-valent GFT field theory, with simplicial four-field interaction kernels, each domain amplitude will correspond to a Boulatov (or 3- $d$ BF theory) spinfoam amplitude, whose semi-classical limit coincides with Ponzano-Regge gravity [50].


Figure 3. (Above) Simple open graph associated with a boundary tensor state (and its conjugate). (Down) Cartoon picture of the expectation value of the partition function defined by the trace of the boundary tensor state density matrix. The $N$ replicas of the nodes of the graph define domain regions $\mathcal{D}$, connected among them via (replicas of) the graph links. The boundary links are contracted among the conjugate graphs via a global trace. The expectation value generates a set of independent spin-foam channels $\mathcal{N}$ among conjugate domains (GFT $2 N$-point functions), due to the i.i.d. assumption considered. Indistinguishability would instead merge the different spin-foams into a single one, raising the degree of correlations of the boundary degrees of freedom. Nevertheless, the local approximation seems to convey the leading order contribution of the quantum entanglement of the bipartite system.

### 4.3. Entanglement Scaling and Divergence Degree

Given the expression for the Rényi entropy, $e^{(1-N) S_{N}}=Z_{N} / Z_{0}^{N}$, finding the scaling of the entanglement entropy amounts to identifying the most divergent terms of the partition functions $Z_{N}$ and $Z_{0}^{N}$, which corresponds to the divergence degree of the BF theory amplitudes discretized on a lattice [58-62]. The recipe given in [18] consists of a combination of coarse graining and combinatorics.

Once given global boundary conditions for $\mathcal{N}_{0}, \pi=\mathbb{1}$ and $h=\mathbb{1}$, one can coarse-grain the boundary of $\mathcal{N}_{0}$ into a single node with $\pi=\mathbb{1}$ and $h=\mathbb{1}$. Accordingly, the boundary of $\mathcal{N}_{A}$ gets coarse-grained into two nodes, one of which corresponds to $A$ with $\pi=\mathcal{C}_{0}, h=\mathbb{1}$ and the other to $B$ with $\pi=\mathbb{1}$ and $h=\mathbb{1}$. The corresponding closed graphs are denoted as $\Gamma_{0}$ and $\Gamma_{A B}$. Once we take the expectation value on the $N$ replicas at each node, then a given pattern $\mathbb{P}\left(\pi_{v}\right)$ divides $\Gamma_{0}$ and $\Gamma_{A B}$ into regions (set of nodes), each one coloured with permutation group $\pi_{m}$ and $N$ integrals over $h_{m}$ (see Figure 4 below).


Figure 4. Example of a permutation pattern $\mathbb{P}\left(\pi_{v}\right)$ dividing $\Gamma_{A B}$ into regions (set of nodes), each one colored with permutation group element $\pi$ and $N$ integrals over holonomies $\mathbf{h}$.

In full analogy with the $S_{N}$ Ising model [15], links connecting different regions identify boundaries which can be interpreted as domain walls. We are interested in finding the scaling behaviour of the Rényi entropy in the large bond regime $D(\Lambda) \gg 1$, classically corresponding to the long-range ordered phase for such an Ising-like model, where the entropy of a boundary region is known to be directly related to the energy of the domain wall between domains of the order parameter [15].

Different local regions $R$, with uniform boundary conditions, can be further coarse-grained via gauge invariance to single block nodes. For a given region, the degree of divergence is counted by the number of links in the region, minus the number of trivialised links on a maximal spanning tree $T_{R}$

$$
\begin{equation*}
\#_{R}=\left(\#_{e \in R}-\#_{T_{R}}\right) N . \tag{64}
\end{equation*}
$$

One can then generally show that the pattern with no domain walls, $\Gamma_{0}$, corresponding to the ordered phase in which all nodes are assigned with the same permutation group, has the highest degree of divergence

$$
\begin{equation*}
\#_{0}=\left(\#_{e \in \Gamma_{0}}-\#_{T_{\Gamma_{0}}}\right) N, \tag{65}
\end{equation*}
$$

where $\#_{e \in \Gamma_{0}}$ is the number of links in the $\Gamma_{0}$ graph.
For the bipartite graph $\Gamma_{A B}$, defined by the assignment of different boundary conditions for $A$ and $B$, patterns with a single domain wall have higher divergence degree than the multi-domain walls configurations. The coarse-grained graph contains only two block nodes and one finds [18]

$$
\begin{equation*}
\#_{\Gamma_{A B}\left(\pi_{m}\right)} \leq \#_{A B}=\#_{0}+(1-N) \min \left(\#_{e \in \partial_{A B}}\right) \tag{66}
\end{equation*}
$$

The leading order divergence terms of the amplitudes are given by

$$
\left.\begin{array}{rl}
Z_{0}^{N} & =C^{V_{\Gamma}}[D(\Lambda)]^{\#_{0}} \\
Z_{N} & =C^{V_{\Gamma}}[D(\Lambda)]^{\#_{0}+(1-N) \min \left(\#_{e \in \partial}^{A B}\right.}
\end{array}\right)\left[1+\mathcal{O}\left(D(\Lambda)^{-1}\right)\right], ~ l
$$

and the $N$ th order Rényi entropy $S_{N}$ eventually reads

$$
\begin{equation*}
\mathrm{e}^{(1-N) S_{N}}=\frac{Z_{N}}{Z_{0}^{N}}=[D(\Lambda)]^{(1-N) \min \left(\#_{e \in \partial_{A B}}\right)}\left[1+\mathcal{O}\left(D(\Lambda)^{-1}\right)\right] \tag{67}
\end{equation*}
$$

When $N$ goes to 1 , the leading term of the entanglement entropy $S_{\mathrm{EE}}$ is given by

$$
\begin{equation*}
S_{\mathrm{EE}}=\min \left(\#_{e \in \partial_{A B}}\right) \ln D(\Lambda), \tag{68}
\end{equation*}
$$

where $D(\Lambda)$ with $\Lambda \gg 1$ reads as a regularisation of each BF bubble divergence $\delta(\mathbb{1})$.
The result, within a different formal setting, reproduces the universal behaviour typical of random tensor network states [15]. However, differently from the case of a standard random tensor network, the considered GFT states carry an inherent geometric characterisation. The graph $\Gamma$ is dual to a 2D simplicial complex. Each node is dual to a triangle and each link is dual to an edge of this complex, and the specific GFT model endows the simplicial complex with dynamical geometric data. In particular, the proportionality of the entropy to the cardinality of the minimal domain wall $\sigma_{\min } \equiv \min \left(\#_{e \in \partial_{A B}}\right)$ has a clear geometric interpretation, which becomes apparent in passing from a group element to a spin representation description of the dynamical fields, in the sense of discrete geometry. In this case, indeed, we have

$$
\begin{equation*}
\operatorname{Area}\left(\sigma_{\min }\right)=\sum_{e \in \sigma_{\min }} \ell_{e}\left(j_{e}\right)=\left\langle\ell_{j_{e}}\right\rangle\left|\sigma_{\min }\right| \tag{69}
\end{equation*}
$$

where the length of each edge $\ell_{j}$, in any given eigenstate of the length operator [26], is a function of the irreducible representation $j_{e}$ associated with it, and to the dual link. Therefore, the cardinality of the minimal global domain wall can be interpreted as the $1 D$-area (length) of a dual discrete minimal one-dimensional path and we can write $\mid \sigma_{\min \mid}=\operatorname{Area}\left(\sigma_{\min }\right) /\left\langle\ell_{j_{e}}\right\rangle$. [20].

Equation (68) can then be understood as the discrete tensor network analogue of the Ryu-Takayanagi formula in the context of group field theory [21], if we consider the path integral averaging over the open network $\Gamma$ as a simplified model of a bulk/boundary (spinfoam/network state) duality [18].

## 5. Holographic Scaling for Interacting with GFT

A complete geometric characterisation of the result requires working with a fully interacting GFT model. Indeed, it is the simplicial character of the interaction kernels that actually provides a connection between GFT and quantum gravity spin-foams. In this sense, both consistency and robustness of the result in (68) require exploring the possible modifications to the RT formula induced by group field interactions.

At the perturbative level, this amounts to calculating the first order correction of $\mathbb{E}\left[S_{N}(A)\right]$ in the GFT coupling constant $\lambda$, namely $\mathbb{E}\left[\operatorname{Tr}\left(\rho^{\otimes N} \mathbb{P}_{A}\right)\right]$ and $\mathbb{E}\left[\operatorname{Tr}\left(\rho^{\otimes N}\right)\right]$, with

$$
\begin{align*}
\mathbb{E}\left[\operatorname{Tr}\left(\rho^{\otimes N} \mathbb{P}_{A}\right)\right] & =\mathbb{E}_{0}\left[\operatorname{Tr}\left(\rho^{\otimes N} \mathbb{P}_{A}\right)\right]+\lambda \mathbb{E}_{0}\left[S_{\text {int }}[\phi, \bar{\phi}] \operatorname{Tr}\left(\rho^{\otimes N} \mathbb{P}_{A}\right)\right],  \tag{70}\\
\mathbb{E}\left[\operatorname{Tr}\left(\rho^{\otimes N}\right)\right] & =\mathbb{E}_{0}\left[\operatorname{Tr}\left(\rho^{\otimes N}\right)\right]+\lambda \mathbb{E}_{0}\left[S_{\text {int }}[\phi, \bar{\phi}] \operatorname{Tr}\left(\rho^{\otimes N}\right)\right] .
\end{align*}
$$

This is a combinatorially highly non-trivial problem, as the interaction processes correspond to further stranded diagrams that contribute to the expectation value of $Z_{A / 0}^{(N)}$ (see Figure 5). The
behaviour of the amplitudes for rank-3 fields and Boulatov (simplicial) four fields interaction kernel $\mathcal{V}^{\text {sym }}\left(\mathbf{g}^{(1)} \mathbf{g}^{(2)} \underline{\mathbf{g}}^{(1)} \underline{\mathbf{g}}^{(2)}\right)$

$$
\begin{aligned}
& \mathcal{K} \\
& \int \prod_{\ell=1}^{4} d h_{\ell} \delta\left(h_{1} g_{1}^{(1)}, h_{3} \underline{g}_{1}^{(1)}\right) \delta\left(h_{1} g_{2}^{(1)}, h_{4} \underline{g}_{2}^{(2)}\right) \delta\left(h_{1} g_{3}^{(1)}, h_{2} g_{3}^{(2)}\right) \\
& \delta\left(h_{2} g_{1}^{(2)}, h_{4} \underline{g}_{1}^{(2)}\right) \delta\left(h_{2} g_{2}^{(2)}, h_{3} \underline{g}_{2}^{(1)}\right) \delta\left(h_{3} \underline{g}_{3}^{(1)}, h_{4} \underline{g}_{3}^{(2)}\right)
\end{aligned}
$$

is studied in [20]. Therein, the authors provide a series of theorems aimed at constraining the complexity of the combinatorial pattern. In particular, it was shown that patterns with a single interaction happening between two incoming and two outgoing fields of the same network node $v$ leads at most to the same number of divergences as in a maximal case of the free theory, where the interaction at $v$ is replaced by a free propagation [20].


Figure 5. Examples of insertions of Boulatov 4-fields interaction vertices $\mathcal{V}$ in the amplitude among replicas of the individual node of the graph. Multiple of interaction vertices generate new faces in the amplitudes.

Interestingly, the situation changes if one drops the assumption of gauge invariance (closure) for the GFT field. In this case, the expected Nth Rényi entanglement entropy is estimated to be

$$
\begin{equation*}
\mathbb{E}_{\mathrm{n}-\mathrm{sym}}\left[S_{N}\left(\rho_{A}\right)\right] \approx[\ln D(\Lambda)-\lambda N] \min \left(\#_{e \in \partial_{A B}}\right) \tag{71}
\end{equation*}
$$

The linear order corrections do modify the asymptotical scaling of the Rènyi entanglement entropy with the area of a minimal surface. In particular, the results in [20] show that the proportionality factor is corrected by an additive term linear in the perturbed group field theory coupling constant $\lambda$. However, no additive leading order correction to the area scaling entropy formula emerges from the analysis. A more systematic analysis of such dynamical regularisation and its relation with the emergence of an effective gravitational coupling is an open interesting issue for future work.

## 6. Discussion and Conclusions

Group field theories realise a kinematical description of quantum space geometry in terms of discrete, pre-geometric degrees of freedom of combinatorial and algebraic nature, described in terms of spin-network states. In loop quantum gravity (LQG), such theories play the role of auxiliary field theories, whose partition functions, for appropriate choices of the kernels, provide
generating functionals for the LQG spinfoams: a covariant path integral realisation of spacetime as a transition amplitude between boundary spin network states. More generally, GFTs provide a versatile field-theoretic tool to study the very emergence of space-time quantum geometry via path integral techniques and a quantum many-body approach associated with their second quantised formalism [57,63]. Moreover, as higher order generalisations of matrix models, group field theories can be put in direct formal relation with tensor network algorithms [10-12,17,18] in condensed matter theory.

In this review, we considered a setting similar to that of a gauge field theory on a lattice, which in the background independent quantum gravity context consists of nets of fundamental quanta of space that admit an interpretation as quantized fuzzy geometries.


The entanglement structure of the wave-function for such collections of quanta is encoded into a $\infty$-rank tensor of coefficients, which we interpret here as an open GFT network state. In [18-20], such an open GFT spin network is interpreted as a tensor network representation of some quantum geometry wave-function, with physical indices corresponding to boundary degrees of freedom of the "auxiliary" GFT network state, realised by a spin network.

In this setting, the degree of entanglement of a generic quantum region of space can be measured holographically, in terms of the entanglement entropy of the bipartite auxiliary spin network. Such entanglement is directly related to the topology of the internal network, which, differently from many similar derivations in quantum gravity, is only partially fixed by the choice of the auxiliary network architecture. Indeed, due to the random character of the nodes, expectation values imply a dynamical characterisation of the internal graph topology, which end up being directly specified by the choice of the GFT model. Therefore, different GFT models a priori induce different architecture for the internal network, with higher order interactions corresponding to a higher degree of connectivity of the graph.

The GFT formalism, along the lines first proposed by [15], allows for an explicit computation of the entanglement entropy, which in [18-20] is realised within a set of simplifying assumptions:

1. indistinguishability and i.i.d.: the symmetry of the group field naturally selects a bosonic quantum many-body characterisation for the quanta comprising our network states. This translates into indistinguishability for the nodes comprising the network. Furthermore, along with the results in [15], in the statistical evaluation of the averaged Rényi entropy, 'tensor' fields at the nodes are individually independently distributed. This leads to a sensible simplification of the auxiliary bulk averages, reduced to a set of local amplitudes defined among conjugate domains of replicas of the fields at each node. Such i.i.d. assumption is a natural choice in [15], where random tensor networks are associated with maximally mixed states. In our setting, accordingly, the i.i.d. assumption presupposes actual absence of dynamical interaction among the quanta sitting at the nodes of the graph. Effectively, quanta couples through the network only via local adjacent link entanglement. Such a non-interacting quantum many-body assumption is very strong. Nevertheless, it is consistent with the simplifying choice of dealing with product coherent states in the adopted 2 nd quantised formalism. On the other hand, the i.i.d. assumption embodies some a priori knowledge of the position of the individual nodes (their replicas and conjugates) on the graph, hence somehow violating indistinguishability.
2. maximally entangled bonds: the class of GFT tensor networks considered is further radically characterised by link states given by maximally entangled pair states, associated with gluing kernels realised in terms of bivalent intertwiners with $\delta\left(g_{s(\ell)} h_{\ell} g_{t(\ell)}^{-1}\right)$ coefficients. In principle, the choice of the link state can be generalised to a more general kernel, while still being expressed in terms of the mutual information among the half link states [14].
3. propagator holonomies are set to $h_{\ell}=\mathbb{1}$ for all link $\ell \in \Gamma$ : this assumption makes the state $\left|\Psi_{\Gamma}\right\rangle$ lying in the flat vacuum state recently considered in the context of Loop Quantum Gravity [64].
4. finite link space (bond) dimension $D$ : while taking a large leg space dimension $D \gg 1$ limit, we always deal with a finite-dimensional restriction of the leg spaces $L^{2}[G, \mu]$, obtained through the introduction of a sharp cut-off $\Lambda$ in the group representation, such that $\delta(g)=D(\Lambda)$, for $g \in G$. More radically, one could regularise the divergences via "box" normalization of $\delta(g) \in L^{2}[G, \mu]$ by using quantum groups. Interestingly, such a quantum deformation can be related to the cosmological constant $\Lambda$ in the semi-classical regime of the spinfoam formalism (see e.g., $[65,66]$ ).
5. tensor network setting: we work with regular networks of 3-valent nodes. The GFT interaction kernels adopted correspond to the ones defining the Boulatov model for 3D gravity. The coupling $\lambda$ of the interaction term is always assumed to be much smaller than 1, allowing for a perturbative expansion of the expectation value of the Rényi entropy in $\lambda$.

As a result, the set of assumptions above induces a structure of correlations that is essentially local in its leading contribution to the entropy, even when the interaction among fields at different nodes is considered $[18,20]$. This suggests that the emergence of the dominant holographic behaviour for the entropy is intertwined with the universality features of the large bond regime. In the presence of (weak) interactions, such area scaling behaviour is shown to remain a solid feature of the quantum typical regime [20]. ${ }^{8}$

Many aspects can be tuned to further test such a holographic behaviour in the specific aproach. At the level of the free theory, it would be interesting to look at changes in the area scaling due to minimal modification of the very free propagator, via more general heat-kernel techniques, possibly expressed in terms of a different choice of mutual information among the half link states [14]. For higher order perturbations, where the diagrams are dominated by the bulk structure, induced by the creation of new interaction vertices [20], we may expect significant changes in the area scaling behaviour, even if the local averaging scheme induced by the i.i.d. assumption is preserved. Outside the typicality regime, it is natural to expect that fluctuations in the annealed average (43) become more and more relevant and the area scaling behaviour is eventually lost. A detailed study in this sense requires strong computational efforts, necessary to explore the properties and combinatorics of the dynamically induced bulk auxiliary networks.

More generally, concerning the potential of the GFT formalism in the study of holographic entanglement in quantum geometry, much still remain to be understood. We showed how the formalism of second quantization for GFT, and the use of a coherent state basis, allow for a new approach to the study of entanglement in quantum geometry. Standard quantum mechanical correlations among links and nodes of the quantum many-body network state are replaced by correlations among excitations of modes of the tensor field representing the particle. This is likely the right formalism for understanding the diverse roles played by entanglement in quantum gravity, from the local entanglement among single quanta responsible for the connectivity of a quantum geometry configuration, to the local and non-local entanglement among modes of the GFT field, intended as elementary excitations induced by the collective behaviour of the underlying many-body quantum system. This would effectively allow for maximally disregarding the auxiliary spin network structures and work in full indistinguishability with bosonic GFT quanta of geometry in the Fock space.

[^17]However, harnessing entanglement in the 2nd quantisation formalism is still a fundamental open problem already in condensed matter and quantum information theory [68-70]. In our derivation, the second quantisation scheme was in fact only partially realised. Indistinguishability would have actually prevented us from defining an AB-factorisation of the Hilbert space. In this regard, we proceeded by selecting a single graph Hilbert space within the full Fock space, hence coming back to a first quantisation formalism. Indistinguishability was further violated by the local averaging approach, in Section 4.1, induced by the i.i.d. assumption. A GFT derivation that makes full use of the mode aspect of second quantization is therefore substantially left for future work. Success in this sense would be evocative of (and consistent with) the general perspective that sees continuum spacetime and geometry as emergent from the collective, quantum many-body description of the fundamental GFT degrees of freedom, the same perspective motivating a large part of the literature and in particular the one concerned with GFT renormalization (both perturbative and non-perturbative) [71-82].

Most recent work in this direction focussed on entanglement among GFT modes induced by interaction, starting from a generalization of the Bogoliubov description of a weakly interacting Bose gas to the GFT framework [83]. Analogous insights on the inherently dynamic character of entanglement among GFT modes in second quantization appear in the series of recent results proposing a general procedure for constructing states that describe macroscopic, spatially homogeneous universes as Bose-Einstein condensates (see e.g., [53]). Strong results in this sense would provide a new quantitative tool to unravel the relation between entanglement, holography and emergence of spacetime geometry in quantum gravity.

For instance, an interesting direct correspondence between black holes and Bose-Einstein condensates (BECs) of gravitons at the point of maximal packing was recently proposed in [84], though within a standard effective field theory framework. In this case, the physics of maximally-packed gravitational systems is identified with the general behaviour of BECs at the critical point of the quantum phase transition, while collective nearly gapless excitations of the quantum condensate are shown to define the holographic degrees of freedom responsible for the known semiclassical holographic properties of black holes (BH) [84]. In this exemplary case, GFTs would provide a unique non-perturbative formalism to investigate the foundations of black hole entropy [85] and holography as a general quantum phenomenon of nature.
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## Appendix A. Coherent States Over-Completeness

Consider two coherent state $|\varphi\rangle$ and $\left|\varphi^{\prime}\right\rangle$. One can prove that they are not orthogonal

$$
\begin{equation*}
\left\langle\varphi \mid \varphi^{\prime}\right\rangle=\frac{1}{\mathcal{N}_{\varphi} \mathcal{N}_{\varphi^{\prime}}} \exp \left[\int \mathrm{d} \mathbf{g} \overline{\varphi(\mathbf{g})} \varphi^{\prime}(\mathbf{g})\right] . \tag{A1}
\end{equation*}
$$

The state $|\varphi\rangle$ can be decomposed by the $n$-particle state basis $\left|\cdots, \mathbf{g}_{a}, \cdots\right\rangle$ as

$$
\begin{equation*}
|\varphi\rangle=|0\rangle\langle 0 \mid \varphi\rangle+\sum_{n=1}^{\infty} \int \prod_{a=1}^{n} \mathrm{~d} \mathbf{g}_{a}\left|\mathbf{g}_{1}, \cdots, \mathbf{g}_{n}\right\rangle\left\langle\mathbf{g}_{1}, \cdots, \mathbf{g}_{n} \mid \varphi\right\rangle \tag{A2}
\end{equation*}
$$

where $\left\langle\mathbf{g}_{1}, \cdots, \mathbf{g}_{n} \mid \varphi\right\rangle$ is given as

$$
\begin{align*}
\left\langle\mathbf{g}_{1}, \cdots, \mathbf{g}_{n} \mid \varphi\right\rangle & =\frac{1}{\mathcal{N}_{\varphi}} \frac{1}{\sqrt{n!}} \prod_{a}^{n}\left[\int \mathrm{~d} \mathbf{g}_{a}^{\prime} \varphi\left(\mathbf{g}_{a}^{\prime}\right)\right]\left\langle\mathbf{g}_{1}, \cdots, \mathbf{g}_{n} \mid \mathbf{g}_{1}^{\prime}, \cdots, \mathbf{g}_{n}^{\prime}\right\rangle \\
& =\frac{1}{\mathcal{N}_{\varphi}} \frac{1}{(n!)^{3 / 2}} \sum_{\pi \in \mathcal{S}_{n}} \prod_{a}^{n}\left[\int \mathrm{~d}_{a}^{\prime} \mathrm{d} h_{a} \varphi\left(\mathbf{g}_{a}^{\prime}\right) \delta\left(\mathbf{g}_{\pi(a)} h_{a}\left(\mathbf{g}_{a}^{\prime}\right)^{+}\right)\right] \\
& =\frac{1}{\mathcal{N}_{\varphi}} \frac{1}{\sqrt{n!}} \prod_{a}^{n} \varphi\left(\mathbf{g}_{a}\right) \tag{A3}
\end{align*}
$$

In order to obtain the resolution of identity in terms of $|\varphi\rangle$, let us first introduce the gauge fixed field $\varphi_{\mathrm{GF}}$

$$
\begin{equation*}
\varphi_{\mathrm{GF}}(\mathbf{g}) \equiv \varphi\left(\mathbf{g} h_{1}^{-1}\right)=\varphi\left(\mathbb{1}, h_{2} h_{1}^{-1}, h_{3} h_{1}^{-1}, h_{4} h_{1}^{-1}\right) \equiv \varphi([\mathbf{g}]) . \tag{A4}
\end{equation*}
$$

Then, we have the identities

$$
\begin{align*}
& \int \mathcal{D} \varphi \mathcal{D} \bar{\varphi} \delta_{\mathbb{C}}\left[\varphi-\varphi_{\mathrm{GF}}\right] \mathrm{e}^{-K \int \mathrm{~d} \mathbf{g} \overline{\varphi(\mathbf{g})} \varphi(\mathbf{g})}\left\langle\mathbf{g}_{1}, \cdots, \mathbf{g}_{n} \mid \varphi\right\rangle\left\langle\varphi \mid \mathbf{g}_{1}^{\prime}, \cdots, \mathbf{g}_{n}^{\prime}\right\rangle \\
= & \frac{1}{n!} \int \mathcal{D} \varphi \mathcal{D} \bar{\varphi} \delta_{\mathbb{C}}\left[\varphi-\varphi_{\mathrm{GF}}\right] \mathrm{e}^{(-K-1) \int \mathrm{d} \mathbf{g} \overline{\varphi(\mathbf{g})} \varphi(\mathbf{g})} \prod_{a}^{n} \varphi\left(\mathbf{g}_{a}\right) \overline{\varphi\left(\mathbf{g}_{a}^{\prime}\right)} \\
= & \frac{1}{n!} \int \mathcal{D} \varphi_{\mathrm{GF}} \mathcal{D} \overline{\varphi_{\mathrm{GF}}} \mathrm{e}^{(-K-1) \int \mathrm{d} \mathbf{g} \overline{\varphi_{\mathrm{GF}}(\mathbf{g})} \varphi_{\mathrm{GF}}(\mathbf{g})} \prod_{a}^{n} \varphi_{\mathrm{GF}}\left(\mathbf{g}_{a}\right) \overline{\varphi_{\mathrm{GF}}\left(\mathbf{g}_{a}^{\prime}\right)} \\
= & \mathcal{C} \frac{1}{n!} \sum_{\pi \in \mathcal{S}_{n}} \prod_{a=1}^{n} \delta^{3}\left(\left[\mathbf{g}_{a}^{\prime}\right]\left[\mathbf{g}_{\pi(a)}^{+}\right]\right) \\
= & C \frac{1}{n!} \sum_{\pi \in \mathcal{S}_{n}} \prod_{a=1}^{n} \int \mathrm{~d} h_{a} \delta^{4}\left(\mathbf{g}_{a}^{\prime} h_{a} \mathbf{g}_{\pi(a)}^{\dagger}\right) \\
= & C\left\langle\mathbf{g}_{1}, \cdots, \mathbf{g}_{n} \mid \mathbf{g}_{1}^{\prime}, \cdots, \mathbf{g}_{n}^{\prime}\right\rangle, \tag{A5}
\end{align*}
$$

where $K$ is a parameter which we assume to be real, and $C$ is a constant number

$$
\begin{equation*}
C \equiv \int \mathcal{D} \varphi \mathcal{D} \bar{\varphi} \delta_{\mathbb{C}}\left[\varphi-\varphi_{\mathrm{GF}}\right] \exp \left[(-K-1) \int \mathrm{d} \mathbf{g} \overline{\varphi(\mathbf{g})} \varphi(\mathbf{g})\right] \tag{A6}
\end{equation*}
$$

For the third equality, we use the Wick's theorem, and, for the fourth equality, we reintroduce the gauge symmetry such that the arguments of $\varphi$ are equal in weight.

The resolution of identity in the Fock space $\mathbb{F}$ is in terms of $|\varphi\rangle$

$$
\begin{equation*}
\mathbb{1}_{\mathbb{F}}=C^{-1} \int \mathcal{D} \varphi \mathcal{D} \bar{\varphi} \delta_{\mathbb{C}}\left[\varphi-\varphi_{\mathrm{GF}}\right] \mathrm{e}^{-K \int \mathrm{~d} \mathbf{g} \overline{\varphi(\mathbf{g})} \varphi(\mathbf{g})}|\varphi\rangle\langle\varphi| . \tag{A7}
\end{equation*}
$$
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#### Abstract

Despite its importance in general relativity, a quantum notion of general covariance has not yet been established in quantum gravity and cosmology, where, given the a priori absence of coordinates, it is necessary to replace classical frames with dynamical quantum reference systems. As such, quantum general covariance bears on the ability to consistently switch between the descriptions of the same physics relative to arbitrary choices of quantum reference system. Recently, a systematic approach for such switches has been developed. It links the descriptions relative to different choices of quantum reference system, identified as the correspondingly reduced quantum theories, via the reference-system-neutral Dirac quantization, in analogy to coordinate changes on a manifold. In this work, we apply this method to a simple cosmological model to demonstrate how to consistently switch between different internal time choices in quantum cosmology. We substantiate the argument that the conjunction of Dirac and reduced quantized versions of the theory defines a complete relational quantum theory that not only admits a quantum general covariance, but, we argue, also suggests a new perspective on the 'wave function of the universe'. It assumes the role of a perspective-neutral global state, without immediate physical interpretation that, however, encodes all the descriptions of the universe relative to all possible choices of reference system at once and constitutes the crucial link between these internal perspectives. While, for simplicity, we use the Wheeler-DeWitt formulation, the method and arguments might be also adaptable to loop quantum cosmology.
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## 1. Introduction

General covariance is a celebrated feature of general relativity. It asserts that all the laws of physics are the same in all reference frames and independent of coordinates. It not only permits us to describe the physics from arbitrary choices of reference frame, but also to switch between the different descriptions at will. General covariance is the origin of the diffeomorphism invariance of the theory and thereby leads to profound conceptual consequences [1]: Physical systems are neither localized nor evolve with respect to a background spacetime, but relative to one another. General covariance thus already implies classically that coordinates are not a fundamental concept in physics. While they are practical for any concrete calculations of the physics in a given spacetime, already classically, one could, instead, use dynamical degrees of freedom as reference systems relative to which to describe the physics, incl. the dynamics of spacetime [1-9].

In quantum cosmology and quantum gravity the situation becomes more extreme: Since one does not quantize spacetime and its matter content relative to a background, coordinate systems
are a priori absent altogether. Consequently, it becomes a necessity to employ dynamical degrees of freedom as quantum reference systems relative to which to describe the physics [1-4,9-37]. Ordinary coordinate systems are only expected to be reconstructed from such reference systems in a semiclassical, large-scale limit.

A question that has so far received little attention in quantum gravity and cosmology is how to establish a quantum notion of general covariance, despite its fundamental importance to the theory supposed to be quantized. A reason is perhaps the absence of coordinates and the (attempted) outright diffeomorphism invariance in quantum gravity. However, already classically, general covariance is less about coordinates and, operationally, primarily about linking the descriptions relative to different reference frames. Similarly, given the absence of coordinates, quantum general covariance can only refer to the ability to consistently switch between the descriptions of the same physics relative to arbitrary choices of quantum reference system. This includes both spatial and temporal reference systems.

As an initial step, we shall address this question in the context of a simple isotropic and homogeneous quantum cosmological model in this article, exploiting a novel framework for quantum reference systems [38-41] and building up on the earlier works [20-22]. As such, we will here not be concerned with spatial reference systems [38,39,41], but only internal times to which one usually resorts for defining temporal localization in quantum cosmology [9-12,16-37].

The use of different choices of internal times in parametrized systems and cosmological models has been considered, e.g., in [11,30,42-44], but no explicit switches between the different choices were constructed. Instead, the so-called multiple choice problem associated with the problem of time was diagnosed $[11,12]$. This is the purported problem that generically there are no distinguished internal time choices and that different choices of internal times would lead to unitarily inequivalent quantum theories. Switching between different internal time choices was only later studied in a semiclassical approach [20-22,45] and, for a restricted set of choices, at the level of reduced quantization [46-49]. Nevertheless, the meaning of quantum general covariance remained elusive.

One of our aims here will be to begin clarifying both technically and conceptually what quantum general covariance is, at least in the simplified context of quantum cosmology. The method and concepts, however, extend, at least in principle, to full quantum gravity. To this end, I will invoke a recent unifying approach to switching quantum reference systems in both quantum foundations and gravity [38-40]. This approach blends operational quantum reference frame methods [41], aiming at quantum covariance too, with the ideas underlying the semiclassical clock switches in [20-22,45] and conceptual arguments concerning the 'wave function of the universe' and how to accommodate different frame perspectives in it [50]. In particular, in [40] it was already shown that it provides a systematic method for switching between different choices of relational quantum clocks and this will be exploited below.

The key feature of the method in [38-40] is that it identifies a consistent quantum reduction procedure that maps the Dirac quantized theory to the various reduced quantized versions of it relative to different choices of quantum reference systems. It identifies the physical Hilbert space of the Dirac quantization as a reference-system-neutral quantum super structure and the various reduced quantum theories as the physics described relative to the corresponding choice of reference system. In analogy to a coordinate change on a manifold, one can then switch between different choices of quantum reference system by inverting a given quantum reduction map and concatenating it with the forward reduction map associated with the new choice of reference system. Just as with coordinate changes, this will not always work globally, but this, I argue, is the structure defining quantum general covariance in a canonical formulation [38-40]. In particular, a complete relational quantum theory, admitting quantum general covariance, is the conjunction of its Dirac and various reduced quantized versions, just like the classical theory contains both the constraint surface and reduced phase spaces [40]. By linking the various (generally unitarily inequivalent) reduced quantizations, the multiple choice problem becomes
a multiple choice feature of the complete relational quantum theory [40], just like general covariance is a feature of general relativity.

In this work, I will apply this method to the simple flat Friedman-Robertson-Walker (FRW) universe filled with a massless, homogeneous scalar field and show how to consistently switch between choosing either the scale factor or the field as an internal time in both the classical and quantum theory and how the different descriptions are explicitly linked. This model has become a fairly standard example in Wheeler-DeWitt type quantum cosmology [30,31,37] and loop quantum cosmology $[25,26,34,36]$ and has recently even been reconstructed from a full quantum gravity theory [27,28]. Our discussion will be of relevance to each of these approaches, although loop quantization related subtleties need be taken into account before this framework can be directly applied to the latter two approaches (see later comments).

In the conclusions, I will use this explicit construction to argue more generally that quantum general covariance also entails a novel perspective on the 'wave function of the universe'. It provides the handle to relate quantum states of subsystems 'as seen' by other subsystems to 'the wave function of the universe', linking frame-dependent and frame-independent descriptions of the physics and thereby suggesting a new interpretation of states in quantum cosmology. In particular, I propose to view the 'wave function of the universe' as a perspective-neutral global state that does not admit an immediate physical interpretation, but that encodes all the descriptions of the universe relative to all possible choices of reference system at once and constitutes the crucial link between all these internal perspectives. This will substantiate (and partially amend) an earlier proposal for interpreting the 'wave function of the universe' and rendering it compatible with operationally significant relative states [50] (see also the earlier discussion in [51]).

## 2. The Flat FRW Model with Massless Scalar Field

Consider an isotropic and homogeneous FRW universe, filled with a homogeneous scalar field $\phi(t)$ and described by a metric $\mathrm{d} s^{2}=-\mathrm{d} t^{2}+a^{2}(t)\left(\mathrm{d} r^{2} /\left(1-k r^{2}\right)+r^{2} \mathrm{~d} \Omega^{2}\right)$, where $a(t)$ is the scale factor and $k=-1,0,+1$ characterize open, flat and closed universes, respectively. For quantization later, it will be convenient to rather choose $\alpha:=\ln a$, so that $(\alpha, \phi) \in \mathbb{R}^{2}$ will be our configuration variables. This choice also simplifies the form of the Hamiltonian constraint, generating the dynamics, and yields ${ }^{1}$ $C_{H}=p_{\phi}^{2}-p_{\alpha}^{2}-4 k \exp (4 \alpha)+4 m^{2} \phi^{2} \exp (6 \alpha)$, where $m$ is the mass of the field, e.g., see [25,26,30-37]. For illustrative purposes, we shall henceforth set the mass and curvature to zero, $m=k=0$, such that the Hamiltonian constraint takes a particularly simple Klein-Gordon form

$$
\begin{equation*}
C_{H}=p_{\phi}^{2}-p_{\alpha}^{2} \approx 0 \tag{1}
\end{equation*}
$$

where $\approx$ denotes a weak equality $[52,53]$. Hence, we can equivalently interpret the dynamics as either a flat FRW model with massless scalar field, or as a relativistic particle in $1+1$ dimensions.

To understand the quantum internal time switches, it is necessary to first carefully revisit the classical model.

### 2.1. Classical Relational Dynamics and Internal Time Switches

It is clear that $p_{\phi}, p_{\alpha}$ are dependent constants of motion and thus Dirac observables, as are

$$
\begin{equation*}
\Lambda=p_{\alpha} \phi+p_{\phi} \alpha, \quad L=p_{\phi} \phi+p_{\alpha} \alpha \tag{2}
\end{equation*}
$$

We have not yet selected a temporal reference with respect to which to interpret the dynamics. The constraint surface $\mathcal{C}$ defined by (1) encodes all possible internal time choices at once, as reflected

[^18]also in the redundancy of its description, and constitutes an internal-time-neutral super structure [40] (see also [38,39]). As such, $\mathcal{C}$ itself does not admit the interpretation as the physics described relative to a reference system; it is also not a phase space, but a pre-symplectic manifold.

Using $\Lambda$ or $L$, we can construct relational Dirac observables [1,3,5-9,14-22,40] in various ways For simplicity, we choose $\alpha, \phi$ as internal times, exploiting that they are globally monotonic. For compactness of notation, denote by $e$ and $t$ the evolving and clock configuration degree of freedom, respectively, which are either $e=\phi$ and $t=\alpha$, or vice versa. The relational observable describing the evolution of $e$ with respect to $t$ can be easily constructed by evaluating the right-hand side of $\Lambda=p_{\alpha} \phi+p_{\phi} \alpha$ along the trajectories generated by $C_{H}$ (with flow parameter $s$ ) and noting that $\Lambda$ is a constant of motion, producing

$$
\begin{equation*}
e(\tau):=\left.e(s)\right|_{t(s)=\tau}=\frac{1}{p_{t}}\left(\Lambda-p_{e} \tau\right)=-\frac{p_{e}}{p_{t}}(\tau-t)+e . \tag{3}
\end{equation*}
$$

(The situation is completely symmetric in $\alpha$ and $\phi$.) This parameter family of Dirac observables gives the value of $e$ when the clock $t$ reads $\tau$. We would have to carefully regularize the inverse powers of $p_{t}$ in the subsequent reduced phase spaces and quantum theory. While this can be done [40], it will be convenient to make a variable change in the evolving degrees of freedom to avoid these complications. Instead of the canonical pair $\left(e, p_{e}\right)$, we will henceforth look at the evolution of the affine pair $\left(E:=e p_{e}, p_{e}\right)$, satisfying $\left\{E, p_{e}\right\}=p_{e}$, with respect to $t$. This amounts to evaluating $L$ instead of $\Lambda$ and yields

$$
\begin{equation*}
E(\tau):=\left.E(s)\right|_{t(s)=\tau} \approx L-p_{t} \tau=-p_{t}(\tau-t)+E, \quad p_{e}(\tau):=\left.p_{e}(s)\right|_{t(s)=\tau}=p_{e} \tag{4}
\end{equation*}
$$

so that we have no singular behavior to worry about.
We wish to remove the redundant clock degrees of freedom from among the dynamical variables through reduction [40]. To this end, it will be convenient to factorize (1),

$$
C_{H}=s_{t} C_{+}^{t} C_{-}^{t}, \quad C_{ \pm}^{t}:=p_{t} \pm h_{e}, \quad h_{t}:=\left|p_{e}\right|, \quad \begin{cases}+1, & t=\phi  \tag{5}\\ -1, & t=\alpha\end{cases}
$$

$h_{e}$ will assume the role of a Hamiltonian. We have the following situation:
(i) $\operatorname{On} \mathcal{C}_{ \pm}^{t} \subset \mathcal{C}$, defined by $C_{ \pm}^{t}=0$ and $p_{t} \neq 0$, we have

$$
\begin{equation*}
\frac{\mathrm{d} \cdot}{\mathrm{~d} s}=\left\{\cdot, C_{H}\right\} \approx \mp 2 s_{t} h_{e}\left\{\cdot, C_{ \pm}^{t}\right\} \tag{6}
\end{equation*}
$$

so that $C_{ \pm}^{t}$ generates the dynamics on $\mathcal{C}_{ \pm}^{t}$. Since $h_{e}>0$, the flows generated by $C_{+}^{t}$ and $C_{-}^{t}$ are opposite to and aligned with that of $C_{H}$, respectively, for $t=\phi$ and aligned with and opposite to that of $\mathcal{C}_{H}$, respectively, for $t=\alpha$. That is, $\phi$ runs 'backward' on $\mathcal{C}_{+}^{\phi}$ and 'forward' on $\mathcal{C}_{-}^{\phi}$, while $\alpha$ expands on $\mathcal{C}_{+}^{\alpha}$ and contracts on $\mathcal{C}_{-}^{\alpha}$. Backward/expanding and forward/contracting will correspond to positive and negative frequency solutions, respectively, in the quantum theory.
(ii) The set $p_{\alpha}=p_{\phi}=0$ is the shared boundary between $\mathcal{C}_{+}^{\phi}$ and $\mathcal{C}_{-}^{\phi}$, as well as between $\mathcal{C}_{+}^{\alpha}$ and $\mathcal{C}_{-}^{\alpha}$. Notice that orbits with $p_{\alpha}=p_{\phi}=0$ are just points in $\mathcal{C}$ so that the latter is stratified by gauge orbits of different dimension. Since $\mathrm{d} C_{H}=0$ for $p_{\alpha}=p_{\phi}=0$, no gauge-fixing surface can pierce every such gauge orbit once and only once.

The situation is summarized in Figure 1 for convenience.


Figure 1. Schematic representation of the constraint surface $\mathcal{C}$, defined by (1), as a 'light cone' in momentum space. Its four components have the following physical interpretation. Red: contracting universe, but $\phi$ runs 'backward'. Blue: contracting universe and $\phi$ runs 'forward'. Green: expanding universe and $\phi$ runs 'forward'. Purple: expanding universe, but $\phi$ runs 'backward'. At the intersection point (the origin) the dynamics is static.

On $\mathcal{C}_{ \pm}^{t}$ we can thus use $C_{ \pm}^{t}$ as evolution generators and their relational dynamics is equivalent to that of $C_{H}$. Indeed, on $\mathcal{C}_{ \pm}^{t}$ we find ( $s_{ \pm}$denotes the flow parameter of $C_{ \pm}^{t}$ ):

$$
\begin{equation*}
E_{ \pm}(\tau):=\left.E\left(s_{ \pm}\right)\right|_{t\left(s_{ \pm}\right)=\tau}= \pm\left|p_{e}\right|(\tau-t)+E, \quad p_{e \pm}(\tau):=\left.p_{e}\left(s_{ \pm}\right)\right|_{t\left(s_{ \pm}\right)=\tau}=p_{e} \tag{7}
\end{equation*}
$$

which is (4) after solving (1). The relational Dirac observables being gauge-invariant extensions of gauge-restricted quantities [5,6,40,53], we can now gauge fix the clock to, e.g., $t=0$ and evaluate (7) on this surface $\mathcal{G}_{t=0}$ without loss of dynamical information. This will produce two separate reduced phase spaces $\mathcal{P}_{ \pm}^{e(t)} \simeq \overline{\mathcal{C}}_{ \pm}^{t} \cap \mathcal{G}_{t=0}$ for positive/negative frequency modes, where $\overline{\mathcal{C}}_{ \pm}^{t}$ is $\mathcal{C}_{ \pm}^{t}$ including its boundary $p_{\alpha}=p_{\phi}=0$. Of course, due to (ii) these gauge-fixed reduced phase spaces will miss all point-like orbits with $p_{\alpha}=p_{\phi}=0$ and $t \neq 0$ and so their union does not coincide with the space of orbits $\mathcal{C} / \sim$, where $\sim$ identifies points in the same orbit. We comment on this shortly.

The Dirac bracket for any functions $F, G$ on $\mathcal{C}_{ \pm}^{t}$ reads

$$
\begin{equation*}
\{F, G\}_{D_{ \pm}}=\{F, G\}-\left\{F, C_{ \pm}^{t}\right\}\{t, G\}+\{F, t\}\left\{G, C_{ \pm}^{t}\right\} \tag{8}
\end{equation*}
$$

All Dirac brackets involving the redundant clock variables $\left(t, p_{t}\right)$ vanish, which can thus be removed. Furthermore, the affine bracket

$$
\begin{equation*}
\left\{E, p_{e}\right\}_{D_{ \pm}} \equiv\left\{E, p_{e}\right\}=p_{e} \tag{9}
\end{equation*}
$$

is well-defined everywhere. By contrast, the canonical $\left\{e, p_{e}\right\}_{D_{ \pm}}$is undefined for $p_{e}=0$. Hence, we take $\mathcal{P}_{ \pm}^{e(t)}$ to be fundamentally defined through the affine algebra (9). Then we could define $e:=E / p_{e}$ on $\mathcal{P}_{ \pm}^{e(t)}$, yielding a derived canonical relation $\left\{e, p_{e}\right\}_{D_{ \pm}}=1$.

On $\mathcal{P}_{ \pm}^{e(t)}$ the relational observables (7) become

$$
\begin{equation*}
E_{ \pm}(\tau)= \pm\left|p_{e}\right| \tau+E, \quad p_{e \pm}(\tau)=p_{e} \tag{10}
\end{equation*}
$$

and satisfy the following equations of motion

$$
\begin{equation*}
\frac{\mathrm{d} E_{ \pm}}{\mathrm{d} \tau}= \pm\left|p_{e}\right|=\left\{E_{ \pm}, \pm h_{e}\right\}_{D_{ \pm}} \quad \frac{\mathrm{d} p_{e_{ \pm}}}{\mathrm{d} \tau}=0=\left\{p_{e_{ \pm}}, \pm h_{e}\right\}_{D_{ \pm}} \tag{11}
\end{equation*}
$$

which are thus generated by the physical Hamiltonian $\pm h_{e}$.
This can now genuinely be interpreted as the evolution described relative to the clock $t$, which, being the reference system, has become dynamically redundant and an evolution parameter $\tau$ (see also [40]). Notice also that the measure-zero set of ignored orbits that distinguishes (the union of) $\mathcal{P}_{ \pm}^{e(t)}$ from the space of orbits is redundant for relational dynamics. Indeed, the ignored orbits correspond to the static point-like orbits with $p_{\alpha}=p_{\phi}=0$ and $t \neq 0$, where $\left(E, p_{e}\right)$ are directly independent observables. However, all their information is already encoded in (10): for $p_{e}=0$, $E_{ \pm}(\tau)=E$ does not depend on $\tau$, which, however, runs over all possible values of $t$. It is thus physically justified to work with the gauge-fixed reduced phase space $\mathcal{P}_{ \pm}^{e(t)}$ rather than the abstract reduced phase space $\mathcal{C} / \sim$. We will also see that the relation between the Dirac and reduced quantized theories is consistent with this observation.

Next, we interchange the roles of $e$ and $t$, i.e., we switch to using $e$ as the clock and $t$ as an evolving variable [40]. The corresponding map between the corresponding reduced phase spaces $\mathcal{P}_{ \pm}^{e(t)}$ and $\mathcal{P}_{ \pm}^{t(e)}$ involves the gauge transformation generated by $C_{H}$ which maps $\mathcal{C} \cap \mathcal{G}_{t=0}$ to, e.g., $\mathcal{C} \cap \mathcal{G}_{e=0}$. Solving the equations of motion generated by $C_{H}$, one easily finds that one has to flow a parameter distance $s=s_{t} t_{0} / 2 p_{t}$ in $\mathcal{C}$, where $t_{0}$ is the clock value prior to the transformation. Dropping the redundant variables, this yields the following maps ${ }^{2}$

$$
\begin{array}{ll}
\mathcal{S}_{t_{+} \rightarrow e_{ \pm}}: \mathcal{P}_{+}^{e(t)} \rightarrow \mathcal{P}_{ \pm}^{t(e)}, & \left(E, p_{e}\right) \mapsto\left(T=E, p_{t}=-\left|p_{e}\right|\right), \\
\mathcal{S}_{t_{-} \rightarrow e_{ \pm}}: \mathcal{P}_{-}^{e(t)} \rightarrow \mathcal{P}_{ \pm}^{t(e)}, & \left(E, p_{e}\right) \mapsto\left(T=E, p_{t}=+\left|p_{e}\right|\right),
\end{array}
$$

where $T=t p_{t}$ is the evolving affine variable after the clock switch. Notice that gauge transformations preserve $\mathcal{C}_{i}^{\alpha} \cap \mathcal{C}_{j}^{\phi}, i, j=+,-$, i.e., the four quadrants of Figure 1. Hence, e.g., $\mathcal{S}_{t_{+} \rightarrow e_{ \pm}}$maps the $p_{e}<0$ and $p_{e}>0$ halves of $\mathcal{P}_{+}^{e(t)}$ onto the $p_{t}<0$ halves of $\mathcal{P}_{+}^{t(e)}$ and $\mathcal{P}_{-}^{t(e)}$, respectively, etc. (For example, $\mathcal{S}_{\alpha_{+} \rightarrow \phi_{-}}$switches from the description of the 'expanding-forward' sector (green quadrant in Figure 1) relative to $\alpha$ to its description relative to $\phi$.) Respecting this, one obtains a 'continuous' relational evolution, despite the clock switch: Using (10) and setting $\tau_{e}^{i}=E_{+}\left(\tau_{t}^{f}\right) / p_{e}=: e_{+}\left(\tau_{t}^{f}\right)$ as the initial value of the new clock $e$ after the clock switch, where $\tau_{t}^{f}$ was the final value of the old clock $t$ prior to it, one consistently finds ${ }^{3}$

$$
\begin{equation*}
T_{ \pm}\left(\tau_{e}^{i}\right)=p_{t} \tau_{t}^{f}, \quad \text { on } \mathcal{P}_{ \pm}^{t(e)} \tag{13}
\end{equation*}
$$

We shall see the quantum analog of this later. We emphasize that due to the intermediate gauge transformation the clock switch proceeds via the internal-time-neutral $\mathcal{C}$ [40].

### 2.2. Reduced Quantization Relative to a Choice of Internal Time

We proceed by quantizing the gauge-fixed reduced phase spaces $\mathcal{P}_{ \pm}^{e(t)}$ of this model universe. Subsequently, we will link the various reduced quantum theories via the internal-time-neutral Dirac quantized theory. For simplicity, we resort to the Wheeler-DeWitt formulation in the Dirac procedure, but we note that the loop quantization of this FRW model can be cast into a very similar form (modulo observables) [34]. There is thus good hope that the below framework for switching internal times can be adapted to loop quantum cosmology. Before doing so, however, one must overcome loop quantization related subtleties, which I briefly comment on in the conclusions.

[^19]Since we will encounter several Hilbert spaces and transformations along the way, we summarize the various classical and quantum reduction steps and their relation in Figure 2 for guidance.


Figure 2. Diagrammatic overview of the relation between Dirac and the four reduced quantizations. In a nutshell, the physical Hilbert space is mapped to any of the four (positive or negative frequency) reduced Hilbert spaces by first trivializing the Hamiltonian constraint via $\mathcal{T}_{\phi}$ or $\mathcal{T}_{\alpha}$ to the corresponding choice of internal time variable and subsequently projecting onto the classical internal time gauge-fixing condition. (Details in the main text.)

Recall that $\mathcal{P}_{ \pm}^{e(t)}$ is defined through the affine algebra (9). However, it turns out to be equivalent to quantize these phase spaces in either the affine or standard canonical method. We promote the Dirac bracket $\{\ldots,\}_{D_{ \pm}}$to a commutator [.,.] and (e, $p_{e}$ ) to conjugate or $\left(E, p_{e}\right)$ to affinely related operators on a Hilbert space $\mathcal{H}_{ \pm}^{e(t)}:=L^{2}(\mathbb{R})$. In the canonical momentum representation, we represent states as

$$
\begin{equation*}
|\psi\rangle_{ \pm}^{e(t)}=\int_{-\infty}^{+\infty} \mathrm{d} p_{e} \psi_{ \pm}^{e(t)}\left(p_{e}\right)\left|p_{e}\right\rangle_{e}, \tag{14}
\end{equation*}
$$

the inner product as

$$
\begin{equation*}
\langle\psi \mid \chi\rangle_{ \pm}^{e(t)}=\int_{-\infty}^{+\infty} \mathrm{d} p_{e}\left[\psi_{ \pm}^{e(t)}\left(p_{e}\right)\right]^{*} \chi_{ \pm}^{e(t)}\left(p_{e}\right), \tag{15}
\end{equation*}
$$

$\hat{p}_{e}$ as a multiplication operator and the configuration observables as ${ }^{4}$

$$
\begin{equation*}
\hat{e} \psi_{ \pm}^{e(t)}\left(p_{e}\right)=i \partial_{p_{e}} \psi_{ \pm}^{e(t)}\left(p_{e}\right), \quad \hat{E} \psi_{ \pm}^{e(t)}\left(p_{e}\right)=i\left(p_{e} \partial_{p_{e}}+\frac{1}{2}\right) \psi_{ \pm}^{e(t)}\left(p_{e}\right) . \tag{16}
\end{equation*}
$$

These are self-adjoint and for states with $\lim _{p_{e} \rightarrow \pm \infty} \sqrt{\left|p_{e}\right|} \psi_{ \pm}^{e(t)}\left(p_{e}\right)=0$ we can equivalently work with $\hat{e}$ or $\hat{E}$ which also satisfies $\hat{E}=\frac{1}{2}\left(\hat{e} \hat{p}_{e}+\hat{p}_{e} \hat{e}\right) .{ }^{5}$ The evolving observables (10) become

$$
\begin{equation*}
\hat{E}_{ \pm}(\tau)= \pm\left|\hat{p}_{e}\right| \tau+\hat{E}, \quad \hat{p}_{e \pm}(\tau)=\hat{p}_{e} \tag{17}
\end{equation*}
$$

[^20]and satisfy the Heisenberg equations with Hamiltonian $\hat{H}= \pm \hat{h}_{e}= \pm\left|\hat{p}_{e}\right|$ on $\mathcal{H}_{ \pm}^{e(t)}$
\[

$$
\begin{equation*}
\frac{\mathrm{d} \hat{E}_{ \pm}}{\mathrm{d} \tau}= \pm\left|\hat{p}_{e}\right|=-i\left[\hat{E}_{ \pm}, \hat{H}\right] \quad \frac{\mathrm{d} \hat{p}_{e_{ \pm}}}{\mathrm{d} \tau}=0=-i\left[\hat{p}_{e_{ \pm}}, \hat{H}\right] \tag{18}
\end{equation*}
$$

\]

### 2.3. The Internal-Time-Neutral Dirac Quantization

We continue with Dirac quantization (see Figure 2), promoting ( $\alpha, p_{\alpha}$ ) and ( $\phi, p_{\phi}$ ) to conjugate operators on a kinematical Hilbert space $\mathcal{H}_{\text {kin }}:=L^{2}\left(\mathbb{R}^{2}\right)$. The solutions to the quantum constraint

$$
\begin{equation*}
\hat{C}_{H}|\psi\rangle_{\text {phys }}=\left(\hat{p}_{\phi}^{2}-\hat{p}_{\alpha}^{2}\right)|\psi\rangle_{\text {phys }} \stackrel{!}{=} 0 . \tag{19}
\end{equation*}
$$

will define the physical Hilbert space $\mathcal{H}_{\text {phys }}$. Using group averaging [23,38-40,54-57], $|\psi\rangle_{\text {phys }}=$ $\delta\left(\hat{C}_{H}\right)|\psi\rangle_{\text {kin }}$, and working in momentum representation with kinematical wave functions $\psi_{\text {kin }}\left(p_{\phi}, p_{\alpha}\right)$, we find physical states to be of the form

$$
\begin{equation*}
|\psi\rangle_{\text {phys }}=\int_{-\infty}^{+\infty} \frac{\mathrm{d} p_{e}}{2\left|p_{e}\right|}\left[\psi_{\text {kin }}^{e(t)}\left(-\left|p_{e}\right|, p_{e}\right)\left|-\left|p_{e}\right|\right\rangle_{t}\left|p_{e}\right\rangle_{e}+\psi_{\text {kin }}^{e(t)}\left(\left|p_{e}\right|, p_{e}\right)| | p_{e}| \rangle_{t}\left|p_{e}\right\rangle_{e}\right] \tag{20}
\end{equation*}
$$

and the physical inner product as

$$
\begin{equation*}
\langle\psi \mid \chi\rangle_{\text {phys }}=\int_{-\infty}^{+\infty} \frac{\mathrm{d} p_{e}}{2\left|p_{e}\right|}\left[\left(\psi_{\text {kin }}^{e(t)}\left(-\left|p_{e}\right|, p_{e}\right)\right)^{*} \chi_{\text {kin }}^{e(t)}\left(-\left|p_{e}\right|, p_{e}\right)+\left(\psi_{\text {kin }}^{e(t)}\left(\left|p_{e}\right|, p_{e}\right)\right)^{*} \chi_{\text {kin }}^{e(t)}\left(\left|p_{e}\right|, p_{e}\right)\right] \tag{21}
\end{equation*}
$$

where for compactness of notation we have set

$$
\psi_{\text {kin }}^{e(t)}\left(p_{t}=\mp\left|p_{e}\right|, p_{e}\right):= \begin{cases}\psi_{\text {kin }}\left(\mp\left|p_{\alpha}\right|, p_{\alpha}\right), & t=\phi,  \tag{22}\\ \psi_{\text {kin }}\left(p_{\phi}, \mp\left|p_{\phi}\right|\right), & t=\alpha, \\ e=\phi .\end{cases}
$$

The situation is completely symmetric in $\alpha$ and $\phi$ and we will exploit this for the internal time switches. For interpretation it is useful to note that the position representation of the states reads

$$
\begin{equation*}
\psi_{\text {phys }}^{ \pm}(e, t)=\int_{-\infty}^{+\infty} \frac{\mathrm{d} p_{e}}{4 \pi\left|p_{e}\right|} e^{i\left(\mp\left|p_{e}\right| t+p_{e} e\right)} \psi_{\mathrm{kin}}^{e(t)}\left(\mp\left|p_{e}\right|, p_{e}\right), \tag{23}
\end{equation*}
$$

where $\psi_{\text {phys }}^{ \pm}$are the positive/negative frequency solutions of the Klein-Gordon equation. It is easy to convince oneself that

$$
\begin{equation*}
\langle\psi \mid \chi\rangle_{\text {phys }}=2 \pi\left[\left(\psi_{\text {phys }}^{+} \chi_{\text {phys }}^{+}\right)_{\mathrm{KG}}-\left(\psi_{\text {phys }}^{-} \chi_{\text {phys }}^{-}\right)_{\mathrm{KG}}\right], \tag{24}
\end{equation*}
$$

where $(\psi, \chi)_{\mathrm{KG}}=i \int \mathrm{~d} e\left(\psi^{*} \partial_{t} \chi-\left(\partial_{t} \psi^{*}\right) \chi\right)$ is the usual Klein-Gordon inner product in which positive and negative frequency solutions are orthogonal (see also [54]). Physical states and inner product thus decompose into a sum of positive and negative frequency modes. It follows from Figure 1 that for $e=\alpha$ and $t=\phi$ positive/negative frequency solutions correspond to classical backward/forward evolution in $\phi$. Conversely, for $e=\phi$ and $t=\alpha$, positive/negative frequency solutions correspond to evolving relative to an expanding/contracting $\alpha$. It is standard (and usually justified) to ignore the negative frequency solutions [25,26,34]; here we shall not do that as they will be interesting when switching internal times. In particular, it is easy to convince oneself, using (21) and Figure 1, that both the positive and negative frequency part of a physical state for $e=\alpha$ overlap with both the positive and negative frequency part of the same physical state associated with $e=\phi$.

Choosing a symmetric ordering, the relational Dirac observables (4) are quantized as

$$
\begin{equation*}
\hat{E}(\tau)=-\hat{p}_{t} \tau+\frac{1}{2}\left(\hat{p}_{t} \hat{t}+\hat{t} \hat{p}_{t}+\hat{e} \hat{p}_{e}+\hat{p}_{e} \hat{e}\right)+i=-\hat{p}_{t} \tau+\hat{t} \hat{p}_{t}+\hat{p}_{e} \hat{e}+i, \quad \hat{p}_{e}(\tau)=\hat{p}_{e} \tag{25}
\end{equation*}
$$

and commute with $\hat{C}_{H}$; however, $\hat{E}(\tau)$ only does so on $\mathcal{H}_{\text {phys }}$. This is also the reason for the $+i$ term, which ensures that $\hat{E}(\tau)$ is Hermitian with respect to (21) and ultimately self-adjoint on $\mathcal{H}_{\text {phys }}$, see Appendix A.

In analogy to the classical $\mathcal{C}$, I propose to conceive of $\mathcal{H}_{\text {phys }}$ as the internal-time-neutral quantum structure [40]. In the Dirac quantized theory, we have not yet chosen a temporal reference system with respect to which to interpret the dynamics. This is reflected in the redundancy of the representation of states (20), inner product (21) and relational observables (25); we have not yet decided whether $t=\alpha$ or $\phi$ and we could have selected a different internal time altogether. Just as with $\mathcal{C}, \mathcal{H}_{\text {phys }}$ encodes all internal clock choices at once and it features no Heisenberg evolution equations for relational observables.

### 2.4. Quantum Reduction: From Dirac to Reduced Quantization

Next, we perform the quantum reduction procedure that maps the Dirac to the various reduced quantized theories [38-40] and ultimately permits us to switch internal times also in the quantum theory. In analogy to the classical case, it proceeds as follows (see Figure 2): (i) choose an internal time; (ii) trivialize the constraint to the internal time to render it redundant; (iii) project onto the classical gauge-fixing conditions, corresponding to the choice of internal time, to remove the redundancy.

We define the trivialization map

$$
\begin{equation*}
\mathcal{T}_{t}:=\mathcal{T}_{t+}+\mathcal{T}_{t-}, \quad \mathcal{T}_{t \pm}:=\exp \left( \pm i \hat{t}\left(\hat{h}_{e}-\epsilon\right)\right) \theta\left(\mp \hat{p}_{t}\right) \tag{26}
\end{equation*}
$$

where $\theta(0)=\frac{1}{2}$. The theta function separates positive and negative frequency modes and the transformation is akin to the time evolution map in $t$ time, except that the latter appears as an operator. In consequence, $\mathcal{T}_{t}$ does not commute with $\hat{C}_{H}$ and maps $\mathcal{H}_{\text {phys }}$ to a new Hilbert space $\mathcal{H}_{\text {phys }}^{e(t)}:=\mathcal{T}_{t}\left(\mathcal{H}_{\text {phys }}\right)$. Using the tools of [40], one can check that its inverse $\mathcal{T}_{t}^{-1}: \mathcal{H}_{\text {phys }}^{e(t)} \rightarrow \mathcal{H}_{\text {phys }}$ is given by

$$
\begin{equation*}
\mathcal{T}_{t}^{-1}:=\mathcal{T}_{t+}^{-1}+\mathcal{T}_{t-}^{-1}, \quad \mathcal{T}_{t \pm}^{-1}:=\exp \left(\mp i \hat{t}\left(\hat{h}_{e}-\epsilon\right)\right) \theta\left(\mp \hat{p}_{t}\right) \tag{27}
\end{equation*}
$$

and satisfies $\mathcal{T}_{t}^{-1} \mathcal{T}_{t}=\theta\left(-\hat{p}_{t}\right)+\theta\left(\hat{p}_{t}\right)=\mathbb{1}$ only on $\mathcal{H}_{\text {phys }}$ and only for $\epsilon>0$. The role of the parameter $\epsilon$ is thus to render (26) invertible.

The key property of (26) is that it trivializes $\hat{C}_{H}$ to the clock variables. More precisely,

$$
\begin{equation*}
\mathcal{T}_{t \pm} \hat{C}_{ \pm}^{t} \mathcal{T}_{t \pm}^{-1}=\left(\hat{p}_{t} \pm \epsilon\right) \theta\left(\mp \hat{p}_{t}\right), \quad \mathcal{T}_{t \mp} \hat{C}_{ \pm}^{t} \mathcal{T}_{t \mp}^{-1}=\left(\hat{p}_{t} \pm 2 \hat{h}_{e} \mp \epsilon\right) \theta\left( \pm \hat{p}_{t}\right) \tag{28}
\end{equation*}
$$

and so $\mathcal{T}_{t \pm}$ trivializes $\hat{C}_{ \pm}^{t}$ from (5) in the positive/negative frequency sector such that it only acts on the clock variables upon transformation. Together

$$
\begin{equation*}
\mathcal{T}_{q} \hat{C}_{H} \mathcal{T}_{q}^{-1}=s_{t}\left(\hat{p}_{t}-2 \hat{h}_{e}+\epsilon\right)\left(\hat{p}_{t}+\epsilon\right) \theta\left(-\hat{p}_{t}\right)+s_{t}\left(\hat{p}_{t}+2 \hat{h}_{e}-\epsilon\right)\left(\hat{p}_{t}-\epsilon\right) \theta\left(\hat{p}_{t}\right) . \tag{29}
\end{equation*}
$$

It is thus not surprising to find the states of $\mathcal{H}_{\text {phys }}^{e(t)}$ in the form

$$
\begin{equation*}
|\psi\rangle_{\text {phys }}^{e(t)}:=\mathcal{T}_{t}|\psi\rangle_{\text {phys }}=\int_{-\infty}^{+\infty} \frac{\mathrm{d} p_{e}}{2\left|p_{e}\right|}\left[\psi_{\text {kin }}^{e(t)}\left(-\left|p_{e}\right|, p_{e}\right)|-\epsilon\rangle_{t}\left|p_{e}\right\rangle_{e}+\psi_{\text {kin }}^{e(t)}\left(\left|p_{e}\right|, p_{e}\right)|\epsilon\rangle_{t}\left|p_{e}\right\rangle_{e}\right] . \tag{30}
\end{equation*}
$$

Hence, apart from distinguishing the positive/negative frequency sectors, the clock-slot of the state has become redundant. It is easy to convince oneself that $\mathcal{T}_{t}$ constitutes an isometry from $\mathcal{H}_{\text {phys }}$ to $\mathcal{H}_{\text {phys }}^{e(t)}$.

After a straightforward calculation one finds that the relational Dirac observables (25) transform as follows to $\mathcal{H}_{\text {phys }}^{e(t)}$ :

$$
\begin{align*}
\mathcal{T}_{t} \hat{E}(\tau) \mathcal{T}_{t}^{-1} & =\left(\left|\hat{p}_{e}\right| \tau+\hat{p}_{e} \hat{e}+i\right) \theta\left(-\hat{p}_{t}\right)+\left(-\left|\hat{p}_{e}\right| \tau+\hat{p}_{e} \hat{e}+i\right) \theta\left(\hat{p}_{t}\right), \\
\mathcal{T}_{t} \hat{p}_{e}(\tau) \mathcal{T}_{t}^{-1} & =\hat{p}_{e} \theta\left(-\hat{p}_{t}\right)+\hat{p}_{e} \theta\left(\hat{p}_{t}\right) . \tag{31}
\end{align*}
$$

On the respective positive/negative frequency sectors, these almost coincide with the reduced evolving observables (17) on $\mathcal{H}_{ \pm}^{e(t)}$.

To complete the quantum reduction to $\mathcal{H}_{ \pm}^{e(t)}$ we note the following:

$$
\begin{equation*}
\langle\psi \mid \chi\rangle_{\mathrm{phys}} \equiv \frac{1}{2}\langle\psi \mid \chi\rangle_{+}^{e(t)}+\frac{1}{2}\langle\psi \mid \chi\rangle_{-}^{e(t)} \tag{32}
\end{equation*}
$$

where $\langle\psi \mid \chi\rangle_{ \pm}^{e(t)}$ is the inner product (15), provided

$$
\begin{equation*}
\psi_{ \pm}^{e(t)}\left(p_{e}\right):=\frac{\psi_{\mathrm{kin}}^{e(t)}\left(\mp\left|p_{e}\right|, p_{e}\right)}{\sqrt{\left|p_{e}\right|}} \tag{33}
\end{equation*}
$$

The reduced state is thereby essentially the Newton-Wigner wave function associated with the positive/negative frequency solutions of the constraint (19). However, there is a small difference: usually, one restricts to positive frequency solutions in which case the Newton-Wigner wave function involves an additional factor $1 / \sqrt{2}$ [58]. This would here imply $\langle\psi \mid \chi\rangle_{\text {phys }} \equiv\langle\psi \mid \chi\rangle_{+}^{e(t)}$. While this could be done, here we shall not discard negative frequency modes as they are also physically interesting, in particular when switching internal times in cosmology, see Figure 1 (e.g., we would be discarding forward evolution in $\phi$ ). Therefore, we keep the normalization as in (33), so that positive and negative frequency modes can be simultaneously normalized.

It is now easy to see that with an additional transformation for the measure

$$
\begin{equation*}
\widehat{\sqrt{\left|p_{e}\right|}} \mathcal{T}_{t}|\psi\rangle_{\text {phys }}=\frac{1}{2}|-\epsilon\rangle_{t}|\psi\rangle_{+}^{e(t)}+\frac{1}{2}|+\epsilon\rangle_{t}|\psi\rangle_{-}^{e(t)} \tag{34}
\end{equation*}
$$

we can identify $|\psi\rangle_{ \pm}^{e(t)}$ with the reduced states (14) on $\mathcal{H}_{ \pm}^{e(t)}$. We also recover the reduced evolving observables (17) in the corresponding sectors (here the $+i$ term in (25) is crucial)

$$
\begin{align*}
\widehat{\sqrt{\left|p_{e}\right|}} \mathcal{T}_{t} \hat{E}(\tau) \mathcal{T}_{t}^{-1}\left(\widehat{\sqrt{\left|p_{e}\right|}}\right)^{-1} & =\left(\left|\hat{p}_{e}\right| \tau+\hat{E}\right) \theta\left(-\hat{p}_{t}\right)+\left(-\left|\hat{p}_{e}\right| \tau+\hat{E}\right) \theta\left(\hat{p}_{t}\right) \\
& =\hat{E}_{+}(\tau) \theta\left(-\hat{p}_{t}\right)+\hat{E}_{-}(\tau) \theta\left(\hat{p}_{t}\right)  \tag{35}\\
\widehat{\sqrt{\left|p_{e}\right|}} \mathcal{T}_{t} \hat{p}_{e}(\tau) \mathcal{T}_{t}^{-1}\left(\widehat{\sqrt{\left|p_{e}\right|}}\right)^{-1} & =\hat{p}_{e} \theta\left(-\hat{p}_{t}\right)+\hat{p}_{e} \theta\left(\hat{p}_{t}\right)
\end{align*}
$$

Projecting onto the classical gauge-fixing conditions $t=0$, in some analogy to the Page-Wootters construction [59], removes the redundant clock-slot and finally yields the states of the reduced theory

$$
\begin{equation*}
|\psi\rangle_{ \pm}^{e(t)}=2 \sqrt{2 \pi}_{t}\langle t=0| \theta\left(\mp \hat{p}_{t}\right) \sqrt{\left|p_{e}\right|} \mathcal{T}_{t}|\psi\rangle_{\text {phys }} \tag{36}
\end{equation*}
$$

This projection is compatible with the observables and the inner product. Its image is the Heisenberg picture on $\mathcal{H}_{ \pm}^{e(t)}$; e.g., (36) can be interpreted as an initial state at $t=0$. This completes the quantum reduction from the Dirac quantized theory to the reduced one relative to internal time $t$, see Figure 2.

### 2.5. Quantum Internal Time Switches

This quantum reduction procedure now enables us to switch from the relational quantum dynamics relative to $t$ to that relative to $e$ [40]. Just as with the classical case, we can thus interchange the roles of $t$ and $e$ and the following is the quantum analog of it. In analogy to a coordinate change on a manifold, we have to invert the quantum reduction map associated with $t$ and concatenate it with that associated with $e$. This will map from the reduced Hilbert spaces $\mathcal{H}_{ \pm}^{e(t)}$ via the internal-time-neutral $\mathcal{H}_{\text {phys }}$ to $\mathcal{H}_{ \pm}^{t(e)}$ :

$$
\begin{gather*}
\hat{\mathcal{S}}_{t_{+} \rightarrow e_{ \pm}}: \mathcal{H}_{+}^{e(t)} \rightarrow \mathcal{H}_{ \pm}^{t(e)}  \tag{37}\\
\hat{\mathcal{S}}_{t_{+} \rightarrow e_{ \pm}}:=2 \sqrt{2 \pi}_{e}\langle e=0| \theta\left(\mp \hat{p}_{e}\right) \widehat{\sqrt{\left|\hat{p}_{t}\right|}} \mathcal{T}_{e \pm} \mathcal{T}_{t+}^{-1}\left(\sqrt{\left|p_{e}\right|}\right)^{-1} \frac{\left|p_{t}=-\epsilon\right\rangle_{t}}{2} \otimes,
\end{gather*}
$$

where $\mathcal{T}_{e}$ is identical to (26), except that $t$ and $e$ are interchanged. Here, $\left|p_{t}=-\epsilon\right\rangle_{t} \otimes$ mean tensoring the input state $|\psi\rangle_{+}^{e(t)}$ with this factor, which amounts to restoring gauge invariance as $\left|p_{t}=-\epsilon\right\rangle_{t}=$ $1 / \sqrt{2 \pi} \int \mathrm{~d} t \exp (-i t \epsilon)|t\rangle_{t}$ averages over the classical gauge-fixing conditions $t=$ const. Similarly, for the negative frequency modes, we have

$$
\begin{gather*}
\hat{\mathcal{S}}_{t_{-} \rightarrow e_{ \pm}}: \mathcal{H}_{-}^{e(t)} \rightarrow \mathcal{H}_{ \pm}^{t(e)} \\
\hat{\mathcal{S}}_{t_{-} \rightarrow e_{ \pm}}:=2 \sqrt{2 \pi}_{e}\langle e=0| \theta\left(\mp \hat{p}_{e}\right) \widehat{\sqrt{\left|\hat{p}_{t}\right|}} \mathcal{T}_{e \pm} \mathcal{T}_{t-}^{-1}\left(\sqrt{\left|p_{e}\right|}\right)^{-1} \frac{\left|p_{t}=+\epsilon\right\rangle_{t}}{2} \otimes, \tag{38}
\end{gather*}
$$

It is clear that just as in the classical case, the internal time switches must preserve the four quadrants of Figure 1. Indeed, in Appendix B we show that

$$
\begin{equation*}
\hat{\mathcal{S}}_{t_{+} \rightarrow e_{ \pm}}|\psi\rangle_{+}^{\ell_{+}^{(t)}}=\theta\left(-\hat{p}_{t}\right)|\psi\rangle_{ \pm}^{t(e)}, \quad \hat{\mathcal{S}}_{t_{-} \rightarrow e_{ \pm}}|\psi\rangle_{-}^{\ell(t)}=\theta\left(\hat{p}_{t}\right)|\psi\rangle_{ \pm}^{\dagger(e)} \tag{39}
\end{equation*}
$$

where the reduced states on the left- and right-hand sides of the equations correspond via (33) to the same physical state. We also demonstrate in Appendix B that the complicated expressions (37) and (38) vastly simplify, being equivalent to

$$
\begin{equation*}
\hat{\mathcal{S}}_{t_{+} \rightarrow e_{ \pm}} \equiv \mathcal{P}_{e_{ \pm} \rightarrow t_{+}} \theta\left(\mp \hat{p}_{e}\right), \quad \hat{\mathcal{S}}_{t_{-} \rightarrow e_{ \pm}} \equiv \mathcal{P}_{e_{ \pm} \rightarrow t_{-}} \theta\left(\mp \hat{p}_{e}\right), \tag{40}
\end{equation*}
$$

where we have introduced the clock-switch operators

$$
\begin{equation*}
\mathcal{P}_{e_{ \pm} \rightarrow t_{+}}\left|p_{e}\right\rangle_{e}:=\left|-\left|p_{e}\right|\right\rangle_{t}, \quad \mathcal{P}_{e_{ \pm} \rightarrow t_{-}}\left|p_{e}\right\rangle_{e}:=\left|\left|p_{e}\right|\right\rangle_{t} \tag{41}
\end{equation*}
$$

in close analogy to [40] and the parity-swap operator of $[38,41]$.
The quantum clock-switch procedure can be summarized in a commutative diagram:

and analogously for (38). Notice that the quantum clock switch thereby has the structure $\varphi_{e} \circ \varphi_{t}^{-1}$ of a coordinate transformation, where the internal-time-neutral $\mathcal{H}_{\text {phys }}$ assumes the role of the 'manifold'. This is the appropriate structure for a quantum notion of general covariance that pertains to switching between the descriptions of the physics relative to different quantum reference systems, supporting the arguments in [38-40].

The inverse clock switch from $e$ to $t$ is due to the symmetry of the problem the same as above, except that one must interchange the $e$ and $t$ labels everywhere. It is now easy to check how the elementary observables transform from $\mathcal{H}_{ \pm}^{e(t)}$ to $\mathcal{H}_{ \pm}^{t(e)}$ :

$$
\begin{array}{ll}
\hat{\mathcal{S}}_{t_{ \pm} \rightarrow e_{+}} \hat{E} \hat{\mathcal{S}}_{e_{+} \rightarrow t_{ \pm}}=\hat{T} \theta\left(\mp \hat{p}_{t}\right), & \hat{\mathcal{S}}_{t_{ \pm} \rightarrow e_{+}} \hat{p}_{e} \hat{\mathcal{S}}_{e_{+} \rightarrow t_{ \pm}}= \pm \hat{p}_{t} \theta\left(\mp \hat{p}_{t}\right),  \tag{42}\\
\hat{\mathcal{S}}_{t_{ \pm} \rightarrow e_{-}} \hat{E} \hat{\mathcal{S}}_{e_{-} \rightarrow t_{ \pm}}=\hat{T} \theta\left(\mp \hat{p}_{t}\right), & \hat{\mathcal{S}}_{t_{ \pm} \rightarrow e_{-}} \hat{p}_{e} \hat{\mathcal{S}}_{e_{-} \rightarrow t_{ \pm}}=\mp \hat{p}_{t} \theta\left(\mp \hat{p}_{t}\right) .
\end{array}
$$

Notice that the image of $\hat{\mathcal{S}}_{e_{+} \rightarrow t_{ \pm}}$is $\theta\left(-\hat{p}_{e}\right)\left(\mathcal{H}_{ \pm}^{e(t)}\right)$ so that in the first line one can set $\hat{p}_{e}=-\left|\hat{p}_{e}\right|$. Similarly, in the second line one can set $\hat{p}_{e}=\left|\hat{p}_{e}\right|$. Then it is obvious that the transformations (42) are exactly the quantum version of the classical maps between the corresponding reduced phase spaces in (12), which have been obtained through gauge transformations. While there are no gauge transformations in the quantum theory (except on $\mathcal{H}_{\text {kin }}$ ) [38-40], this is their quantum analog.

These relations permit us to transform the reduced relational observables (17) from $\mathcal{H}_{ \pm}^{e(t)}$ to $\mathcal{H}_{ \pm}^{t(e)}$ :

$$
\begin{align*}
& \hat{\mathcal{S}}_{t_{ \pm} \rightarrow e_{+}} \hat{E}_{ \pm}\left(\tau_{t}\right) \hat{\mathcal{S}}_{e_{+} \rightarrow t_{ \pm}}=\left( \pm\left|\hat{p}_{t}\right| \tau_{t}+\hat{T}\right) \theta\left(\mp \hat{p}_{t}\right), \\
& \hat{\mathcal{S}}_{t_{ \pm} \rightarrow e_{-}} \hat{E}_{ \pm}\left(\tau_{t}\right) \hat{\mathcal{S}}_{e_{-} \rightarrow t_{ \pm}}=\left( \pm\left|\hat{p}_{t}\right| \tau_{t}+\hat{T}\right) \theta\left(\mp \hat{p}_{t}\right) \tag{43}
\end{align*}
$$

( $\hat{p}_{e_{ \pm}}\left(\tau_{t}\right)$ is already transformed in (42)). The right-hand side is not $\hat{T}_{ \pm}\left(\tau_{e}\right)$, despite looking like it, due to the appearance of $\tau_{t}$, which runs over the values of $t$, rather than $\tau_{e}$, which runs over the values of $e$. Instead, it is the representation of $\hat{E}_{ \pm}\left(\tau_{t}\right)$ on $\mathcal{H}_{ \pm}^{t(e)}$ and could be used to set initial values $\tau_{e}^{i}$ for $e$ after the clock switch.

In contrast to the classical case, there does not seem to be a unique procedure, given that $\hat{E}_{ \pm}$is now an operator. However, in analogy to the classical case, we can define the initial reading $\tau_{e}^{i}$ of the new clock $e$ in terms of expectation values, e.g.:

$$
\begin{equation*}
\tau_{e}^{i}:=\frac{\left\langle\hat{E}_{ \pm}\left(\tau_{t}^{f}\right)\right\rangle_{ \pm}^{e(t)}}{\left\langle\hat{p}_{e}\right\rangle_{ \pm}^{e(t)}} \tag{44}
\end{equation*}
$$

Indeed, we prove in Appendix C that this leads to exactly the classical 'continuity' relation (13) in terms of expectation values

$$
\begin{equation*}
\left\langle\hat{T}_{ \pm}\left(\tau_{e}^{i}\right)\right\rangle_{ \pm}^{t(e)}=\tau_{t}^{f}\left\langle\hat{p}_{t}\right\rangle_{ \pm}^{t(e)} \quad \text { on } \mathcal{H}_{ \pm}^{t(e)}, \tag{45}
\end{equation*}
$$

so that one also finds a continuous quantum relational evolution, despite the intermediate clock switch.

### 2.6. Illustration in Concrete States

Let us briefly illustrate this internal time switch for example states. We pick semiclassical kinematical states, built according to the recipe for elliptic coherent states in [60] (and adapt the normalization):

$$
\begin{equation*}
\psi_{\text {kin }}\left(p_{\phi}, p_{\alpha}\right)=\sqrt{\frac{2}{\Gamma(n)}}\left(p_{\phi}+i p_{\alpha}\right)^{n} \exp \left(-\frac{p_{\alpha}^{2}+p_{\phi}^{2}}{2}\right) . \tag{46}
\end{equation*}
$$

For concreteness, we restrict to the green quadrant in Figure 1, where we have $p_{\alpha}=-p_{\phi} \leq 0$ and so an expanding universe with forward evolution in $\phi$. Using the Newton-Wigner type identification (33), this gives semiclassical reduced negative and positive frequency wave functions on $\theta\left(-\hat{p}_{\alpha}\right)\left(\mathcal{H}_{-}^{\alpha(\phi)}\right)$ and $\theta\left(\hat{p}_{\phi}\right)\left(\mathcal{H}_{+}^{\phi(\alpha)}\right)$, respectively,
$\psi_{-}^{\alpha(\phi)}\left(p_{\alpha}\right)=\sqrt{\frac{2}{\Gamma(n)\left|p_{\alpha}\right|}} p_{\alpha}^{n}(i-1)^{n} \exp \left(-p_{\alpha}^{2}\right), \quad \psi_{+}^{\phi(\alpha)}\left(p_{\phi}\right)=\sqrt{\frac{2}{\Gamma(n) p_{\phi}}} p_{\phi}^{n}(i-1)^{n} \exp \left(-p_{\phi}^{2}\right)$.

For visualization, we provide plots of their probability distributions in Figure 3.

(a)

(b)

Figure 3. Reduced probability distributions coming from the same physical state (defined through (20) and (46) and here $n=100$ ), but described relative to the choices of (a) $\phi$ and (b) $\alpha$ as internal times in the 'expanding-forward' (green) quadrant of Figure 1. Recall that in the reduced theory the usual modulus square of the wave function is the probability distribution, see (15). Due to the symmetry of the model in $\alpha$ and $\phi$, reduced probability distributions will always behave symmetrically.

One easily finds that $\langle\hat{A}\rangle_{-}^{\alpha(\phi)}=\langle\hat{\Phi}\rangle_{+}^{\phi(\alpha)}=0$, where $\hat{A}, \hat{\Phi}$ are the reduced quantizations (16) of $A=\alpha p_{\alpha}$ and $\Phi=\phi p_{\phi}$, and

$$
\begin{align*}
& \left\langle\hat{A}_{-}\left(\tau_{\phi}\right)\right\rangle_{\bar{p}(\phi)}^{\alpha(\phi)}=\tau_{\phi}\left\langle\hat{p}_{\alpha}\right\rangle_{-}^{\alpha(\phi)}=-\tau_{\phi} \frac{\Gamma\left(n+\frac{1}{2}\right)}{\sqrt{2} \Gamma(n)},  \tag{47}\\
& \left\langle\hat{\Phi}_{+}\left(\tau_{\alpha}\right)\right\rangle_{+}^{\phi(\alpha)}=\tau_{\alpha}\left\langle\hat{p}_{\phi}\right\rangle_{+}^{\phi(\alpha)}=+\tau_{\alpha} \frac{\Gamma\left(n+\frac{1}{2}\right)}{\sqrt{2} \Gamma(n)} .
\end{align*}
$$

Suppose we evolve first in $\phi$ and then switch to $\alpha$ time. Then invoking (44) immediately yields

$$
\begin{equation*}
\tau_{\alpha}^{i}=\tau_{\phi}^{f} \quad \Rightarrow \quad\left\langle\hat{\Phi}_{+}\left(\tau_{\alpha}^{i}\right)\right\rangle_{+}^{\phi(\alpha)}=\tau_{\phi}^{f}\left\langle\hat{p}_{\phi}\right\rangle_{+}^{\phi(\alpha)} \tag{48}
\end{equation*}
$$

This simple switch from $\phi$ to $\alpha$ time is illustrated in Figure 4.


Figure 4. Illustration of the quantum relational evolution given in (47) and (48) for an internal time switch from $\phi$ to $\alpha$ at $\tau_{\phi}^{f}=\tau_{\alpha}^{i}=0$. The blue branch corresponds to the evolution of $\left\langle\hat{A}_{-}\left(\tau_{\phi}\right)\right\rangle_{-}^{\alpha(\phi)} /\left\langle\hat{p}_{\alpha}\right\rangle_{-}^{\alpha(\phi)}$ in $\tau_{\phi}$, while the golden branch depicts the evolution of $\left\langle\hat{\Phi}_{+}\left(\tau_{\alpha}\right)\right\rangle_{+}^{\phi(\alpha)} /\left\langle\hat{p}_{\phi}\right\rangle_{+}^{\phi(\alpha)}$ in $\tau_{\alpha}$. Together they trace out a continuous classical trajectory, describing an expanding universe.

## 3. Perspective on the 'Wave Function of the Universe'

We have illustrated in a very simple quantum cosmological model, namely the flat FRW universe with massless scalar field, how to consistently switch between the quantum relational dynamics relative to the scale factor and that relative to the field used as internal times. In particular, just as with the classical case, the quantum relational evolution is continuous, despite the intermediate internal time switch, and no information gets lost. This extends the quantum clock-switch method of [40]
(see also [38,39,41] for spatial reference systems) to the relativistic case and offers a full Hilbert space alternative to the semiclassical effective approach of [20-22]

Owing to the symmetry of the model in $\phi$ and $\alpha$, the internal time switches are particularly simple here and the relational dynamics in a given physical (i.e., internal-time-neutral) state looks essentially 'the same' relative to these two possible choices (up to relabeling the evolving variables). This will no longer be the case in models which are not symmetric relative to different internal time choices, e.g., see [40], and especially not in the presence of the so-called global problem of time [11-14,18-22,32,61,62], which arises, e.g., for interactions between evolving and internal time degrees of freedom $[16,17,22,63]$. However, our method is general and applies to generic models if one suitably takes into account the Gribov problem and the fact that a description relative to a choice of reference system, just like a coordinate choice, will generally not be globally valid [20-22,38-40].

Indeed, the internal time switch proceeds in complete analogy to coordinate changes $\varphi_{t} \circ \varphi_{t^{\prime}}^{-1}$ on a manifold $[38,40]$ : it inverts the quantum reduction map relative to one time choice, mapping the corresponding reduced quantized theory back into the internal-time-neutral physical Hilbert space of the Dirac quantization and subsequently applies the quantum reduction map to the reduced quantization relative to the other internal time choice. The same compositional structure appears for changes of spatial quantum reference systems [38,39]. This permits us to interpret the physical Hilbert space of the Dirac quantized theory as encoding the 'perspective-neutral' (i.e., reference-system-neutral) physics $[38-40,50]$ and the quantum reduction maps as defining 'quantum coordinate' descriptions of these physics relative to a choice of quantum reference system. This is precisely the structure that one would expect for establishing a genuine quantum notion of general covariance, which refers to the ability to consistently switch, within one theory, between arbitrary choices of quantum reference systems, each of which can be used as a vantage point to describe the physics of the remaining degrees of freedom

Accordingly, in line with our earlier discussion in [38-40], we thus propose to define a complete relational quantum theory, admitting a quantum general covariance, as the conjunction of the quantum-reference-system-neutral Dirac quantized theory and the multitude of reduced quantum theories associated with the different choices of quantum reference system. Just like the classical theory contains a (perspective-neutral) constraint surface and the multitude of reduced phase spaces, together comprising a complete classical description, the complete quantum theory contains their corresponding quantum structures, as illustrated here, and this is a complete quantum description. Specifically, we propose this conjunction to overcome the so-called multiple choice facet of the problem of time [11,12] (the arguments of which could also be applied to spatial reference systems) and to turn it into a multiple choice feature of the complete relational quantum theory [40].

For simplicity, we have illustrated the novel procedure using the Wheeler-DeWitt approach in the Dirac quantization; however, the loop quantization of the simple model of this article can actually be formulated in the same physical Hilbert space [34]. It is thus suggestive that the present framework for switching internal times can be extended to loop quantum cosmology as well. To this end, however, at least two loop quantization related subtleties need be suitably taken into account. For instance, loop quantization leads to superselection sectors in the geometric degrees of freedom [26]. Presumably, the framework should be applied per superselection sector, although subtleties remain to be checked as different sectors might have different physical properties. Secondly, loop quantization leads to a deformation of gauge covariance as embodied in the constraint algebra [64-66]. While this should not be a problem for homogeneous cosmological models, it arises as an additional challenge when attempting to extend the framework to a loop quantization of inhomogeneous models where non-trivial diffeomorphism constraints arise. This would be relevant, e.g., when studying relational dynamics in the context of loop quantum cosmology modifications of the 'no-boundary' proposal [67].

Our proposal also entails a novel perspective on the 'wave function of the universe', i.e., the global quantum state for the universe as a whole, which appears ubiquitously and in various interpretational guises in quantum cosmology [24-26,31,35,68-72]. It is usually taken to be a solution to the

Wheeler-DeWitt equation, in the present article (19), and thereby a physical state of the Dirac quantized theory. The proposal here suggests viewing the 'wave function of the universe' as a perspective-neutral global state that thereby does not admit an immediate physical interpretation; it is not the description of the universe relative to any physical reference system. Instead, while in the simple model here we have only illustrated it for two possible choices, it contains the information about all the relative states at once, i.e., all the descriptions relative to all possible choices of quantum reference system, and provides the crucial linking structure between all these relative descriptions. In fact, it is these relative reduced states that admit the immediate physical interpretation and should be taken as relevant for observational and operational predictions (although the 'wave function of the universe' encodes that information too).

This offers a consistent link between operationally significant subsystem structures in quantum cosmology and gravity, relative to a choice of quantum reference system, and a perspective-neutral (in particular, observer-independent) global state that contains all degrees of freedom [50]. Specifically, this also suggests a novel perspective on the notorious problem of how to interpret the probabilities defined by the 'wave function of the universe'. While the global probability density defined by it through the physical inner product (here (21)) does not admit an immediate operational interpretation, the 'wave function of the universe' gives rise to all the relative states through quantum reduction, and these do admit an immediate physical interpretation. Indeed, the relative states admit a physically relevant reduced probability distribution (here via (15)), and the quantum reduction always implies their inner product through the inner product of the corresponding physical states (here see (32) and [38-40] for further examples of the method). However, crucially, the two kinds of probability distributions live on different spaces: the 'wave function of the universe' technically defines an abstract probability distribution over all the degrees of freedom of the universe, while the relative states define a probability distribution over all degrees of freedom of the universe, except those of the associated reference system. As such, the latter admits the interpretation as the probability distribution 'seen' by that reference system.

Note that the proposal here is general and not specific to any detailed interpretation of quantum theory and its probabilities. There is no obvious reason it should conflict with any of many-worlds, relational, QBism, consistent histories, Copenhagen, or realist interpretations. In particular, it is worthwhile to point out that it might actually reconcile relational and informational state interpretations [51,73-80] with the global 'wave function of the universe'. While the details depend on the specific interpretation, relational interpretations take a state to be defined relative to an agent, or, more generally, reference system, and this state is taken to be the observer's 'catalog of knowledge' about the observed system. One can then argue [50,51] that such interpretations deny a global operationally meaningful quantum state as the self-reference problem [81,82] impedes a given observer or reference system to infer the global state of the entire universe (incl. itself) from its interactions with the rest. Accordingly, relative to any subsystem, one can assign a 'catalog of knowledge' about the rest of the universe but, without external observer or reference frame, there can then be no global, operationally meaningful 'catalog of knowledge' about the entire universe at once (see also related discussions in [83-86]). In the proposal of this article, the global 'wave function of the universe' indeed does not admit an immediate operational interpretation as an informational state, yet it links all the different relational reference system perspectives on the universe consistently [50], something that was missing, e.g., in the discussion of [51,73,74,79,80,83-85].

Specifically, this might reconcile the seemingly subjective relational states (an observer's 'catalog of knowledge') with the objective 'wave function of the universe'. Being a physical system too, the subjective degrees of beliefs, i.e., 'catalogs of knowledge' of any observer about states of other systems should be encoded in physical degrees of freedom of this observer. However, the 'wave function of the universe'-as a perspective-neutral global state-encodes all physical degrees of freedom of the universe and thus 'knows', in particular, what information any observing system has in its memory. Hence, while the relative states may be interpreted as subjective 'catalogs of knowledge'
of the observing systems, the 'wave function of the universe', as proposed here, contains all these 'catalogs of knowledge' at once and would actually consistently and objectively link them. However, to manifest this more specific interpretation, one would have to clarify how state collapses occur in the relative descriptions from measurement interactions at the perspective-neutral level, i.e., one has to revisit the measurement problem (and specifically the Wigner friend paradox [73,79,87-89]), but now with a complete relational quantum theory at hand, as proposed here, which contains both a perspective-neutral description and all the individual perspectives, a structure that was not available before.

Finally, it can be shown in simple examples that quantum correlations will generally depend on the choice of quantum reference system [38,41]. This immediately raises some interesting questions since both quantum reference systems and quantum correlations appear ubiquitously in quantum cosmology. For example, given the phenomenological importance of CMB correlations and propagators, does the quantum frame dependence of correlations, which surely must be expected in quantum cosmology too, have any observational significance? This question could be studied, e.g., in Bianchi models with inhomogeneous perturbations and the tools for these investigations are now, in principle, available.
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Appendix A. Hermiticity of the Relational Observable $\hat{E}(\tau)$ on $\mathcal{H}_{\text {phys }}$
We prove the claim that $\hat{E}(\tau)$ as given in (25) is Hermitian with respect to the physical inner product. To this end, it suffices to consider the symmetric quantization of the Dirac observable $L$ in (2) on $\mathcal{H}_{\text {kin }}$

$$
\begin{equation*}
\hat{L}=\frac{1}{2}\left(\hat{p}_{\phi} \hat{\phi}+\hat{\phi} \hat{p}_{\phi}+\hat{p}_{\alpha} \hat{\alpha}+\hat{\alpha} \hat{p}_{\alpha}\right) . \tag{A1}
\end{equation*}
$$

This is a Hermitian and, in particular, self-adjoint operator on $\mathcal{H}_{\text {kin }}$. However, it fails to be Hermitian with respect to the physical inner product. To see this, note that

$$
\begin{equation*}
\left[\hat{C}_{H}, \hat{L}\right]=-2 i \hat{C}_{H} \tag{A2}
\end{equation*}
$$

Hence, $\hat{L}$ commutes with the constraint only on $\mathcal{H}_{\text {phys }}$. The physical inner product (21) comes from group averaging [23,40,54-57] and is given by

$$
\begin{equation*}
\langle\psi \mid \chi\rangle_{\text {phys }}:=\left\langle\psi_{\text {kin }}\right| \delta\left(\hat{C}_{H}\right)\left|\chi_{\text {kin }}\right\rangle, \tag{A3}
\end{equation*}
$$

where $\langle\cdot \mid \cdot\rangle$ is the standard inner product on $\mathcal{H}_{\text {kin }}$ and

$$
\begin{equation*}
\delta\left(\hat{C}_{H}\right)=\frac{1}{2 \pi} \int_{-\infty}^{+\infty} \mathrm{d} s e^{i s \hat{C}_{H}} \tag{A4}
\end{equation*}
$$

Using (A2) one easily finds $\left[\hat{C}_{H}^{n}, \hat{L}\right]=-2 i n \hat{C}_{H}^{n}$ and thereby

$$
\begin{align*}
{\left[\delta\left(\hat{C}_{H}\right), \hat{L}\right] } & =\frac{1}{\pi} \int \mathrm{~d} s s \hat{C}_{H} e^{i s \hat{C}_{H}}=-\left.2 i \frac{\mathrm{~d}}{\mathrm{~d} x} \frac{1}{2 \pi} \int \mathrm{~d} s e^{i x s \hat{C}_{H}}\right|_{x=1}  \tag{A5}\\
& =-\left.2 i \frac{\mathrm{~d}}{\mathrm{~d} x} \delta\left(x \hat{C}_{H}\right)\right|_{x=1}=-\left.2 i \frac{\mathrm{~d}}{\mathrm{~d} x}|x|^{-1}\right|_{x=1} \delta\left(\hat{C}_{H}\right)=2 i \delta\left(\hat{C}_{H}\right)
\end{align*}
$$

From this result it is clear that $\hat{L}$ is not Hermitian with respect to (A3). However, using (A5), we have

$$
\begin{equation*}
\left\langle\psi_{\text {kin }}\right|(\hat{L}+i) \delta\left(\hat{C}_{H}\right)\left|\chi_{\text {kin }}\right\rangle=\left\langle\psi_{\text {kin }}\right| \delta\left(\hat{C}_{H}\right)(\hat{L}-i)\left|\chi_{\text {kin }}\right\rangle=\left\langle(\hat{L}+i) \delta\left(\hat{C}_{H}\right) \psi_{\text {kin }} \mid \chi_{\text {kin }}\right\rangle \tag{A6}
\end{equation*}
$$

where in the last step we have made use of the fact that both $\hat{L}$ and $\delta\left(\hat{C}_{H}\right)$ are symmetric on $\mathcal{H}_{\text {kin }}$. Consequently, $\hat{L}+i$ is Hermitian with respect to the physical inner product and, in turn, also $\hat{E}(\tau)$ in (25). This operator can also be densely defined and is thus essentially self-adjoint.

## Appendix B. Changes of Internal Times in the Quantum Theory

We begin by proving the left equation in (39). Recall that

$$
\begin{equation*}
\hat{\mathcal{S}}_{t_{+} \rightarrow e_{ \pm}}:=2 \sqrt{2 \pi}_{e}\langle e=0| \theta\left(\mp \hat{p}_{e}\right) \sqrt{\left|\hat{p}_{t}\right|} \mathcal{T}_{e \pm} \mathcal{T}_{t+}^{-1}\left(\sqrt{\left|p_{e}\right|}\right)^{-1} \frac{\left|p_{t}=-\epsilon\right\rangle_{t}}{2} \otimes . \tag{A7}
\end{equation*}
$$

We make use of the definition of the reduced positive and negative frequency wave functions (33) and

$$
\begin{align*}
\psi_{\text {kin }}^{t(e)}\left(p_{e}=\mp\left|p_{t}\right|,\left|p_{t}\right|\right) & =\psi_{\text {kin }}^{e(t)}\left(\left|p_{e}\right|, \mp\left|p_{e}\right|\right),  \tag{A8}\\
\psi_{\text {kin }}^{t(e)}\left(p_{e}=\mp\left|p_{t}\right|,-\left|p_{t}\right|\right) & =\psi_{\text {kin }}^{e(t)}\left(-\left|p_{e}\right|, \mp\left|p_{e}\right|\right),
\end{align*}
$$

which is implied by (22). Then,

$$
\begin{aligned}
\hat{\mathcal{S}}_{t_{+} \rightarrow e_{ \pm}}|\psi\rangle_{+}^{e(t)}= & \hat{\mathcal{S}}_{t_{+} \rightarrow e_{ \pm}} \int_{-\infty}^{\infty} \mathrm{d} p_{e} \frac{\psi_{\text {kin }}^{e(t)}\left(-\left|p_{e}\right|, p_{e}\right)}{\sqrt{\left|p_{e}\right|}}\left|p_{e}\right\rangle_{e} \\
= & 2 \sqrt{2 \pi_{e}}\langle e=0| \theta\left(\mp \hat{p}_{e}\right) \frac{\sqrt{\left|\hat{p}_{t}\right|}}{\mathcal{T}_{e \pm}} \int_{-\infty}^{\infty} \frac{\mathrm{d} p_{e}}{2\left|p_{e}\right|} \psi_{\text {kin }}^{e(t)}\left(-\left|p_{e}\right|, p_{e}\right)\left|-\left|p_{e}\right|\right\rangle_{t}\left|p_{e}\right\rangle_{e} \\
= & 2 \sqrt{2 \pi_{e}}\langle e=0| \theta\left(\mp \hat{p}_{e}\right) \widehat{\sqrt{\left|\hat{p}_{t}\right|}} \mathcal{T}_{e \pm} \\
& \times \int_{-\infty}^{0} \frac{\mathrm{~d} p_{t}}{2\left|p_{t}\right|}\left[\psi_{\mathrm{kin}}^{t(e)}\left(-\left|p_{t}\right|, p_{t}\right)\left|-\left|p_{t}\right|\right\rangle_{e}\left|p_{t}\right\rangle_{t}+\psi_{\mathrm{kin}}^{t(e)}\left(\left|p_{t}\right|, p_{t}\right)| | p_{t}| \rangle_{e}\left|p_{t}\right\rangle_{t}\right] \\
= & \sqrt{2 \pi_{e}}\langle e=0| \theta\left(\mp \hat{p}_{e}\right) \int_{-\infty}^{0} \mathrm{~d} p_{t}\left[\psi_{+}^{t(e)}\left(p_{t}\right)|-\epsilon\rangle_{e}\left|p_{t}\right\rangle_{t}+\psi_{-}^{t(e)}\left(p_{t}\right)|+\epsilon\rangle_{e}\left|p_{t}\right\rangle_{t}\right] \\
= & \theta\left(-\hat{p}_{t}\right)|\psi\rangle_{ \pm}^{t(e)} .
\end{aligned}
$$

From the second to the third line, we have performed a variable change $p_{e}=p_{t}$ for $p_{e}<0$ and $p_{e}=-p_{t}$ for $p_{e}>0$ and used (A8).

To prove that this transformation is equivalent to $\mathcal{P}_{e_{ \pm} \rightarrow t_{+}} \theta\left(\mp \hat{p}_{e}\right)$, as claimed in (40), where $\mathcal{P}_{e_{ \pm} \rightarrow t_{+}}$ is defined in (41), write

$$
|\psi\rangle_{+}^{e(t)}=\int_{-\infty}^{0} \frac{\mathrm{~d} p_{e}}{\sqrt{\left|p_{e}\right|}} \psi_{\text {kin }}^{e(t)}\left(-\left|p_{e}\right|, p_{e}\right)\left|p_{e}\right\rangle_{e}+\int_{0}^{+\infty} \frac{\mathrm{d} p_{e}}{\sqrt{\left|p_{e}\right|}} \psi_{\text {kin }}^{e(t)}\left(-\left|p_{e}\right|, p_{e}\right)\left|p_{e}\right\rangle_{e}
$$

perform a variable transformation $p_{e}=p_{t}$ in the left and $p_{e}=-p_{t}$ in the right integral and invoke (A8) and the definition (41).

The right equations in (39) and (40) are shown in complete analogy.

## Appendix C. Continuity of the Quantum Relational Dynamics during a Switch

We briefly prove the continuity of the quantum relational dynamics, as expressed in (45), notwithstanding the intermediate internal time switch. For concreteness, we restrict our attention
to one quadrant of Figure 1, e.g., either the green or red quadrant where $p_{\alpha}=-p_{\phi}$. Notice first that (40) implies

$$
\begin{equation*}
\theta\left(-\hat{p}_{e}\right)\left(\mathcal{H}_{-}^{e(t)}\right) \stackrel{\hat{\mathcal{S}}_{t_{-} \rightarrow e_{+}}}{\hat{\mathcal{S}}_{e_{+} \rightarrow t_{-}}} \theta\left(+\hat{p}_{t}\right)\left(\mathcal{H}_{+}^{t(e)}\right) \tag{A9}
\end{equation*}
$$

Clearly, using (17), we have

$$
\begin{aligned}
& \left\langle\hat{E}_{-}\left(\tau_{t}\right)\right\rangle_{-}^{e(t)}=-\tau_{t}\langle | \hat{p}_{e}| \rangle_{-}^{e(t)}+\langle\hat{E}\rangle_{-}^{e(t)}=\tau_{t}\left\langle\hat{p}_{e}\right\rangle_{-}^{e(t)}+\langle\hat{E}\rangle_{-}^{e(t)} \\
& \left\langle\hat{T}_{+}\left(\tau_{e}\right)\right\rangle_{+}^{t(e)}=+\tau_{e}\langle | \hat{p}_{t}| \rangle_{+}^{t(e)}+\langle\hat{T}\rangle_{+}^{t(e)}=\tau_{e}\left\langle\hat{p}_{t}\right\rangle_{+}^{t(e)}+\langle\hat{T}\rangle_{+}^{t(e)} \\
& \text { on } \theta\left(+\hat{p}_{t}\right)\left(\mathcal{H}_{-}^{e(t)}\right),
\end{aligned}
$$

Setting now the initial value of the new clock $e$, as in (44), to

$$
\begin{equation*}
\tau_{e}^{i}:=\frac{\left\langle\hat{E}_{-}\left(\tau_{t}^{f}\right)\right\rangle_{-}^{e(t)}}{\left\langle\hat{p}_{e}\right\rangle_{-}^{e(t)}}=\tau_{t}^{f}+\frac{\langle\hat{E}\rangle_{-}^{e(t)}}{\left\langle\hat{p}_{e}\right\rangle_{-}^{e(t)}}, \tag{A10}
\end{equation*}
$$

we find

$$
\begin{equation*}
\left\langle\hat{T}_{+}\left(\tau_{e}^{i}\right)\right\rangle_{+}^{t(e)}=\tau_{t}^{f}\left\langle\hat{p}_{t}\right\rangle_{+}^{t(e)}+\frac{\langle\hat{E}\rangle_{-}^{e(t)}}{\left\langle\hat{p}_{e}\right\rangle_{-}^{e(t)}}\left\langle\hat{p}_{t}\right\rangle_{+}^{t(e)}+\langle\hat{T}\rangle_{+}^{t(e)} . \tag{A11}
\end{equation*}
$$

Now we invoke (42) and, in particular,

$$
\begin{equation*}
\hat{\mathcal{S}}_{t_{-} \rightarrow e_{+}} \hat{E} \hat{\mathcal{S}}_{e_{+} \rightarrow t_{-}}=\hat{T} \theta\left(+\hat{p}_{t}\right), \quad \hat{\mathcal{S}}_{t_{-} \rightarrow e_{+}} \hat{p}_{e} \hat{\mathcal{S}}_{e_{+} \rightarrow t_{-}}=-\hat{p}_{t} \theta\left(+\hat{p}_{t}\right) \tag{A12}
\end{equation*}
$$

Using (15) and (39), this implies

$$
\begin{equation*}
\frac{\langle\hat{E}\rangle_{-}^{e(t)}}{\left\langle\hat{p}_{e}\right\rangle_{-}^{e(t)}}=-\frac{\langle\hat{T}\rangle_{+}^{t(e)}}{\left\langle\hat{p}_{t}\right\rangle_{+}^{t(e)}} \tag{A13}
\end{equation*}
$$

and thereby

$$
\begin{equation*}
\left\langle\hat{T}_{+}\left(\tau_{e}^{i}\right)\right\rangle_{+}^{t(e)}=\tau_{t}^{f}\left\langle\hat{p}_{t}\right\rangle_{+}^{t(e)}, \tag{A14}
\end{equation*}
$$

as claimed. The proof for the other quadrants is completely analogous.
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#### Abstract

The intersection of thermodynamics, quantum theory and gravity has revealed many profound insights, all the while posing new puzzles. In this article, we discuss an extension of equilibrium statistical mechanics and thermodynamics potentially compatible with a key feature of general relativity, background independence; and we subsequently use it in a candidate quantum gravity system, thus providing a preliminary formulation of a thermal quantum spacetime. Specifically, we emphasise an information-theoretic characterisation of generalised Gibbs equilibrium that is shown to be particularly suited to background independent settings, and in which the status of entropy is elevated to being more fundamental than energy. We also shed light on its intimate connections with the thermal time hypothesis. Based on this, we outline a framework for statistical mechanics of quantum gravity degrees of freedom of combinatorial and algebraic type, and apply it in several examples. In particular, we provide a quantum statistical basis for the origin of covariant group field theories, shown to arise as effective statistical field theories of the underlying quanta of space in a certain class of generalised Gibbs states.
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## 1. Introduction

Background independence is a hallmark of general relativity that has revolutionised our conception of space and time. The picture of physical reality it paints is that of an impartial dynamical interplay between matter and gravitational fields. Spacetime is no longer a passive stage on which matter performs; it is an equally active performer in itself. Coordinates are gauge, thus losing their physical status of non-relativistic settings. In particular, the notion of time is modified drastically. It is no longer an absolute, global, external parameter uniquely encoding the full dynamics. It is instead a gauge parameter associated with a Hamiltonian constraint.

On the other hand, the well-established fields of quantum statistical mechanics and thermodynamics have been of immense use in the physical sciences. From early applications to heat engines and study of gases, to modern day uses in condensed matter systems and quantum optics, these powerful frameworks have greatly expanded our knowledge of physical systems. However, a complete extension of them to a background independent setting, such as for a gravitational field, remains an open issue [1-3]. The biggest challenge is the absence of an absolute notion of time, and thus of energy, which is essential to any statistical and thermodynamical consideration. This issue is particularly exacerbated in the context of defining statistical equilibrium, for the natural reason that the standard concepts of equilibrium and time are tightly linked. In other words, the constrained dynamics of a background independent system lacks a non-vanishing Hamiltonian in general, which makes formulating (equilibrium) statistical mechanics and thermodynamics, an especially thorny problem. This is a foundational issue, and tackling it is important and interesting in its own right, and even more so because it could provide deep insights into the nature of (quantum) gravitational systems. This paper is devoted to addressing precisely these points.

The importance of addressing these issues is further intensified in light of the deep interplay between thermodynamics, gravity and the quantum theory, first uncovered for black holes. The laws of black hole mechanics [4] were a glimpse into a curious intermingling of thermodynamics and classical gravity, even if originally only at a formal level of analogy. The discovery of black hole entropy and radiation [5-7] further brought quantum mechanics into the mix. This directly led to a multitude of new conceptual insights along with many puzzling questions which continue to be investigated still after decades. The content of the discovery, namely that a black hole must be assigned physical entropy and that it scales with the area of its horizon in Planck units, has birthed several distinct lines of thoughts, in turn leading to different (even if related) lines of investigations, such as thermodynamics of gravity, analogue gravity and holography. Moreover, early attempts at understanding the physical origin of this entropy [8] made evident the relevance of quantum entanglement, thus also contributing to the current prolific interest in fascinating connections between quantum information theory and gravitational physics.

This discovery further hinted at a quantum microstructure underlying a classical spacetime. This perspective is shared, to varying degrees of details, by various approaches to quantum gravity such as loop quantum gravity (and related spin foams and group field theories), string theory and AdS/CFT, simplicial gravity and causal set theory to name a few. Specifically within discrete non-perturbative approaches, spacetime is replaced by more fundamental entities that are discrete, quantum, and pre-geometric in the sense that no notion of smooth metric geometry and spacetime manifold exists yet. The collective dynamics of such quanta of geometry, governed by some theory of quantum gravity is then hypothesised to give rise to an emergent spacetime, corresponding to certain phases of the full theory. This would essentially entail identifying suitable procedures to extract a classical continuum from a quantum discretuum, and to reconstruct general relativistic gravitational dynamics coupled with matter (likely with quantum corrections). This emergence in quantum gravity is akin to that in condensed matter systems in which also coarse-grained macroscopic (thermodynamic) properties of the physical systems are extracted from the microscopic (statistical and) dynamical theories of the constituent atoms. In this sense our universe can be understood as an unusual condensed matter system, brought into the existing smooth geometric form by a phase transition of a quantum gravity system of pre-geometric 'atoms' of space; in particular, as a condensate [9].

This brings our motivations full circle, and to the core of this article: to illustrate, the potential of and preliminary evidence for, a rewarding exchange between a background independent generalisation of statistical mechanics and discrete quantum gravity; and show that ideas from the former are vital to investigate statistical mechanics and thermodynamics of quantum gravity, and that its considerations in the latter could in turn provide valuable insights into the former.

These are the two facets of interest to us here. In Section 2, we discuss a potential background independent extension of equilibrium statistical mechanics, giving a succinct yet complete discussion of past works in Section 2.1.1, and subsequently focussing on a new thermodynamical characterisation for background independent equilibrium in Section 2.1.2, which is based on a constrained maximisation of information entropy. In Section 2.2, we detail further crucial properties of this characterisation, while placing it within a bigger context of the issue of background independent statistical equilibrium, also in comparison with the previous proposals. Section 2.3 is more exploratory, remarking on exciting new connections between the thermodynamical characterisation and the thermal time hypothesis, wherein information entropy and observer dependence are seen to play instrumental roles. In Section 2.4, we discuss several aspects of a generalised thermodynamics based on the generalised equilibrium statistical mechanics derived above, including statements of the zeroth and first laws. Section 3 is devoted to statistical mechanical considerations of candidate quantum gravity degrees of freedom of combinatorial and algebraic type. After clarifying the framework for many-body mechanics of such atoms of space in Section 3.1, we give an overview of examples in Section 3.2, thus illustrating the applicability of the generalised statistical framework in quantum gravity. The one case for which we give a slightly more detailed account is that of deriving a generic covariant group field theory
as an effective statistical field theory starting from a particular class of quantum Gibbs states of the underlying microscopic system. Finally, we conclude and offer some outlook.

## 2. Background Independent Equilibrium Statistical Mechanics

Covariant statistical mechanics [1-3] broadly aims at addressing the foundational issue of defining a suitable statistical framework for constrained systems. This issue, especially in the context of gravity, was brought to the fore in a seminal work [1], and developed subsequently in [2,3,10,11]. Valuable insights from these studies on spacetime relativistic systems [1-3,11-13] have also formed the conceptual backbone of first applications to discrete quantum gravity [14-16]. In this section, we present extensions of equilibrium statistical mechanics to background independent ${ }^{1}$ systems, laying out different proposals for a generalised statistical equilibrium, but emphasising on one in particular, and based on which further aspects of a generalised thermodynamics are considered. The aim here is thus to address the fundamental problem of formulating these frameworks in settings where the conspicuous absence of time and energy is particularly tricky.

Section 2.1 discusses background independent characterisations of equilibrium Gibbs states, of the general form $e^{-\sum_{a} \beta_{a} \mathcal{O}_{a}}$. In Section 2.1.1, we touch upon various proposals for equilibrium put forward in past studies on spacetime covariant systems $[1,3,11,17,18]$. From Section 2.1.2 onwards, we focus on Jaynes' information-theoretic characterisation $[19,20]$ for equilibrium. This was first suggested as a viable proposal for background independent equilibrium, and illustrated with an explicit example in the context of quantum gravity, in [14]. Using the terminology of [14], we call this a 'thermodynamical' characterisation of equilibrium, to contrast with the customary Kubo-Martin-Schwinger (KMS) [21] 'dynamical' characterisation ${ }^{2}$.

We devote Section 2.2 to discussing various aspects of the thermodynamical characterisation, including highlighting many of its favourable features, also compared to the other proposals. In fact, we point out how this characterisation can comfortably accommodate the other proposals for Gibbs equilibrium.

Further, as is evident shortly, the thermodynamical characterisation hints at the idea that entropy is a central player, which has been a recurring theme across modern theoretical physics. In Section 2.3, we present a tentative discussion on some of these aspects. In particular, we notice compelling new relations between the thermodynamical characterisation and the thermal time hypothesis, which further seem to hint at intriguing relations between entropy, observer dependence and thermodynamical time. We further propose to use the thermodynamical characterisation as a constructive criterion of choice for the thermal time hypothesis.

Finally, in Section 2.4, we define the basic thermodynamic quantities which can be derived immediately from a generalised equilibrium state, without requiring any additional physical and/or interpretational inputs. We clarify the issue of extracting a single common temperature for the full system from a set of several of them, and end with the zeroth and first laws of a generalised thermodynamics.

[^21]
### 2.1. Generalised Equilibrium

Equilibrium states are a cornerstone of statistical mechanics, which in turn is the theoretical basis for thermodynamics. They are vital in the description of macroscopic systems with a large number of microscopic constituents. In particular, Gibbs states $e^{-\beta E}$ have a vast applicability across a broad range of fields such as condensed matter physics, quantum information and tensor networks, and (quantum) gravity, to name a few. They are special, being the unique class of states in finite systems satisfying the KMS condition ${ }^{3}$. Furthermore, usual coarse-graining techniques also rely on the definition of Gibbs measures. In treatments closer to hydrodynamics, one often considers the full (non-equilibrium) system as being composed of many interacting subsystems, each considered to be at local equilibrium. While in the context of renormalisation group flow treatments, each phase at a given scale, for a given set of coupling parameters is also naturally understood to be at equilibrium, each described by (an inequivalent) Gibbs measure.

Given this physical interest in Gibbs states, the question then is how to define them for background independent systems. The following are different proposals, all relying on different principles originating in standard non-relativistic statistical mechanics, extended to a relativistic setting.

### 2.1.1. Past Proposals

The first proposal $[1,12]$ was based on the idea of statistical independence of arbitrary (small, but macroscopic) subsystems of the full system. The notion of equilibrium is taken to be characterised by the factorisation property of the state, $\rho_{12}=\rho_{1} \rho_{2}$, for any two subsystems 1 and 2 ; and the full system is at equilibrium if any one of its subsystems satisfies this property with all the rest. We notice that the property of statistical independence is related to an assumption of weak interactions [22].

This same dilute gas assumption is integral also to the Boltzmann method of statistical mechanics. It characterises equilibrium as the most probable distribution, that is one with maximum entropy ${ }^{4}$. This method is used in [11] to study a gas of constrained particles ${ }^{5}$.

The work in [3] puts forward a physical characterisation for an equilibrium state. The suggestion is that $\rho$ (itself a well-defined state on the physical, reduced state space) is said to be a physical Gibbs state if its modular Hamiltonian $h=-\ln \rho$, is a well-defined function on the physical state space; and, is such that there exists a (local) clock function $T(\mathbf{x})$ on the extended state space (with its conjugate momentum $p_{T}(\mathbf{x})$ ), such that the (pull-back) of $h$ is proportional to (the negative of) $p_{T}$. Importantly, when this is the case the modular flow ('thermal time', see Section 2.2) is a geometric (foliation) flow in spacetime, in which sense $\rho$ is said to be 'physical'. Notice that the built-in strategy here is to define KMS equilibrium in a deparameterised system (thus it is an example of using the dynamical characterisation), since it basically identifies a state's modular Hamiltonian with a (local) clock Hamiltonian on the base spacetime manifold.

Another strategy [17] is based on the use of the ergodic principle and introduction of clock subsystems to define (clock) time averages. Again, this characterisation, similar to a couple of the previous ones, relies on the validity of a postulate, even if traditionally a fundamental one.

Finally, the proposal of [18] interestingly characterises equilibrium by a vanishing information flow between interacting histories. The notion of information used is that of Shannon (entropy), $I=\ln N$, where $N$ is the number of microstates traversed in a given history during interaction.

[^22]Equilibrium between two histories 1 and 2 is encoded in a vanishing information flow, $\delta I=I_{2}-I_{1}=0$. This characterisation of equilibrium is evidently information-theoretic, even if relying on an assumption of interactions. Moreover, it is much closer to our thermodynamical characterisation, because the condition of vanishing $\delta I$ is nothing but an optimisation of information entropy.

These different proposals, along with the thermal time hypothesis [1,2], have led to some remarkable results, such as recovering the Tolman-Ehrenfest effect [13,23], relativistic Jüttner distribution [23] and Unruh effect [24]. However, they all assume the validity of one or more principles, postulates or assumptions about the system. Moreover, none (at least presently) seems to be general enough, as with the proposal below, to be implemented in a full quantum gravity setup, while also accommodating within it the rest of the proposals.

### 2.1.2. Thermodynamical Characterisation

This brings us to the proposal of characterising a generalised Gibbs state based on a constrained maximisation of information (Shannon or von Neumann) entropy [14-16], along the lines advocated by Jaynes $[19,20]$ purely from the perspective of evidential statistical inference. Jaynes' approach is fundamentally different from other more traditional ones of statistical physics, as is the thermodynamical characterisation, compared with the others outlined above, which is exemplified in the following. It is thus a new proposal for background independent equilibrium [14,25], which has the potential of incorporating also the others as special cases, from the point of view of constructing a Gibbs state.

Consider a macroscopic system with a large number of constituent microscopic degrees of freedom. Our (partial) knowledge of its macrostate is given in terms of a finite set of averages $\left\{\left\langle\mathcal{O}_{a}\right\rangle=U_{a}\right\}$ of the observables we have access to. Jaynes suggests that a fitting probability estimate (which, once known, will allow us to infer also the other observable properties of the system) is not only one that is compatible with the given observations, but also that which is least-biased in the sense of not assuming any more information about the system than what we actually have at hand (namely, $\left\{U_{a}\right\}$ ). In other words, given a limited knowledge of the system (which is always the case in practice for any macroscopic system), the least-biased probability distribution compatible with the given data should be preferred. As shown below, this turns out to be a Gibbs distribution with the general form $e^{-\sum_{a} \beta_{a} \mathcal{O}_{a}}$.

Let $\Gamma$ be a finite-dimensional phase space (be it extended or reduced), and on it consider a finite set of smooth real-valued functions $\mathcal{O}_{a}$. Denote by $\rho$ a smooth statistical density (real-valued, positive and normalised function) on $\Gamma$, to be determined. Then, the prior on the macrostate gives a finite number of constraints,

$$
\begin{equation*}
\left\langle\mathcal{O}_{a}\right\rangle_{\rho}=\int_{\Gamma} d \lambda \rho \mathcal{O}_{a}=U_{a} \tag{1}
\end{equation*}
$$

where $d \lambda$ is a Liouville measure on $\Gamma$, and the integrals are taken to be well-defined. Further, $\rho$ has an associated Shannon entropy

$$
\begin{equation*}
S[\rho]=-\langle\ln \rho\rangle_{\rho} . \tag{2}
\end{equation*}
$$

By understanding $S$ to be a measure of uncertainty quantifying our ignorance about the details of the system, the corresponding bias is minimised (compatibly with the prior data) by maximising $S$ (under the set of constraints in Equation (1), plus the normalisation condition for $\rho$ ) [19]. The method of Lagrange multipliers then gives a generalised Gibbs distribution of the form,

$$
\begin{equation*}
\rho_{\left\{\beta_{a}\right\}}=\frac{1}{Z_{\left\{\beta_{a}\right\}}} e^{-\sum_{a} \beta_{a} \mathcal{O}_{a}} \tag{3}
\end{equation*}
$$

where the partition function $Z_{\left\{\beta_{a}\right\}}$ encodes all thermodynamic properties in principle, and is assumed to be convergent. This can be done analogously for a quantum system [20], giving a Gibbs density operator on a representation Hilbert space

$$
\begin{equation*}
\hat{\rho}_{\left\{\beta_{a}\right\}}=\frac{1}{Z_{\left\{\beta_{a}\right\}}} e^{-\sum_{a} \beta_{a} \hat{\mathcal{O}}_{a}} . \tag{4}
\end{equation*}
$$

A generalised Gibbs state can thus be defined, characterised fully by a finite set of observables of interest $\mathcal{O}_{a}$, and their conjugate generalised "inverse temperatures" $\beta_{a}$, which have entered formally as Lagrange multipliers. Given this class of equilibrium states, it should be evident that some thermodynamic quantities (e.g., generalised "energies" $U_{a}$ ) can be identified immediately. Aspects of a generalised thermodynamics are discussed in Section 2.4.

Finally, we note that the role of entropy is shown to be instrumental in defining (local ${ }^{6}$ ) equilibrium states: "...thus entropy becomes the primitive concept with which we work, more fundamental even than energy..." [19]. It is also interesting to notice that Bekenstein's arguments [6] can be observed to be influenced by Jaynes' information-theoretic insights surrounding entropy, and these same insights have now guided us in the issue of background independent statistical equilibrium.

### 2.2. Remarks

1. There are two key features of this characterisation. The first is the use of evidential (or epistemic, or Bayesian) probabilities, thus taking into account the given evidence $\left\{U_{a}\right\}$; and second is a preference for the least-biased (or most "honest") distribution out of all the different ones compatible with the given evidence. It is not enough to arbitrarily choose any that is compatible with the prior data. An aware observer must also take into account their own ignorance, or lack of knowledge honestly, by maximising the information entropy.
2. This notion of equilibrium is inherently observer-dependent because of its use of the macrostate thermodynamic description of the system, which in itself is observer-dependent due to having to choose a coarse-graining, that is the set of macroscopic observables.
3. Given a generalised Gibbs state, the question arises as to which flow it is stationary with respect to. Any density distribution or operator satisfies the KMS condition (which implies stationarity) with respect to its own modular flow. In fact, by the Tomita-Takesaki theorem [21], any faithful algebraic state over a von Neumann algebra is KMS with respect to its own one-parameter modular (Tomita) flow. ${ }^{7}$ Given this, then $\rho_{\left\{\beta_{a}\right\}}$ is clearly KMS with respect to the flow $X_{\rho} \sim \partial / \partial t$ (or $\hat{U}_{\rho}(t) \sim e^{i \hat{h} t}$ ) generated by its modular Hamiltonian $h=\sum_{a} \beta_{a} \mathcal{O}_{a}$. In particular, $\rho_{\left\{\beta_{a}\right\}}$ is not stationary with respect to the individual flows $X_{a}$ generated by $\mathcal{O}_{a}$, unless they satisfy $\left[X_{a}, X_{a^{\prime}}\right]=0$ for all $a, a^{\prime}$ [15]. In fact, this last property shows that the proposal in [1,12] based on statistical independence (that is, $\left[X_{\rho_{1}}, X_{\rho_{2}}\right]=0$ ) can be understood as a special case of this one, when the state is defined for a pair of observables that are defined on mutually exclusive subspaces of the state space. In this case, their respective flows will automatically commute and the state will be said to satisfy statistical independence.
4. To be clear, the use of the "most probable" characterisation for equilibrium is not new in itself. It was used by Boltzmann in the late 19th century, and utilised (also within a Boltzmann interpretation of statistical mechanics) in a constrained system in [11]. The fact that equilibrium configurations maximise the system's entropy is also not new: it was well known already in the time of Gibbs ${ }^{8}$. The novelty here is: in the revival of Jaynes' perspective, of deriving

[^23]equilibrium statistical mechanics in terms of evidential probabilities, solely as a problem of statistical inference without depending on the validity of any further conjectures, physical assumptions or interpretations; and in the suggestion that it is general enough to apply to genuinely background independent systems, including quantum gravity. Below, we list some of these more valuable features.

- The procedure is versatile, being applicable to a wide array of cases (both classical and quantum), relying only on a sufficiently well-defined mathematical description in terms of a state space, along with a set of observables with dynamically constant averages $U_{a}$ defining a suitable macrostate of the system ${ }^{9}$.
- Evidently, this manner of defining equilibrium statistical mechanics (and from it, thermodynamics) does not lend any fundamental status to energy, nor does it rely on selecting a single, special (energy) observable out of the full set $\left\{\mathcal{O}_{a}\right\}$. It can thus be crucial in settings where concepts of time and energy are dubious at the least, or not defined at all as in non-perturbative quantum gravity.
- It has a technical advantage of not needing any (one-parameter) symmetry (sub-)groups of the system to be defined a priori, unlike the dynamical characterisation based on the standard KMS condition.
- It is independent of any additional physical assumptions, hypotheses or principles that are common to standard statistical physics, and, in the present context, to the other proposals of generalised equilibrium recalled in Section 2.1. Some examples of these extra ingredients (not required in the thermodynamical characterisation) that we have already encountered are ergodicity, weak interactions, statistical independence, and often a combination of them.
- It is independent of any physical interpretations attached (or not!) to the quantities and setup involved. This further amplifies its appeal for use in quantum gravity where the geometrical (and physical) meanings of the quantities involved may not necessarily be clear from the start.
- One of the main features (which helps accommodate the other proposals as special cases of this one) is the generality in the choice of observables $\mathcal{O}_{a}$ allowed naturally by this characterisation. In principle, they need only be mathematically well-defined in the given description of the system (regardless of whether it is kinematic i.e., working at the extended state space level, or dynamic, i.e., working with the physical state space), satisfying convexity properties so that the resultant Gibbs state is normalisable. More standard choices include a Hamiltonian in a non-relativistic system, a clock Hamiltonian in a deparameterised system $[3,14]$, and generators of kinematic symmetries such as rotations, or more generally of one-parameter subgroups of Lie group actions [26,27]. Some of the more unconventional choices include geometric observables such as volume [14,28], (component functions of the) momentum map associated with geometric closure of classical polyhedra [15,16], half-link gluing (or face-sharing) constraints of discrete gravity [15], a projector in group field theory $[15,29]$, and generic gauge-invariant observables (not necessarily symmetry generators) [11]. We refer to [14] for a more detailed discussion.

In Section 3.2, we outline some examples of using this characterisation in quantum gravity, while a detailed investigation of its consequences in particular for covariant systems on a spacetime manifold is left to future studies.

[^24]
### 2.3. Relation to Thermal Time Hypothesis

This section outlines a couple of new intriguing connections between the thermodynamical characterisation and the thermal time hypothesis, which we think are worthwhile to be explored further. Thermal time hypothesis [1,2] states that the (geometric) modular flow of the (physical, equilibrium) statistical state that an observer happens to be in is the time that they experience. It thus argues for a thermodynamical origin of time [30].

What is this state? Pragmatically, the state of a macroscopic system is that which an observer is able to observe and assigns to the system. It is not an absolute property since one can never know everything there is to know about the system. In other words, the state that the observer "happens to be in" is the state that they are able to detect. This leads us to suggest that the thermodynamical characterisation can provide a suitable criterion of choice for the thermal time hypothesis.

What we mean by this is the following. Consider a macroscopic system that is observed to be in a particular macrostate in terms of a set of (constant) observable averages. The thermodynamical characterisation then provides the least biased choice for the underlying (equilibrium) statistical state. Given this state then, the thermal time hypothesis would imply that the (physical) time experienced by this observer is the (geometric) modular flow of the observed state.

Jaynes $[19,20]$ turned the usual logic of statistical mechanics upside-down to stress on entropy and the observed macrostate as the starting point, to define equilibrium statistical mechanics in its entirety from it (and importantly, a further background independent generalisation, as shown above). Rovelli [1], later with Connes [2], turned the usual logic of the definition of time upside-down to stress on the choice of a statistical state as the starting point to identify a suitable time flow from it. The suggestion here is to merge the two and get an operational way of implementing the thermal time hypothesis.

It is interesting to see that the crucial property of observer-dependence of relativistic time arises as a natural consequence of our suggestion, directly because of the observer-dependence of any state defined using the thermodynamical characterisation. This way, thermodynamical time is intrinsically "perspectival" [31] or "anthropomorphic" [32].

To be clear, this criterion of choice will not single out a preferred state, by the very fact that it is inherently observer-dependent. It is thus compatible with the basic philosophy of the thermal time hypothesis, namely that there is no preferred physical time.

Presently the above suggestion is rather conjectural, and certainly much work remains to be done to understand it better, and explore its potential consequences for physical systems. Here, it may be helpful to realise that the thermal time hypothesis can be sensed to be intimately related with (special and general) relativistic systems, and so might the thermodynamical characterisation when considered in this context. Thus, for instance, Rindler spacetime or stationary black holes might offer suitable settings to begin investigating these aspects in more detail.

The second connection that we observe is much less direct, and is via information entropy. The generator of the thermal time flow [1], $-\ln \rho$, can immediately be observed to be related to Shannon entropy in Equation (2). Moreover, in the general algebraic (quantum) field theoretic setting, the generator is the $\log$ of the modular operator $\Delta$ of von Neumann algebra theory [2]. A modification of it, the relative modular operator, is known to be an algebraic measure of relative entropy [33], which in fact has seen a recent revival in the context of quantum information and gravity. This is a remarkable feature in our opinion, which compels us to look for deeper insights it may have to offer, in further studies.

### 2.4. Generalised Thermodynamic Potentials, Zeroth and First Laws

Traditional thermodynamics is the study of energy and entropy exchanges. However, what is a suitable generalisation of it for background independent systems? This, as with the question of a generalised equilibrium statistical mechanics which we have considered until now, is still open. In the
following, we offer some insights gained from preceding discussions, including identifying certain thermodynamic potentials, and generalised zeroth and first laws.

Thermodynamic potentials are vital, particularly in characterising the different phases of the system. The most important one is the partition function $Z_{\left\{\beta_{a}\right\}}$, or equivalently the free energy

$$
\begin{equation*}
\Phi\left(\left\{\beta_{a}\right\}\right):=-\ln Z_{\left\{\beta_{a}\right\}} \tag{5}
\end{equation*}
$$

It encodes complete information about the system from which other thermodynamic quantities can be derived in principle. Notice that the standard definition of a free energy $F$ comes with an additional factor of a (single, global) temperature, that is we normally have $\Phi=\beta F$. However, for now, $\Phi$ is the more suitable quantity to define and not $F$ since we do not (yet) have a single common temperature for the full system. We return to this point below.

Next is the thermodynamic entropy (which by use of the thermodynamical characterisation has been identified with information entropy), which is straightforwardly

$$
\begin{equation*}
S\left(\left\{U_{a}\right\}\right)=\sum_{a} \beta_{a} U_{a}-\Phi \tag{6}
\end{equation*}
$$

for generalised Gibbs states of the form in Equation (3). Notice again the lack of a single $\beta$ scaling the whole equation at this more general level of equilibrium.

By varying $S$ such that the variations $d U_{a}$ and $\left\langle d \mathcal{O}_{a}\right\rangle$ are independent [19], a set of generalised heats can be defined

$$
\begin{equation*}
d S=\sum_{a} \beta_{a}\left(d U_{a}-\left\langle d \mathcal{O}_{a}\right\rangle\right)=: \sum_{a} \beta_{a} d Q_{a} \tag{7}
\end{equation*}
$$

and, from it (at least part of the ${ }^{10}$ ) work done on the system $d W_{a}$ [15], can be identified

$$
\begin{equation*}
d W_{a}:=\left\langle d \mathcal{O}_{a}\right\rangle=\frac{1}{\beta_{a}} \int_{\Gamma} d \lambda \frac{\delta \Phi}{\delta \mathcal{O}_{a}} d \mathcal{O}_{a} \tag{8}
\end{equation*}
$$

From the setup of the thermodynamical characterisation presented in Section 2.1.2, we can immediately identify $U_{a}$ as generalised "energies". Jaynes' procedure allows these quantities to democratically play the role of generalised energies. None had to be selected as being the energy in order to define equilibrium. This a priori democratic status of the several conserved quantities can be broken most easily by preferring one over the others. In turn, if its modular flow can be associated with a physical evolution parameter (relational or not), then this observable can play the role of a dynamical Hamiltonian.

Thermodynamic conjugates to these energies are several generalised inverse temperatures $\beta_{a}$. By construction, each $\beta_{a}$ is the periodicity in the flow of $\mathcal{O}_{a}$, in addition to being the Lagrange multiplier for the $a$ th constraint in Equation (1). Moreover, these same constraints can determine $\beta_{a}$, by inverting the equations

$$
\begin{equation*}
\frac{\partial \Phi}{\partial \beta_{a}}=U_{a} \tag{9}
\end{equation*}
$$

or equivalently from

$$
\begin{equation*}
\frac{\partial S}{\partial U_{a}}=\beta_{a} . \tag{10}
\end{equation*}
$$

[^25]In general, $\left\{\beta_{a}\right\}$ is a multi-variable inverse temperature. In the special case when $\mathcal{O}_{a}$ are component functions of a dual vector, then $\vec{\beta} \equiv\left(\beta_{a}\right)$ is a vector-valued temperature. For example, this is the case when $\overrightarrow{\mathcal{O}} \equiv\left\{\mathcal{O}_{a}\right\}$ are dual Lie algebra-valued momentum maps associated with Hamiltonian actions of Lie groups, as introduced by Souriau [26,27], and appearing in the context of classical polyhedra in [15].

As shown above, a generalised equilibrium is characterised by several inverse temperatures, but an identification of a single common temperature for the full system is of obvious interest. This can be done as follows [12,15]. A state of the form in Equation (3), with modular Hamiltonian

$$
\begin{equation*}
h=\sum_{a} \beta_{a} \mathcal{O}_{a} \tag{11}
\end{equation*}
$$

generates a modular flow (with respect to which it is at equilibrium), parameterised by

$$
\begin{equation*}
t=\sum_{a} \frac{t_{a}}{\beta_{a}} \tag{12}
\end{equation*}
$$

where $t_{a}$ are the flow parameters of $\mathcal{O}_{a}$. The strategy now is to reparameterise the same trajectory by a rescaling of $t$,

$$
\begin{equation*}
\tau:=t / \beta \tag{13}
\end{equation*}
$$

for a real-valued $\beta$. It is clear that $\tau$ parameterises the modular flow of a rescaled modular hamiltonian $\tilde{h}=\beta h$, associated with the state

$$
\begin{equation*}
\tilde{\rho}_{\beta}=\frac{1}{\tilde{Z}_{\beta}} e^{-\tilde{h}}=\frac{1}{\tilde{Z}_{\beta}} e^{-\beta h} \tag{14}
\end{equation*}
$$

characterised now by a single inverse temperature $\beta$.
In fact, this state can be understood as satisfying the thermodynamical characterisation for a single constraint

$$
\begin{equation*}
\langle h\rangle=\text { constant } \tag{15}
\end{equation*}
$$

instead of several of them as in Equation (1). Clearly, this rescaling is not a trivial move. It corresponds to the case of a weaker, single constraint which by nature corresponds to a different physical situation wherein there is exchange of information between the different observables (so that they can thermalise to a single $\beta$ ). This can happen for instance when one observable is special (e.g., the Hamiltonian) and the rest are functionally related to it (e.g., the volume or number of particles). Whether such a determination of a single temperature can be brought about by a more physically meaningful technique is left to future work. Having said that, it will not change the general layout of the two cases as outlined above.

One immediate consequence of extracting a single $\beta$ is regarding the free energy, which can now be written in the familiar form as

$$
\begin{equation*}
\Phi=\beta F \tag{16}
\end{equation*}
$$

This is most directly seen from the expression for the entropy,

$$
\begin{equation*}
\tilde{S}=-\left\langle\ln \tilde{\rho}_{\beta}\right\rangle_{\tilde{\rho}_{\beta}}=\beta \sum_{a} \beta_{a} \tilde{U}_{a}+\ln \tilde{Z} \quad \Leftrightarrow \quad \tilde{F}=\tilde{U}-\beta^{-1} \tilde{S} \tag{17}
\end{equation*}
$$

where $\tilde{U}=\sum_{a} \beta_{a} \tilde{U}_{a}$ is a total energy, and tildes mean that the quantities are associated with the state $\tilde{\rho}_{\beta}$. Notice that the above equation clearly identifies a single conjugate variable to entropy, the temperature $\beta^{-1}$.

It is important to remark that, in the above method to get a single $\beta$, we still do not need to choose a special observable, say $\mathcal{O}^{\prime}$, out of the given set of $\mathcal{O}_{a}$. If one were to do this, i.e., select $\mathcal{O}^{\prime}$ as a dynamical energy (so that by extension the other $\mathcal{O}_{a}$ are functions of this one), then by standard arguments, the rest of the Lagrange multipliers will be proportional to $\beta^{\prime}$, which in turn would then be the common inverse temperature for the full system. The point is that this latter instance is a special case of the former.

We end this section with zeroth and first laws of generalised thermodynamics. The crux of the zeroth law is a definition of equilibrium. Standard statement refers to a thermalisation resulting in a single temperature being shared by any two systems in thermal contact. This can be extended by the statement that at equilibrium, all inverse temperatures $\beta_{a}$ are equalised. This is in exact analogy with all intensive thermodynamic parameters, such as the chemical potential, being equal at equilibrium.

The standard first law is basically a statement about conservation of energy. In the generalised equilibrium case corresponding to the set of individual constraints in Equation (1), the first law is satisfied ath-energy-wise,

$$
\begin{equation*}
d U_{a}=d Q_{a}+d W_{a} . \tag{18}
\end{equation*}
$$

The fact that the law holds $a$-energy-wise is not surprising because the separate constraints in Equation (1) for each $a$ mean that observables $\mathcal{O}_{a}$ do not exchange any information amongst themselves. If they did, then their Lagrange multipliers would no longer be mutually independent and we would automatically reduce to the special case of having a single $\beta$ after thermalisation.

On the other hand, for the case with a single $\beta$, variation of the entropy in Equation (17) gives

$$
\begin{equation*}
d \tilde{S}=\beta \sum_{a} \beta_{a}\left(d U_{a}-\left\langle d \mathcal{O}_{a}\right\rangle\right)=: \beta d \tilde{Q} \tag{19}
\end{equation*}
$$

giving a first law with a more familiar form, in terms of total energy, total heat and total work variations

$$
\begin{equation*}
d \tilde{U}=d \tilde{Q}+d \tilde{W} . \tag{20}
\end{equation*}
$$

As before, in the even more special case where $\beta$ is conjugate to a single preferred energy, then this reduces to the traditional first law. We leave the verification of the second law for the generalised entropy to future work. Further, the quantities introduced above and the consequences of this setup also need to be investigated in greater detail.

## 3. Equilibrium Statistical Mechanics in Quantum Gravity

Emergence of spacetime is the outstanding open problem in quantum gravity that is being addressed from several directions. One such is based on modelling quantum spacetime as a many-body system [34], which further complements the view of a classical spacetime as an effective macroscopic thermodynamic system. This formal suggestion allows one to treat extended regions of quantum spacetime as built out of discrete building blocks whose dynamics is dictated by non-local, combinatorial and algebraic mechanical models. Based on this mechanics, a formal statistical mechanics of the quanta of space can be studied $[14,15]$. Statistical mixtures of quantum gravity states are better suited to describe generic boundary configurations with a large number of quanta. This is in the sense that given a region of space with certain known macroscopic properties, a more reasonable modelling of its underlying quantum gravity description would be in in terms of a mixed state rather than a pure state, essentially because we cannot hope to know precisely all microscopic details to prefer one particular microstate. A simple example is having a region with a fixed spatial volume and wanting to estimate the underlying quantum gravity (statistical) state [11,14].

In addition to the issue of emergence, investigating the statistical mechanics and thermodynamics of quantum gravity systems would be expected to contribute towards untangling the puzzling knot between thermodynamics, gravity and the quantum theory, especially when applied to more physical settings, such as cosmology [28].

In the rest of this article, we use results from the previous sections to outline a framework for equilibrium statistical mechanics for candidate quanta of geometry (along the lines presented in [14,15], but generalising further to a richer combinatorics based on [35]), and within it give an overview of some concrete examples. In particular, we show that a group field theory can be understood as an effective statistical field theory derived from a coarse-graining of a generalised Gibbs configuration of the underlying quanta. In addition to providing an explicit quantum statistical
basis for group field theories, it further reinforces their status as being field theories for quanta of geometry [36-39]. As expected, we see that even though the many-body viewpoint makes certain techniques available that are almost analogous to standard treatments, there are several non-trivialities such as that of background independence, and physical (possible pre-geometric and effective geometric) interpretations of the statistical and thermodynamic quantities involved.

### 3.1. Framework

The candidate atoms of space considered here are geometric (quantum) $d$-polyhedra (with $d$ faces), or equivalently open $d$-valent nodes with its half-links dressed by the appropriate algebraic data [40]. This choice is motivated strongly by loop quantum gravity [41], spin foam [42], group field theory [36-39] and lattice quantum gravity [43] approaches in the context of 4d models. Extended discrete space and spacetime can be built out of these fundamental atoms or "particles", via kinematical compositions (or boundary gluings) and dynamical interactions (or bulk bondings), respectively. In this sense, the perspective innate to a many-body quantum spacetime is a constructive one, which is naturally also extended to the statistical mechanics based on this mechanics.

Two types of data specify a mechanical model, combinatorial and algebraic. States and processes of a model are supported on combinatorial structures, here abstract ${ }^{11}$ graphs and 2-complexes, respectively; and algebraic dressings of these structures adds discrete geometric information Thus, different choices of combinatorics and algebraic data gives different mechanical models. For instance, the simplest spin foam models (and their associated group field theories) for $4 d$ gravity are based on: boundary combinatorics based on a 4-valent node (or a tetrahedron), bulk combinatorics based on a 4-simplex interaction vertex, and algebraic (or group representation) data of SU(2) labelling the boundary 4 -valent graphs and bulk 2-complexes.

Clearly, this is not the only choice, in fact far from it. The vast richness of possible combinatorics, compatible with our constructive point of view, is comprehensively illustrated in [35] ${ }^{12}$. The various choices for variables to label the discrete structures with (so that they may encode a suitable notion of discrete geometry, which notion depending exactly on the variables chosen and constraints imposed on them) have been an important subject of study, starting all the way from Regge [45-50]. Accommodation of these various different choices is yet another appeal of the constructive many-body viewpoint and this framework. After clarifying further some of these aspects in the following, we choose to work with simplicial combinatorics and $\operatorname{SU}(2)$ holonomy-flux data for the subsequent examples.

### 3.1.1. Atoms of Quantum Space and Kinematics

In the following, we make use of some of the combinatorial structures defined in [35]. However we are content with introducing them in a more intuitive manner, and not recalling the rigorous definitions as that would not be particularly valuable for the present discussion. The interested reader can refer to [35] for details ${ }^{13}$.

[^26]The primary objects of interest to us are boundary patches, which we take as the combinatorial atoms of space. To put simply, a boundary patch is the most basic unit of a boundary graph, in the sense that the set of all boundary patches generates the set of all connected bisected boundary graphs. A bisected boundary graph is simply a directed boundary graph with each of its full links bisected into a pair of half-links, glued at the bivalent nodes (see Figure 1). Different kinds of atoms of space are then the different, inequivalent boundary patches (dressed further with suitable data), and the choice of combinatorics basically boils down to a choice of the set of admissible boundary patches. Moreover, a model with multiple inequivalent boundary patches can be treated akin to a statistical system with multiple species of atoms.

The most general types of boundary graphs are those with nodes of arbitrary valence, and including loops. A common and natural restriction is to consider loopless structures, as they can be associated with combinatorial polyhedral complexes [35]. As the name suggests, loopless boundary patches are those with no loops, i.e., each half-link is bounded on one end by a unique bivalent node (and on the other by the common, multivalent central node). A loopless patch is thus uniquely specified by the number of incident half-links (or equivalently, by the number of bivalent nodes bounding the central node). A $d$-patch, with $d$ number of incident half-links, is simply a $d$-valent node. Importantly for us, it is the combinatorial atom that supports (quantum) geometric states of a $d$-polyhedron $[40,51,52]$. A further common restriction is to consider graphs with nodes of a single, fixed valence, that is to consider $d$-regular loopless structures.

Let us take an example. Consider the boundary graph of a 4 -simplex as shown in Figure 1. The fundamental atom or boundary patch is a 4 -valent node. This graph can be constructed starting from five open 4 -valent nodes (denoted $m, n, \ldots, q$ ), and gluing the half-links, or equivalently the faces of the dual tetrahedra, pair-wise, with the non-local combinatorics of a complete graph on five 4 -valent nodes. The result is ten bisected full links, bounded by five nodes. It is important to note here that a key ingredient of constructing extended boundary states from the atoms are precisely the half-link gluing, or face-sharing conditions on the algebraic data decorating the patches. For instance, in the case of standard loop quantum gravity holonomy-flux variables of $T^{*}(S U(2))$, the face-sharing gluing constraints are area matching [48], thus lending a notion of discrete classical twisted geometry to the graph. This is much weaker than a Regge geometry, which could have been obtained for the same variables if instead the so-called shape-matching conditions [47] are imposed on the pair-wise gluing of faces/half-links. Thus, kinematic composition (boundary gluings) that creates boundary states depends on two crucial ingredients, the combinatorial structure of the resultant boundary graph, and face-sharing gluing conditions on the algebraic data.

From here on, we restrict ourselves to a single boundary patch for simplicity, a (gauge-invariant) 4 -valent node dressed with $S U(2)$ data, i.e., a quantised tetrahedron [40,51]. However, it should be clear from the brief discussion above (and the extensive study in [35]) that a direct generalisation of the present (statistical) mechanical framework is possible also for these more enhanced combinatorial structures.

The phase space of a single classical tetrahedron, encoding both intrinsic and extrinsic degrees of freedom (along with an arbitrary orientation in $\mathbb{R}^{3}$ ) is

$$
\begin{equation*}
\Gamma=T^{*}\left(S U(2)^{4} / \operatorname{SU}(2)\right) \tag{21}
\end{equation*}
$$

where the quotient by $S U(2)$ imposes geometric closure of the tetrahedron. The choice of domain space is basically the choice of algebraic data. For instance, in Euclidean 4d settings a more apt choice would be the group $\operatorname{Spin}(4)$, and $S L(2, \mathbb{C})$ for Lorentzian settings. Then, states of a system of $N$ tetrahedra belong to $\Gamma_{N}=\Gamma^{\times N}$, and observables would be smooth (real-valued) functions defined on $\Gamma_{N}$ [14,15].

The quantum counterparts are,

$$
\begin{equation*}
\mathcal{H}=L^{2}\left(S U(2)^{4} / S U(2)\right) \tag{22}
\end{equation*}
$$

for the single-particle Hilbert space, and $\mathcal{H}_{N}=\mathcal{H}^{\otimes N}$ for an $N$-particle system. In the quantum setting, we can go a step further and construct a Fock space based on the above single-particle Hilbert space,

$$
\begin{equation*}
\mathcal{H}_{F}=\bigoplus_{N \geq 0} \operatorname{sym} \mathcal{H}_{N} \tag{23}
\end{equation*}
$$

where the symmetrisation of $N$-particle spaces implements a choice of bosonic statistics for the quanta, mirroring the graph automorphism of node exchanges. One choice for the algebra of operators on $\mathcal{H}_{F}$ is the von Neumann algebra of bounded linear operators. A more common choice though is the larger *-algebra generated by ladder operators $\hat{\varphi}, \hat{\varphi}^{\dagger}$, which generate the full $\mathcal{H}_{F}$ by acting on a cyclic Fock vacuum, and satisfy a commutation relations algebra

$$
\begin{equation*}
\left[\hat{\varphi}\left(\vec{g}_{1}\right), \hat{\varphi}^{\dagger}\left(\vec{g}_{2}\right)\right]=\int_{S U(2)} d h \prod_{I=1}^{4} \delta\left(g_{1 I} h g_{2 I}^{-1}\right) \tag{24}
\end{equation*}
$$

where $\vec{g} \equiv\left(g_{I}\right) \in S U(2)^{4}$ and the integral on the right ensures $S U(2)$ gauge invariance. In fact, this is the Fock representation of an algebraic bosonic group field theory defined by a Weyl algebra [14,29,53].


Figure 1. Bisected boundary graph of a 4-simplex, as a result of non-local pair-wise gluing of half-links. Each full link is bounded by two 4 -valent nodes (denoted here by $m, n, \ldots$ ), and bisected by one bivalent node (shown here in green).

### 3.1.2. Interacting Quantum Spacetime and Dynamics

Coming now to dynamics, the key ingredients here are the specifications of propagators and admissible interaction vertices, including both their combinatorics, and functional dependences on the algebraic data, i.e., their amplitudes.

The combinatorics of propagators and interaction vertices can be packaged neatly within two maps defined in [35], the bonding map and the bulk map, respectively. A bonding map is defined between two bondable boundary patches. Two patches are bondable if they have the same number of
nodes and links. Then, a bonding map between two bondable patches identifies each of their nodes and links, under the compatibility condition that if a bounding bivalent node in one patch is identified with a particular one in another, then their respective half-links (attaching them to their respective central nodes) are also identified with each other. Thus, a bonding map basically bonds two bulk vertices via (parts of) their boundary graphs to form a process (with boundary). This is simply a bulk edge, or propagator.

The set of interaction vertices can themselves be defined by a bulk map. This map augments the set of constituent elements (multivalent nodes, bivalent nodes, and half-links connecting the two) of any bisected boundary graph, by one new vertex (the bulk vertex), a set of links joining each of the original boundary nodes to this vertex, and a set of two-dimensional faces bounded by a triple of the bulk vertex, a multivalent boundary node and a bivalent boundary node. The resulting structure is an interaction vertex with the given boundary graph ${ }^{14}$. The complete dynamics is then given by the chosen combinatorics, supplemented with amplitude functions that reflect the dependence on the algebraic data.

The interaction vertices can in fact be described by vertex operators on the Fock space in terms of the ladder operators. An example vertex operator, corresponding to the 4 -simplex boundary graph shown in Figure 1, is

$$
\begin{equation*}
\hat{\mathbb{V}}_{4 \mathrm{sim}}=\int_{S U(2)^{20}}[d g] \hat{\varphi}^{+}\left(\vec{g}_{1}\right) \hat{\varphi}^{\dagger}\left(\vec{g}_{2}\right) V_{4 \operatorname{sim}}\left(\vec{g}_{1}, \ldots, \vec{g}_{5}\right) \hat{\varphi}\left(\vec{g}_{3}\right) \hat{\varphi}\left(\vec{g}_{4}\right) \hat{\varphi}\left(\vec{g}_{5}\right) \tag{25}
\end{equation*}
$$

where the interaction kernel $V_{4 \operatorname{sim}}=V_{4 \operatorname{sim}}\left(\left\{g_{i j} g_{j i}^{-1}\right\}_{i<j}\right)$ (for $\left.i, j=1, \ldots, 5\right)$ encodes the combinatorics of the boundary graph. There are of course other vertex operators associated with the same graph (that is with the same kernel), but including different combinations of creation and annihilation operators ${ }^{15}$.

Thus, a definition of kinematics entails: defining the state space, which includes specifying the combinatorics (choosing the set of allowed boundary patches, which generate the admissible boundary graphs), and the algebraic data (choosing variables to characterise the discrete geometric states supported on the boundary graphs); and defining the algebra of observables acting on the state space. A definition of dynamics entails: specifying the propagator and bulk vertex combinatorics and amplitudes. Together, they specify the many-body mechanics.

### 3.1.3. Generalised Equilibrium States

Outlined below is a generalised equilibrium statistical mechanics for these systems [14,15], along the lines laid out in Section 2. For a system of many classical tetrahedra (in general, polyhedra), a statistical state $\rho_{N}$ can be formally defined on the state space $\Gamma_{N}$. If it satisfies the thermodynamical characterisation with respect to a set of functions on $\Gamma_{N}$, then it will be an equilibrium state. Further, a configuration with a varying number of tetrahedra can be described by a grand-canonical type state [15] of the form

$$
\begin{equation*}
Z=\sum_{N \geq 0} e^{\mu N} Z_{N} \tag{26}
\end{equation*}
$$

where $Z_{N}=\int_{\Gamma_{N}} d \lambda \rho_{N}$, and $\mu$ is a chemical potential. Similarly, for a system of many quantum tetrahedra, a generic statistical state $\hat{\rho}$ is a density operator on $\mathcal{H}_{F}$; and generalised equilibrium states with a varying number of quanta are

$$
\begin{equation*}
Z=\operatorname{Tr}_{\mathcal{H}_{F}}\left(e^{-\sum_{a} \beta_{a} \mathcal{O}_{a}+\mu \hat{N}}\right) \tag{27}
\end{equation*}
$$

[^27]where $\hat{N}=\int d \vec{g} \hat{\varphi}^{\dagger}(\vec{g}) \hat{\varphi}(\vec{g})$ is the number operator on $\mathcal{H}_{F}$. Operators of natural interest here are the ones encoding the dynamics, i.e. vertex (and kinetic) operators (see Section 3.2 below). Such grand-canonical type boundary states are important because one would expect quantum gravity dynamics to not be number conserving in general [15,29]. In addition, naturally, in both cases, what the precise content of equilibrium is depends crucially on which observables $\mathcal{O}_{a}$ are used to define the state. As pointed out in Section 2.2, and exemplified in the cases below in Section 3.2, there are many choices and types of observables one could consider in principle. Which ones are the relevant ones in a given situation is in fact a crucial part of the problem.

### 3.2. Applications

We briefly sketch below some examples of applying the above framework.
A couple of examples for a classical system are studied in [15]. In the process of applying the thermodynamical characterisation, these cases introduce a statistical, effective manner of imposing a given (set of) first class constraint(s), that is $\langle C\rangle=0$, instead of the exact, strong way $C=0$. In one case, the condition of closure of a classical $d$-polyhedron is relaxed in this statistical manner, while in the other the boundary gluing constraints amongst the polyhedral atoms of space are relaxed in this way to describe fluctuating twisted geometries. Brief summaries of these follow.

In the first example, starting from the extended state space $\Gamma_{\mathrm{ex}}=\mathrm{X}_{I} S_{A_{I}}^{2}$ of intrinsic geometries of a $d$-polyhedron with face areas $\left\{A_{I}\right\}_{I=1, \ldots, d}$, closure is implemented via the following $\mathfrak{s u}(2)^{*}$-valued function on $\Gamma_{\mathrm{ex}}$,

$$
\begin{equation*}
J=\sum_{I=1}^{d} x_{I} \tag{28}
\end{equation*}
$$

which is the momentum map associated with the diagonal action of $\operatorname{SU}(2)$. Satisfying closure exactly is to have $J=0$. Then, applying the thermodynamic characterisation to the scalar component functions of $J$, that is requiring $\left\langle J_{a}\right\rangle=0(a=1,2,3)$, gives a Gibbs distribution on $\Gamma_{\mathrm{ex}}$ of the form $e^{-\sum_{a} \beta_{a} J_{a}}$ with a vector-valued temperature $\left(\beta_{a}\right) \in \mathfrak{s u}(2)$. Thus, we have a thermal state for a classical polyhedron that is fluctuating in terms of its closure, with the fluctuations controlled by the parameter $\beta$. In fact, this state generalises Souriau's Gibbs states [26,27] to the case of Lie group (Hamiltonian) actions associated with first class constraints.

In the other example, the set of half-link gluing (or face-sharing) conditions for a boundary graph are statistically relaxed. It is known that an oriented (closed) boundary graph $\gamma$, with $M$ nodes and $L$ links, labelled with $(g, x) \in T^{*}(S U(2))$ variables admits a notion of discrete (closed) twisted geometry [48]. Twisted geometries are a generalisation of the more rigid Regge geometries, wherein the shapes of the shared faces are left arbitrary and only their areas are constrained to match. From the present constructive many-body viewpoint, one can understand these states instead as a result of satisfying a set of $S U(2)$ - and $\mathfrak{s u}(2)^{*}$-valued gluing conditions (denoted, respectively, by $\{C\}$ and $\{D\}$ ) on an initially disconnected system of several labelled open nodes. That is, starting from a system of $M$ number of labelled open nodes, one ends up with a twisted geometric configuration if the set of gluing constraints on the holonomy and flux variables corresponding to a given $\gamma$, $\left\{C_{\ell, a}\left(g_{n \ell} g_{m \ell}^{-1}\right)=0, D_{\ell, a}\left(x_{n \ell}-x_{m \ell}\right)=0\right\}_{\gamma}$, are satisfied strongly (component-wise). Here, $\ell=1,2, \ldots, L$ labels a full link, $a=1,2,3$ is $\operatorname{SU}(2)$ component index, and subscripts $n \ell$ refer to the half-link (belonging to the full link) $\ell$ of node $n$. We can then choose instead to impose these constraints weakly by requiring only its statistical averages in a state to vanish. This gives a $\gamma$-dependent state on $\Gamma_{M}$ written formally as

$$
\begin{equation*}
\rho_{\{\gamma, \alpha, \beta\}} \propto e^{-\sum_{\ell} \sum_{a} \alpha_{\ell, a} C_{\ell, a}+\beta_{\ell, a} D_{\ell, a}} \equiv e^{-G_{\gamma}(\alpha, \beta)} \tag{29}
\end{equation*}
$$

where $\alpha, \beta \in \mathbb{R}^{3 L}$ are generalised inverse temperatures characterising this fluctuating twisted geometric configuration. In fact, one can generalise this state to a probabilistic superposition of such internally fluctuating twisted geometries for an $N$ particle system (thus, defined on $\Gamma_{N}$ ), which includes
contributions from distinct graphs, each composed of a possibly variable number of nodes $M$. A state of this kind can formally be written as,

$$
\begin{equation*}
\rho_{N}=\frac{1}{Z_{N}\left(M_{\max }, \lambda_{\gamma}, \alpha, \beta\right)} e^{-\sum_{M=2}^{M_{\max }} \sum_{\{\gamma\}_{M}} \frac{1}{\operatorname{Aut}(\gamma)} \lambda_{\gamma} \sum_{i_{1} \neq \ldots n e q i_{M}=1}^{N} G_{\gamma}\left(\vec{g}_{i_{1}}, \vec{x}_{i_{1}}, \ldots, \vec{g}_{i_{M}}, \vec{x}_{i_{M}} ; \alpha, \beta\right)} \tag{30}
\end{equation*}
$$

where $i$ is the particle index, and $M_{\max } \leq N$. The value of $M_{\max }$ and the set $\{\gamma\}_{M}$ for a fixed $M$ are model-building choices. The first sum over $M$ includes contributions from all admissible (depending on the model, determined by $M_{\max }$ ) different $M$-particle subgroups of the full $N$ particle system, with the gluing combinatorics of various different boundary graphs with $M$ nodes. The second sum is a sum over all admissible boundary graphs $\gamma$, with a given fixed number of nodes $M$. Furthermore, the third sum takes into account all $M$-particle subgroup gluings (according to a given fixed $\gamma$ ) of the full $N$ particle system. We note that the state in Equation (30) is a further generalisation of that presented in [15]; specifically, the latter is a special case of the former for the case of a single term $M=M_{\max }=N$ in the first sum. Further allowing for the system size to vary, that is considering a variable $N$, gives the most general configuration, with a set of coupling parameters linked directly to the underlying microscopic model,

$$
\begin{equation*}
Z\left(M_{\max }, \lambda_{\gamma}, \alpha, \beta\right)=\sum_{N \geq 0} e^{\mu N} Z_{N}\left(M_{\max }, \lambda_{\gamma}, \alpha, \beta\right) \tag{31}
\end{equation*}
$$

A physically more interesting example is considered in [14], which defines a thermal state with respect to a spatial volume operator,

$$
\begin{equation*}
\hat{\rho}=\frac{1}{Z} e^{-\beta \hat{\nu}} \tag{32}
\end{equation*}
$$

where $\hat{\mathcal{V}}=\int d \vec{g} v(\vec{g}) \hat{\varphi}^{\dagger}(\vec{g}) \hat{\varphi}(\vec{g})$ is a positive, self-adjoint operator on $\mathcal{H}_{F}$, and the state is a well-defined density operator on the same. In fact, with a grand-canonical extension of it, this system can be shown to naturally support Bose-Einstein condensation to a low-spin phase [14]. Clearly, this state encodes thermal fluctuations in the volume observable, which is especially an important one in the context of cosmology. In fact, the rapidly developing field of condensate cosmology [54] for atoms of space of the kind considered here, is based on modelling the underlying system as a condensate, and subsequently extracting effective physics from it. These are certainly crucial steps in the direction of obtaining cosmological physics from quantum gravity [9]. It is equally crucial to enrich further the microscopic quantum gravity description itself, and extract effective physics for these new cases. One such important case is to consider thermal fluctuations of the gravitational field at early times, during which our universe is expected to be in a quantum gravity regime. That is, to consider thermal quantum gravity condensates using the frameworks laid out in this article (as opposed to the zero temperature condensates that have been used till now), and subsequently derive effective physics from them. This case would then directly reflect thermal fluctuations of gravity as being of a proper quantum gravity origin. This is investigated in [28].

We end this section by making a direct link to the definition of group field theories using the above framework. Group field theories (GFT) [37-39] are non-local field theories defined over (copies of) a Lie group. Most widely studied (Euclidean) models are for real or complex scalar fields, over copies of $S U(2), S \operatorname{pin}(4)$ or $S O(4)$. For instance, a complex scalar GFT over $S U(2)$ is defined by a partition function of the following general form,

$$
\begin{equation*}
\mathrm{Z}_{\mathrm{GFT}}=\int[D \mu(\varphi, \bar{\varphi})] e^{-S_{\mathrm{GFT}}[\varphi, \bar{\varphi}]} \tag{33}
\end{equation*}
$$

where $\mu$ is a functional measure which in general is ill-defined, and $S_{\mathrm{GFT}}$ is the GFT action of the form (for commonly encountered models),

$$
\begin{equation*}
S_{\mathrm{GFT}}=\int_{G} d g_{1} \int_{G} d g_{2} K\left(g_{1}, g_{2}\right) \bar{\varphi}\left(g_{1}\right) \varphi\left(g_{2}\right)+\int_{G} d g_{1} \int_{G} d g_{2} \ldots V\left(g_{1}, g_{2}, \ldots\right) f(\varphi, \bar{\varphi}) \tag{34}
\end{equation*}
$$

where $g \in G$, and the kernel $V$ is generically non-local, which convolutes the arguments of several $\varphi$ and $\bar{\varphi}$ fields (written here in terms of a single function $f$ ). It defines the interaction vertex of the dynamics by enforcing the combinatorics of its corresponding (unique, via the inverse of the bulk map) boundary graph.
$Z_{\mathrm{GFT}}$ defines the covariant dynamics of the GFT model encoded in $S_{\mathrm{GFT}}$. Below we outline a way to derive such covariant dynamics from a suitable quantum statistical equilibrium description of a system of quanta of space defined previously in Section 3.1. The following technique of using field coherent states is the same as in [15,29], but with the crucial difference that here we do not claim to define, or aim to achieve any correspondence (even if formal) between a canonical dynamics (in terms of a projector operator) and a covariant dynamics (in terms of a functional integral). Here we simply show a quantum statistical basis for the covariant dynamics of a GFT, and in the process, reinterpret the standard form of the GFT partition function in Equation (33) as that of an effective statistical field theory arising from a coarse-graining and further approximations of the underlying statistical quantum gravity system.

We saw in Section 3.1 that the dynamics of the polyhedral atoms of space is encoded in the choices of propagators and interaction vertices, which can be written in terms of kinetic and vertex operators in the Fock description. In our present considerations with a single type of atom (SU(2)-labelled 4-valent node), let us then consider the following generic kinetic and vertex operators,

$$
\begin{equation*}
\hat{\mathbb{K}}=\int_{S U(2)^{8}}[d g] \hat{\varphi}^{\dagger}\left(\vec{g}_{1}\right) K\left(\vec{g}_{1}, \vec{g}_{2}\right) \hat{\varphi}\left(\vec{g}_{2}\right) \quad, \quad \hat{\mathbb{V}}=\int_{S U(2)^{4 N}}[d g] V_{\gamma}\left(\vec{g}_{1}, \ldots, \vec{g}_{N}\right) \hat{f}\left(\hat{\varphi}, \hat{\varphi}^{\dagger}\right) \tag{35}
\end{equation*}
$$

where $N>2$ is the number of 4 -valent nodes in the boundary graph $\gamma$, and $\hat{f}$ is a function of the ladder operators with all terms of a single degree $N$. For example, when $N=3$, this function could be $\hat{f}=\lambda_{1} \hat{\varphi} \hat{\varphi} \hat{\varphi}^{\dagger}+\lambda_{2} \hat{\varphi}^{\dagger} \hat{\varphi} \hat{\varphi}^{\dagger}$. As shown above, in principle, a generic model can include several distinct vertex operators. Even though what we have considered here is the simple of case of having only one, the argument can be extended directly to the general case.

Operators $\widehat{\mathbb{K}}$ and $\widehat{\mathbb{V}}$ have well-defined actions on the Fock space $\mathcal{H}_{F}$. Using the thermodynamical characterisation then, we can consider the formal constraints ${ }^{16}\langle\hat{\mathbb{K}}\rangle=$ constant and $\langle\hat{\mathbb{V}}\rangle=$ constant, to write down a generalised Gibbs state on $\mathcal{H}_{F}$,

$$
\begin{equation*}
\hat{\rho}_{\left\{\beta_{a}\right\}}=\frac{1}{Z_{\left\{\beta_{a}\right\}}} e^{-\beta_{1} \hat{\mathbb{K}}-\beta_{2} \hat{\mathbb{V}}} \tag{36}
\end{equation*}
$$

where $a=1,2$ and the partition function ${ }^{17}$ is,

$$
\begin{equation*}
Z_{\left\{\beta_{a}\right\}}=\operatorname{Tr}_{\mathcal{H}_{F}}\left(e^{-\beta_{1} \hat{\mathbb{K}}-\beta_{2} \hat{\mathbb{V}}}\right) \tag{37}
\end{equation*}
$$

An effective field theory can then be extracted from the above by using a basis of coherent states on $\mathcal{H}_{F}[15,29,55]$. Field coherent states give a continuous representation on $\mathcal{H}_{F}$ where the parameter labelling each state is a wave (test) function [55]. For the Fock description mentioned in Section 3.1, the coherent states are

$$
\begin{equation*}
|\psi\rangle=e^{\hat{\varphi}^{\dagger}(\psi)-\hat{\varphi}(\psi)}|0\rangle \tag{38}
\end{equation*}
$$

[^28]where $|0\rangle$ is the Fock vacuum (satisfying $\hat{\varphi}(\vec{g})|0\rangle=0$ for all $\vec{g}), \hat{\varphi}(\psi)=\int_{S U(2)^{4}} \bar{\psi} \hat{\varphi}$ and its adjoint are smeared operators, and $\psi \in \mathcal{H}$. The set of all such states provides an over-complete basis for $\mathcal{H}_{F}$. The most useful property of these states is that they are eigenstates of the annihilation operator,
\[

$$
\begin{equation*}
\hat{\varphi}(\vec{g})|\psi\rangle=\psi(\vec{g})|\psi\rangle \tag{39}
\end{equation*}
$$

\]

The trace in the partition function in Equation (37) can then be evaluated in this basis,

$$
\begin{equation*}
Z_{\left\{\beta_{a}\right\}}=\int[D \mu(\psi, \bar{\psi})]\langle\psi| e^{-\beta_{1} \hat{\mathbb{K}}-\beta_{2} \hat{\mathbb{V}}}|\psi\rangle \tag{40}
\end{equation*}
$$

where $\mu$ here is the coherent state measure [55]. The integrand can be treated and simplified along the lines presented in [15] (to which we refer for details), to get an effective partition function,

$$
\begin{equation*}
Z_{0}=\int[D \mu(\psi, \bar{\psi})] e^{-\beta_{1} K[\bar{\psi}, \psi]-\beta_{2} V[\bar{\psi}, \psi]}=Z_{\left\{\beta_{a}\right\}}-Z_{\mathcal{O}(\hbar)} \tag{41}
\end{equation*}
$$

where subscript 0 indicates that we have neglected higher order terms, collected inside $Z_{\mathcal{O}(\hbar)}$, resulting from normal orderings of the exponent in $Z_{\left\{\beta_{a}\right\}}$, and the functions in the exponent are $K=\langle\psi|: \hat{\mathbb{K}}:|\psi\rangle$ and $V=\langle\psi|: \hat{\mathbb{V}}:|\psi\rangle$. It is then evident that $Z_{0}$ has the precise form of a generic GFT partition function. It thus defines a group field theory as an effective statistical field theory, that is

$$
\begin{equation*}
\mathrm{Z}_{\mathrm{GFT}}:=\mathrm{Z}_{0} \tag{42}
\end{equation*}
$$

From this perspective, it is clear that the generalised inverse temperatures (which are basically the intensive parameters conjugate to the energies in the generalised thermodynamics setting of Section 2.4) are the coupling parameters defining the effective model, thus characterising the phases of the emergent statistical group field theory, as would be expected. Moreover, from this purely statistical standpoint, we can understand the GFT action more appropriately as Landau-Ginzburg free energy (or effective "Hamiltonian', in the sense that it encodes the effective dynamics), instead of a Euclidean action, which might imply having Wick rotated a Lorentzian measure, even in an absence of any such notions as is the case presently. Lastly, deriving in this way the covariant definition of a group field theory, based entirely on the framework presented in Section 3.1, strengthens the statement that a group field theory is a field theory of combinatorial and algebraic quanta of space $[38,39]$.

## 4. Conclusions and Outlook

We have presented an extension of equilibrium statistical mechanics for background independent systems, based on a collection of results and insights from old and new studies. While various proposals for a background independent notion of statistical equilibrium have been summarised, one in particular, based on the constrained maximisation of information entropy, has been stressed upon. We have argued in favour of its potential by highlighting its many unique and valuable features. We have remarked on interesting new connections with the thermal time hypothesis, in particular suggesting to use this particular characterisation of equilibrium as a criterion of choice for the application of the hypothesis. Subsequently, aspects of a generalised framework for thermodynamics have been investigated, including defining the essential thermodynamic potentials, and discussing generalised zeroth and first laws.

We have then considered the statistical mechanics of a candidate quantum gravity system, composed of many atoms of space. The choice of (possibly different types of) these quanta is inspired directly from boundary structures in loop quantum gravity, spin foam and group field theory approaches. They are combinatorial building blocks (or boundary patches) of graphs, labelled with suitable algebraic data encoding discrete geometric information, with their constrained many-body dynamics dictated by bulk bondings between interaction vertices and amplitude functions.

Generic statistical states can then be defined on a many-body state space, and generalised Gibbs states can be defined using the thermodynamical characterisation [14]. Finally, we have given an overview of applications in quantum gravity [14-16,28]. In particular, we have derived the covariant definition of group field theories as a coarse-graining using coherent states of a class of generalised Gibbs states of the underlying system with respect to dynamics-encoding kinetic and vertex operators; and in this way reinterpreted the GFT partition function as an effective statistical field theory partition function, extracted from an underlying statistical quantum gravity system.

More investigations along these directions will certainly be worthwhile. For example, the thermodynamical characterisation could be applied in a spacetime setting, such as for stationary black holes with respect to the mass, charge and angular momentum observables, to explore further its physical implications. The black hole setting could also help unfold how the selection of a single preferred temperature can occur starting from a generalised Gibbs measure. Moreover, it could offer insights into relations with the thermal time hypothesis, and help better understand some of our more intuitive reasonings presented in Section 2.3, and similarly for generalised thermodynamics. It requires further development, particularly for the first and second laws. For instance, in the first law as presented above, the additional possible work contributions need to be identified and understood, particularly in the context of background independence. For these, and other thermodynamical aspects, we could benefit from Souriau's generalisation of Lie group thermodynamics [26,27].

There are many avenues to explore also in the context of statistical mechanics and thermodynamics of quantum gravity. In the former, for example, it would be interesting to study potential black hole quantum gravity states [56]. In general, it is important to be able to identify suitable observables to characterise an equilibrium state of physically relevant cases. On the cosmological side, for instance, those phases of the complete quantum gravity system which admit a cosmological interpretation will be expected to have certain symmetries whose associated generators could then be suitable candidates for the generalised energies. Another interesting cosmological aspect to consider is that of inhomogeneities induced by early time volume thermal fluctuations of quantum gravity origin, possibly from an application of the volume Gibbs state [14] (or a suitable modification of it) recalled above. The latter aspect of investigating thermodynamics of quantum gravity would certainly benefit from confrontation with studies on thermodynamics of spacetime in semiclassical settings. We may also need to consider explicitly the quantum nature of the degrees of freedom, and use insights from the field of quantum thermodynamics [57], which itself has fascinating links to quantum information [58].
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#### Abstract

Vertex amplitudes are elementary contributions to the transition amplitudes in the spin foam models of quantum gravity. The purpose of this article is to make the first step towards computing vertex amplitudes with the use of quantum algorithms. In our studies we are focused on a vertex amplitude of 3+1 D gravity, associated with a pentagram spin network. Furthermore, all spin labels of the spin network are assumed to be equal $j=1 / 2$, which is crucial for the introduction of the intertwiner qubits. A procedure of determining modulus squares of vertex amplitudes on universal quantum computers is proposed. Utility of the approach is tested with the use of: IBM's ibmqx4 5-qubit quantum computer, simulator of quantum computer provided by the same company and QX quantum computer simulator. Finally, values of the vertex probability are determined employing both the QX and the IBM simulators with 20-qubit quantum register and compared with analytical predictions.


Keywords: Spin networks; vertex amplitudes; quantum computing

## 1. Introduction

The basic objective of theories of quantum gravity is to calculate transition amplitudes between configurations of the gravitational field. The most straightforward approach to the problem is provided by the Feynman's path integral

$$
\begin{equation*}
\left\langle\Psi_{f} \mid \Psi_{i}\right\rangle=\int D[g] D[\phi] e^{\frac{i}{\hbar}\left(S_{G}+S_{\phi}\right)} \tag{1}
\end{equation*}
$$

where $S_{G}$ and $S_{\phi}$ are the gravitational and matter actions respectively. While the formula (1) is easy to write, it is not very practical for the case of continuous gravitational field, characterized by infinite number of degrees of freedom. One of the approaches to determine (1) utilizes discretization of the gravitational field associated with some cut-off scale. The expectation is that continuous limit of such discretized theory can be recovered at the second order phase transition [1,2]. The essential step in this challenge is to generate different discrete space-time configurations (triangulations) contributing to the path integral (1). In Causal Dynamical Triangulations (CDT) [1] which is one of the approaches to the problem, Markov chain of elementary moves is used to explore different triangulations between initial and final state. In practice, the Markov chain is implemented after performing Wick rotation in Equation (1). In the last 20 years, the procedure has been extensively studied running computer simulations [3]. However, in 1+1 D case analytical methods of generating allowed triangulations are also available. In particular, it has been shown that Feynman diagrams of auxiliary random matrix theories generate graphs dual to the triangulations [4]. An advantage of the method is that in the large $N$ (color) limit of such theories, symmetry factors associated with given triangulations can be recovered [5].

Another path to the problem of determining (1) is provided by the Loop Quantum Gravity (LQG) $[6,7]$ approach to the Planck scale physics. Here, discreteness of space is not due to the applied by hand cut-off but is a consequence of the procedure of quantization. Accordingly, the spatial configuration of the gravitational is encoded in the so-called spin network states [8]. In consequence, the transition amplitude (1) is calculated between two spin network states. The geometric structures (2-complexes) representing the path integral are called Spin Foams [9,10]. The elementary processes contributing to the spin foam amplitudes are associated with vertices of the spin foams and are called vertex amplitudes [11,12]. The employed terminology of spin networks and spin foams is clarified in Figure 1 in an example of $2+1$ D gravity.


Figure 1. Pictorial representation of a simple spin foam associated with $2+1 \mathrm{D}$ gravity. The plot has been inspired by Figure 4.2 in Ref. [7].

In Figure 1 two boundary spin networks with 3-valent nodes are shown. Such nodes are dual to two-dimensional triangles. In this article we will focus on the $3+1 \mathrm{D}$ case in which the spin network nodes (related with non-vanishing volumes) are 4 -valent. The nodes are dual to tetrahedra ( 3 -simplex). In the example presented in Figure 1, the four edges of the 2-complex meet at the vertex. However, in the $3+1 \mathrm{D}$ case the valence of the vertex is higher and equal to 5 . For the purpose of this article it is crucial to note that such 5 -valent vertices can be enclosed by a boundary represented by a spin network containing five nodes. Each of the nodes is placed on one of the five edges entering the vertex. The boundary has topology of a three-sphere, $S^{3}$. This is higher dimensional extension of the $2+1 \mathrm{D}$ case, where a vertex can be enclosed by the two-sphere, $S^{2}$.

In analogy to the random matrix theories in case of the 2D triangulations, the spin foams (2-complexes) can also be obtained as Feynman diagrams of some auxiliary field theory. Namely, the so-called Group Field Theories (GFTs) have been introduced to generate structure of vertices and edges associated with spin foams [13-15]. In particular, the $3+1 \mathrm{D}$ theory with 5 -valent vertices requires GFT with five-order interaction terms, known as Ooguri's model [16]. There has recently been great progress in the field of GFTs with many interesting results (see e.g., [17,18]).

The aim of this article is to investigate a possibility of employing universal quantum computers to compute vertex amplitudes of $3+1 \mathrm{D}$ spin foams. The idea has been suggested in Ref. [19], however, it is not investigated there. Here, we make the first attempt to materialize this concept. In our studies, we consider a special case of spin networks with spin labels corresponding to fundamental representations of the $S U(2)$ group, for which intertwiner qubits [19-21] can be introduced. The qubits will be implemented on IBM Q 5-qubit quantum computer (ibmqx4) as well as with the use of quantum computer simulator provided by the same company [22]. In the case of real 5-qubit quantum computer
the qubits are physically realized as superconducting circuits [23] operating at millikelvin temperatures. Furthermore, the QX quantum computer simulator [24], available on the Quantum Inspire [25] platform, will be employed.

The studies contribute to our broader research program focused on exploring the possibility of simulating Planck scale physics with the use of quantum computers. The research is in the spirit of the original Feynman's idea [26] of performing the so-called exact simulations of quantum systems with the use of quantum information processing devices. In our previous articles [21,27] we have preliminary explored the possibility of utilizing Adiabatic Quantum Computers [28] to simulate quantum gravitational systems. Here, we are making the first steps towards the application of Universal Quantum Computers [29,30].

## 2. Intertwiner Qubit

The basic question a skeptic can ask is why it is worth considering quantum computers to study Planck scale physics at all? Can we not just do it employing classical supercomputers as in the case of CDT approach to quantum gravity? Let me answer these questions by giving two arguments. The first concerns the huge dimensionality of a Hilbert space for many-body quantum system. For a single spin- $1 / 2$ (qubit) Hilbert space $\mathcal{H}_{1 / 2}=\operatorname{span}\{|0\rangle,|1\rangle\}$ the dimension is equal to 2 . However, considering $N$ such spins (qubits) the resulting Hilbert space is a tensor product of N copies of the qubit Hilbert space. The dimension of such space grows exponentially with N :

$$
\begin{equation*}
\operatorname{dim}(\underbrace{\mathcal{H}_{1 / 2} \otimes \mathcal{H}_{1 / 2} \otimes \cdots \otimes \mathcal{H}_{1 / 2}}_{N})=2^{N} \tag{2}
\end{equation*}
$$

This exponential behavior is the main obstacle behind simulating quantum systems on classical computers. With the present most powerful classical supercomputers we can simulate quantum systems with $N=64$ at most [31]. The difficulty is due to the fact that quantum operators acting on $2^{N}$ dimensional Hilbert space are represented by $2^{N} \times 2^{N}$ matrices. Operating with such matrices for $N>50$ is challenging to the currently available supercomputers. On the other hand, such companies as IBM or Rigetti Computing are developing quantum chips with $N>100$ and certain topologies of couplings between the qubits. The possibility of simulating quantum systems which are unattainable to classical supercomputers may, therefore, emerge in the coming decade leading to the so-called quantum supremacy [32]. See Appendix A for more detailed discussion of the state of the art of the quantum computing technologies and prospects for the near future. The second argument concerns quantum speed-up leading to reduction of computational complexity of some classical problems. Such possibility is provided by certain quantum algorithms (e.g., Deutsch, Grover, Shor, ...) thanks to the so-called quantum parallelism. For more information on quantum algorithms please see Appendix B, where elementary introduction to quantum computing can be found.

Taking the above arguments into account we are convinced that it is justified to explore the possibility of simulating quantum gravitational physics on quantum computers. The fundamental question is, however, whether gravitational degrees of freedom can be expressed with qubits, which are used in the current implementations of quantum computers ${ }^{1}$. Fortunately, it has recently been shown that at least in Loop Quantum Gravity approach to quantum gravity notion of qubit degrees of freedom can be introduced and is associated with the intertwiner space of a certain class of spin networks (see Refs. [19-21,27]).

Let us briefly explain it. Namely, nodes of the spin networks are where Hilbert spaces associated with the links meet. The gauge invariance (enforced by the Gauss constraint) implies that the total spin at the node has to be equal zero. The 4 -valent nodes are of special interest since they are associated

[^29]with the non-vanishing eigenvalues of the volume operator (see e.g., Ref. [7]). As already mentioned in the introduction, in the picture of discrete geometry, the 4 -valent nodes are dual to tetrahedra. The class of spin networks that we are focused on here are those with links of the spin networks labelled by fundamental representations of the $S U(2)$ group (i.e., the spin labels are equal $j=1 / 2$ ) and the nodes are 4 -valent. For such spin networks the Hilbert spaces at the nodes are given by the following tensor products:
\[

$$
\begin{equation*}
\mathcal{H}_{1 / 2} \otimes \mathcal{H}_{1 / 2} \otimes \mathcal{H}_{1 / 2} \otimes \mathcal{H}_{1 / 2}=2 \mathcal{H}_{0} \oplus 3 \mathcal{H}_{1} \oplus \mathcal{H}_{2} \tag{3}
\end{equation*}
$$

\]

The Gauss constraint implies that only singlet configurations $\left(\mathcal{H}_{0}\right)$ are allowed. Because there are two copies of the spin-zero configurations in the tensor product (3), the so-called intertwiner Hilbert space is two-dimensional:

$$
\begin{equation*}
\operatorname{dim} \operatorname{Inv}\left(\mathcal{H}_{1 / 2} \otimes \mathcal{H}_{1 / 2} \otimes \mathcal{H}_{1 / 2} \otimes \mathcal{H}_{1 / 2}\right)=2 \tag{4}
\end{equation*}
$$

We associate the two-dimensional invariant subspace with the intertwiner qubit $|\mathcal{I}\rangle \in \mathcal{H}_{0} \oplus \mathcal{H}_{0}$. The 4 -valent node (at which the intertwiner qubit is defined) together with the entering links is dual to the tetrahedron in a way shown in Figure 2.


Figure 2. A single 4 -valent node together with the entering links with spin labels $j=1 / 2$. The intertwiner qubit $|\mathcal{I}\rangle$ is a degree of freedom defined at the node. The node is dual to the tetrahedron (3-symplex) as represented in the picture.

The two basis states of the intertwiner qubit $|\mathcal{I}\rangle$ are basically the two singlets we can obtain for a system of four spins $1 / 2$. The basis states can be expressed composing familiar singlets and triplet states for two spin-1/2 particles:

$$
\begin{align*}
|S\rangle & =\frac{1}{\sqrt{2}}(|01\rangle-|10\rangle),  \tag{5}\\
\left|T_{+}\right\rangle & =|00\rangle  \tag{6}\\
\left|T_{0}\right\rangle & =\frac{1}{\sqrt{2}}(|01\rangle+|10\rangle),  \tag{7}\\
\left|T_{-}\right\rangle & =|11\rangle . \tag{8}
\end{align*}
$$

Namely, in the s-channel (which is one of the possible superpositions) the intertwiner qubit basis states can be expressed as follows:

$$
\begin{align*}
& \left|0_{s}\right\rangle=|S\rangle \otimes|S\rangle  \tag{9}\\
& \left|1_{s}\right\rangle=\frac{1}{\sqrt{3}}\left(\left|T_{+}\right\rangle \otimes\left|T_{-}\right\rangle+\left|T_{-}\right\rangle \otimes\left|T_{+}\right\rangle-\left|T_{0}\right\rangle \otimes\left|T_{0}\right\rangle\right) \tag{10}
\end{align*}
$$

The $\left|0_{s}\right\rangle$ state is simply a tensor product of two singlets for two spin- $1 / 2$ particles, while the state $\left|1_{s}\right\rangle$ does not have such a simple product structure. The states $\left|0_{s}\right\rangle$ and $\left|1_{s}\right\rangle$ form an orthonormal basis of the intertwiner qubit. Worth stressing is that other bases being linear superpositions of $\left|0_{s}\right\rangle$ and $\left|1_{s}\right\rangle$ might be considered. In particular, the eigenbasis of the volume operator turns out to be useful (see Ref. [27]). Here we stick to the s-channel basis $\left\{\left|0_{s}\right\rangle,\left|1_{s}\right\rangle\right\}$ in which a general intertwiner state (neglecting the total phase) can be expressed as

$$
\begin{equation*}
|\mathcal{I}\rangle=\cos (\theta / 2)\left|0_{s}\right\rangle+e^{i \phi} \sin (\theta / 2)\left|1_{s}\right\rangle, \tag{11}
\end{equation*}
$$

where $\theta \in[0, \pi]$ and $\phi \in[0,2 \pi)$ are angles parametrizing the Bloch sphere.
In the context of quantum computations it is crucial to define a quantum algorithm (a unitary operation $\hat{U}_{\mathcal{I}}$ acting on the input state) which will allow us to create the intertwiner state (11) from the input state |0000〉, i.e.,

$$
\begin{equation*}
|\mathcal{I}\rangle=\hat{U}_{\mathcal{I}}|0000\rangle . \tag{12}
\end{equation*}
$$

The general construction of the operator $\hat{U}_{\mathcal{I}}$ can be performed applying the procedure introduced in Ref. [33], and will be discussed in a sequel to this article [34]. Here, for the purpose of illustration of the method of computing vertex amplitude we will focus on the special case of the intertwiner states being the first basis state: $|\mathcal{I}\rangle=\left|0_{s}\right\rangle=|S\rangle \otimes|S\rangle$. The contributing two-particle singlet states can easily be generated as a sequence of elementary gates used to construct quantum circuits (see also Appendix B):

$$
\begin{equation*}
|S\rangle=\widehat{\mathrm{CNOT}}(\hat{H} \otimes \hat{\mathbf{I}})(\hat{X} \otimes \hat{X})|00\rangle . \tag{13}
\end{equation*}
$$

Here, the $\hat{X}$ is the so-called bit-flip (NOT) operator (Pauli $\sigma_{x}$ matrix) which transforms $|0\rangle$ into $|1\rangle$ and $|1\rangle$ into $|0\rangle$ (i.e., $\hat{X}|0\rangle=|1\rangle$ and $\hat{X}|1\rangle=|0\rangle$ ). The $\hat{H}$ is the Hadamard operator defined as $\hat{H}|0\rangle=\frac{1}{\sqrt{2}}(|0\rangle+|1\rangle)$ and $\hat{H}|1\rangle=\frac{1}{\sqrt{2}}(|0\rangle-|1\rangle)$. Finally, the $\widehat{\text { CNOT }}$ is the Controlled NOT 2-qubit gate defined as $\widehat{\operatorname{CNOT}}(|a\rangle \otimes|b\rangle)=|a\rangle \otimes|a \oplus b\rangle$, where $a, b \in\{0,1\}$ and $\oplus$ is the XOR (exclusive or) logical operation, such that $0 \oplus 0=0,0 \oplus 1=1,1 \oplus 0=1$ and $1 \oplus 1=0$. In consequence, the $\left|0_{s}\right\rangle$ basis state can be expressed as follows:

$$
\begin{align*}
\left|0_{s}\right\rangle & =(\widehat{\mathrm{CNOT}} \otimes \widehat{\mathrm{CNOT}})(\hat{H} \otimes \hat{\mathbf{I}} \otimes \hat{H} \otimes \hat{\mathbf{I}})(\hat{X} \otimes \hat{X} \otimes \hat{X} \otimes \hat{X})|0000\rangle \\
& =\frac{1}{2}(|0101\rangle+|1010\rangle-|0110\rangle-|1001\rangle) . \tag{14}
\end{align*}
$$

In Figure 3 a quantum circuit generating (and measuring) the intertwiner state $\left|0_{s}\right\rangle$ has been presented.


Figure 3. Quantum circuit used to generate $\left|0_{S}\right\rangle$ state from the initial state $|0000\rangle$. The (green) boxes with letter X represent the bit-flip gates, the (blue) boxes with letter H represents the Hadamard gates, while the next operations from the left are the CNOT 2-qubit gates. Finally, the (pink) boxes on the right represent measurements performed at every one of the four involved qubits.

The final state can be written as a superposition of 16 basis states in the product space of four qubit Hilbert spaces:

$$
\begin{equation*}
|\Psi\rangle=\sum_{i j k l \in\{0,1\}} a_{i j k l}|i j k l\rangle, \tag{15}
\end{equation*}
$$

where the normalization condition implies that $\sum_{i j k l \in\{0,1\}}\left|a_{i j k l}\right|^{2}=1$.
We have executed the quantum algorithm (14) with the use of both the IBM simulator of quantum computer and the real IBM Q 5-qubit quantum chip ibmqx4. In both cases the algorithm has been executed 1024 times. Moreover, the algorithm (14) has also been executed (1024 times) on the QX quantum computer simulator. Results of the measurements of probabilities $P(i)=\left|a_{i}\right|^{2}$ are summarized in Table 1.

Table 1. Results of measurements of $P(i)=\left|a_{i}\right|^{2}$ for the quantum circuit presented in Figure 3.

| No. | Probability | Theory | IBM Simulator | IBM Q ibmqx4 | QX Simulator |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $\left\|a_{0000}\right\|^{2}$ | 0 | 0 | 0.014 | 0 |
| 2 | $\left\|a_{0001}\right\|^{2}$ | 0 | 0 | 0.058 | 0 |
| 3 | $\left\|a_{0010}\right\|^{2}$ | 0 | 0 | 0.050 | 0 |
| 4 | $\left\|a_{0011}\right\|^{2}$ | 0 | 0 | 0.004 | 0 |
| 5 | $\left\|a_{0100}\right\|^{2}$ | 0 | 0 | 0.023 | 0 |
| 6 | $\left\|a_{0101}\right\|^{2}$ | 0.25 | 0.264 | 0.109 | 0.252 |
| 7 | $\left\|a_{0110}\right\|^{2}$ | 0.25 | 0.232 | 0.091 | 0.241 |
| 8 | $\|a 0111\|^{2}$ | 0 | 0 | 0.009 | 0 |
| 9 | $\left\|a_{1000}\right\|^{2}$ | 0 | 0 | 0.034 | 0 |
| 10 | $\left\|a_{1001}\right\|^{2}$ | 0.25 | 0.248 | 0.159 | 0.230 |
| 11 | $\left\|a_{1010}\right\|^{2}$ | 0.25 | 0.256 | 0.158 | 0.276 |
| 12 | $\left\|a_{1011}\right\|^{2}$ | 0 | 0 | 0.012 | 0 |
| 13 | $\left\|a_{1100}\right\|^{2}$ | 0 | 0 | 0.034 | 0 |
| 14 | $\left\|a_{1101}\right\|^{2}$ | 0 | 0 | 0.132 | 0 |
| 15 | $\left\|a_{1110}\right\|^{2}$ | 0 | 0 | 0.110 | 0 |
| 16 | $\left\|a_{1111}\right\|^{2}$ | 0 | 0 | 0.003 | 0 |

Clearly, the results obtained from the simulator match well with the values predicted in Equation (14). By increasing the number of shots, the accuracy of the results can be improved. In fact, because the number of shots in a single round was limited (either to 8192 in the case of the IBM simulator or to 1024 in the case of the QX simulator) the computational rounds had to be repeated in order to achieve better convergence to theoretical predictions. Furthermore, the results were also verified with the use of two other publicly available quantum simulators of quantum circuits, i.e., Quirk [35] and Q-Kit [36].

On the other hand, the errors of the ibmqx4 quantum processor are more significant, leading even to $10 \%$ contribution from the undesired states, such as $|1101\rangle$ and $|1110\rangle$. The errors have two main sources. The first are instrumental errors associated with uncertainty of gates, uncertainty of initial state preparation and uncertainty of readouts. For the IBM Q ibmqx4 quantum processor the single-qubit gate errors are at the level of 0.001 and the errors of readouts are reaching even 0.086 for some of the qubits. The two-qubit gates are less accurate than the single quibit gates, with the errors approximately equal to 0.035 . The concrete values for every qubit and pairs of qubits are provided via the IBM website [22]. The second source of error is due to statistical nature of quantum mechanics and the limited number of measurements. For a single qubit, the problem of estimating corresponding error is equivalent to the 1 D random walk, which leads to uncertainty of the estimation of probability equal $\frac{s}{n}=\sqrt{\frac{p(1-p)}{n}}$, where $n$ is the number of measurements and $p$ is a probability of one of the two basis states. As an example, for $n=1024$ and $p=1 / 2$ we obtain $\frac{s}{n} \approx 0.016$. In the considered
case of 16 basis states the uncertainty is expected to be lower roughly by the factor $0.5^{2}$, leading to an approximate error equal 0.008 (the value is smaller because the average number of counts per basis states decreased). Summing up both the instrumental error and the uncertainty of measurement, we may estimate the cumulative uncertainty to be at the level of $\sim 15 \%$, which is in agreement with the experimental data. With the current setup, the errors can be slightly reduced by increasing the number of measurements and by optimization of the quantum circuit, e.g., by placing (less noisy) single-qubit gates after (more noisy) two-qubit gates. In further studies, the circuits should also be equipped with quantum error correction algorithms. This will, however, require additional qubits to be involved. Moreover, reduction of the instrumental error will be a crucial challenge for the future utility of the quantum processors.

Let us end this section with quantitative comparison of the results from the Table 1 with the use of classical Fidelity (Bhattacharyya distance) $F(q, p):=\sum_{i} \sqrt{p_{i} q_{i}}$, where $\left\{p_{i}\right\}$ and $\left\{q_{i}\right\}$ are two sets of probabilities. Comparison of the theoretical values with the results obtained from the IBM Simulator gives us $F \approx 99.9 \%$. However, comparing the theoretical values with the results of IBM Q ibmqx4 quantum computer we find much smaller Fidelity $F \approx 71.4 \%$. Worth keeping in mind is that the employed Fidelity function concerns classical probabilities and further analysis of the quantum state obtained from the quantum computer should include also analysis of the quantum Fidelity $F\left(\hat{\rho}_{1}, \hat{\rho}_{2}\right):=\operatorname{tr} \sqrt{\sqrt{\hat{\rho}_{1}} \hat{\rho}_{2} \sqrt{\hat{\rho}_{1}}}$, where $\hat{\rho}_{1}$ and $\hat{\rho}_{2}$ are density matrices of the compared states [37]. For this purpose (i.e., reconstruction of the density matrix), full tomography of the obtained quantum state has to be performed.

## 3. Vertex Amplitude

Gravity is a theory of constraints. Specifically, in LQG three types of constraints are involved. The first is the mentioned Gauss constraint, which has already been imposed at the stage of constructing spin networks states. The second is the spatial diffeomorphism constraint which is satisfied by introducing equivalence relation between all spin-networks characterized by the same topology. The third is the so-called scalar or Hamiltonian constraint, which encodes temporal dynamics and is the most difficult to satisfy. In quantum theory, this constraint takes a form of an operator. Let us denote this operator as $\hat{C}$. Following the Dirac procedure for constrained quantum systems, the physical states are those belonging to the kernel of the constraints, i.e., $\hat{C}|\Psi\rangle=0$. Due to the complicated form of the gravitational scalar constraint (see e.g., [6]), finding the physical states is in general a difficult task. However, for certain simplified scalar constraints, such as for the symmetry reduced cosmological models, the physical states are possible to extract. Furthermore, it has recently been proposed in Ref. [21] that the problem of solving simple constraints can be implemented on Adiabatic Quantum Computers.

Another approach to the problem of constraints is to consider a projection operator

$$
\begin{equation*}
\hat{P}:=\lim _{T \rightarrow \infty} \frac{1}{2 T} \int_{-T}^{T} d \tau e^{i \tau \hat{C}}, \tag{16}
\end{equation*}
$$

which projects kinematical states onto physical subspace. In particular, the Formula (16) is valid for $\hat{C}$ characterized by discrete spectrum of eigenvalues. Specifically, the projection operator (16) can be used to evaluate transition amplitude between any two kinematical states $|x\rangle$ and $\left|x^{\prime}\right\rangle$ :

$$
\begin{equation*}
W\left(x, x^{\prime}\right)=\left\langle x^{\prime}\right| \hat{P}|x\rangle . \tag{17}
\end{equation*}
$$

[^30]The state $|x\rangle$ might correspond to the initial and $\left|x^{\prime}\right\rangle$ to the final boundary spin network states (confront with Figure 1). While the notion of the boundary initial and final hypersurfaces is well defined in the case with preferred time foliation, the general relativistic case deserves generalization of the transition amplitude to the form being independent of the background time variable. This leads to the concept of boundary formulation [38] of transition amplitudes in which the transition amplitude is a function of boundary state only. Taking the particular boundary physical spin network state $|\Psi\rangle$ the transition amplitude can be, therefore, written as

$$
\begin{equation*}
W(\Psi)=\langle W \mid \Psi\rangle, \tag{18}
\end{equation*}
$$

where the state $|\Psi\rangle$ corresponds to representation in which the amplitude is evaluated. Worth stressing at this point is that physical interpretation of the transition amplitude (18) is still under debate. In particular, very little is known about relation of the amplitude with the physical states of the theory under consideration.

The object of our interest in this article, namely the vertex amplitude, is the amplitude (18) of boundary enclosing a single vertex. As we have already explained in the introduction, the spin network enclosing the single vertex has pentagram structure and can be written as:

$$
\begin{equation*}
\langle W \mid \Psi\rangle=A\left(\mathcal{I}_{1}, \mathcal{I}_{2}, \mathcal{I}_{3}, \mathcal{I}_{4}, \mathcal{I}_{5}\right) \tag{19}
\end{equation*}
$$

The associated spin network is shown in Figure 4.


Figure 4. Pentagram spin network corresponding to boundary of a single vertex of spin foam. The boundary geometry has topology of three-sphere.

The pentagram spin network state is a tensor product of the five intertwiner qubits:

$$
\begin{equation*}
|\Psi\rangle=\bigotimes_{n=1}^{5}\left|\mathcal{I}_{n}\right\rangle \tag{20}
\end{equation*}
$$

Since in the vertex amplitude (18) physical states have to be considered the intertwiner qubits $\left|\mathcal{I}_{n}\right\rangle$ have to be selected such that the state is annihilated by the scalar constraint: $\hat{C}|\Psi\rangle=0$. Due to the difficulty of the issue for general form of the scalar constraint operator, we do not address the problem of selecting $|\Psi\rangle$ states here. As we have mentioned, for either symmetry reduced or simplified scalar constraints the physical states can be identified with the use of existing methods.

Another issue is the choice of the state $|W\rangle$. Usually the representation of holonomies associated with the links of the spin networks are considered. Here, following Ref. [19] we will evaluate the boundary spin network state in the state:

$$
\begin{equation*}
|W\rangle=\bigotimes_{l=1}^{10}\left|\mathcal{E}_{l}\right\rangle \tag{21}
\end{equation*}
$$

where

$$
\begin{equation*}
\left|\mathcal{E}_{l}\right\rangle=\frac{1}{\sqrt{2}}(|01\rangle-|10\rangle) \tag{22}
\end{equation*}
$$

are Bell states associated with the links. This choice is interesting since the Bell states introduce entanglement between faces of the adjacent tetrahedra. Such a way of "gluing" tetrahedra by quantum entanglement has been recently studied in Ref. [39], where it was shown that the $|W\rangle$ state is a superposition of spin network states (with $\{15 j\}$ symbols as coefficients of the decomposition). Since the spin network state $|\Psi\rangle$ is disentangled one can also interpret $\langle W \mid \Psi\rangle$ as an amplitude of transition between disentangled and maximally entangled piece of quantum geometry. Going further, possibly the quantum entanglement is the key ingredient which merges the chunks of space associated with the nodes of spin networks into a geometric structure. This reasoning is consistent with the recent advances in the domain of entanglement/gravity duality, an example of which is provided by the AdS/CFT correspondence [40], ER = EPR conjecture [41] and considerations of holographic entanglement entropy [42-44]. Interestingly, it has recently been argued that indeed the spin networks may represent structure of quantum entanglement [45], indicating relation between spin networks and tensor networks [46]. This is actually not very surprising since the holonomies associated with links of the spin-networks can be interpreted as "mediators" of entanglement.

Namely, the holonomies are maps between two vector (Hilbert) spaces at the ends of a curve $e(\lambda)$, where the affine parameter $\lambda \in[0,1]$. Let us denote the initial point as $a=e(0)$ and the final one as $b=e(1)$. Then, holonomy $h_{e}$ is a map between two Hilbert spaces $\mathcal{H}^{(a)}$ and $\mathcal{H}^{(b)}$ associated with two (in general) different spatial locations:

$$
\begin{equation*}
h_{e}: \mathcal{H}^{(a)} \rightarrow \mathcal{H}^{(b)} . \tag{23}
\end{equation*}
$$

In the case considered in this article, the Hilbert spaces are related with the elementary qubits $\mathcal{H}_{1 / 2}$ "living" at the ends of the links of the spin-networks (keep in mind that these are not the intertwiner qubits but the elementary qubits out of which the intertwiner qubits are built). As an example of the holonomy of the Ashtekar connection A considered in LQG (i.e., $h_{e}:=\mathcal{P} \exp \int_{e} \mathbf{A}$, see e.g., Ref. [6]) let us consider

$$
\begin{equation*}
h_{x}(\alpha):=e^{i \sigma_{x} \alpha}=\mathbb{I} \cos (\alpha)+i \sigma_{x} \sin (\alpha), \tag{24}
\end{equation*}
$$

where $\alpha$ is an angle variable and $\sigma_{x}$ is the Pauli matrix. The holonomies as the one given by Equation (24) are associated with homogeneous models and are considered in Loop Quantum Cosmology [47] and Spinfoam Cosmology $[48,49]$. The special case is when $\alpha=\pi / 2$ for which $h_{x}(\pi / 2)=i \sigma_{x}$, which written as an operator

$$
\begin{equation*}
\hat{h}_{x}(\pi / 2)=i \hat{X} \tag{25}
\end{equation*}
$$

where $\hat{X}$ is the bit-flip operator introduced earlier. Therefore, having, e.g., the elementary qubit $|0\rangle \in \mathcal{H}_{1 / 2}^{(a)}$ at point $a$, the operator (25) maps this state into $\hat{h}_{x}(\pi / 2)|0\rangle=i \hat{X}|0\rangle=i|1\rangle \in \mathcal{H}_{1 / 2}^{(b)}$ at the point $b^{3}$. This introduces a relation between the quantum states at distant points $a$ and $b$, which possibly can be associated with entanglement. However, the issue of relation between holonomies and entanglement requires further more detailed studies, also in the spirit of the recent proposal of Entanglement holonomies [50].

[^31]
## 4. A Quantum Algorithm

Having the vertex amplitude (19) defined we may proceed to the task of determining $|\langle W \mid \Psi\rangle|^{2}$ with the use of quantum computers. Here, we will show how to obtain amplitude modulus square (the probability), while extraction of the phase factor will be a subject of our further investigations.

Let us begin with preparation of a suitable quantum register. Because each of the intertwiner qubits is a superposition of four elementary qubits, evaluation of the spin network with $N$ nodes requires $4 N$ qubits in the quantum register ${ }^{4}$. The corresponding Hilbert space is spanned by $2^{4 N}$ basis states $|\mathbf{i}\rangle$, where $\mathbf{i} \in\left\{0, \ldots, 2^{4 N}-1\right\}$. The initial state for the quantum algorithm is:

$$
\begin{equation*}
|\mathbf{0}\rangle=\underbrace{|0\rangle \otimes \cdots \otimes|0\rangle}_{4 N} . \tag{26}
\end{equation*}
$$

Now, we have to find unitary operators $\hat{U}_{\Psi}$ and $\hat{U}_{W}$ defined such that

$$
\begin{align*}
|\Psi\rangle & =\hat{U}_{\Psi}|\mathbf{0}\rangle  \tag{27}\\
|W\rangle & =\hat{U}_{W}|\mathbf{0}\rangle \tag{28}
\end{align*}
$$

where $|0\rangle$ is given by Equation (26). Utilizing the operators $\hat{U}_{\Psi}$ and $\hat{U}_{W}$ we introduce an operator $\hat{U}:=\hat{U}_{W}^{\dagger} \hat{U}_{\Psi}$. Action of this operator on the initial state (26) can be expressed as a superposition of the basis states with some amplitudes $a_{i} \in \mathbb{C}$ :

$$
\begin{equation*}
\hat{U}|\mathbf{0}\rangle=\sum_{i=0}^{2^{4 N}-1} a_{i}|\mathbf{i}\rangle \tag{29}
\end{equation*}
$$

It is now easy to show that the $a_{0}$ coefficient in this superposition is the transition amplitude we are looking for. Namely:

$$
\begin{equation*}
a_{0}=\langle\mathbf{0}| \hat{U}|\mathbf{0}\rangle=\langle\mathbf{0}| \hat{U}_{W}^{\dagger} \hat{U}_{\Psi}|\mathbf{0}\rangle=\langle W \mid \Psi\rangle \tag{30}
\end{equation*}
$$

By performing measurements on the final state we find the probabilities $P(i)=\left|a_{i}\right|^{2}$. The first of these probabilities is the modulus square of the vertex amplitude.

Before we will proceed to the discussion of the pentagram spin network associated with the vertex amplitude, let us first demonstrate the algorithm on two simpler examples of spin networks with one and two nodes.

### 4.1. Example 1—Single Tetrahedron

As a first example let us consider the case of a single-node spin network presented in Figure 5.


Figure 5. A single-node spin network associated with identification of the pairs of face of a tetrahedron.

[^32]Here, the intertwiner qubit is in the $|\Psi\rangle=\left|0_{s}\right\rangle$ state composed out of the four elementary qubits according to Equation (14). The representation state $|W\rangle$ is a tensor product of two Bell states (22). There are basically two different choices of pairing faces of the tetrahedron. The first choice is according to the pairing of qubits entering to the two-qubit singlets $|S\rangle$ out of which the $\left|0_{s}\right\rangle$ state is built. The second choice is by linking qubits contributing to the two different singlets. The first choice is trivial since in that case $\hat{U}_{W}=\hat{U}_{\Psi}$ and in consequence the amplitude $\langle W \mid \Psi\rangle=\langle\mathbf{0}| \hat{U}_{W}^{+} \hat{U}_{\Psi}|\mathbf{0}\rangle=$ $\langle\mathbf{0} \mid \mathbf{0}\rangle=1$. Therefore, we will consider the second case for which the quantum circuit associated with the $\hat{U}=\hat{U}_{W}^{\dagger} \hat{U}_{\Psi}$ operator is presented in Figure 6.


Figure 6. Quantum circuit used to evaluate $|\langle W \mid \Psi\rangle|^{2}$ the boundary transition amplitude of the spin network presented in Figure 5.

The simulations were performed on both the IBM simulator and the QX simulator, with 1024 shots in each computational round. The rounds have been repeated 10 times. The results obtained are collected in Table 2.

Table 2. Results of measurements of $P(0)=\left|a_{0}\right|^{2}$ for the quantum circuit presented in Figure 6, using both the IBM simulator and the QX simulator. Each measurement corresponds to the number of shots equal to 1024 .

| No. | $\boldsymbol{P}_{\mathbf{0}} \mathbf{( Q X )}$ | Hits of $\|\mathbf{0}\rangle(\mathbf{Q X})$ | $\boldsymbol{P}_{\mathbf{0}}$ (IBM) | Hits of $\|\mathbf{0}\rangle$ (IBM) |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 0.255859375 | 262 | 0.263671875 | 270 |
| 2 | 0.248046875 | 254 | 0.2529296875 | 259 |
| 3 | 0.267578125 | 274 | 0.2578125 | 264 |
| 4 | 0.2568359375 | 263 | 0.27734375 | 284 |
| 5 | 0.2568359375 | 263 | 0.232421875 | 238 |
| 6 | 0.25 | 256 | 0.263671875 | 270 |
| 7 | 0.2578125 | 264 | 0.25 | 256 |
| 8 | 0.23828125 | 244 | 0.244140625 | 250 |
| 9 | 0.240234375 | 246 | 0.2607421875 | 267 |
| 10 | 0.25 | 256 | 0.2763671875 | 283 |

Averaging over the 10 rounds, the following values of modulus square of the amplitudes are obtained:

$$
|\langle W \mid \Psi\rangle|^{2}=\left|a_{0}\right|^{2}=\left\{\begin{array}{lc}
0.252 \pm 0.009 & \text { for QX simulator }  \tag{31}\\
0.256 \pm 0.014 & \text { for IBM simulator }
\end{array}\right.
$$

The results are consistent with the theoretically expected value $\left|a_{0}\right|^{2}=0.25$. Finally, worth mentioning is that the algorithm cannot directly be executed using the IBM Q 5-qubit quantum chip due to the topological constraints of the structure of coupling between qubits. Additional ancilla qubits have to be involved for this purpose.

### 4.2. Example 2-Two Tetrahedra

The second example concerns a bit more complex situation with two-node spin network presented in Figure 7.


Figure 7. A two-node spin network associated with two tetrahedra.
Here, the representation state $|W\rangle$ similarly to the previous example is associated with the Bell sates (22) entangling faces of the two tetrahedra one into another. The corresponding choice of the quantum circuit used to evaluate the boundary amplitude is presented in Figure 8.


Figure 8. Quantum circuit used to evaluate $|\langle W \mid \Psi\rangle|^{2}$ the boundary transition amplitude of the spin network presented in Figure 7. The qubits $\{0,1,2,3\}$ belong to the one node while the qubits $\{4,5,6,7\}$ belong to the another. The links are between the pairs of qubits: $\{0,4\},\{1,5\},\{2,6\}$ and $\{3,7\}$.

The simulations were performed on both the IBM simulator and the QX simulator, with 1024 shots in each round. As in the previous example, the computational rounds have been repeated 10 times. The results obtained are collected in Table 3.

Table 3. Results of measurements of $P(0)=\left|a_{0}\right|^{2}$ for the quantum circuit presented in Figure 8 using both the IBM simulator and the QX simulator. Each measurement corresponds to the number of shots equal 1024.

| No. | $P_{\mathbf{0}}$ (QX) | Hits of $\|\mathbf{0}\rangle(\mathbf{Q X})$ | $P_{\mathbf{0}}$ (IBM) | Hits of $\|\mathbf{0}\rangle$ (IBM) |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 0.0595703125 | 61 | 0.0556640625 | 57 |
| 2 | 0.0595703125 | 61 | 0.06640625 | 68 |
| 3 | 0.06640625 | 68 | 0.060546875 | 62 |
| 4 | 0.0615234375 | 63 | 0.064453125 | 66 |
| 5 | 0.080078125 | 82 | 0.0634765625 | 65 |
| 6 | 0.0498046875 | 51 | 0.0595703125 | 61 |
| 7 | 0.052734375 | 54 | 0.0615234375 | 63 |
| 8 | 0.072265625 | 74 | 0.0537109375 | 55 |
| 9 | 0.0673828125 | 69 | 0.052734375 | 54 |
| 10 | 0.0634765625 | 65 | 0.0654296875 | 67 |

Performing averaging over the computational rounds the following values of $|\langle W \mid \Psi\rangle|^{2}$ are obtained:

$$
|\langle W \mid \Psi\rangle|^{2}=\left|a_{0}\right|^{2}=\left\{\begin{array}{lc}
0.063 \pm 0.009 & \text { for QX simulator }  \tag{32}\\
0.060 \pm 0.005 & \text { for IBM simulator }
\end{array}\right.
$$

The results are in agreement with the theoretically expected value $|\langle W \mid \Psi\rangle|^{2}=\left|a_{0}\right|^{2}=0.625$ (obtained using Quirk [35]).

## 5. Evaluation of Vertex Amplitude

We are now ready to address the task of determining the vertex amplitude (19) associated with the boundary spin network state:

$$
\begin{equation*}
|\Psi\rangle=\left|0_{s}\right\rangle \otimes\left|0_{s}\right\rangle \otimes\left|0_{s}\right\rangle \otimes\left|0_{s}\right\rangle \otimes\left|0_{s}\right\rangle . \tag{33}
\end{equation*}
$$

The other possible choices of the spin network state will be discussed in our further work [34].
The $|W\rangle$ is given by Equation (21), representing entanglement between faces of tetrahedra being connected by the links of the spin network. Due to anti-symmetricity of the Bell states (22) for the 10 links under consideration we have in general $2^{10}=1024$ ways to order the states between the nodes of the spin network. Here, in order to not distinguish any of the nodes, the configuration in which every node is entangled with two other nodes by the state $\left|\mathcal{E}_{l}\right\rangle=\frac{1}{\sqrt{2}}(|01\rangle-|10\rangle)$ and another two nodes by the state $e^{i \pi}\left|\mathcal{E}_{l}\right\rangle=\frac{1}{\sqrt{2}}(|10\rangle-|01\rangle)$ is considered. The resulting quantum circuit corresponding to the operator $\hat{U}=\hat{U}_{W}^{\dagger} \hat{U}_{\Psi}$, together with the measurements necessary to find $\left|a_{0}\right|^{2}=|\langle W \mid \Psi\rangle|^{2}$ is shown in Figure 9.

The quantum circuit employs 20-qubit quantum register with the initial state:

$$
\begin{equation*}
|\mathbf{0}\rangle=\otimes_{n=0}^{19}|0\rangle . \tag{34}
\end{equation*}
$$

The algorithm introduced in Section 4 requires finding amplitude of the initial state (34) in the final state. One has to keep in mind that the Hilbert space of the 20 -qubit system is spanned by over $1,000,000$ basis states: $2^{20}=1048576$. Therefore, selecting amplitude of one of the basis states (i.e., $|\mathbf{0}\rangle$ ) is not an easy task.

The first attempt to determine the value of $|\langle W \mid \Psi\rangle|^{2}=\left|A\left(0_{s}, 0_{s}, 0_{s}, 0_{s}, 0_{s}\right)\right|^{2}$ has been made by using the IBM simulator of quantum computer. Ten rounds of simulation, each of 1024 shots, have been performed. However, no single event with the $|\mathbf{0}\rangle$ state in the final state has been observed. Assuming that the probability is evenly distributed between the basis states, the probability $1 / 2^{20} \approx 10^{-6}$ per basis states can be expected. With the 10,240 measurements made, this gives roughly $1 \%$ chance to observe the state.


Figure 9. Quantum circuit used to determine $\left|A\left(0_{s}, 0_{s}, 0_{s}, 0_{s}, 0_{s}\right)\right|^{2}$. Nodes of the spin network correspond to the following sets of qubits: $\{0,1,2,3\},\{4,5,6,7\},\{8,9,10,11\},\{12,13,14,15\}$, $\{16,17,18,19\}$. The links are between the pairs of qubits: $\{0,19\},\{1,14\},\{2,9\},\{3,4\},\{5,18\}$, $\{6,13\},\{7,8\},\{10,17\},\{11,12\}$ and $\{15,16\}$.

The second attempt to determine value of the vertex amplitude has been made with the use of the QX quantum computer simulator. Similarly to the simulations performed on the IBM simulator, 10 computational rounds, each of 1024 shots, have been performed. In this case, the events with $|\mathbf{0}\rangle$ have been observed and are collected in Table 4.

Table 4. Results of measurements of $P(0)=\left|a_{0}\right|^{2}$ for the quantum circuit presented in Figure 9 using the QX simulator. Each measurement corresponds to the number of shots equal to 1024.

| No. | $P_{\mathbf{0}}$ | Hits of $\|\mathbf{0}\rangle$ |
| :---: | :---: | :---: |
| 1 | 0.0009765625 | 1 |
| 2 | 0.0029296875 | 3 |
| 3 | 0 | 0 |
| 4 | 0.0009765625 | 1 |
| 5 | 0.001953125 | 2 |
| 6 | 0.0009765625 | 1 |
| 7 | 0.001953125 | 2 |
| 8 | 0.0009765625 | 1 |
| 9 | 0.0029296875 | 3 |
| 10 | 0.0009765625 | 1 |

By averaging the results from Table 4, the following value of the modulus square of the vertex amplitude $\langle W \mid \Psi\rangle$ can be found:

$$
\begin{equation*}
|\langle W \mid \Psi\rangle|^{2}=\left|A\left(0_{s}, 0_{s}, 0_{s}, 0_{s}, 0_{s}\right)\right|^{2}=P_{0}=0.00147 \pm 0.00095 . \tag{35}
\end{equation*}
$$

The results obtained from the IBM and QX simulators are contradictory. However, the QX simulator result (35) is much closer to the theoretically expected value. Namely, the spin foam amplitude considered in this section can be determined using recoupling theory for SU(2) group. Following the discussion in Ref. [39] on can find that the amplitude (19) is given by the $\{15 j\}$ symbol. Employing definition of the symbol (see e.g., Equation (17) in Ref. [51]) for all the spin labels $j_{a b}=1 / 2$ and the intertwiners $i_{a}=0$ (which correspond to the $\left|0_{s}\right\rangle$ states), where $a, b \in\{1,2,3,4,5\}$, one can find that $\{15 j\}=0.0625$. In consequence, $|\langle W \mid \Psi\rangle|^{2}=|\{15 j\}|^{2}=0.0625^{2}=0.00390625$. The difference between this prediction and the result of simulations (35) goes beyond the statistical error and, therefore, one can expect that systematic error was involved. Resolution of this issue requires further investigation, especially analysis of the sampling methods used in the quantum simulator. The same concerns the IBM quantum simulator, where discrepancy between the theoretically predicted value and the results of measurements is even more serious. Certainly, the employed publicly available platforms exhibit significant limitations. Nevertheless, they can be overcome by using more advanced simulators run on up-to-date computational clusters.

A more serious challenge is that the algorithm, in its current form, requires making measurements on all qubits involved in the circuit. In consequence, the number of measurements is growing exponentially with the number of quibits. Therefore, proposals of new algorithms, which will allow to reduce the number of measurements, are welcome (one of the possibilities is to use Quantum Phase Estimation Algorithm).

Taking the above into account, a comment on utility of the applied methodology is desirable. First of all, we already used the fact that the vertex amplitude discussed in this section can easily be evaluated without the need of quantum circuits. The vertex amplitude, associated with the pentagram spin network is given by the $\{15 j\}$ symbol. Recently, significant progress has been made in the development of numerical methods of evaluation of spin foam vertex amplitudes [52-54]. However, there are still some obstacles, e.g., oscillating nature of the spin foam amplitudes, which motivate search for alternative computational methods.

The aim of our study was to provide the proof of the concept of applicability of quantum circuits to determine quantities being of relevance in Loop Quantum Gravity and Spin Foam approaches. We have shown that indeed, despite the current hardware limitations (see Appendix A), interesting quantities can already be evaluated on simulators of quantum computers. As we demonstrated, 2 qubits per link of a spin network are needed for this purpose. Therefore, in case of the 5-node pentargam spin network (with 10 links) studied here, 20 qubit register was used. Utilizing the available commercial quantum simulators (e.g., 37 qubit QX multi-node simulator SurfSara [25]), amplitudes of spin networks with up to nine 4 -valent nodes can potentially be computed.

Our plan is to perform such simulations in our further studies. Furthermore, our goal is to extend computational capabilities to 40 qubits using academic and commercial supercomputing resources. This will allow to simulate spin networks with 10 nodes. Worth mentioning is that while scaling the system size is straightforward for the method based on quantum circuits, application of the standard methods based on recoupling theory may turn out to be inefficient. This will become even more evident when advantageous quantum computers will become available (as expected) in the second half on the coming decade (see Appendix A), providing 100 and more fault tolerant qubits. Until that time, there is still a lot of potential for improving simulator-based computations and development of methods which will ultimately be applied on real quantum processors.

Furthermore, the introduced circuits for spin networks not only allow to study amplitudes but also other relevant quantities. In particular, analysis of quantum fluctuations and quantum entanglement between subsystems is possible to investigate. One of the open problems which is becoming possible to study by extending the methodology introduced here is the entanglement entropy between subsystems of spin networks and the issue of area law for entropy of entanglement.

In addition, while in the current setup we considered the spin labels $j=1 / 2$, the case of higher spins can potentially also be implemented. This would be relevant especially from the point of view of the semi-classical, large $j$ limit. Taking into account the restricted computational resources, this can be done only by the cost of keeping the number of nodes small. Therefore, basically we have two domains which seem to be plausible to investigate in the coming decade. The first is the one with the small spin labels (e.g., $j=1 / 2$ ) and the increasing number of nodes of a spin network-the direction towards the thermodynamic limit of a quantum system. The second is the case with small number of nodes (e.g., dipole spin network) and increasing values of the spin labels. This corresponds to a semi-classical limit of a microscopic chunk of space. On the other hand, the case where both the number of nodes and the spin labels are large is the most interesting one. Analysis of this limit will allow to investigate emergence of classical space(time) in loop quantum gravity and spin foam approaches. This will provide an opportunity to (at least partially) verify physical relevance of the candidates for theory of quantum gravity. However, sufficient quantum computational resources are not expected to be available earlier than in the fourth decade of this century (see Appendix A).

## 6. Summary

The purpose of this article was to explore the possibility of computing vertex amplitudes in the spin foam models of quantum gravity with the use of quantum algorithms. The notion of intertwiner qubit being crucial to implement the vertex amplitudes on quantum computers has been pedagogically introduced. It has been shown how one of the two basis states of the intertwiner qubit can be implemented with the use available IBM 5-qubit quantum computer. To the best of our knowledge it was the first time ever a quantum gravitational quantity has been simulated on superconducting quantum chip.

Thereafter, a quantum algorithm allowing to determine modulus square of spin foam vertex amplitude $\left(|\langle W \mid \Psi\rangle|^{2}\right)$ has been introduced. Utility of the algorithm has been demonstrated on examples of single-node and two-node spin networks. For the two cases, probabilities of the associated boundary states have been determined with the use of IBM and QX quantum computer simulators. Finally, the algorithm has been applied to the case of pentagram spin network, representing boundary of the
spin foam vertex. Value of the modulus square of the amplitude in a certain quantum state has been measured with the use of 20-qubit register of the IBM and QX quantum simulators. While the QX results were close to the analytically predicted value, the outcomes of the IBM simulator failed to reproduce theoretical predictions.

The presented results are the first step towards simulating spin foam models (associated with Loop Quantum Gravity and Group Field Theories) with the use of universal quantum computers. In particular, the vertex amplitudes can be applied as elementary building blocks in construction of more complex transition amplitudes. The aim of the developed direction is to achieve the possibility of studying collective behavior of the Planck scale systems composed of huge number of elementary constituents ("atoms of space/spacetime"). Exploration of the many-body Planck scale quantum systems [55] may allow to extract continuous and semi-classical limits from the dynamics of the "fundamental" degrees of freedom. This is crucial from the perspective of making contact between Planck scale physics and empirical sciences.

Worth stressing is that the results presented in this article are rather preliminary and only set up the stage for further, more detailed studies. In particular, the following points have to be addressed:

- Introduction of a quantum circuit for the general intertwiner qubit $|\mathcal{I}\rangle$ (Equation (11)).
- Determination of the phase of vertex amplitude with the use of quantum algorithms (e.g., Quantum Phase Estimation Algorithm [56]).
- Investigation of different types of the state $|W\rangle$.
- Analysis of spin networks with up to 10 nodes on quantum computers simulators.
- A possibility of solving quantum constraints with the use of quantum circuits.
- Application to Spinfoam cosmology $[48,49]$.
- Investigation of the architectures of forthcoming quantum processors (with the $N>100$ number of qubits) in terms of application to spin foam transition amplitudes.
Some of the tasks will be subject of a sequel to this article [34].
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## Appendix A. Quantum Computing Technologies

The domain of quantum computing is currently experiencing an unprecedented speedup. The recent progress is mainly due to advances in development of the superconducting qubits [23]. In particular, utilizing the superconducting circuits, the IBM company has developed 5 and 20 qubit (noisy) quantum computers, which are accessible in cloud [22]. Furthermore, a prototype of 50 qubit quantum computer by this company has been built and is currently in the phase of tests. The company has recently also unveiled its first commercial 20-qubit quantum computer IBM Q System One. This is intended to be the first ever commercial universal quantum computer, and the second commercially available quantum computer after the adiabatic quantum computer (quantum annealer [57]) provided by D-Wave Systems [58]. The latests D-Wave 2000Q annealer uses a quantum chip with 2048 superconducting qubits, connected in the form of the so-called chimera graph. Another important player in the quantum race is Intel, which recently developed its 49-qubit superconducting quantum chip named Tangle Lake [59]. However, outside of the superconducting qubits, the company in collaboration with QuTech [60] advanced centre for Quantum Computing and Quantum Internet is also developing an approach to quantum computing based on electron's spin based qubits, stored in quantum dots. Further advances in the area of superconducting quantum circuits come from Google [61] and Rigetti Computing [62]. The first company has recently announced their 72 -qubit quantum chip, while the second one is currently developing its 128 -qubit universal quantum chip. On the other hand, the world's leading software company-Microsoft has focused its approach to quantum computing on topological qubits through Majorana fermions [63].

The alternative to superconducting qubits is also developed by IonQ Inc. startup, which is developing a trapped ion quantum computer based on ytterbium atoms [64]. The most recent quantum computer by this company allows to operate on 79 qubits, which is the current world record. The above are only the most sound examples of the advancement which has been made in the recent years in the area of hardware dedicated to quantum computing. There are still many challenges to be addressed, including reduction of the gate errors and increase of fidelity of the quantum states. However, even in pessimistic scenarios, the current momentum of the quantum computing technologies will undoubtedly lead to emergence of reliable and advantageous quantum machines (which cannot be emulated on classical supercomputers) in the coming decade. There are no fundamental physical reasons identified, which could stop the progress. However, the rate of the progress will depend on whether commercial applications of quantum computing technologies will emerge in the coming five years, stimulating further funding of research and development. See e.g., Ref. [65] for more detailed discussion of this issue.

Major players in the field, with large financial resources, such as IBM or governments may sustain the progress independently on short-term returns (which is not the case for start-ups). This may allow for a stable long term progress. In particular, IBM has recently announced a possibility of doubling a measure called Quantum Volume [66] every year [67]. The Quantum Volume $V_{Q}$ is basically a maximal size of a certain random circuit, with equal width and depth, which can be successfully implemented on a given quantum computer. The current (2019) IBM's value of $V_{Q}$ is 16 and corresponds to the IBM Q System One quantum computer mentioned above. This means that any quantum algorithm employing 4 qubits and four layers (time steps) of quantum circuit can be successfully implemented on the computer. If the trend will follow the hypothesized geometric trajectory (a sort of a new Moore's law [68] for integrated circuits), then one could expect the quantum volume $V_{Q}$ to be of the order of $10^{3}$ in 2025 and $10^{5}$ in 2030. This means that in 2025, algorithms employing roughly $\log _{2} 10^{3} \approx 10$ qubits and the same number of time steps will be possible to execute. This number will increase to approximately 16 qubits until the end of the coming decade. While this may not sound very optimistic, the prediction is very conservative and does not rule out that much bigger (non-random) circuits (especially well-fitted to the hardware) will be possible to execute at the same time.

## Appendix B. Basics of Quantum Computing

The aim of the appendix is to provide a basic introduction of the concepts in quantum computing used in this article. This appendix will allow quantum gravity researchers who are not familiar with quantum computing, to grasp the relevant concepts.

The quantum computing is basically processing of quantum information. While the elementary portion of classical information is a bit $\{0,1\}$, its quantum counterpart is what we call a qubit. A single qubit is a state $|\Psi\rangle$ in two-dimensional Hilbert space, which we denote as $\mathcal{H}=\operatorname{span}\{|0\rangle,|1\rangle\}$. The space is spanned by two orthonormal basis states $|0\rangle$ and $|1\rangle$, so that $\langle 1 \mid 0\rangle=0$ and $\langle 0 \mid 0\rangle=1=\langle 1 \mid 1\rangle$. A general qubit is a superposition of the two basis states:

$$
\begin{equation*}
|\Psi\rangle=\alpha|0\rangle+\beta|1\rangle \tag{A1}
\end{equation*}
$$

where, $\alpha, \beta \in \mathbb{C}$ (complex numbers), and the normalization condition $\langle\Psi \mid \Psi\rangle=1$ implies that $|\alpha|^{2}+|\beta|^{2}=1$.

There are different unitary quantum operations which may be performed on the quantum state $|\Psi\rangle$. The elementary quantum operations are called gates, in analogy to electric circuits implementing Boolean logic. For instance, the so-called bit-flip operator $\hat{X}$ which transforms $|0\rangle$ into $|1\rangle$ and $|1\rangle$ into $|0\rangle(\hat{X}|0\rangle=|1\rangle$ and $\hat{X}|1\rangle=|0\rangle)$ can be introduced. The $\hat{X}$ operator introduces the NOT operation on a single qubit, and has representation in the form of the Pauli $x$ matrix. Similarly, one can introduce $\hat{Y}$ and $\hat{Z}$ operators corresponding to the other two Pauli matrices. The computational basis $\{|0\rangle,|1\rangle\}$ is usually introduced such that the basis states are eigenvectors of the $\hat{Z}$ operator: $\hat{Z}|0\rangle=|0\rangle$ and $\hat{Z}|1\rangle=-|1\rangle$.

Another important operator (which does not have its classical counterpart) is the Hadamard operator $\hat{H}$ which is defined by the following action on the qubit basis states:

$$
\begin{equation*}
\hat{H}|0\rangle=\frac{1}{\sqrt{2}}(|0\rangle+|1\rangle) \text { and } \hat{H}|1\rangle=\frac{1}{\sqrt{2}}(|0\rangle-|1\rangle) . \tag{A2}
\end{equation*}
$$

The above are examples of operators acting on a single qubit. However, quantum information processing usually concerns a multiple qubit system called quantum register. The quantum state of the register of $N$ qubits belongs to a tensor product of $N$ copies of single qubit Hilbert spaces: $\otimes_{i=1}^{N} \mathcal{H}_{i}$. The dimension of the product Hilbert space is $\operatorname{dim}\left(\otimes_{i=1}^{N} \mathcal{H}_{i}\right)=2^{N}$. This exponential dependence of the dimensionality on $N$ is the main obstacle behind simulating quantum systems on classical computers.

A quantum algorithm is a unitary operator $\hat{U}$ acting on the initial state of the quantum registes $|0\rangle:=\otimes_{i=1}^{N}|0\rangle \in \bigotimes_{i=1}^{N} \mathcal{H}_{i}$, together with a sequence of measurements. The outcome of the quantum algorithm is obtained by performing measurements on the final sate: $\hat{U}|0\rangle$. Because of the probabilistic nature of quantum mechanics, the procedure has to be performed repeatedly in order to reconstruct the final state. In general, full reconstruction of the final state $\hat{U}|0\rangle$ requires the so-called quantum tomography to be applied. In the procedure, states of the qubits are measured in different bases (not only in the computational basis). The quantum state tomography, which reconstructs the density matrix $\hat{\rho}=\hat{U}|\mathbf{0}\rangle\langle\mathbf{0}| \hat{U}^{\dagger}$, is however not always required. In most of the considered quantum algorithms, only probabilities (not complex amplitudes) of the basis states are necessary to measure, which is much simpler and faster than the quantum state tomography.

As already mentioned, the unitary operator $\hat{U}$ can be decomposed into elementary operations called quantum gates. The already introduced $\hat{X}$ and $\hat{H}$ operators are examples of single-qubit gates. However, the gates may also act on two or more qubits. An example of 2-qubit gate relevant for the purpose of this article is the so-called controlled-NOT (CNOT) gate, which we denote as $\hat{C}$. The operator is acting on 2-qubit state $|a b\rangle \equiv|a\rangle \otimes|b\rangle$, where $|a\rangle$ and $|b\rangle$ are single quibit states. Action of the CNOT operator on the basis states can be expressed as follows: $\hat{C}(|a\rangle \otimes|b\rangle)=|a\rangle \otimes|a \oplus b\rangle$, where $a, b \in\{0,1\}$. The $\oplus$ is the XOR (exclusive or) logical operation (equivalent to addition modulo 2), defined as $0 \oplus b=b$, and $1 \oplus b=\neg b$, where by $\neg b$ we denote negation (NOT) of $b$. This explains why the gate is called the controlled-NOT (CNOT). The first qubit $(|a\rangle)$ is a control qubit, while the second $(|b\rangle)$ is a target qubit. The first qubits acts as a switch, which turns on negation of the second quibit if $a=1$ and remain the second qubit unchanged if $a=0$.

The diagrammatic representation of the of the unitary operator $\hat{U}$ composed of elementary quantum gates is called a quantum circuit, examples of which can be found through this article. Each computational qubit is associated with a horizontal line, which arranges the order at which the operations are performed (direction of time). The operations are executed from the left to the right. Then, the symbols representing gates can be place on either a single-qubit line (e.g., $\mathrm{X}, \mathrm{Y}, \mathrm{Z}, \mathrm{H}$ gates) or by joining two or more lines (e.g., CNOT, Toffoli gates).

One of the advantages of quantum algorithms is the possibility of implementing the so-called quantum parallelism, which allows to reduce computational complexity of certain problems. The most known example is the Shor algorithm [69] which allows to reduce classical NP complexity of the factorization problem into the BQP complexity class (see e.g., Ref. [70] for definitions of complexity classes). Another seminal example is the Grover algorithm [71] which, statistically, reduces the number of steps needed to find an element in the random database containing $N$ elements from classical $N / 2$ to $\mathcal{O}(\sqrt{N})$. Even if we do not make use of quantum parallelism and the resulting reduction of computational complexity in this paper, the methods may also find application in the context of simulations of spin networks. This especially concerns the Quantum Phase Estimation Algorithm [56] which may possibly be applied to effectively measure phases of the spin foam amplitudes.
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#### Abstract

This contribution is an appetizer to the relatively young and fast-evolving approach to quantum cosmology based on group field theory condensate states. We summarize the main assumptions and pillars of this approach which has revealed new perspectives on the long-standing question of how to recover the continuum from discrete geometric building blocks. Among others, we give a snapshot of recent work on isotropic cosmological solutions exhibiting an accelerated expansion, a bounce where anisotropies are shown to be under control, and inhomogeneities with an approximately scale-invariant power spectrum. Finally, we point to open issues in the condensate cosmology approach.
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Most important part of doing physics is the knowledge of approximation.

Lev Davidovich Landau

## 1. Introduction

Current observational evidence strongly suggests that our universe is accurately described by the standard model of cosmology [1]. This model relies on Einstein's theory of general relativity (GR) and assumes its validity on all scales. However, this picture proves fully inadequate to describe the earliest stages of our universe, as our concepts of spacetime and its geometry as given by GR are then expected to break down due to the extreme physical conditions encountered in the vicinity of and shortly after the Big Bang. More explicitly, it appears that our universe emerged from a singularity, as implied by the famous theorems of Penrose and Hawking [2]. From a fundamental point of view, such a singularity is unphysical, and it is expected that quantum effects lead to its resolution [3]. This motivates the development of a quantum theory of gravity in which the quintessential features of GR and quantum field theory (QFT) are consistently unified. Such a theory will revolutionize our understanding of spacetime and gravity at a microscopic level and should be able to give a complete and consistent picture of cosmic evolution.

The difficulty in making progress in this field is ultimately rooted in the lack of experiments which have access to the physics at the smallest length scales and highest energies and so would provide a clear empirical guideline for the construction of such a theory. In turn, this severe underdetermination of theory by experiment is a reason for the current presence of a plethora of contesting approaches to quantum gravity [4]. Against this backdrop, the cosmology of the very early universe represents a unique window of opportunity out of this impasse [5]. For instance, it is naturally expected that
traces of quantum gravity have left a fingerprint on the spectrum of the cosmic microwave background radiation, see e.g., Refs. [6-11]. Hence, cosmology provides an ideal testbed where the predictions of such competing theories can be compared and tested against forthcoming cosmological data.

A central conviction of some approaches to quantum gravity is that it should be a non-perturbative, background-independent, and diffeomorphism-invariant theory of quantum geometry. In this sense, the spacetime continuum is renunciated and is instead replaced by degrees of freedom of a discrete and combinatorial nature. ${ }^{1}$ Particular representatives of this class of theories are the closely related canonical and covariant loop quantum gravity (LQG) [20-23], group field theory (GFT) [24,25], tensor models (TM) [26-32], and simplicial quantum gravity approaches such as quantum Regge calculus (QRC) [33] and Euclidean and causal dynamical triangulations (EDT, CDT) [34-36]. The perturbative expansion of their path integrals each yields a sum over discrete geometries and the most difficult problem for all of them then lies in the recovery of continuous spacetime geometry and GR describing its dynamics in an appropriate limit. This is challenging because it ideally requires formulating statements about the continuum by only calling upon notions rooted in the discontinuum. Taking the continuum limit in these approaches crucially depends on whether the discreteness of geometry is considered physical or unphysical therein, the proper weighting of configurations in the partition function, and the precise specification of the continuum limit itself. Consequently, strategies to reach this goal differ among them strongly, see e.g., Ref. [37] for an overview.

In the light of the above, it is vitally important to consider these approaches in a cosmological context, which has been accomplished to a varying degree of success by them. In this contribution, we give a brief and rather non-technical panorama of the GFT condensate cosmology program [38,39] which has been developed over the last few years and has so far borne promising fruits. ${ }^{2}$ This program is motivated by the idea that the mechanism for regaining a continuum geometry from a physically discrete quantum gravity substratum in GFT is provided by a phase transition to a condensate phase [40,42]. Research on the phase structure of different GFT models in terms of functional renormalization group analyses finds support for such a conjecture in terms of IR fixed points [43-50]. Further backing is provided by saddle point studies [51] and Landau-Ginzburg mean field analyses [52] which probe non-perturbative aspects of GFT models, see also Ref. [37]. In this picture, a condensate would correspond to a non-perturbative vacuum which comprises of many bosonic GFT quanta and in the context of GFT models of four-dimensional quantum gravity is tentatively interpreted as a continuum geometry. Given this basic premise, the most striking successes and milestone results of the condensate cosmology approach are the recovery of Friedmann-like dynamics of an emergent homogeneous and isotropic geometry [53], an extended accelerated phase of expansion [54,55] right after a cosmological bounce [56], a simple yet effective mechanism for dynamical isotropization of microscopic anisotropies $[57,58]$ and the finding of an approximately scale-invariant and small-amplitude power spectrum of quantum fluctuations of the local volume over a homogeneous background geometry perturbed by small inhomogeneities [59]. In the following, we will quickly review the GFT formalism, give the basic structures behind its condensate cosmology spin-off, highlight the main results, and give an outlook for future challenges of this program. ${ }^{3}$

[^33]
## 2. Group Field Theory

GFTs are quantum field theories which live on group configuration spaces, possess a gauge symmetry and are in particular characterized by combinatorially non-local interactions [24,25]. More precisely, the real- or complex-valued scalar field $\varphi$ lives on $d$ copies of a Lie group $G$. In models for quantum gravity, $G$ corresponds to the local gauge group of $G R$ and the gauge symmetry leads to an invariance of the GFT action under the (right) diagonal action of $G$ which acts on the fields as

$$
\begin{equation*}
\varphi\left(g_{1}, \ldots, g_{d}\right)=\varphi\left(g_{1} h, \ldots, g_{d} h\right), \forall g_{i}, h \in G \tag{1}
\end{equation*}
$$

For $4 d$ quantum gravity models $G$ is typically $\mathrm{SO}(3,1)$ (or $\mathrm{SL}(2, \mathbb{C})$ ) in the Lorentzian case, $\mathrm{SO}(4)$ (or $\operatorname{Spin}(4)$ ) in the Riemannian case or their rotation subgroup $\mathrm{SU}(2)$ which is the gauge group of Ashtekar-Barbero gravity. The group elements $g_{I}$ with $I=1, \ldots, d$ are parallel transports $\mathcal{P} \mathrm{e}^{i \int_{e_{I}} A}$ which are associated with $d$ links $e_{I}$ and $A$ denotes a gravitational connection 1-form. The gauge symmetry guarantees the closure of the faces dual to the links $e_{I}$ to form a $d-1$-simplex. For the most discussed case where $d=4$, one obtains tetrahedra in this way. The metric information encoded in the fields can be retrieved via a non-commutative Fourier transform [38,39,41,57,61-63].

For a complex-valued field the action has the structure

$$
\begin{equation*}
S[\varphi, \bar{\varphi}]=\int(\mathrm{d} g)^{d} \bar{\varphi}\left(g_{I}\right) \mathcal{K}\left(g_{I}\right) \varphi\left(g_{I}\right)+\mathcal{V}[\varphi, \bar{\varphi}] \tag{2}
\end{equation*}
$$

where we used the shorthand notation $\varphi\left(g_{I}\right) \equiv \varphi\left(g_{1}, \ldots, g_{d}\right)$. Since further details about the action are specified below, here the following suffices to say. The local kinetic term typically incorporates a Laplacian and a "mass term" contribution. The former is motivated by renormalization studies on GFT [64] while the latter can be related to spin foam edge weights via the GFT/spin foam correspondence [65] (see below) and hence should not be confused with a physical mass. The so-called simplicial interaction term consists of products of fields paired via convolution according to a combinatorial non-local pattern which for $d=4$ encodes the combinatorics of a 4 -simplex. The precise details of the kinetic and interaction term are supposed to encode the Euclidean or Lorentzian embeddings of the theory $[53,58,66]$.

With this, the perturbative expansion of the partition function

$$
\begin{equation*}
\mathrm{Z}_{\mathrm{GFT}}=\int[\mathcal{D} \varphi][\mathcal{D} \bar{\varphi}] \mathrm{e}^{-S[\varphi, \bar{\varphi}]} \tag{3}
\end{equation*}
$$

is indexed by Feynman diagrams which are dual to gluings of $d$-simplices. ${ }^{4}$ In this way, it provides a generating function for the covariant quantization of LQG in terms of spin foam models [22,23]. In LQG, boundary spin network states of a spin foam correspond to 3-dimensional discrete quantum geometries while the spin foam transition amplitudes interpolate in between two such boundary configurations. There, a proper imposition of the so-called simplicity constraints guarantees that $\mathrm{SL}(2, \mathbb{C})$ - or $\operatorname{Spin}(4)$-data in the bulk is reduced to $\mathrm{SU}(2)$-valued data on the boundary [70-83]. The main aspects of the GFT formulation of the currently most studied spin foam model for Lorentzian $4 d$ quantum gravity, the so-called EPRL model [22,23], are specified by the aforementioned simplicial interaction term, that the GFT fields are defined over $\mathrm{SU}(2)^{4}$ (thus encoding the boundary geometry) and finally the proper embedding of these data into $\operatorname{SL}(2, \mathbb{C})$ which is realized by the dynamics and thus is encoded by the details of the kinetic and interaction term in the action. We further specify this action in Sections 3.2 and 4.1 but note here that all the details of the interaction term have so far not

[^34]been put down in terms of its boundary data [58] which, for what matters in this review, does not pose a limitation.

In the second-quantized formulation of GFT, introduced in Ref. [84], motivated by the origins of GFT in LQG, spin network boundary states are viewed as elements of the GFT Fock space wherein spin network vertices, i.e., atoms of space, correspond to fundamental quanta which are created or annihilated by the field operators of GFT. ${ }^{5}$ The GFT Fock space

$$
\begin{equation*}
\mathcal{F}\left(\mathcal{H}_{v}\right)=\bigoplus_{N=0}^{\infty} \operatorname{sym}\left(\otimes_{i=1}^{N} \mathcal{H}_{v}^{(i)}\right), \tag{4}
\end{equation*}
$$

is built by means of the fundamental Hilbert space $\mathcal{H}_{v}=L^{2}\left(G^{d}\right)$ of a GFT quantum which is assumed to obey bosonic statistics. ${ }^{6}$ Clearly, for $G=S U(2)$ and imposing gauge invariance as in Equation (1), a state in $\mathcal{H}_{v}$ represents an open LQG spin network vertex or its dual quantum polyhedron. In particular, for $d=4$ a GFT quantum corresponds to a quantum tetrahedron which also is the most studied case within the condensate cosmology program [38,39,41]. In the remainder, we stick to this choice for $G$ and $d$.

In this picture, many particle GFT states can be excited over the Fock vacuum $|\varnothing\rangle$ which is the state devoid of any topological and quantum geometric information. Standardly, it is defined via the action of an annihilation field operator, namely

$$
\begin{equation*}
\hat{\varphi}\left(g_{I}\right)|\varnothing\rangle=0 \tag{5}
\end{equation*}
$$

where the vacuum is normalized to 1 . Given their bosonic statistics, the GFT field operators obey the canonical commutation relations

$$
\begin{equation*}
\left[\hat{\varphi}\left(g_{I}\right), \hat{\varphi}^{\dagger}\left(g_{I}^{\prime}\right)\right]=\int \mathrm{d} h \prod_{I} \delta\left(g_{I} h g_{I}^{\prime-1}\right) \text { and }\left[\hat{\varphi}^{(\dagger)}\left(g_{I}\right), \hat{\varphi}^{(\dagger)}\left(g_{I}^{\prime}\right)\right]=0 \tag{6}
\end{equation*}
$$

where the form of the delta distribution accounts for the imposition of gauge invariance, Equation (1).
In this framework, quantum geometric observable data can be retrieved from such states via second-quantized Hermitian operators [87], e.g., the number operator is given by

$$
\begin{equation*}
\hat{N}=\int(\mathrm{d} g)^{d} \hat{\varphi}^{\dagger}\left(g_{I}\right) \hat{\varphi}\left(g_{I}\right) \tag{7}
\end{equation*}
$$

while more general one-body operators read as

$$
\begin{equation*}
\hat{O}=\int(\mathrm{d} g)^{d} \int\left(\mathrm{~d} g^{\prime}\right)^{d} \hat{\varphi}^{\dagger}\left(g_{I}\right) O\left(g_{I}, g_{I}^{\prime}\right) \hat{\varphi}\left(g_{I}^{\prime}\right) \tag{8}
\end{equation*}
$$

wherein $O\left(g_{I}, g_{I}^{\prime}\right)$ denote the matrix elements of a corresponding first-quantized operator. In this way, the area and volume operator of LQG can be imported into the GFT context, which is typically done by working in the spin representation introduced below. ${ }^{7}$ Hence, in GFT the discreteness of geometry is considered to be being real, rooted in its strong connections to LQG where the spectra of geometric operators are discrete (as shown to hold at the kinematical level) [88-91].

[^35]
## 3. Group Field Theory Condensate Cosmology

The general aim of the GFT condensate cosmology program is to describe cosmologically relevant geometries by means of the formalism given above. Concretely, the goal is to approximate 3-dimensional homogeneous and extended geometries as well as their cosmological evolution in terms of GFT condensate states and their effective dynamics.

### 3.1. Motivation for Condensate States

As initially stated in the introduction, indications for the formation of a condensate phase have been found through the analyses of non-perturbative aspects of GFT models. In particular, functional renormalization group analyses of so-called tensorial GFTs [43-49] indicate a phase transition separating a symmetric from a broken/condensate phase as the "mass parameter" tends to negative values in the IR limit which is analogous to a Wilson-Fisher fixed point in the corresponding local QFT. This is illustrated in terms of the phase diagrams in Figure 1. Building on these, more work must be devoted to studying the phase structure of a (potentially colored) GFT model enriched with additional geometric data and an available simplicial quantum gravity interpretation. The hope would be that in the phase diagram of such a theory at least one phase can be found which can be interpreted as a physical continuum geometry of relevance to cosmology. ${ }^{8}$



Figure 1. Left: Phase diagram of a local scalar field theory with quartic interaction on $\mathbb{R}^{3}$. The "mass parameter" is denoted by $\mu$ while the interaction couples with $\lambda$. $G$ denotes the Gaussian fixed point and $W F$ the Wilson-Fisher fixed point. In the region hatched in green $\langle\hat{\varphi}\rangle \neq 0$ holds. Right: Exemplary phase diagram of a quartic tensorial GFT on $\mathbb{R}^{d}$ (cf. Refs. [48,49]). In the analogue of region II on the left-hand side, a non-vanishing expectation value of the field operator is expected to be found.

Given this central hypothesis of the GFT condensate cosmology program, the goal is to directly derive the effective dynamics for GFT condensate states from the microscopic quantum dynamics using mean field techniques inspired by the theory on Bose-Einstein condensates [96-98] and to extract a cosmological interpretation thereafter. Generally, a condensate phase corresponds to a non-perturbative vacuum of a theory where the expectation value of the field operator is non-vanishing, i.e., $\left\langle\varphi\left(g_{I}\right)\right\rangle \neq 0$. Since such a vacuum is described by a large number $N$ of quanta, in the GFT context this would make it suitable to model extended geometries. In addition, these quanta are occupying the same quantum geometric configuration which is desirable if a homogeneous background geometry is to emerge from the condensate. Simple trial states which capture these features are field coherent states of the form

$$
\begin{equation*}
|\sigma\rangle=A e^{\hat{\sigma}}|\varnothing\rangle, \quad \hat{\sigma}=\int(\mathrm{d} g)^{d} \sigma\left(g_{I}\right) \hat{\varphi}^{\dagger}\left(g_{I}\right) \quad \text { and } \quad A=\mathrm{e}^{-\frac{1}{2} \int(\mathrm{~d} g)^{d}\left|\sigma\left(g_{I}\right)\right|^{2}} \tag{9}
\end{equation*}
$$

[^36]corresponding to an infinite superposition of states which for $d=4$ describe disconnected quantum tetrahedra labeled by the same discrete geometric data. The latter is encoded by a single collective function, the condensate wave function $\sigma$. These states are field coherent since they are eigenstates of the field operator,
\[

$$
\begin{equation*}
\hat{\varphi}\left(g_{I}\right)|\sigma\rangle=\sigma\left(g_{I}\right)|\sigma\rangle, \tag{10}
\end{equation*}
$$

\]

for which $\left\langle\hat{\varphi}\left(g_{I}\right)\right\rangle=\sigma\left(g_{I}\right) \neq 0$ holds. Finally, in addition to the right invariance as in Equation (1), we require the invariance under the left diagonal action of $G$, i.e., $\sigma\left(k g_{I}\right)=\sigma\left(g_{I}\right)$ for all $k \in G$ to guarantee that the domain of the condensate wave function is isomorphic to the minisuperspace of homogeneous geometries $\mathrm{GL}(3, \mathbb{R}) / \mathrm{O}(3)$ [63]. ${ }^{9,10}$

### 3.2. Effective Condensate Dynamics

The effective dynamics of such states can be obtained by taking alternative but equivalent roads. One can either study the GFT path integral in saddle point approximation or use the lowest-order truncation of the Schwinger-Dyson equations of the GFT model under consideration [38,39,41,51,52,102]. These equations can be derived when using

$$
\begin{equation*}
0=\delta_{\bar{\varphi}}\langle\mathcal{O}[\varphi, \bar{\varphi}]\rangle=\int[\mathcal{D} \varphi][\mathcal{D} \bar{\varphi}] \frac{\delta}{\delta \bar{\varphi}\left(g_{I}\right)}\left(\mathcal{O}[\varphi, \bar{\varphi}] \mathrm{e}^{-S[\varphi, \bar{\varphi}]}\right)=\left\langle\frac{\delta \mathcal{O}[\varphi, \bar{\varphi}]}{\delta \bar{\varphi}\left(g_{I}\right)}-\mathcal{O}[\varphi, \bar{\varphi}] \frac{\delta S[\varphi, \bar{\varphi}]}{\delta \bar{\varphi}\left(g_{I}\right)}\right\rangle \tag{11}
\end{equation*}
$$

where $\mathcal{O}$ is a functional of the fields. An expression encoding the effective dynamics is then extracted by setting $\mathcal{O}$ to the identity, giving

$$
\begin{equation*}
\left\langle\frac{\delta S[\varphi, \bar{\varphi}]}{\delta \bar{\varphi}\left(g_{I}\right)}\right\rangle=0 \tag{12}
\end{equation*}
$$

If we evaluate the expectation value with respect to the condensate state, one yields

$$
\begin{equation*}
\mathcal{K}\left(g_{I}\right) \sigma\left(g_{I}\right)+\frac{\delta \mathcal{V}}{\delta \bar{\sigma}\left(g_{I}\right)}=0 \tag{13}
\end{equation*}
$$

which is the classical equation of motion for the condensate wave function. Its solution would amount to solving the theory at tree-level. In general, this is a non-linear and non-local equation for the dynamics of the mean field $\sigma$ and is given the interpretation of a quantum cosmology equation despite the fact that it has no direct probabilistic interpretation as compared to the equations of motion of Wheeler-DeWitt (WdW) quantum cosmology [103] and loop quantum cosmology (LQC) [104,105]. However, this does not pose a problem to extract cosmological predictions from the full theory, as we will review below.

In a next step, to extract information regarding the dynamics of such condensate systems, we extend the set of degrees of freedom of the formalism and couple a free, massless, minimally coupled real-valued scalar field to the GFT field,

$$
\begin{equation*}
\sigma: G^{d} \times \mathbb{R} \rightarrow \mathbb{C}(\text { or } \mathbb{R}) \tag{14}
\end{equation*}
$$

This scalar field serves as a relational clock, i.e., an internal time variable, with respect to which the latter evolves. Such a procedure is common practice in classical and quantum gravity [104-109].

[^37]Notice that the expectation values of the above-introduced observables will then obviously depend on the relational clock $\phi$. The precise introduction of this degree of freedom is based on the expression of the Feynman amplitudes of a given simplicial GFT model which take the form of simplicial gravity path integrals for gravity when coupled to such a scalar field, as explained in detail in Refs. [53,110]. In this discretized setting, the matter field sits on the vertices which are dual to the 4 -simplices of the simplicial complex.

In this way, the action takes the general form

$$
\begin{equation*}
S[\sigma, \bar{\sigma}]=\int(\mathrm{d} g)^{d} \mathrm{~d} \phi \bar{\sigma}\left(g_{I}, \phi\right) \mathcal{K}\left(g_{I}, \phi\right) \sigma\left(g_{I}, \phi\right)+\mathcal{V}[\sigma, \bar{\sigma}] \tag{15}
\end{equation*}
$$

where $\mathcal{K}$ is local in $g_{I}$ and $\phi$ and the interaction term is given by

$$
\begin{equation*}
\mathcal{V}[\sigma, \bar{\sigma}]=\frac{\lambda}{5} \int\left(\prod_{a=1}^{5} \mathrm{~d} g_{I_{a}} \sigma\left(g_{I_{a}}, \phi\right)\right) \mathcal{V}_{5}+\text { c.c. } \tag{16}
\end{equation*}
$$

where each $g_{I}$ corresponds to four group elements. The object $\mathcal{V}_{5}=\mathcal{V}_{5}\left(g_{I_{1}}, g_{I_{2}}, g_{I_{3}}, g_{I_{4}}, g_{I_{5}}\right)$ is a function of all group elements, encoding the combinatorics of a 4 -simplex, which when appropriately specified together with $\mathcal{K}$ are supposed to yield the GFT formulation of the EPRL spin foam model for Lorentzian quantum gravity in $4 d$ [ $53,58,80,81$ ].

For the remainder of this review it is important to introduce the spin representation of GFT fields. For left- and right-invariant configurations as considered in the context of the condensate program, we may give the Peter-Weyl decomposition of the condensate field as
where $D_{m n}^{j}(g)$ are the Wigner matrices and $d_{j}=2 j+1$ is the dimension of the corresponding irreducible representation. The representation label $j$ is an element of the set $\{0,1 / 2,1,3 / 2, \ldots\}$ while the indices $m, n$ assume the values $-j \leq m, n \leq j$. The objects $\mathcal{I}^{j_{1} j_{2} j_{3} j_{4}, l}$ are called intertwiners and are elements of the Hilbert space of states of a single tetrahedron, i.e.,

$$
\begin{equation*}
\mathcal{H}=L^{2}\left(G^{4} / G\right)=\bigoplus_{j_{i} \in \frac{\mathbb{N}}{2}} \operatorname{Inv}\left(\otimes_{i=1}^{4} \mathcal{H}^{j_{i}}\right) \tag{18}
\end{equation*}
$$

where $\mathcal{H}^{j_{i}}$ corresponds to the Hilbert space of an irreducible unitary representation of $G=\mathrm{SU}(2)$. The index $\iota$ labels elements in a basis in $\mathcal{H}$. In this way, it is clear that the presence of the intertwiners with label $l_{r}$ is due to the imposition of the right invariance onto the field, while the left-invariance leads to the label $\iota_{l}$, respectively. Hence, the quantum geometric content of the field is stored in the scalar functions $\sigma^{j_{1} \ldots j_{4}, l_{l} l_{r}}(\phi)$ in the spin representation

When Equation (17) is injected into the action (15), one obtains an equation of motion for the condensate field which is a non-linear tensor equation and as such is notoriously difficult to solve, see Refs. [51,85,86,111,112]. We refrain from explicating the full details of this equation in the general case here and direct the reader to the original literature where these are given in depth [53,58]. Instead, we will focus on giving some details of a specific scenario relevant to cosmology the elaboration of which has led to most of the results of the condensate program.

## 4. Overview of Important Results

### 4.1. Recovery of Friedmann-Like Dynamics and Bouncing Solutions

What allows to make progress is the focusing on the case where the condensate wave function only depends on a single-spin variable, as discussed in the following. In fact, this corresponds to an isotropic restriction which leads to a highly symmetric configuration: In this way the condensate is made of equilateral tetrahedra which are the most "isotropic" configurations in a simplicial context. In effect, the domain of the left- and right-invariant field is reduced to a 1-dimensional manifold which is parametrized by a single variable, interpreted as the volume and the configuration space is that of a homogeneous and isotropic universe $[53,58] .{ }^{11}$ One thus requires the mean field to be of the form

$$
\begin{equation*}
\sigma^{j, l l}(\phi)=\sigma^{j_{1} j_{2} j_{3} j_{4}, l l_{l} l_{r}}(\phi) \delta^{u_{l}} \delta^{u_{r}} \prod_{i=1}^{4} \delta^{j j_{i}} . \tag{19}
\end{equation*}
$$

where the identification of intertwiner labels is due to the requirement that the volume be maximized in equilateral tetrahedra [53,58]. For such field configurations the action (15) (when dropping all repeated intertwiner labels for convenience) reads as

$$
\begin{equation*}
S=\int \mathrm{d} \phi \sum_{j} \bar{\sigma}^{j \iota} \mathcal{K}^{j \iota} \sigma^{j \iota}+\frac{\lambda}{5} \int \mathrm{~d} \phi \sum_{j}\left(\sigma^{j \iota}\right)^{5} \mathcal{V}_{5}(j ; \iota)+\text { с.c. } \tag{20}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathcal{V}_{5}(j ; \iota)=\mathcal{V}_{5}(\underbrace{j, \ldots, j}_{10} ; \underbrace{\iota, \ldots, \iota}_{5})=f(j ; \iota) \omega(j, \iota) \tag{21}
\end{equation*}
$$

and

$$
\begin{equation*}
\omega(j, \iota)=\sum_{m_{i}} \prod_{i=1}^{10}(-1)^{j_{i}-m_{i}} \mathcal{I}_{m_{1} m_{2} m_{3} m_{4}}^{j j j j, \iota} \mathcal{I}_{-m_{4} m_{5} m_{6} m_{7}}^{j j j j, \iota} \mathcal{I}_{-m_{7}-m_{3} m_{8} m_{9}}^{j j j j, \iota} \mathcal{I}_{-m_{9}-m_{6}-m_{2} m_{10}}^{j j j j, \iota} \mathcal{I}_{-m_{10}-m_{8}-m_{5}-m_{1}}^{j j j j, l} \tag{22}
\end{equation*}
$$

The latter product of intertwiners can be cast into the form of a $\{15 j\}$-symbol. The details of these calculations can be found in Ref. [53] and in greater detail in Ref. [58]. Again, the specific aspects of the EPRL GFT model would be encoded in the details of the objects $\mathcal{K}^{j}$ and $\mathcal{V}_{5}(j ; \iota)$ (and thus $f(j ; \iota)$ ). The interaction kernel is supposed to encode the Lorentzian embedding of the theory and thus what is known as the spin foam vertex amplitude with boundary $\mathrm{SU}(2)$-states. Though its details are yet to be put down in the GFT context, its explicit form is not relevant to the results presented below.

With the above, one obtains the equation of motion of the condensate field, i.e.,

$$
\begin{equation*}
\mathcal{K}^{j} \sigma_{j}(\phi)+\mathcal{V}_{5}^{j} \bar{\sigma}_{j}(\phi)^{4}=0 \tag{23}
\end{equation*}
$$

Most generally, the contribution of the kinetic term takes the form $\mathcal{K}^{j}=A_{j} \partial_{\phi}^{2}-B_{j}$, where $A_{j}$ and $B_{j}$ parametrize ambiguities in the EPRL GFT model $[53,58]$ and the partial derivatives with respect to the relational clock follow from a derivative expansion with respect to the same variable $[53,110]$. In what follows, we will see that the requirement that the Friedmann equations be recovered allows constraining of the form of $A_{j}$ and $B_{j}$.

[^38]To this aim, we follow Refs. [53,56] and consider the regime of the dynamics where the interaction term is sufficiently small as compared to the kinetic term. Since higher powers of the condensate field are directly proportional to the number of condensate constituents, we may refer to a regime where the interaction term is sub-dominant as being mesoscopic. ${ }^{12}$ This is a crucial approximation to recover the Friedmann equations below. Then, the equation of motion reduces to

$$
\begin{equation*}
\partial_{\phi}^{2} \sigma_{j}(\phi)-m_{j}^{2} \sigma_{j}(\phi)=0, \quad \text { with } \quad m_{j}^{2}=\frac{B_{j}}{A_{j}} \tag{24}
\end{equation*}
$$

and when using the polar decomposition of the field as $\sigma_{j}(\phi)=\rho_{j}(\phi) \mathrm{e}^{i \theta_{j}(\phi)}$, yields

$$
\begin{equation*}
\rho_{j}^{\prime \prime}-\frac{Q_{j}^{2}}{\rho_{j}^{3}}-m_{j}^{2} \rho_{j}=0 \tag{25}
\end{equation*}
$$

together with the conserved quantities

$$
\begin{equation*}
Q_{j}=\rho_{j}^{2} \theta_{j}^{\prime} \text { and } E_{j}=\left(\rho_{j}^{\prime}\right)^{2}+\rho_{j}^{2}\left(\theta_{j}^{\prime}\right)^{2}-m_{j}^{2} \rho_{j}^{2} \tag{26}
\end{equation*}
$$

Notice that the central term in Equation (25) diverges towards $\rho_{j} \rightarrow 0$ to the effect that the system exhibits a quantum bounce (elaborated further below), as long as at least one $Q_{j}$ is non-vanishing, see Figure 2.


Figure 2. Equation (25) has the form of the equation of motion of a classical point particle with potential $U(\rho)=-\frac{1}{2} m^{2} \rho^{2}+\frac{Q^{2}}{2 \rho^{2}}$. The potential is plotted for different values for $Q$ while $m$ and is kept fixed (left). Solutions to Equation (25) (initial conditions are arbitrarily chosen) lead to a plot for the volume (right). The point in relational time where the minimum of solutions is reached corresponds to the bounce. The solution for $Q=0$ does not exhibit a bounce since the volume vanishes when $U(\rho)$ turns to zero. In the plots and in this caption the label $j$ is suppressed.

This is the case when requiring the energy density of the clock field to be non-zero. This energy density is given in terms of its conserved momentum $\pi_{\phi}=\sum_{j} Q_{j}$ by

$$
\begin{equation*}
\rho_{\phi}=\frac{\pi_{\phi}^{2}}{2 V^{2}} \tag{27}
\end{equation*}
$$

[^39]where $V$ denotes the expectation value of the volume operator. (Please note that $\rho_{\phi}$ is not to be confused with $\rho$ or $\rho_{j}$ ascribed to the mean field.) It is explicitly given by
\[

$$
\begin{equation*}
V(\phi)=\sum_{j} V_{j} \rho_{j}(\phi)^{2}, \quad \text { with } \quad V_{j} \sim j^{3 / 2} \ell_{\mathrm{Pl}}^{3} . \tag{28}
\end{equation*}
$$

\]

We are now ready to give the dynamics of the volume of the emergent space, namely

$$
\begin{equation*}
\left(\frac{V^{\prime}}{3 V}\right)^{2}=\left(\frac{2 \sum_{j} V_{j} \rho_{j} \operatorname{sgn}\left(\rho_{j}^{\prime}\right) \sqrt{E_{j}-Q_{j}^{2} / \rho_{j}^{2}+m_{j}^{2} \rho_{j}^{2}}}{3 \sum_{j} V_{j} \rho_{j}^{2}}\right)^{2} \quad \text { and } \quad \frac{V^{\prime \prime}}{V}=\frac{2 \sum_{j} V_{j}\left(E_{j}+2 m_{j}^{2} \rho_{j}^{2}\right)}{\sum_{j} V_{j} \rho_{j}^{2}} \tag{29}
\end{equation*}
$$

as obtained in Ref. [53] and call these the generalized Friedmann equations.
The classical limit of these equations is obtained when considering sufficiently large volumes for which the terms with $E_{j}$ and $Q_{j}$ in Equations (29) are suppressed. If one identifies then also $m_{j}^{2} \equiv 3 \pi G_{\mathrm{N}}$ (where $G_{N}$ denotes Newton's constant), one recovers the classical Friedmann equations of GR for a flat universe in terms of the relational clock $\phi^{13}$,

$$
\begin{equation*}
\left(\frac{V^{\prime}}{3 V}\right)^{2}=\frac{4 \pi G_{\mathrm{N}}}{3} \text { and } \frac{V^{\prime \prime}}{V}=12 \pi G_{\mathrm{N}} \tag{31}
\end{equation*}
$$

Notice that the definition of $G_{N}$ is understood as a definition in terms of the microscopic parameters $m_{j}$ (or $A_{j}$ and $B_{j}$ ) and not as an interpretation of the latter.

Another relevant situation where the dynamics of the volume can be solved exactly, is when the condensate is dominated by a single spin $j_{0} .{ }^{14}$ In this case, the Equations (29) yield

$$
\begin{equation*}
\left(\frac{V^{\prime}}{3 V}\right)^{2}=\frac{4 \pi G_{\mathrm{N}}}{3}\left(1-\frac{\rho_{\phi}}{\rho_{c}}\right)+\frac{4 V_{j_{o}} E_{j_{o}}}{9 V} \text { and } \frac{V^{\prime \prime}}{V}=12 \pi G_{\mathrm{N}}+\frac{2 V_{j_{o}} E_{j_{o}}}{V} \tag{32}
\end{equation*}
$$

where $\rho_{c} \sim \frac{3 \pi}{2 j_{0}^{3}} \rho_{\mathrm{Pl}}$ is a critical density [56]. The terms involving $\rho_{c}$ and $E_{j_{o}}$ correspond to quantum corrections where the one involving $\rho_{c}$ is responsible for the quantum bounce. To the past of this event, the emergent space contracts while it expands to the future. It should be remarked that up to the terms depending on $E_{j_{o}}$ these equations are exactly the modified Friedmann equations derived in LQC. ${ }^{15,16}$ For $E_{j_{o}}>0$ the bounce takes place at an energy density larger than $\rho_{c}$, while for $E_{j_{o}}<0$ the bounce is realized for an energy density smaller than $\rho_{c}$. Independently of the exact value of $E_{j_{o}}$, a bounce will occur. It should nevertheless be clear that the physical meaning of the conserved quantity $E_{j}$, from a fundamental point of view, is yet to be clarified. In future research it would also be important

[^40]to consider the impact of different $j$-modes onto the dynamics. This is in principle straightforward but would then require solving Equations (29) numerically.

Finally, to contextualize, notice that a quantum gravity induced bounce falls into the more general class of bouncing cosmologies which present tentative alternatives to the standard inflationary scenario to resolve the problems of the standard model of cosmology, see Ref. [117] for an overview. ${ }^{17}$

We may list important side-results which support the findings presented above:

- In Ref. [121], it is shown that for growing relational time, the condensate dynamically settles into a low-spin configuration, i.e., it will be dominated by the lowest non-trivial representations labeled by $j$. This goes in hand with a classicalization of the emergent geometry [57]. Following Ref. [121], this can be seen from the general solutions to Equation (24), i.e.,

$$
\begin{equation*}
\sigma_{j}(\phi)=\alpha_{j}^{+} \exp \left(\sqrt{\frac{B_{j}}{A_{j}}} \phi\right)+\alpha_{j}^{-} \exp \left(-\sqrt{\frac{B_{j}}{A_{j}}} \phi\right) \tag{33}
\end{equation*}
$$

which either lead to exponentially expanding and contracting or oscillating solutions depending on the sign of the argument of the root function. All models for which $B_{j} / A_{j}$ has a positive maximum for some $j=j_{o}$ (as long as $j=0$ is excluded ${ }^{18}$ ) lead to

$$
\begin{equation*}
\lim _{\phi \rightarrow \pm \infty} V(\phi)=V_{j_{o}}\left|\alpha_{j_{o}}^{ \pm}\right|^{2} \exp \left( \pm 2 \sqrt{\frac{B_{j_{o}}}{A_{j_{o}}}} \phi\right) . \tag{34}
\end{equation*}
$$

A low-spin configuration is dynamically reached if the maximum of $B_{j} / A_{j}$ occurs at a low $j_{o}$. This was demonstrated for reasonable choices of $A_{j}$ and $B_{j}$ in Refs. [121] and [57] to lead to $j_{o}=\frac{1}{2}$. One may then argue that the type of configuration which is usually assumed in the LQC literature can be derived from the quantum dynamics of GFT.

- A careful analysis shows that the identification $m_{j}^{2} \equiv 3 \pi G_{N}$ only holds asymptotically for large $\phi$, rendering $G_{N}$ a state-dependent function [54]. This is illustrated in Figure 3.



Figure 3. The effective gravitational constant as a function of relational time $\phi$ for $E<0$ to the left and $E>0$ to the right given in arbitrary units, taken from Ref. [54]. A bounce occurs towards $\phi=\Phi$ situated at the origin of both plots. For large $\phi$ Newton's constant is asymptotically attained. In the plots and in this caption the label $j$ is suppressed.

[^41]- Another related notion of isotropic restriction has been studied in the literature so far where the condensate is built from tri-rectangular tetrahedra [57]. This produces physically equivalent results in terms of the dynamics of the volume, as one would expect when invoking naive universality arguments. Notice that both isotropic restrictions correspond to symmetry reductions applied to the quantum state and thus should by no means be equated with those performed in WdW quantum cosmology or LQC. In the latter cases, symmetry reductions are imposed before quantization and this procedure is expected to violate the uncertainty principle [103]. ${ }^{19}$ In light of the above, it would be important to give a precise notion of isotropy in terms of a properly defined GFT curvature operator.
- In a related model which does not make use of the relational clock, the field content has been explicitly studied for free and effectively interacting scenarios [92]. For such static configurations one finds that the condensate consists of many GFT quanta residing in the lowest spin configurations. This is indicated by the analysis of the discrete spectra of the geometric operators, as illustrated by Figure 4. This also supports the idea that under the given isotropic restrictions, such GFT condensate states are suitable candidates to describe effectively continuous homogeneous and isotropic 3-spaces built from many smallest building blocks of the quantum geometry.


Figure 4. The spectrum to the volume operator in the free case to the left and effectively interacting case to the right. These illustrate that the geometric operators are dominated by the lowest non-trivial modes characterizing the condensate field. These plots were taken from Ref. [92] where a detailed discussion of their underlying computations can be found.

### 4.2. Cyclic Cosmologies and Accelerated Expansion

In a series of works the effect of simplified GFT interactions onto the cosmological dynamics has been investigated under the assumption that the spin representation $j$ is fixed [55,57] (which may be motivated by the above-described process of reaching a low-spin configuration). Given these phenomenologically motivated interactions, the equations of motion take a simple non-linear form. Despite the fact that from a GFT point of view such interactions seem to be somewhat artificial due to their lack of a discrete geometric interpretation, they bring us nearer to the physics which we want to

[^42]probe as they capture the basic non-linearity of the original GFT interactions. The form of the effective potential is given by
\[

$$
\begin{equation*}
\mathcal{V}=B|\sigma(\phi)|^{2}+\frac{2}{n} w|\sigma(\phi)|^{n}+\frac{2}{n^{\prime}} w^{\prime}|\sigma(\phi)|^{n^{\prime}}, \text { with } n>n^{\prime} \tag{35}
\end{equation*}
$$

\]

and we require $w^{\prime}>0$ so that the potential is bounded from below. Using the polar form of the field, we obtain the equation of motion

$$
\begin{equation*}
\rho^{\prime \prime}-\frac{Q^{2}}{\rho^{3}}-m^{2} \rho+\lambda \rho^{n-1}+\mu \rho^{n^{\prime}-1}=0 \tag{36}
\end{equation*}
$$

where we have set

$$
\begin{equation*}
\lambda \equiv-\frac{w}{A} \text { and } \mu \equiv-\frac{w^{\prime}}{A} \tag{37}
\end{equation*}
$$

To guarantee that this equation does not lead to an open cosmology expanding at a faster than exponential rate, we have $\mu>0$. In consistency with the free case discussed above, $m^{2}>0$ while the sign of $\lambda$ can be left unconstrained. A first observation from this equation of motion is its resemblance with that of a classical point particle in the potential

$$
\begin{equation*}
U(\rho)=-\frac{m^{2}}{2} \rho^{2}+\frac{Q^{2}}{2 \rho^{2}}+\frac{\lambda}{n} \rho^{n}+\frac{\mu}{n^{\prime}} \rho^{n^{\prime}} \tag{38}
\end{equation*}
$$

so that with the given signs and the bouncing contribution of strength $Q^{2}$ the solutions to Equation (36) yield cyclic motions. Via Equation (28) these correspond to cyclic solutions for the dynamics of the emergent universe. Hence, we observe that bounded interactions induce a recollapse. Given that in the classical theory a recollapsing solution follows from a closed topology of 3-space, this might give an indication of how to obtain such topologies from these simple GFT condensates.

Regarding the expansion behavior of the emergent geometry, using the above-given interactions it is possible to obtain a long-lasting accelerated phase after the bounce. In fact, the free parameters may be fine-tuned to achieve any desirable value of e-folds so that this behavior can be understood as an inflationary expansion of quantum geometric origin. This becomes transparent when writing for the number of e-folds

$$
\begin{equation*}
N=\frac{1}{3} \log \left(\frac{V_{\text {end }}}{V_{\text {bounce }}}\right)=\frac{2}{3} \log \left(\frac{\rho_{\text {end }}}{\rho_{\text {bounce }}}\right) \tag{39}
\end{equation*}
$$

and incorporating it in an expression for the acceleration. Since there is no notion of proper time in GFT, a sensible definition of acceleration can only be given in relational terms. In particular, we seek a definition that agrees with the standard one given in ordinary cosmology via the Raychaudhuri equation which allows us to define the acceleration as

$$
\begin{equation*}
\mathfrak{a}(\rho)=\frac{V^{\prime \prime}}{V}-\frac{5}{3}\left(\frac{V^{\prime}}{V}\right)^{2} \tag{40}
\end{equation*}
$$

the derivation of which is discussed in detail in Refs. [54,55]. Using this, one finds that the free case does not lead to a value of $N$ large enough to supplant the standard inflationary mechanism in cosmology. However, the careful analysis of Ref. [55] demonstrates that with a hierarchy $\mu \ll|\lambda|$ together with $\lambda>0$ leads to $n^{\prime}>n \geq 5$ which allows room for an era of accelerated expansion analogous to that of models of inflationary cosmology. If phantom energy is ruled out, only $n=5$ and $n^{\prime}=6$ are admissible selecting an interaction term which is in principle compatible with simplicial interactions, introduced above. These results are illustrated in Figure 5. Notice that these works emphasize the role that phenomenology can take for model building in quantum gravity.

It should be emphasized that these findings have a purely quantum geometric origin and in particular are not based in any way on the assumption of a specific potential for the minimally coupled massless scalar field $\phi$, the relational clock. This is in stark contrast to inflation which depends on the choice of potential and initial conditions of the inflaton field to yield the desired expansion behavior [124-127].



Figure 5. The plot to the left shows the behavior of the acceleration close to the bounce while the one to the right illustrates it towards the end of inflation. These plots were taken from Ref. [55] to which we direct for details.

### 4.3. Anisotropies and Inhomogeneities

If quantum gravity is to offer the picture of the earliest moments of our universe, it must include an approximately homogeneous and isotropic background with superimposed perturbations. Given the above results an important step for the condensate cosmology program is to go beyond the considered isotropic restriction and homogeneous configurations and to study more general configurations and their dynamics. In the following, we want to briefly discuss recent advances in which the exploration of anisotropies [57,58] and inhomogeneities [59] has been commenced.

The study of anisotropic GFT configurations and their dynamics is of general importance since it would be desirable to see if at least a subset of these can agree with the observed isotropy of our universe at late times. For these one must show that anisotropies do not grow in the expanding phase. Apart from that, it is well known that bouncing cosmologies are haunted by the notorious problem of uncontrolled growth of anisotropies when the universe contracts [117]. This is the problem of the Belinsky-Khalatnikov-Lifshitz instability [128,129]. In light of this, it is interesting to understand the fate of anisotropies when approaching the quantum bounce as predicted by GFT.

Leaving the technical details aside, in Ref. [57] it has indeed been shown for rather general configurations that they dynamically isotropize in relational time by means of a simple mechanism (which is akin to the one responsible for settling the system into a low-spin configuration, as described in Section 4.1). Conversely, it is demonstrated that anisotropic contributions to the condensate become increasingly pronounced towards small volumes. This paved the way to a systematic investigation of anisotropic perturbations over an isotropic background in the vicinity of the bounce in Ref. [58]. In particular, a region in the parameter space is identified such that these anisotropies can be large at the bounce but are fully under control. From this it also follows that towards the bounce the quantum geometry of the emergent universe is rather degenerate. Furthermore, this analysis shows that the anisotropic perturbations become negligible the further away the system is from the bouncing phase and can be completely irrelevant to the dynamics before interactions kick in. Hence, after the bounce a cosmological background emerges the dynamics of which can again be cast into the form of the above-given effective Friedmann equations, thus corroborating the results of Refs. [53,56,57]. These results are illustrated in Figure 6. On more general grounds, these studies form a crucial starting point towards identifying anisotropic cosmologies, i.e., Bianchi models, within this approach and allow establishment of contact with corresponding studies in WdW [103], spin foam [130-142] and loop quantum cosmology [104,105].


Figure 6. The surface-area-to-volume ratio (left) and the effective volume per quantum (right) as a function of relational time. These figures demonstrate the degenerate character of the quantum geometry towards the bounce and the damping of the anisotropies in the outgoing phase. The plots were taken from Ref. [58] where detailed explanations are given.

Modern Cosmology teaches us that the seeds for structure formation are represented by inhomogeneities in the very early universe [143]. Hence, the identification and study of cosmological inhomogeneities in the condensate approach is mandatory to promote it to a realistic contestant theory of quantum cosmology. In particular, the goal would be to find a mechanism rooted in quantum geometry which explains the origins of inhomogeneities without referring to the inflationary paradigm where the inhomogeneities correspond to quantum fluctuations of the inflaton field [124].

Recent progress building on Refs. [144,145], allows extension of the formalism beyond homogeneity. In Refs. [59,146] the formalism of including a free massless scalar field [53,110] is extended to incorporate four reference scalar fields which are used as relational clocks and rods, i.e., as a physical coordinate system. Again, this procedure is common in classical and quantum gravity approaches $[108,109]$. In this setting quantum fluctuations (i.e., small inhomogeneities) of the local 3 -volume around a nearly homogeneous background geometry are studied. Their power spectrum can be calculated, and this is shown to be approximately scale-invariant (where the scale is defined by the reference matter), the amplitude is small, and decreases as the emergent universe expands. However, it was also demonstrated that analogous statements do not hold for perturbations in the total density of the scalar fields when the gradient energy is non-negligible. Notice that the details of these arguments relied on the specific choice of condensate state which solves the condensate dynamics and thus depends on the approximation scheme summarized in Sections 3.1 and 3.2. More recent work [147] has shown how the transition from the initial quantum fluctuations present in the deep quantum gravity regime to classical observable inhomogeneities can be accomplished. By and large, it is striking that features of the spectrum of cosmologically relevant observables can be recognized using the condensate formalism. Future research has to bridge the gap between observations of the early universe and the condensate formalism and the hope is that the incorporation of more complicated matter dynamics can reproduce observationally viable results. ${ }^{20}$

## 5. Discussion and Outlook

In this brief review we wanted to draw attention to key results of the GFT condensate cosmology program which illustrate its potential to provide a quantum gravitational foundation for early universe cosmology. Finally, we would like to point to open directions (if not already stated in the main body of this appetizer) and address some relations with other non-perturbative discrete quantum gravity approaches trying to extract cosmological solutions from their path integral formulations.

[^43]Beyond its application to cosmology showing a rich phenomenology, this program has revealed an interesting and powerful perspective on the extraction of continuum information from a discrete geometric setting: The field theoretic setting of GFT and specifically the use of field coherent states prove extremely useful and elegant to this aim.

To contextualize this, we may compare with the other non-perturbative and discrete path integral approaches to quantum gravity. In EDT, CDT, tensor models, the discreteness of geometry is regarded as a mathematical tool allowing us to rewrite the continuum path integral in a discrete form. The philosophy behind taking the continuum limit is rather similar among them and the goal is to study the phase structure of the respective theories via analyticity properties of the partition function. The CDT approach has been able to produce physically relevant, i.e., extended macroscopic geometries which obey effective minisuperspace dynamics [34-36]. This potentially highlights the role of causality in facilitating the escape from the sector of unphysical continuum geometries EDT [34-36] and TMs [26-32] are so far stuck with.

A point of criticism often invoked regarding these approaches, concerns the lack of a clear interpretation of expectation values of observables rigorously defined on a physical Hilbert space, which is in principle available in covariant LQG and GFT. Given this, GFT condensate cosmology is not the only approach which tries to extract the cosmological sector of LQG from a covariant formulation of its dynamics. In the spin foam cosmology approach, one uses the spin foam expansion which is an expansion in terms of the number of degrees of freedom [130-137]. It has mostly been studied for so-called dipole graphs (corresponding to the simplest cellular decomposition of the 3 -sphere) [138-140] and can be extended to more general regular graphs [141,142]. A central assumption of this approach is that a fixed number of quanta of geometry captures all relevant physics. In contrast, in the condensate program one looks for continuum physics away from the Fock vacuum and does not restrict the number of quanta which can be rather large and dynamical.

Although GFT allows studying of an infinite class of simplicial complexes by construction, it provides the field theoretic approximation tools to study the physics of many LQG degrees of freedom while bypassing the treatment of highly complicated spin networks. In addition, in the spin foam context one typically studies the semi-classical limit by requiring the configurations to peak on some triangulated classical geometry [20-23]. ${ }^{21}$ This point of view is also not assumed in GFT condensate cosmology, motivated by the condensate hypothesis which fixes the states to be described by the simple condensate wave function.

Being aware that the choice of simple trial states and the disregard of proper simplicial interactions so far neglects all the connectivity information of those spin networks that would be considered important for a realistic definition of a non-perturbative continuum vacuum state, it is pressing to go beyond the given simplifications. The exploration of the phenomenologically motivated interactions presented here as well as the study of dipole condensates [38,39] goes into this direction. Notice that recent work [51] in the context of the dynamical Boulatov model which is a model for Euclidean quantum gravity in $3 d$ has shown that non-trivial condensate solutions can be produced where simplicial interactions are fully considered. The background quantum geometries one yields in this way must be better understood but this procedure could in principle be carried over to the case in $4 d$. Also, it is clear from this example that the choice of simple states does not pose a major problem since more complicated ones associated with connected graphs are then easily generated by the simplicial interaction term. In light of this, it would be important to study the relational evolution of such properly interacting condensates to see if the intriguing results regarding the accelerated expansion of the emergent geometry found via exploring the simplified interactions can be reproduced. Furthermore, studying the effect of the simplicial interaction of the Lorentzian EPRL GFT model (or

[^44]any related model) onto the condensate will require putting it explicitly down in terms of its boundary data [58]. It could also be interesting to consider a colored version of such a model, given the insight that in perturbative expansion of the partition function the color degree of freedom guarantees that all terms are free of topological pathologies [67-69].

Apart from their impact on the dynamics, a better understanding of interactions will also allow construction of more sophisticated observables capturing curvature and cosmological anisotropies which in turn will prove indispensable to classify different emergent geometries from one another. It is nevertheless remarkable that in the regime where interactions are sub-dominant and which has been explored most so far, rich Friedmann-like dynamics can be obtained.

A related point to be focused on, touches on higher order corrections to the so-far considered condensate equation of motion and to understand if they can be neglected or if they would have a drastic impact on the cosmological interpretation of this approach. Understanding the full quantum dynamics will then shed light onto the phase structure of interesting GFT models of $4 d$ quantum gravity. In other words, it must be checked by means of non-perturbative techniques if a simplicial GFT model for $4 d$ quantum gravity can truly exhibit a phase or phases which are related to $(3+1)$-dimensional Lorentzian continuum geometries. In the context of exploring the notion of phases in GFT, it would also be important to understand the relation in between a potential phase transition into a geometric phase for which the order parameter should vanish and the occurrence of a bounce which (by definition) forbids a zero-volume state.

At the very end, this approach will be judged by the ability to extract phenomenological signatures to see if it can be a realistic contestant theory of quantum cosmology. The development of a scenario to explain the origin of cosmological perturbations neither by the mechanism provided by inflation nor as in ordinary bounce models but rather via the quantum fluctuations of the geometry itself as given by GFT condensates is an important step into this direction.
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#### Abstract

The paradigmatic models often used to highlight cosmological features of loop quantum gravity and group field theory are shown to be equivalent, in the sense that they are different realizations of the same model given by harmonic cosmology. The loop version of harmonic cosmology is a canonical realization, while the group-field version is a bosonic realization. The existence of a large number of bosonic realizations suggests generalizations of models in group field cosmology.
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## 1. Introduction

Consider a dynamical system given by a real variable, $V$, and a complex variable, $J$, with Poisson brackets:

$$
\begin{equation*}
\{V, J\}=i \delta J \quad, \quad\{V, \bar{J}\}=-i \delta \bar{J} \quad, \quad\{J, \bar{J}\}=2 i \delta V \tag{1}
\end{equation*}
$$

for a fixed real $\delta$. We identify $H_{\varphi}^{\delta}=\delta^{-1} \operatorname{Im} J=-i(2 \delta)^{-1}(J-\bar{J})$ as the Hamiltonian of the system and interpret $V$ as the volume of a cosmological model. The third (real) variable, $\operatorname{Re} J$, is not independent provided we fix the value of the Casimir $R=V^{2}-|J|^{2}$ of the Lie algebra su(1,1) given by the brackets (1). To be specific, we will choose $R=0$.

Writing evolution with respect to some parameter $\varphi$, the equations of motion are solved by:

$$
\begin{align*}
V(\varphi) & =A \cosh (\delta \varphi)-B \sinh (\delta \varphi)  \tag{2}\\
\operatorname{Re} J(\varphi) & =A \sinh (\delta \varphi)-B \cosh (\delta \varphi) . \tag{3}
\end{align*}
$$

Since $R$ is required to be zero, we obtain $A^{2}-B^{2}-\left(\delta H_{\varphi}^{\delta}\right)^{2}=0$, and therefore, there is some $\varphi_{0}$ such that $A /\left(\delta H_{\varphi}^{\delta}\right)=\cosh \left(\delta \varphi_{0}\right)$ and $B /\left(\delta H_{\varphi}^{\delta}\right)=-\sinh \left(\delta \varphi_{0}\right)$. The solution (2) then reads:

$$
\begin{equation*}
V(\varphi)=\delta H_{\varphi}^{\delta} \cosh \left(\delta\left(\varphi-\varphi_{0}\right)\right) \tag{4}
\end{equation*}
$$

and displays the paradigmatic behavior of the volume of a bouncing universe model. This construction defines harmonic cosmology [1,2]. See also [3] for further properties related to $\mathrm{su}(1,1)$, in particular group coherent states, and [4] for an application to coarse graining.

The bouncing behavior can also be inferred from an effective Friedmann equation that describes modified evolution of the scale factor giving rise to the volume $V$. To do so, we should provide a physical interpretation to the time parameter $\varphi$ used so far. A temporal description, shared by some models of loop quantum cosmology [5,6] and group field cosmology [7-11], is a so-called internal time [12]: The parameter $\varphi$ is proportional to the value of a scalar field $\phi$ as a specific matter contribution devised such that $\phi$ is in one-to-one correspondence with some time coordinate such
as proper time $\tau$. The scalar $\phi$ itself can then be used as a global time. Its dynamics must be such that its momentum $p_{\phi}$ never becomes zero; "time" $\phi$ then never stops. With a standard isotropic scalar Hamiltonian:

$$
\begin{equation*}
h_{\phi}=\frac{1}{2} \frac{p_{\phi}^{2}}{V}+V W(\phi), \tag{5}
\end{equation*}
$$

this condition is fulfilled only for vanishing potential $W(\phi)$, such that $p_{\phi}$ is conserved. The scalar should therefore be massless and without self-interactions. With these conditions, the conserved momentum $p_{\phi}$ generates "time" translations in $\phi$ and can therefore be identified with the evolution generator $H_{\varphi}^{\delta}$ introduced above. In order to match with coefficients in the Friedmann equation derived below, we set:

$$
\begin{equation*}
p_{\phi}=\sqrt{12 \pi G} H_{\varphi}^{\delta} . \tag{6}
\end{equation*}
$$

The Hamiltonian (5) also allows us to derive a relationship between $\phi$ and proper time $\tau$, measured by co-moving observers in an isotropic cosmological model. Proper-time equations of motion are determined by Poisson brackets with the Hamiltonian constraint, to which (5) provides the matter contribution. Therefore,

$$
\begin{equation*}
\frac{\mathrm{d} \phi}{\mathrm{~d} \tau}=\left\{\phi, h_{\phi}\right\}=\frac{p_{\phi}}{V} . \tag{7}
\end{equation*}
$$

Writing proper-time derivatives with a dot and using $V=a^{3}$ to introduce the scale factor $a$, the chain rule then implies:

$$
\begin{equation*}
\left(\frac{\dot{a}}{a}\right)^{2}=\left(\frac{\dot{\phi}}{3 V} \frac{\mathrm{~d} V}{\mathrm{~d} \phi}\right)^{2}=\frac{p_{\phi}^{2}}{9 V^{4}}\left(\frac{\mathrm{~d} V}{\mathrm{~d} \phi}\right)^{2} \tag{8}
\end{equation*}
$$

in which:

$$
\begin{equation*}
\frac{1}{V^{2}}\left(\frac{\mathrm{~d} V}{\mathrm{~d} \phi}\right)^{2}=\frac{1}{V^{2}}\left\{V, p_{\phi}\right\}^{2}=12 \pi G \frac{(\mathrm{Re} J)^{2}}{V^{2}}=12 \pi G\left(1-\frac{\delta^{2} p_{\phi}^{2}}{12 \pi G V^{2}}\right) \tag{9}
\end{equation*}
$$

follows from the $\phi$-equations of motion, the zero Casimir $R=0$, and the identification (6) with $H_{\varphi}^{\delta}=\delta^{-1} \operatorname{Im} J$. Putting everything together,

$$
\begin{equation*}
\left(\frac{\dot{a}}{a}\right)^{2}=\frac{4 \pi G}{3} \frac{p_{\phi}^{2}}{V^{2}}\left(1-\frac{\delta^{2} p_{\phi}^{2}}{12 \pi G V^{2}}\right)=\frac{8 \pi G}{3} \rho_{\phi}\left(1-\frac{\delta^{2} \rho_{\phi}}{6 \pi G}\right) \tag{10}
\end{equation*}
$$

with the energy density $\rho_{\phi}=\frac{1}{2} \rho_{\phi}^{2} / a^{6}$ of the free, massless scalar. Upon rescaling $\delta=4 \pi G \tilde{\delta}$, this effective Friedmann equation agrees with what has been derived in loop quantum cosmology, following [13].

Harmonic cosmology can be obtained as a deformation of a certain model of classical cosmology. In the limit of vanishing $\delta, H_{\varphi}^{0}=\lim _{\delta \rightarrow 0} H_{\varphi}^{\delta}$ has Poisson bracket:

$$
\begin{equation*}
\left\{V, H_{\varphi}^{0}\right\}=\lim _{\delta \rightarrow 0} \operatorname{Re} J . \tag{11}
\end{equation*}
$$

For finite $H_{\varphi}^{0}$, we must have $\lim _{\delta \rightarrow 0} \operatorname{Im} J=0$, such that the vanishing Casimir implies $\lim _{\delta \rightarrow 0} \operatorname{Re} J=V$. Therefore,

$$
\begin{equation*}
\left\{V, H_{\varphi}^{0}\right\}=V \tag{12}
\end{equation*}
$$

with an exponential solution $V(\phi)=\exp (\sqrt{12 \pi G} \phi)$ that no longer exhibits a bounce. Moreover, noticing that:

$$
\begin{equation*}
\left\{V, V^{-1} H_{\varphi}^{0}\right\}=1, \tag{13}
\end{equation*}
$$

we can identify $H_{\varphi}^{0} / V=P$ with the momentum canonically conjugate to $V$ in the limit of $\delta \rightarrow 0$. Therefore,

$$
\begin{equation*}
H_{\varphi}^{0}=V P \tag{14}
\end{equation*}
$$

is quadratic. Squaring this equation, we find:

$$
\begin{equation*}
P^{2}=\frac{\left(H_{\varphi}^{0}\right)^{2}}{V^{2}}=\frac{p_{\phi}^{2}}{12 \pi G V^{2}} \tag{15}
\end{equation*}
$$

which, upon relating $P=\dot{a} /(4 \pi G a)$ to the Hubble parameter and $V$ to the scale factor cubed, is equivalent to the Friedmann equation of an isotropic, spatially-flat model sourced by a free, massless scalar field with momentum $p_{\phi}$ :

$$
\begin{equation*}
\left(\frac{\dot{a}}{a}\right)^{2}=\frac{8 \pi G}{3} \rho_{\phi} \tag{16}
\end{equation*}
$$

## 2. Loop Quantum Cosmology as a Canonical Realization of Harmonic Cosmology

It is of interest to construct a canonical momentum $P$ of $V$ also in the case of non-zero $\delta$. The pair $(V, P)$ will then be Darboux coordinates on symplectic leaves of the Poisson manifold defined by (1), and the full (real) three-dimensional manifold will have Casimir-Darboux coordinates $(V, P, R)$. Following the methods of [14], we can construct such a momentum directly from the brackets (1).

Suppose we already know the momentum $P$. The Poisson bracket of any function on our manifold with $V$ then equals the negative derivative by $P$. In particular,

$$
\begin{align*}
& \frac{\partial \operatorname{Im} J}{\partial P}=-\{\operatorname{Im} J, V\}=\delta \operatorname{Re} J  \tag{17}\\
& \frac{\partial \operatorname{Re} J}{\partial P}=-\{\operatorname{Re} J, V\}=-\delta \operatorname{Im} J \tag{18}
\end{align*}
$$

while $\partial V / \partial P=0$. Up to a crucial sign, these equations are very similar to our equations of motion in the preceding section, and the same is true for their solutions:

$$
\begin{array}{r}
\operatorname{Im} J(V, P)=A(V) \cos (\delta P)-B(V) \sin (\delta P) \\
\operatorname{Re} J(V, P)=-A(V) \sin (\delta P)-B(V) \cos (\delta P) . \tag{20}
\end{array}
$$

Since we are now dealing with partial differential equations, the previous constants $A$ and $B$ are allowed to depend on $V$.

Given these solutions, we can evaluate the Casimir:

$$
\begin{equation*}
R=V^{2}-|J|^{2}=V^{2}-A(V)^{2}-B(V)^{2} \tag{21}
\end{equation*}
$$

If it equals zero, we have $A(V)^{2}+B(V)^{2}=V^{2}$, and there is a $P_{0}$ such that $A(V) / V=-\sin \left(\delta P_{0}\right)$ and $B(V) / V=-\cos \left(\delta P_{0}\right)$. Thus,

$$
\begin{align*}
& \operatorname{Im} J(V, P)=V \sin \left(\delta\left(P-P_{0}\right)\right)  \tag{22}\\
& \operatorname{Re} J(V, P)=V \cos \left(\delta\left(P-P_{0}\right)\right) \tag{23}
\end{align*}
$$

or:

$$
\begin{equation*}
J(V, P)=V \exp \left(i \delta\left(P-P_{0}\right)\right) \tag{24}
\end{equation*}
$$

The canonical realization of (1), given by Casimir-Darboux coordinates ( $V, P, R$ ), identifies $J$ as a "holonomy modification" of the classical Hamiltonian (14), in which the Hubble parameter
represented by the momentum $P$ is replaced by a periodic function of $P .{ }^{1}$ The vanishing Casimir, $R=0$, then appears as a reality condition for $P$ in (24).

We conclude that the paradigmatic bounce model of loop quantum cosmology, analyzed numerically in [19], is a canonical realization of harmonic cosmology.

## 3. Group Field Theory as a Bosonic Realization of Harmonic Cosmology

The canonical realization constructed in the preceding section is faithful: the number of Darboux coordinates agrees with the rank of the Poisson tensor given by (1), and the number of Casimir coordinates agrees with the co-rank. If one drops the condition of faithfulness, inequivalent realizations can be constructed which even locally are not related to the original system by canonical transformations. We will call "realization equivalent" any two systems that are realizations of the same model. This notion of equivalence therefore generalizes canonical equivalence. As we will show now, this generalization is crucial in relating loop quantum cosmology to group field theory.

### 3.1. Bosonic Realizations

Instead of canonical realizations, one may consider bosonic realizations, replacing canonical variables, $(q, p)$ such that $\{q, p\}=1$, with classical versions of creation and annihilation operators, $(z, \bar{z})$ such that $\{\bar{z}, z\}=i$. The map $z=2^{-1 / 2}(q+i p)$ defines a bijection between canonical and bosonic realizations.

The brackets (1) correspond to the Lie algebra $\operatorname{su}(1,1)$. A different real form of this algebra, $\operatorname{sp}(2, \mathbb{R})$, has a large number of (non-faithful) bosonic realizations given by the special case of $N=1$ in the family of realizations:

$$
\begin{equation*}
A_{a b}^{(n)}=\sum_{\alpha=1}^{n} \bar{z}_{a \alpha} \bar{z}_{b \alpha} \quad, \quad B_{a b}^{(n)}=\sum_{\alpha=1}^{n} z_{a \alpha} z_{b \alpha} \quad, \quad C_{a b}^{(n)}=\frac{1}{2} \sum_{\alpha=1}^{n}\left(\bar{z}_{a \alpha} z_{b \alpha}+z_{b \alpha} \bar{z}_{a \alpha}\right) \tag{25}
\end{equation*}
$$

of $\operatorname{sp}(2 N, \mathbb{R})$ [20-23] with relations:

$$
\begin{align*}
& {\left[A_{a b}, A_{a^{\prime} b^{\prime}}\right]=0=\left[B_{a b}, B_{a^{\prime} b^{\prime}}\right]}  \tag{26}\\
& {\left[B_{a b}, A_{a^{\prime} b^{\prime}}\right]=C_{b^{\prime} b} \delta_{a a^{\prime}}+C_{a^{\prime} v} \delta_{a b^{\prime}}+C_{b^{\prime} a} \delta_{b a^{\prime}}+C_{a a^{\prime}} \delta_{b b^{\prime}}}  \tag{27}\\
& {\left[C_{a b}, A_{a^{\prime} b^{\prime}}\right]=A_{a b^{\prime}} \delta_{b a^{\prime}}+A_{a a^{\prime}} \delta_{b b^{\prime}}}  \tag{28}\\
& {\left[C_{a b}, B_{a^{\prime} b^{\prime}}\right]=-B_{b b^{\prime}} \delta_{a a^{\prime}}-B_{b a^{\prime}} \delta_{a b^{\prime}}}  \tag{29}\\
& {\left[C_{a b}, C_{a^{\prime} b^{\prime}}\right]=C_{a b^{\prime}} \delta_{a^{\prime} b}-C_{a^{\prime} b} \delta_{a b^{\prime}} .} \tag{30}
\end{align*}
$$

The indices take values in the ranges $\alpha=1, \ldots, n$ and $a, b=1, \ldots, N$, where $a \leq b$ in $A_{a b}$ and $B_{a b}$. There are $2 n N$ real degrees of freedom in the bosonic coordinates $z_{a \alpha}$, while $\operatorname{sp}(2 N, \mathbb{R})$ has dimension $N(2 N+1)$.

For $N=1$, we have three generators:

$$
\begin{equation*}
A^{(n)}=\sum_{\alpha=1}^{n} \bar{z}_{\alpha} \bar{z}_{\alpha}, \quad B^{(n)}=\sum_{\alpha=1}^{n} z_{\alpha} z_{\alpha} \quad, \quad C^{(n)}=\frac{1}{2} \sum_{\alpha=1}^{n}\left(\bar{z}_{\alpha} z_{\alpha}+z_{\alpha} \bar{z}_{\alpha}\right) \tag{31}
\end{equation*}
$$

[^45]with relations:
\[

$$
\begin{equation*}
\left[A^{(n)}, B^{(n)}\right]=C^{(n)} \quad, \quad\left[A^{(n)}, C^{(n)}\right]=-2 A^{(n)} \quad, \quad\left[B^{(n)}, C^{(n)}\right]=2 B^{(n)} \tag{32}
\end{equation*}
$$

\]

For any $n$, the identification:

$$
\begin{equation*}
A^{(n)}=i \bar{J} / \delta \quad, \quad B^{(n)}=i J / \delta \quad, \quad C^{(n)}=2 i V / \delta \tag{33}
\end{equation*}
$$

relates these brackets to (1).

### 3.2. Model of Group Field Theory

In [24], a toy model of group field theory has been derived that produces bouncing cosmological dynamics for the number observable of certain microscopic degrees of freedom. Starting with a tetrahedron, the model assigns annihilation and creation operators to the sides, which change the area in discrete increments. For an isotropic model, the four areas should be identical, and their minimal non-zero value is determined by a quantum number $j=1 / 2$, modeling the discrete nature through a spin system following the loop paradigm [25]. Each isotropic excitation has the "single-particle" Hilbert space $(1 / 2)^{\otimes 4}$, which contains a unique spin-two subspace. Since this subspace consists of totally-symmetric products of the individual states, it is preferred by the condition of isotropy. Restriction to the spin-two subspace then implies a five-dimensional single-particle Hilbert space with complex-valued bosonic variables $A_{i}$.

A simple non-trivial dynamics is then proposed [24] by the action:

$$
\begin{equation*}
S=\int \mathrm{d} \phi\left(\frac{1}{2} i\left(A_{i}^{*} \frac{\mathrm{~d} A^{i}}{\mathrm{~d} \phi}-\frac{\mathrm{d} A_{i}^{*}}{\mathrm{~d} \phi} A^{i}\right)-\mathcal{H}\left(A^{i}, A_{j}^{*}\right)\right) \tag{34}
\end{equation*}
$$

in internal time $\phi$. The first term indeed implies bosonic Poisson brackets $\left\{A_{i}^{*}, A^{j}\right\}=i \delta_{i}^{j}$. The second term is fixed by proposing a squeezing Hamiltonian:

$$
\begin{equation*}
\mathcal{H}\left(A^{i}, A_{j}^{*}\right)=\frac{1}{2} i \lambda\left(A_{i}^{*} A_{j}^{*} g^{i j}-A^{i} A^{j} g_{i j}\right) \tag{35}
\end{equation*}
$$

with a coupling constant $\lambda$ and a constant metric $g_{i j}$ with inverse $g^{i j}$. The metric is defined through an identification of the spin-two index $i$ with all totally-symmetric combinations of four indices $B_{I} \in\{1,2\}$ taking two values, such that:

$$
\begin{equation*}
g_{\left(B_{1} B_{2} B_{3} B_{4}\right)\left(C_{1} C_{2} C_{3} C_{4}\right)}=\epsilon_{\left(B _ { 1 } \left(C_{1}\right.\right.} \epsilon_{B_{2} C_{2}} \epsilon_{B_{3} C_{3}} \epsilon_{\left.\left.B_{4}\right) C_{4}\right)} \tag{36}
\end{equation*}
$$

with separate total symmetrizations of $\left\{B_{1}, B_{2}, B_{3}, B_{4}\right\}$ and $\left\{C_{1}, C_{2}, C_{3}, C_{4}\right\}$, respectively, and the usual totally antisymmetric $\epsilon_{B C}$. Ordering index combinations as:

$$
\begin{equation*}
i \in(1,2,3,4,5)=(1111,(1112),(1122),(1222),(2222)) \tag{37}
\end{equation*}
$$

the metric can be determined explicitly as the matrix:

$$
g=\left(\begin{array}{ccccc}
0 & 0 & 0 & 0 & 1  \tag{38}\\
0 & 0 & 0 & -1 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & -1 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0
\end{array}\right)
$$

A second crucial observable, in addition to the Hamiltonian, is the excitation number,

$$
\begin{equation*}
V=\frac{1}{2}\left(A_{i}^{*} A^{i}+A^{i} A_{i}^{*}\right) \tag{39}
\end{equation*}
$$

identified with the cosmological volume following group field cosmology. This volume evolves in internal time $\phi$ according to the Hamiltonian $\mathcal{H}$. Solutions for $V(\phi)$, derived in [24], show bouncing behavior (4) that can be modeled by the effective Friedmann equation (10).

We can now readily show that this behavior is not a coincidence: The metric (38) has eigenvalues +1 with three-fold degeneracy and -1 with two-fold degeneracy. Diagonalizing it by an orthogonal matrix gives linear combinations $z_{\alpha}$ of the $A^{i}$ and $A_{i}^{*}$ that preserve the bosonic bracket $\left\{A_{i}^{*}, A^{j}\right\}=i \delta_{i}^{j}$, defining a bosonic transformation:

$$
\begin{equation*}
z_{1}=\frac{1}{\sqrt{2}}\left(A^{1}+A^{5}\right) \quad, \quad z_{2}=\frac{1}{\sqrt{2}}\left(A^{2}-A^{4}\right) \quad, \quad Z_{3}=A^{3} \tag{40}
\end{equation*}
$$

for eigenvalue +1 , and:

$$
\begin{equation*}
z_{4}=\frac{1}{\sqrt{2}}\left(A^{1}-A^{5}\right) \quad, \quad z_{5}=\frac{1}{\sqrt{2}}\left(A^{2}+A^{4}\right) \tag{41}
\end{equation*}
$$

for eigenvalue -1 .
We can deal with the negative eigenvalues in two ways. First, multiplication of $z_{4}$ and $z_{5}$ with $i$ preserves the bosonic bracket and leads to a metric $g_{i j}^{\prime}=\delta_{i j}$. We then have $\mathcal{H}=\frac{1}{2} i \lambda\left(A^{(5)}-B^{(5)}\right)$ for (35) and $V=C^{(5)}$ for (39). Alternatively, using only diagonalization by an orthogonal matrix, we have:

$$
\begin{equation*}
\mathcal{H}=\frac{1}{2} i \lambda\left(A^{(3)}-B^{(3)}-\left(A^{(2)}-B^{(2)}\right)\right) \tag{42}
\end{equation*}
$$

and:

$$
\begin{equation*}
V=C^{(3)}+C^{(2)} \tag{43}
\end{equation*}
$$

where $z_{1}, z_{2}$, and $z_{3}$ contribute to the $n=3$ realization and $z_{4}$ and $z_{5}$ to $n=2$. Observing (33) and the fact that the relations (1) are invariant under changing the sign of $J$, the volumes and Hamiltonians in both loop quantum cosmology and group field theory are identified with the same generators in harmonic cosmology. The models of loop quantum cosmology and group field theory are therefore realization equivalent.

## 4. Implications and Further Directions

There is an immediate application of our result to the appearance of singularities in the model [24] of group field cosmology. As argued in this paper, because the volume is derived from the positive number operator of microscopic excitations $A^{i}$, it can be zero only at a local minimum, which requires $V\left(\phi_{\min }\right)=0$ and $\mathrm{d} V / \mathrm{d} \phi=0$ at some internal time $\phi_{\min }$. The combination of these two conditions is quite restrictive, and [24] concludes that a singularity (zero volume) can be reached only for a small number of initial conditions.

However, our identification of the model of [24] as a bosonic realization of harmonic cosmology suggests a more cautious approach to the singularity problem. In $s u(1,1)$, there is no positivity condition on the generator that corresponds to the volume $V$. The bosonic realization in terms of microscopic excitations $A^{i}$ is therefore local, in the sense that the $A^{i}$ are local coordinates on the Poisson manifold that realizes harmonic cosmology, and $V=0$ is at the boundary of a local chart. Accompanying $V\left(\phi_{\min }\right)=0$ by $\mathrm{d} V / \mathrm{d} \phi=0$ is therefore unjustified unless one can show that evolution never leaves a local chart. The condition $V\left(\phi_{\min }\right)=0$ is not as restrictive as the combination, and it leaves more room for solutions that reach zero volume (These solutions may still be considered non-singular if there is a unique Hamiltonian that evolves solutions through zero volume.

In loop quantum cosmology, evolving through $V=0$ is interpreted as changing the orientation of space [15,26].).

In harmonic cosmology, further generalizations of the model used here have already been explored in some detail. The new relationship with group field theory suggests similar generalizations also on the group-field side of the equivalence. For instance, harmonic cosmology can be defined for any power-law $Q=a^{p}$ replacing $V=a^{3}$, describing a quantization ambiguity that corresponds to lattice refinement of an underlying discrete geometry [27,28]. The same algebra, with arbitrary exponent $p$, can then be realized bosonically, suggesting related group-field models (while the power-law $V=a^{3}$ is preferred at large volume because it avoids an expansion of the discrete scale to macroscopic size, a different power-law may well be relevant near a spacelike singularity).

Another parameter related to the relation $V=a^{3}$ is the averaging volume $V_{0}$ used to define the isotropic model. We have implicitly assumed $V_{0}=1$ in order to focus on algebraic properties; in general, we have $V=V_{0} a^{3}$ where $V_{0}$ is computed as the coordinate volume of the averaging region. Classical equations do not depend on $V_{0}$, but quantum corrections do, as can be seen here from the fact that in the action (34), the Hamiltonian $\mathcal{H}$ is proportional to $V_{0}$, but the symplectic term is not. The microscopic action is then not invariant under changing $V_{0}$. The implications of a relation between $V_{0}$ and the infrared scale of an underlying field theory [29] are of importance for the interpretation of quantum cosmology [30], and similar conclusions should hold true in group-field cosmology.

In classical harmonic cosmology, the Casimir $R=0$ is exactly zero, but this value usually changes in the presence of quantum corrections $[1,2,31]$. The bouncing behavior (2) is no longer guaranteed if $R<0$ and $|R|>\left(\delta H_{\phi}^{\delta}\right)^{2}$, because $V(\phi)$ behaves like a sinh under these conditions. These conditions require large quantum corrections, greater than the matter density related to $p_{\phi}^{2}$. They are therefore unlikely to be fulfilled in a macroscopic universe. However, as pointed out in [30], an appeal to the BKLscenario [32] near a spacelike singularity shows that a homogeneous model is a good approximation only if it has small co-moving volume, given by the averaging volume $V_{0}$ mentioned above. Such a tiny region does not contain much matter energy, which can then easily be surpassed by quantum corrections in a high-curvature regime: $p_{\phi} \propto V_{0}$ is suppressed for small $V_{0}$, while volume fluctuations $\Delta V$ are not proportional to $V_{0}$ because they are bounded from below by the $V_{0}$-independent $\hbar$ in uncertainty relations. The genericness of bouncing solutions in loop quantum cosmology or group-field cosmology is then not guaranteed.

Finally, a large class of microscopic models can be constructed from the bosonic realizations of harmonic cosmology with arbitrary $n$ in (31) (the fact that group field cosmology leads to non-faithful realizations of harmonic cosmology with a potentially large number of microscopic degrees of freedom is a consequence of the "second quantization" made use of in group field theory). The question of whether these are related to group field cosmology in some way appears to be of interest.
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#### Abstract

Emergent cosmological models, together with the Big Bang and bouncing scenarios, are among the possible descriptions of the early Universe. This work aims at clarifying some general features of the primordial tensor power spectrum in this specific framework. In particular, some naive beliefs are corrected. Using a toy model, we investigate the conditions required to produce a scale-invariant spectrum and show to what extent this spectrum can exhibit local features sensitive to the details of the scale factor evolution near the transition time.
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## 1. Introduction

The term "Big Bang" is somewhat ambiguous. In a sense, it just refers to the expansion of space and to the fact that the entire observable universe was, in the past, much smaller, denser, and hotter. This is obviously non-controversial. In another sense, it refers to the initial singularity in and of itself. In this stronger meaning, the very idea of the Big Bang is far from obvious. It is a generic prediction of general relativity (GR)—remaining usually true in the inflationary paradigm [1,2]—which can, however, be violated in some circumstances.

The first important class of models without a Big Bang (in the strong sense) are bouncing models. Among the very numerous ways to get a bounce (an excellent review can be found in [3]), it is worth mentioning the violation of the null energy condition [4], the violation of the strong energy condition [5], the existence of ghost condensates [6], galileons [7], S-branes [8], quintom fields [9], higher derivatives [10,11], non-standard couplings in the Lagrangian [12], supergravity [13], and loop quantum cosmology $[14,15]$. These are only some examples, and an exhaustive list should also include the ekpyrotic and cyclic scenarios [16,17] and, in a way, string gas cosmology [18]. Those ideas are also being investigated in the black hole sector; see [19] and the references therein.

The second important class of models beyond the Big Bang are those based on an emergent scenario. Instead of decreasing and then increasing, the scale factor is, in this case, constant until, at some point, a transition occurs and leads to the current expansion of the Universe. As examples, one can think of (some versions of) nonlinear sigma models [20], Horava-Lifshitz gravity [21,22], Einstein-Gauss-Bonnet theory [23], exotic matter [24], branes [25], Kaluza-Klein cosmology [26], the particle creation mechanism [27], microscopic effects [28], quantum reduced loop gravity [29], and quintom matter (see [30] for the background dynamics and [31] for the associated perturbations). This leads to interesting consequences reviewed for example in [32-36].

In this article, we focus on emergent models. We do not choose a specific theory, but instead, we try to highlight generic features from a purely phenomenological approach. The aim is not to demonstrate new outstanding results. It simply consists of clarifying the situation, correcting some common misunderstandings and explaining the expected observational features, which, to the best
of our knowledge, have not been presented so far in a systematic way in the literature. We basically use an "ad hoc" evolution of the scale factor from a static phase ( $a=c t e$ ) to an inflationary phase ( $a \propto e^{H_{0} t}$ ) (the subscript 0 does not refer in this context to the value of the Hubble parameter now, but to its nearly constant value during inflation). As this transition is expected to be triggered by some event occurring in the evolution of the Universe, we add a small distortion of the scale factor evolution around the transition time. This distortion can be a bounce (i.e., a phase of contraction followed by a phase of expansion) or an anti-bounce (the opposite), which we usually also call a bounce. Both are expected to capture some basic features of emergent models, but are also motivated by explicit results obtained, e.g., in loop quantum cosmology or in quantum reduced loop gravity (see the detailed behavior of the scale factor in $[29,37]$ ). The existence of an inflationary stage is natural as soon as a massive scalar field is assumed to be the dominant content of the universe. This will be our implicit hypothesis. In this case, inflation is a strong attractor [38] and occurs nearly inevitably.

We investigate how the primordial tensor power spectrum is affected by variations in the physical characteristics of the features present in the evolution of the scale factor so as to draw a wide picture of the observational characteristics of emergent models. We deliberately decide to focus on tensor perturbations, as the scalar spectrum does not depend only on the scale factor evolution.

Throughout this work, we use Planck units.

## 2. Primordial Tensor Power Spectra

### 2.1. The Mukhanov-Sasaki Equation for Tensor Perturbations

The first order perturbed Einstein equations are equivalent, for a flat FLRW universe and a single matter content modeled by a scalar field, to the gauge-invariant Mukhanov-Sasaki equation:

$$
\begin{equation*}
v^{\prime \prime}(\eta, \vec{x})-\Delta v(\eta, \vec{x})-\frac{z_{T / S}^{\prime \prime}(\eta)}{z_{T / S}(\eta)} v(\eta, \vec{x})=0 . \tag{1}
\end{equation*}
$$

The ' symbol refers to a derivative with respect to conformal time $\eta$ such that $a d \eta=d t$. This equation depends on two variables $v$ and $z_{T / S}$, called the Mukhanov variables. The canonical variable, $v$, is obtained from a gauge-invariant combination of both the metric coordinate perturbations and the perturbations of the scalar field. The nature of the considered perturbations is encoded in the background variable $z_{T / S}$, in which the $T / S$ indices refer either to tensor or scalar modes.

Since the background variable writes $z_{S}(t)=a(t) \dot{\Phi}(t) / H(t)$ for scalar modes, $\Phi$ being the scalar field background, the associated evolution highly depends on the matter evolution. We will therefore not consider scalar perturbations anymore in this study, even if they are currently the most relevant ones for observations. Instead, we will focus on tensor modes, for which the background variable is simply given by $z_{T}(t)=a(t)$. The results and conclusions will therefore be fully generic and usable for any model in which the scale factor behaves, at least partially, in the way described below, independent of the cause.

The Mukhanov-Sasaki equation, that is Equation (1), reduces the cosmological evolution of perturbations to the propagation equation of a free scalar field, $v$, with a time-dependent mass $m^{2}=-z_{T}^{\prime \prime} / z_{T}$ in the Minkowski space-time. The time-dependence of the mass represents the perturbations' sensitivity to the dynamical background.

During the quantization procedure, the variable $v$ is promoted to be the operator. Its associated Fourier modes satisfy:

$$
\begin{equation*}
v_{k}^{\prime \prime}(\eta)+\left(k_{c}^{2}-\frac{z_{T}^{\prime \prime}(\eta)}{z_{T}(\eta)}\right) v_{k}(\eta)=0, \tag{2}
\end{equation*}
$$

where $k_{c}$ refers to comoving wavenumbers. This equation can be re-written in cosmic time:

$$
\begin{align*}
& \ddot{v}_{k}(t)+H(t) \dot{v}_{k}(t) \\
& \quad+\left(\frac{k_{c}^{2}}{a(t)^{2}}-\frac{\dot{z}_{T}(t)}{z_{T}(t)} H(t)-\frac{\ddot{z}_{T}(t)}{z_{T}(t)}\right) v_{k}=0 .  \tag{3}\\
& \Leftrightarrow \ddot{v}_{k}(t)+H(t) \dot{v}_{k}(t)+\left(\frac{k_{c}^{2}}{a(t)^{2}}-H(t)^{2}-\frac{\ddot{a}(t)}{a(t)}\right) v_{k}=0 .
\end{align*}
$$

We introduce a new parameter $h_{k}(t)=v_{k}(t) / a(t)$ such that Equation (3) becomes:

$$
\begin{equation*}
\ddot{h_{k}}(t)+3 H(t) \dot{h_{k}}(t)+\frac{k_{c}^{2}}{a(t)^{2}} h_{k}(t)=0 . \tag{4}
\end{equation*}
$$

It is convenient to introduce a second parameter $g_{k}(t)=a(t) \dot{h_{k}}(t)$ in order to rewrite Equation (4) as a set of two first order ordinary differential equations (ODEs):

$$
\left\{\begin{array}{l}
\dot{h_{k}}(t)=\frac{1}{a(t)} g_{k}(t)  \tag{5}\\
\dot{g_{k}}(t)=-2 H(t) g_{k}(t)-\frac{k_{c}^{2}}{a(t)} h_{k}(t)
\end{array}\right.
$$

### 2.2. Initial Conditions

By definition, in the static phase, the scale factor is constant. The propagation equation is then the one of a standard harmonic oscillator,

$$
\begin{equation*}
v_{k}^{\prime \prime}(\eta)+k_{c}^{2} v_{k}(\eta)=0 \tag{6}
\end{equation*}
$$

which can be used to set the usual Bunch-Davies vacuum. The initial conditions chosen in this work are therefore of the usual type, comparable to what is done in the remote past of a de Sitter state (inflationary model) or in the remote past of a bouncing scenario. Whatever the considered wavenumber, even in the bouncing case, it is always possible to find a time such that the curvature radius can be neglected: the mode effectively "feels" a Minkowski-like spacetime. As far as initial conditions for the perturbations are concerned, the emergent universe is not different from other usual models. This is true only for tensor modes, as the situation is much trickier for scalar ones [39].

## 3. Purely Emergent Universe

We model the evolution of an emergent universe by a static phase followed by an inflationary stage:

$$
\begin{equation*}
a(t)=A+A e^{H_{0}\left(t-t_{\text {transition }}\right)} \tag{7}
\end{equation*}
$$

in which $A$ and $H_{0}$ are two constants and $t_{\text {transition }}$ characterizes the time at which the transition between the static and the inflationary phase occurs. If we arbitrarily set $t_{\text {transition }}=0$, without any loss of generality, then the scale factor is simply given by $a(t)=A+A e^{H_{0} t}$. The corresponding evolution, with the constants set to $A=1$ and $H_{0}=0.01$, is plotted in arbitrary units in Figure 1.

Obviously, the constant $A$ in itself has no meaning and can be absorbed in any rescaling of the scale factor. In addition, a modification of the constant in front of the exponential term, such that $a(t)=A+A \mathcal{C}_{1} e^{H_{0} t}, \mathcal{C}_{1} \in \mathbb{R}^{\star+}$, is simply equivalent to the definition of a new $t_{\text {transition }}=-\ln \left(\mathcal{C}_{1}\right) / H_{0}$.

The primordial tensor power spectrum, defined by:

$$
\begin{equation*}
\mathcal{P}_{T}\left(k_{c}\right)=\frac{32 k_{c}^{3}}{\pi}\left|\frac{v_{k}\left(t_{e}\right)}{z_{T}\left(t_{e}\right)}\right|^{2} \tag{8}
\end{equation*}
$$

where $t_{e}$ refers to a post-inflationary time (chosen so that the considered modes have exited the horizon), can be explicitly calculated for the evolution of the scale factor given by Figure 1. The result, obtained for different values of $H_{0}$, is shown in Figure 2.


Figure 1. Scale factor evolution with $A=1$ and $H_{0}=0.01$.


Figure 2. Primordial tensor power spectra from the emergent evolution for different values of $H_{0}$. Lower curve (red): $H_{0}=0.001$; middle curve (black): $H_{0}=0.01$; and upper curve (blue): $H_{0}=0.1$.

Clearly, two regimes do appear in those spectra. First, one can notice a scale-invariant behavior in the ultraviolet (UV), that is for large values of $k_{c}$. Then, a power law behavior appears in the infrared (IR), corresponding to low $k_{c}$ values. The transition scale $k_{T}$ between those two regimes corresponds to the square root of the tensor potential at the transition time, i.e, at $t=0$ in our setting. The tensor potential is given by:

$$
\begin{equation*}
\frac{z_{T}^{\prime \prime}}{z_{T}}=\ddot{a} a+\dot{a}^{2}=A^{2} H_{0}^{2} e^{H_{0} t}+2 A^{2} H_{0}^{2} e^{2 H_{0} t} \tag{9}
\end{equation*}
$$

and its value at the transition is then:

$$
\begin{equation*}
\left.\frac{z_{T}^{\prime \prime}}{z_{T}}\right|_{t=0}=3 A^{2} H_{0}^{2} \tag{10}
\end{equation*}
$$

For example, in the case $H_{0}=0.01$ displayed in the middle curve of Figure 2, the transition scale is $k_{T 2}=\sqrt{\left.\frac{z_{T}^{\prime \prime}}{z_{T}}\right|_{t=0}}=\sqrt{3.10^{-4}} \simeq 1.7 \times 10^{-2}$. The dependence of the transition scale on $H_{0}$ also appears clearly since $k_{T 1} \simeq 1.7 \times 10^{-3}$ and $k_{T 3} \simeq 1.7 \times 10^{-1}$.

This already raises two basic points. First, the naive view according to which the causal contact made possible by the static phase, where $H=0\left(R_{H} \rightarrow \infty\right)$, would be sufficient to ensure a spectrum compatible with observation is obviously wrong. Inflation (or other processes leading to scale
invariance) is still needed. Second, the way inflation begins does matter and sets the scale above which the spectrum becomes (nearly) flat.

## 4. Emergent Universe with a Bounce

The previously-considered situation is clearly over-simplified. We now make the model slightly more complicated by adding a "feature" in the evolution of the scale factor before the transition to the inflationary period. As mentioned in the previous section, the interesting-and somehow usually under-estimated-fact about emergent models is that the spectrum does depend on the details of the transition period. Some information on this specific period might therefore be observationally attainable. In addition, some concrete models of quantum gravity lead to a "mini-bounce" before the transition. This is, for example, the case in quantum reduced loop gravity [29,37]. This model was designed to study symmetry reduced systems consistently within the loop quantum gravity framework (see, e.g., [40]). In particular, it bridges the gap between effective cosmological models of loop quantum cosmology [41] and the full theory, addressing the dynamics before any minisuperspace reduction [42]. This basically preserves the graph structure and $\operatorname{SU}(2)$ quantum numbers. It was explicitly shown that this model leads to a little bounce (or even to several mini-bounces) preceding the inflationary stage. Beyond this specific case, one can generically expect a footprint in the evolution of the scale factor of whatever physical phenomenon has triggered the transition. In the following, we therefore perturb the scale factor evolution just before the inflationary stage to study how the primordial tensor power spectrum is sensitive to the details of this distortion.

The scale factor evolution is now modeled by the following function:

$$
\begin{align*}
& a(t)=A+A e^{H_{0} t}+\frac{A \times C}{\arctan \left(B_{1} \sigma_{1}\right)-\arctan \left(B_{2} \sigma_{2}\right)} \times  \tag{11}\\
& \left\{\arctan \left[B_{1}\left(t-\left(\mu-\sigma_{1}\right)\right)\right]-\arctan \left[B_{2}\left(t-\left(\mu-\sigma_{2}\right)\right)\right]\right\} .
\end{align*}
$$

The constant $C$ characterizes the bounce amplitude, and $\mu$ is its mean value; $\sigma_{1}$ and $\sigma_{2}$ allow setting the width, and $B_{1}$ and $B_{2}$ correspond to the steepness. The term $\left[\arctan \left(B \sigma_{1}\right)-\arctan \left(B \sigma_{2}\right)\right]^{-1}$ is just a normalization to ensure that the bounce amplitude remains constant under variations of $B$, $\sigma_{1}$, and $\sigma_{2}$. In the following, we set $B_{1}=B_{2}=B$, to focus on symmetrical bounces. The influence of an asymmetry is a higher order effect, which is beyond the scope of this study. We also choose $\sigma_{1}=-\sigma_{2}=\sigma$. The scale factor is finally expressed as:

$$
\begin{align*}
& a(t)=A+A e^{H_{0} t}+\frac{A \times C}{2 \arctan (B \sigma)} \times  \tag{12}\\
& \{\arctan [B(t-(\mu-\sigma))]-\arctan [B(t-(\mu+\sigma))]\}
\end{align*}
$$

Arbitrarily choosing $A=1$ and $H_{0}=10^{-2}$, as in the case without any bounce, and fixing $\mathcal{C}=1$, $\mu=-400, \sigma=2$, and $B=0.4$, the scale factor evolution is displayed in the first panel of Figure 3. The second panel shows the associated tensor potential around the bounce. It is worth noticing that the "sign" of the bounce has no influence on the spectrum. It is displayed in Figure 3 as a local increase of the scale factor, but should we choose the other sign, leading to a decrease of the scale factor, the spectrum would remain the same, as will be shown later.

The primordial tensor power spectrum computed with this background evolution is given in Figure 4.


Figure 3. (First panel) Scale factor evolution with one bounce characterized by $\mathcal{C}_{1}=1, \mu=-400$, $\sigma=2$, and $B=0.4$. (Second panel) Tensor potential around the bounce.


Figure 4. Primordial tensor power spectrum obtained from the scale factor evolution with one bounce characterized by $\mathcal{C}=1, \mu=-400, \sigma=2$, and $B=0.4$.

First, one can notice that the general trend is the same as in the case without bounce, which is not surprising, as the main tendencies are driven by the choice of the initial state and the existence of an inflationary stage. The spectrum is still scale-invariant in the UV and grows proportionally to $k_{c}^{2}$ in the IR. However, the bounce does have an impact on the spectrum: it induces oscillations in the $k_{c}$ space. The envelope of the oscillations forms a kind of "bullet" in the spectrum. Those oscillations can be traced back to the time evolution of the mode functions, which becomes highly $k_{c}$-dependent in the presence of a bounce. This clearly establishes an observational window on the detailed behavior of the Universe close to the emergent time (and even before). This also contradicts a second naive belief according to which whatever happens before inflation is washed out by inflation. The details of the transition regime might be observationally probed.

This spectrum will be the reference one for the rest of this study. We now investigate how it depends (amplitude, IR and UV limits, shape of the "bullet", etc.) on the different parameters of the model.

As previously mentioned, all the results derived in this work remain valid if the bounce is of negative sign, that is it corresponds to a transition between a (locally) contracting and an expanding phase. A negative bounce of this kind is shown in Figure 5, together with the corresponding potential. The resulting spectrum is displayed in Figure 6 and can hardly be distinguished from the reference one.


Figure 5. (First panel) Scale factor evolution with one bounce of negative sign characterized by $\mathcal{C}=1$, $\mu=-400, \sigma=2$, and $B=0.4$. (Second panel) Tensor potential around the bounce.


Figure 6. Primordial tensor power spectrum associated with the scale factor evolution with one bounce of negative sign characterized by $\mathcal{C}=1, \mu=-400, \sigma=2$, and $B=0.4$.

### 4.1. Impact of the Bounce Parameters on the Primordial Tensor Power Spectra

The aim of this section is to study how variations of the bounce parameters $B, C, \mu$, and $\sigma$ modify the shape of the primordial tensor power spectrum. Even if those oscillations cannot be currently observed, it is still interesting to see if general trends appear. Many experiments are being operated or considered to measure B-modes in the cosmological microwave background (CMB). Since the toy-model presented in this article is basically independent of the details of the quantum cosmology or modified gravity theory considered (as long as the Mukhanov-Sasaki equation remains valid), the results presented can easily be applied or adapted to forthcoming emergent, bouncing, or emergent-bouncing cosmological models.

### 4.1.1. The Position of the Bounce $\mu$

First, let us study whether the position of the bounce in the static phase plays an important role in the characteristics of the spectrum. To this aim, it is enough to change the value of $\mu$. It appears that the bounce position in the static phase has almost no consequence on the primordial tensor power spectrum. For example, Figure 7 shows the spectrum obtained for a bounce similar to the reference one, but shifted to $\mu=-800$. It can easily be seen that this spectrum is very close to the reference one. The numerical investigations show, beyond this particular example, that the position of the bounce has no significant influence on the spectrum whatever its position in the static phase. This, in principle, opens an observational window on arbitrarily-remote times in the history of the Universe. Once the "instability" is triggered, the time at which it takes place if basically of no relevance.


Figure 7. Primordial tensor power spectrum associated with an evolution with a bounce identical to the reference case, i.e., $\mathcal{C}=1, \sigma=2$, and $B=0.4$, but shifted to $\mu=-800$.

### 4.1.2. The Steepness of the Bounce $B$

To study the impact of the bounce steepness, i.e., its "slope", we vary the parameter $B$. The bounce dependence on this parameter is presented in Figure 8, together with the associated tensor potentials. Since the tensor potential is highly sensitive to variations of the bounce steepness (as it includes derivatives of the scale factor), only small variations of $B$ are represented.

The larger the value of $B$, the steeper the bounce. The (local) maximum value of the potential at the bounce thus increases with $B$. We therefore expect that the range of $k_{c}$ corresponding to modes impacted by (or sensitive to) the bounce is shifted to higher $k_{c}$ values compared to the reference case. Let us consider a cosmic evolution where the bounce has been highly steepened when compared to the reference case. We choose $B=40$ (one hundred times higher than the value of the reference case), the values of the other parameters being the same as in the reference case. The resulting power spectrum is shown in the first panel of Figure 9. The two frequencies appearing in the plot are associated with the two scales of the problem (width of the bounce and rise time of the edge).


Figure 8. (First panel) Evolution of the scale factor with $\mathcal{C}=1, \mu=-400, \sigma=2$. but different values of $B$. (Second panel) Associated tensor potentials around the bounce.


Figure 9. (First panel) Primordial tensor power spectrum obtained with a steep bounce characterized by $\mathcal{C}=1, \mu=-400, \sigma=2$, and $B=40$. (Second panel) Spectrum with a narrower bounce (than in the first panel): $\sigma=0.02$.

The size of the "bullet" (or range of oscillations) in the $k_{c}$ space is extended up to higher values. This is an interesting point as the "low"- $k_{c}$ features are often considered to be hard to probe experimentally. For example, in loop quantum cosmology, deviations from scale invariance, in the form of oscillations, happen in the IR (see [43,44]). They are often considered as extremely difficult to probe as this would require a very high level of fine-tuning. The comobile values of the wavenumbers that can be seen in the CMB are actually set by the duration (number of e-folds) of inflation. In loop quantum cosmology, the interesting IR features can only be seen if this number is arbitrarily set to its lowest experimentally-allowed value [45]. This makes the model difficult to probe unless new specific features appear in the UV, e.g., through trans-Planckian effects [46] or because of a change of signature [47]. The effect underlined here, that is the displacement or widening of the "bullet" to larger values of $k_{c}$ because of the steepness of the mini-bounce, is therefore of potential observational significance. The specific features might be probed without fine-tuning the number of inflationary e-folds to its lowest allowed value (around $N \sim 60$ ). It is worth reminding that, in principle, if the evolution starts at the Planck density and if the Universe is filled with a massive scalar field, the number of e-folds can be anything between zero and a few $10^{14}$ (and remains compatible with observations). In some bouncing cases, this number of e-folds can be predicted [ 48,49 ] by the model, but this remains an open issue for emergent scenarios (finding a known probability distribution function for initial conditions is tricky unless the existence of an oscillating phase for the field is demonstrated).

The second panel of Figure 9 corresponds to a reduction of the width of the bounce (by a factor of one hundred) with respect to the previous case. The shape of the distortion gets closer to the reference one but, as expected, the "bullet" is translated toward the higher $k_{c}$ regime.

Obviously, if the bounce is smoothed (by a decrease of $B$ ), the maximum of the tensor potential decreases, and the opposite effect occurs: the oscillations are shifted to the IR regime, which is far less interesting for phenomenology.

A modification of the steepness of the bounce-presumably associated with the triggering of the transition from the static to the inflationary phase-has a strong impact on the shape of the tensor potential at the bounce. The range of comoving modes sensitive to the bounce thus highly depends on the steepness of the evolution of the scale factor. This establishes that, as far as phenomenology is concerned, a very steep bounce is more likely to be observable, even if it occurs in the most remote past of the Universe.

### 4.1.3. The Amplitude of the Bounce $C$

We now study the consequences of variations of the bounce amplitude on the primordial tensor spectrum. Figure 10 displays, in the first panel, the effect of a variation of the factor $C$ entering the scale factor evolution. The second panel shows the associated potentials.



Figure 10. (First panel) Scale factor evolution around the bounce. From bottom to top: increasing values of $\mathcal{C}$. (Second panel) Associated tensor potentials.

The amplitude of the bounce in itself has no meaning. The important parameter is the ratio between the extremal value of the scale factor at the bounce and its value in the static phase. This is the relevant parameter, which is varied.

The primordial tensor power spectra, for $A, H_{0}, B$, and $\sigma$ taken as in the reference case but for different values of the bounce amplitude, given by $C=0.1, C=1$ (reference case), and $C=10$, are shown in Figure 11. It can easily be seen that an increase in the amplitude of the bounce amplifies the oscillations in the $k_{c}$ space. This both opens a possible observational window and allows, in principle, putting constraints on the amplitude of the bounce using upper limits on the tensor-scalar ratio.


Figure 11. Primordial tensor spectra for different values of the bounce amplitude $\mathcal{C}$, the other parameters being unchanged with respect to the reference case. (First panel) $\mathcal{C}=0.1$, (Second panel) $\mathcal{C}=1$ (reference case), and (Third panel) $\mathcal{C}=10$.

### 4.1.4. The Width of the Bounce $\sigma$

We turn to the study of the bounce width. The considered variations and their consequences on the tensor potential are shown in Figure 12.


Figure 12. (First panel) Evolution of the scale factor with a bounce centered on $\mu=-500$ and different values of $\sigma$. The other parameters of the model are unchanged with respect to the reference case. (Second panel) Associated tensor potentials.

The impact of a modification of the width of bounce on the primordial tensor spectrum is shown in Figure 13. For clarity and without any explicit consequence, the bounce position has been shifted to $\mu=-500$. The values of $\sigma$ are varied, the amplitude and the steepness remaining, as usual, unchanged. The main characteristics of the power spectrum are not significantly affected. Unless compensating for the steepness variation, as explained previously, the width of the bounce is unlikely to produce any spectacular observational consequence.


Figure 13. (First panel) Spectrum of reference. (Second panel) Spectrum with a wider bounce described by $\sigma=100$ and shifted to $\mu=-500$, the other bounce parameters remaining unchanged with respect to the reference case.

### 4.2. Impact of the Parameters Unrelated to the Bounce

### 4.2.1. The Hubble Parameter during Inflation $H_{0}$

In this section, we focus on the consequences of the inflationary stage on the tensor spectrum. As is well known, a long enough inflationary phase leads, when combined with an appropriate choice of initial vacuum, to a scale-invariant spectrum. We have varied $H_{0}$ and studied the impact on the spectrum. The results for $H_{0}=0.01, H_{0}=0.1$, and $H_{0}=1$ are given in Figure 14.


Figure 14. Primordial tensor power spectra obtained from an evolution with a bounce characterized by $\mathcal{C}=1, \mu=-400, \sigma=2$, and $B=0.4$, and three different values of the Hubble parameter during inflation. From top to bottom: $H_{0}=0.1$ (blue stars), $H_{0}=0.01$ (reference case, black disks), and $H_{0}=0.001$ (red circles).

Changing the value of $H_{0}$ modifies the amplitude of the power spectrum in the ultraviolet regime. More precisely, exactly as expected, the power is proportional to $H_{0}^{2}$, as in standard cosmology. Varying the value of the Hubble parameter does not change the picture beyond any standard and expected effect.

### 4.2.2. The Normalization of the Scale Factor

In this section, $H_{0}$ is kept fixed to $H_{0}=0.01$, and we investigate the impact of the variations of the constant $A$. In principle, this is just an unphysical rescaling of the scale factor. However, the case of effective quantum cosmology is slightly more subtle, as an extra fundamental scale (presumably of the order of the Planck length) might enter the game. This is not the case in the toy model we consider here, but this is clearly the case in quantum reduced loop gravity [29,37]. In this situation, the conjugate variables $(a$ and $H$ ) should not be understood as describing the Universe as a whole, but instead as referring to a fundamental (or elementary) cell [50,51]. To make the use of our results
simple in another context, we therefore present in Figure 15 the effects of a variation of the constant $A$. As expected, a rescaling of the scale factor just shifts the spectrum such that the physical wavenumber values remain unchanged.


Figure 15. Primordial tensor power spectra obtained from an evolution with a bounce characterized by $\mathcal{C}=1, \mu=-600, \sigma=2$, and $B=0.4$, and different values of $A$. From left to right: $A=0.1$ (orange triangles), $A=1$ (reference case, black disks), $A=10$ (red circles) and $A=100$ (blue stars).

## 5. Multiple Bounces

It is worth considering, in addition to the first reference bounce, another perturbation of the scale factor in the static phase, that is a scale factor given by:

$$
\begin{align*}
& a(t)=A+A e^{H_{0} t}+A \frac{C}{2 \arctan (B \sigma)} \times  \tag{13}\\
& \{\arctan [B(t-(\mu-\sigma))]-\arctan [B(t-(\mu+\sigma))]\} \\
& +A \frac{C^{\star}}{2 \arctan \left(B^{\star} \sigma^{\star}\right)}\left\{\arctan \left[B^{\star}\left(t-\left(\mu^{\star}-\sigma^{\star}\right)\right)\right]\right. \\
& \left.-\arctan \left[B^{\star}\left(t-\left(\mu^{\star}+\sigma^{\star}\right)\right)\right]\right\},
\end{align*}
$$

in which the parameters labeled with the "*" symbol are the analogues of $C, B, \mu$, and $\sigma$ for the new additional bounce. Once again, although this possibility is in principle generic and fully phenomenological, it is also motivated by some quantum gravity results.

The spectrum corresponding to an evolution with two bounces of different steepnesses is shown in Figure 16. One can notice the presence of two "bullet" features, one for each bounce of the scale factor. It is possible to vary the characteristics of each bounce, thus the characteristics of each "bullet", independently by adjusting the parameters appropriately. If the two bounces have the same width, even if their positions are far from the one another, then the two bumps are perfectly superposed in the spectrum. If, however, the shapes of the bounces differ, they might be distinguishable in the tensor spectrum, and observational footprints of the details of the transition phase might be expected.


Figure 16. Primordial tensor power spectrum obtained from an evolution with two bounces of different steepness, the first one being described by $\mathcal{C}=1, \mu=-400, \sigma=2$, and $B=0.4$ and the second by $\mathcal{C}^{\star}=1, \mu^{\star}=-400, \sigma^{\star}=2$, and $B^{\star}=40$. The Hubble parameter during inflation is $H_{0}=0.01$.

## 6. Conclusions

In this article, we have clarified some general properties of the primordial cosmological tensor power spectrum in emergent models. Following a purely phenomenological approach, we have studied how different features in the behavior of the scale factor around the transition time (or before) can affect the spectrum. The main results are the following:

- in and of itself, the existence of a static phase in the remote past of the Universe does not lead to a scale-invariant power spectrum.
- if the static phase is followed by a long enough stage of inflation, the spectrum might become flat in the observable range of wavenumbers.
- the consequences of the details of the evolution of the scale factor around the transition time, modeled as a mini-bounce (or anti-bounce), are not erased by inflation and appear as a "bullet" feature in the spectrum.
- the position of the mini-bounce has only a small influence on the shape of the "bullet", but its steepness and amplitude control, respectively, the comobile position and the size of the bullet.
- multiple bounces can leave complex features in the spectrum. Bounces with different characteristics might leave distinguishable imprints in the tensor spectrum.

This work establishes that non-trivial features occurring at the transition time in an emergent universe might be detectable in the primordial tensor spectrum. The detection of the CMB B-modes is a very active field involving big collaborations. On the ground, progress is expected from the BICEPor POLARBEAR(now grouped into Stage 4) experiments and, in space, potentially from LiteBIRD. At this stage, trying to detect those modes is probably the best path toward finding traces of quantum gravity effects in the CMB. The features studied in this work may therefore be observable in the not so distant future, if the duration and energy scale of inflation are favorable.

It would clearly be interesting to go beyond the tensor spectrum and to investigate scalar perturbations that are currently observed. This, however, requires an explicit specific model as the evolution of the scale factor is no longer enough to compute the evolution of perturbations.
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#### Abstract

We illustrate a general reconstruction procedure for mimetic gravity. Focusing on a bouncing cosmological background, we derive general properties that must be satisfied by the function $f(\square \phi)$ implementing the limiting curvature hypothesis. We show how relevant physical information can be extracted from power-law expansions of $f$ in different regimes, corresponding e.g., to the very early universe or to late times. Our results are then applied to two specific models reproducing the cosmological background dynamics obtained in group field theory and in loop quantum cosmology, and we discuss the possibility of using this framework as providing an effective field theory description of quantum gravity. We study the evolution of anisotropies near the bounce, and discuss instabilities of scalar perturbations. Furthermore, we provide two equivalent formulations of mimetic gravity: one in terms of an effective fluid with exotic properties, the other featuring two distinct time-varying gravitational "constants" in the cosmological equations.
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## 1. Introduction

The resolution of spacetime singularities is one of the main expected consequences of quantum gravity. In cosmology, the realization of such a possibility would lead to the replacement of the Big Bang singularity by a smooth spacetime region, e.g., a bounce, with profound implications for our understanding of the earliest stages of cosmic expansion and of the initial conditions for our universe. Non-singular bouncing cosmologies have been extensively studied and may represent an alternative to the inflationary scenario [1] with specific observational signatures (see also [2]). Resolution of the initial singularity in cosmology has been achieved in various approaches based on a loop quantization of the gravitational field, such as loop quantum cosmology (LQC) [3,4], group field theory (GFT) condensate cosmology [5,6], and quantum reduced loop gravity [7]; more specifically, both in LQC and in GFT the initial singularity is replaced by a regular bounce, marking the transition from a contracting phase to an expanding one.

One of the main open problems that is common to all background-independent approaches to quantum gravity is the derivation of an effective field theory taking into account effects due to the underlying discreteness of spacetime at the Planck scale. In fact, at present very little is known about quantum gravity beyond perfect homogeneity, although efforts to include inhomogeneities in the description of an emergent universe from full quantum gravity are underway [8-10]. One possible alternative approach then consists of considering modifications of general relativity that can reproduce known features of a given quantum gravity theory. The hope is that by doing so, we can gain insight (at least qualitatively) into the consequences of quantum gravitational effects in different regimes. In this work, we adopt the framework of limiting curvature mimetic gravity and examine in detail the problem of reconstructing the theory from the evolution of the cosmological background, with particular
attention to the case of a bouncing background. Such a theory should then be regarded as a toy model for an effective description of quantum gravity $[11,12]$ and can be used to study its phenomenological consequences. Possible applications include e.g., the dynamics of inhomogeneous and anisotropic degrees of freedom in cosmology, and black holes.

The idea of limiting curvature as a possible solution to the singularities of general relativity was first envisaged in Ref. [13-16], and subsequently implemented in modifications of the Einstein-Hilbert action including higher-order curvature invariants in Refs. [17-20]. An alternative proposal for constructing a gravitational theory with a built-in limiting curvature scale was put forward in Ref. [21] as an extension of mimetic gravity. This is achieved by including in the action functional a (multivalued) potential term $f$ depending on the d'Alembertian of a scalar field $\phi$. Upon closer inspection, such a potential turns out to depend on the expansion scalar $\chi$ of a privileged irrotational congruence of time-like geodesics, singled out by the so-called mimetic constraint [22]. On a cosmological spacetime, $f(\chi)$ reduces to a function of the Hubble rate [23]. Multivaluedness of the potential is necessary for a consistent realization of bouncing cosmologies in this framework [22,24-26]. Non-singular black hole solutions have been studied in Refs. [27,28].

The particular model proposed in Ref. [21] exactly reproduces the effective dynamics obtained in (flat, isotropic) homogeneous LQC. Thus, all curvature invariants are bounded throughout spacetime by a limiting curvature scale, which is in turn related to the existence of a critical value for the energy density of matter at the bounce. From the point of view of quantum gravity, it is natural to require that the limiting curvature scale be Planckian. In Ref. [12] a broader class of theories was identified in the degenerate higher-order scalar tensor theories (DHOST) family, all reproducing the effective dynamics of LQC; these models can be further extended by the inclusion of a term corresponding to the spatial curvature. The relation between the model of Ref. [21] and effective LQC was further investigated in Refs. [11,29] from a Hamiltonian perspective, showing that the equivalence holds in the spatially flat, homogeneous, and isotropic sector; however, the correspondence is lost in the anisotropic case. Nevertheless, even for anisotropic cosmologies the solutions of the two models are qualitatively similar [11,29]. The mimetic model of Ref. [21] has been recently generalized in Ref. [22], where a limiting curvature mimetic gravity theory was reconstructed so as to exactly reproduce the background evolution obtained from GFT condensates in Ref. [5,6]; the effective dynamics of homogeneous LQC is then recovered as a particular case for some specific choice of the parameters of the model.

This paper has two main goals. The first one is to give a general account of theory reconstruction in mimetic gravity, showing how essential information about background evolution (e.g., the critical energy density, the bounce duration, and the equation of state of effective fluids) is encoded in the function $f(\chi)$, particularly in its asymptotic behavior in regimes of physical interest. The case of a generic bouncing background is examined in detail, although our methods have a much broader applicability. We provide general prescriptions for the matching of the different branches of the multivalued function $f(\chi)$, which are necessary in order to obtain a smooth evolution of the universe, thus generalizing the analysis of matching conditions in Ref. [22]. Our second goal is to study in detail the properties of mimetic gravity theories with the same background evolution as obtained in non-perturbative approaches to quantum gravity. Specifically, we analyze the model of Ref. [22] reproducing the background evolution obtained from GFT condensates, and compare it to the special case corresponding to the LQC effective dynamics. We study the evolution of anisotropies near the bounce in a Bianchi I spacetime, including the effects of hydrodynamic matter with generic equation of state, thus extending the results of Ref. [21]. As in the model of Ref. [21], our more general results also show that the smooth bounce is not spoiled by anisotropies, which stay bounded during the bounce era. Instabilities in the inhomogeneous sector are also discussed. Moreover, given its relevance and simplicity, the particular case corresponding to the effective dynamics of LQC is analyzed separately.

The plan of the paper is as follows. The formulation of mimetic gravity is briefly reviewed in Section 2. In Section 3 we discuss the reconstruction procedure. In Section 4 we focus on the model of Ref. [22]:
we discuss the background evolution, exhibit the form of the function $f(\chi)$ and derive its expansion in its two branches, corresponding to the region around the bounce and to a large universe. The model of Ref. [22], which can be obtained as a particular case from our more general model, is discussed separately due to its relevance and simplicity. Section 5 is devoted to the study of anisotropies in a bouncing background. In Section 6 we provide an alternative description of the cosmological dynamics of mimetic gravity in terms of two effective gravitational "constants", both depending on the expansion rate of the universe. In Section 7 we discuss instabilities of scalar perturbations. We conclude with a discussion of our results in Section 8.

We choose units such that $8 \pi G=1$. Landau-Lifshitz conventions for the metric signature $(+---)$ are adopted.

## 2. Mimetic Gravity and Its Cosmology

The version of mimetic gravity considered in Ref. [21] is based on the action

$$
\begin{equation*}
S\left[g_{\mu v}, \phi, \lambda, \psi\right]=\int \mathrm{d}^{4} x \sqrt{-g}\left(-\frac{1}{2} R+\lambda\left(g^{\mu v} \partial_{\mu} \phi \partial_{\nu} \phi-1\right)+f(\chi)+L_{\mathrm{m}}\left(\psi, g_{\mu v}\right)\right), \tag{1}
\end{equation*}
$$

with $\chi=\square \phi$. The gravitational sector consists of the metric $g_{\mu \nu}$ and the scalar field $\phi$. The Lagrange multiplier $\lambda$ enforces the mimetic constraint

$$
\begin{equation*}
g^{\mu v} \partial_{\mu} \phi \partial_{\nu} \phi=1 . \tag{2}
\end{equation*}
$$

We have included a matter Lagrangian $L_{\mathrm{m}}$, where $\psi$ represents a generic matter field, coupled to $g_{\mu \nu}$ only and not to $\phi$. Due to the term $f(\chi)$, the action (1) represents a higher-derivative extension of the original mimetic gravity theory of Ref. [30]. ${ }^{1}$

Due to the mimetic constraint, the vector field $u^{\mu}=g^{\mu \nu} \partial_{\nu} \phi$ has unit norm and generates an irrotational congruence of time-like geodesics (see Ref. [22] for more details). Thus, the theory admits a preferred foliation ${ }^{2}$ with time function $t=\phi$ and time-flow vector field $u^{\mu} \frac{\partial}{\partial x^{\mu}}=\frac{\partial}{\partial t}$. The quantity $\chi$, defined above, can be expressed as $\chi=\nabla^{\mu} u_{\mu}$ and represents the expansion of the geodesic congruence generated by $u^{\mu}$. In FLRW spacetime, one has $\chi=3 H$, where $H$ denotes the Hubble rate. It is for this reason that the term $f(\chi)$ in the action (1) plays an important role in the cosmological applications of the model, since for a homogenous and isotropic background $f(\chi)$ reduces to a function of the Hubble rate only. This is a crucial property of the model, which allows for a straightforward theory reconstruction procedure, starting from a given cosmological background evolution. This aspect will be analyzed in detail in Section 3.

It is worth stressing that although the action for mimetic gravity includes higher-derivative terms through $f(\chi)$, the equations of motion are second order. In fact, mimetic gravity is a particular case of so-called DHOST, which are characterized by the absence of Ostrogradski ghost [23,35]. Nevertheless, compared to general relativity, the mimetic gravity theory described by (1) has an extra propagating scalar degree of freedom if $f_{\chi \chi} \neq 0[33,36]$. Importantly, this is always a source of instabilities in the theory, as discussed in Section 7.

The field equations read as [21]

$$
\begin{equation*}
G_{\mu v}=T_{\mu v}^{\psi}+\tilde{T}_{\mu v} \tag{3}
\end{equation*}
$$

where the matter stress-energy tensor is defined as usual

[^46]\[

$$
\begin{equation*}
T_{\mu \nu}^{\psi}=\frac{2}{\sqrt{-g}} \frac{\delta S_{\mathrm{m}}}{\delta g^{\mu \nu}} \tag{4}
\end{equation*}
$$

\]

and the extra term in Equation (3) is an effective stress-energy tensor arising from the $\phi$-sector of the action (1)

$$
\begin{equation*}
\tilde{T}_{\mu \nu}=2 \lambda \partial_{\mu} \phi \partial_{\nu} \phi+g_{\mu \nu}\left(\chi f_{\chi}-f+g^{\rho \sigma} \partial_{\rho} f_{\chi} \partial_{\sigma} \phi\right)-\left(\partial_{\mu} f_{\chi} \partial_{\nu} \phi+\partial_{\nu} f_{\chi} \partial_{\mu} \phi\right) . \tag{5}
\end{equation*}
$$

The Lagrange multiplier $\lambda$ can be eliminated by solving the following equation

$$
\begin{equation*}
\square f_{\chi}-2 \nabla^{\mu}\left(\lambda \partial_{\mu} \phi\right)=0 \tag{6}
\end{equation*}
$$

which can be obtained by varying the action with respect to $\phi$. Equation (6) can be interpreted as a conservation law for the Noether current associated with the global shift-symmetry of the action (1), see Refs. [22,37]

Considering a flat FLRW model $\mathrm{d} s^{2}=\mathrm{d} t^{2}-a^{2}(t) \delta_{i j} \mathrm{~d} x^{i} \mathrm{~d} x^{j}$, the field Equation (3) lead to a modification of the Friedmann and Raychaudhuri equations

$$
\begin{align*}
& \frac{1}{3} \chi^{2}=\rho+\tilde{\rho}+M  \tag{7}\\
& \dot{\chi}=-\frac{3}{2}[(\rho+P)+(\tilde{\rho}+\tilde{P})+M] \tag{8}
\end{align*}
$$

The quantities introduced in Equations (7) and (8) are defined as follows: $\rho$ and $P$ denote the energy density and pressure of ordinary matter, whereas $\tilde{\rho}$ and $\tilde{P}$ represent the corresponding quantities for the effective fluid, given by

$$
\begin{align*}
& \tilde{\rho}=\chi f_{\chi}-f  \tag{9}\\
& \tilde{P}=-\left(\tilde{\rho}+f_{\chi \chi} \dot{\chi}\right) \tag{10}
\end{align*}
$$

The properties of the effective fluid for a quadratic $f(\chi)$ were studied in Ref. [37]. Lastly, we have $M=\frac{C}{a^{3}}$, where $C$ is an integration constant for Equation (6). The quantity $M$ represents the energy density of so-called mimetic dark matter [30]. We note that for vanishing $f$ the action (1) describes irrotational dust minimally coupled to gravity, corresponding to a particular case of the Brown-Kuchař action [38]. ${ }^{3}$ Finally, we observe that the effective fluid satisfies the continuity equation

$$
\begin{equation*}
\dot{\tilde{\rho}}+\chi(\tilde{\rho}+\tilde{P})=0 \tag{11}
\end{equation*}
$$

## 3. Theory Reconstruction

We henceforth consider a spatially flat, homogeneous, and isotropic universe, as described by the FLRW line element $\mathrm{d} s^{2}=\mathrm{d} t^{2}-a^{2}(t) \delta_{i j} \mathrm{~d} x^{i} \mathrm{~d} x^{j}$. The proper time gauge $N=1$ will be used throughout. The spacetime geometry is then fully characterized by the evolution of a single degree of freedom: the scale factor $a(t)$. Given a theory of gravity with second order field equations, cosmological solutions can be represented as trajectories in the plane $(a, \chi)$. In general relativity, the trajectories are determined by the Friedmann equation

$$
\begin{equation*}
\frac{1}{3} \chi^{2}=\sum_{i} \rho_{i} \tag{12}
\end{equation*}
$$

Here the quantities $\rho_{i}$ denote the energy density of different matter species. For the sake of simplicity, we can assume that all matter species are non-interacting and have constant equation of state parameters $w_{i}$. Thus, we have $\rho_{i}=c_{i} V^{-\left(w_{i}+1\right)}$, where $c_{i}$ are constants depending on the initial

[^47]conditions and $V=a^{3}$ is the proper volume of a unit comoving cell. It is convenient to introduce a new variable $\eta=V^{-1}$, so that the Friedmann equation can be re-expressed as
\[

$$
\begin{equation*}
\frac{1}{3} \chi^{2}=\sum_{i} c_{i} \eta^{w_{i}+1} \tag{13}
\end{equation*}
$$

\]

Such a parametrization is particularly useful in bouncing cosmologies, where $\eta$ has a bounded range. In the following, we will denote by $\Gamma$ the trajectory in the $(\eta, \chi)$ plane given by Equation (13).

Despite the derivation given above, based on the standard Friedmann equation, Equation (13) has a broader applicability. In fact, it also holds in a more general class of modified gravity theories and quantum cosmological models, provided that the corrections to the standard Friedmann equation can be described—at an effective level—as perfect fluids. Such effective fluids may have exotic properties and, depending on the model, can violate the energy conditions. This is the case, for instance, in the effective dynamics of both LQC and GFT condensate cosmology. In fact, having a bounce requires that both the weak and the null energy conditions must be violated due to the effective fluids. The former violation is necessary to accommodate for a vanishing expansion, see Equation (13). The latter violation follows instead from the requirement that $\dot{\chi}>0$ at the bounce, and from the Raychaudhuri equation including effective fluids contributions

$$
\begin{equation*}
\dot{\chi}=-\frac{3}{2} \sum_{i}\left(\rho_{i}+P_{i}\right) . \tag{14}
\end{equation*}
$$

It is important to observe that in general Equation (13) allows us to define $\chi$ as a function of $\eta$ only locally. In fact, in bouncing models, the function $\chi(\eta)$ has (at least) two branches. More branches are possible if one allows, e.g., for intermediate recollapse eras; we shall disregard this possibility in the following for simplicity. For a universe undergoing a single bounce, the trajectory $\Gamma$ has the profile depicted in Figure 1. The bounce is represented by the point $B=\left(\eta_{\max }, 0\right)$, where $\Gamma$ and the $\eta$ axis intersect orthogonally. Since we are assuming a flat spatial geometry, both endpoints of $\Gamma$ will have $\eta=0$ if the weak energy condition is satisfied for a large universe. The value of $\chi$ at the endpoints is determined by the equation of state of the dominant matter species in such a regime: for $w>-1$ one has that $\chi$ vanishes as $\eta$ tends to zero, for $w=-1$ (cosmological constant) $\chi$ approaches a constant value. We note that for $w+1>0$ the two endpoints coincide with the origin; moreover, for $-1<w<1$ the trajectory $\Gamma$ intersects the $\eta$ axis orthogonally at the origin, whereas for $w \geq 1$ it has a cusp.


Figure 1. Trajectories $\Gamma$ in the $(\eta, \chi)$ plane for a (symmetric) bouncing universe. The upper half-plane corresponds to the expanding phase, whereas the lower half-plane describes the contracting phase. The bounce is represented by the point $B$, where the expansion rate vanishes, and the scale factor attains its minimum (correspondingly $\eta$ is maximized). The left figure shows the trajectory $\Gamma$ for a universe filled with a scalar field (thick green line), or dust (dashed orange line); parameters are chosen so that the two trajectories are characterized by the same critical density $\rho_{c}$ and limiting expansion rate $\chi_{\mathrm{m}}$. The right figure shows the two integration contours $\gamma_{1}, \gamma_{2}$ used in Equation (17).

### 3.1. Reconstruction Procedure

Given a background evolution as specified by the trajectory $\Gamma$, it is possible to apply a reconstruction procedure that allows us to uniquely determine the function $f(\chi)$ in the mimetic gravity action (1). The method illustrated in this section extends to a generic background evolution the procedure applied in Refs. $[22,25,26]$ and ensures that appropriate matching conditions are implemented at the branching points. ${ }^{4}$ We start by rewriting Equation (7), using Equation (9), as

$$
\begin{equation*}
\frac{\chi^{2}}{3}\left[1-3 \frac{\mathrm{~d}}{\mathrm{~d} \chi}\left(\frac{f}{\chi}\right)\right]=\rho . \tag{15}
\end{equation*}
$$

The solution to this equation can be obtained by quadrature, and is given by

$$
\begin{equation*}
f(\chi)=\frac{\chi}{3} \int_{\gamma}^{P} \mathrm{~d} \chi\left(1-\frac{3 \rho(\eta(\chi))}{\chi^{2}}\right)+\bar{c} \chi, \tag{16}
\end{equation*}
$$

where $\bar{c}$ is an integration constant. The integral is computed along an arc of curve $\gamma \subseteq \Gamma$ with endpoints $A$ and $P$, representing a fixed reference point and a generic point on $\Gamma$, respectively.

In bouncing cosmologies, the background dynamics is characterized by the existence of a limiting curvature scale, which is attained at the bounce. In turn, this scale is related to the existence of a maximum expansion rate, which will be denoted by $\chi_{\mathrm{m}} \equiv \max _{\Gamma} \chi$, see Figure 1. In this class of models, it is convenient to take the bounce as a reference point, i.e., $A \equiv B$ in Equation (16). Since the energy density of matter is given as a function of the inverse volume, i.e., $\rho=\rho(\eta)$, the explicit computation of the integral (16) requires the determination of the inverse function $\eta(\chi)$. In general, such an inverse function exists only locally. This implies that in bouncing models the function $f(\chi)$ given by Equation (16) must be multivalued as a function of $\chi .{ }^{5}$ More precisely, in models with a single bounce $f(\chi)$ has two branching points where $\chi$ attains its extrema, one in the expanding phase, the other in the contracting phase. For a generic bouncing background $f(\chi)$ would have three branches, each corresponding to one of the three branches of the inverse functions $\eta(\chi)$. Thus, one branch $f_{\mathrm{B}}$ corresponds to the bounce phase, and two (a priori distinct) branches $f_{\mathrm{L}}^{c}, f_{\mathrm{L}}^{e}$ correspond to the regions away from the bounce in the contracting and expanding phase, respectively. We will refer to the latter as the large universe branches, characterized by $\dot{\chi}<0$. As shown in Section 3.2, for symmetric bounces the two branches $f_{\mathrm{L}}^{c}, f_{\mathrm{L}}^{e}$ can be identified, provided that an appropriate choice is made for the integration constant in Equation (16).

We remark that our solution for $f$ is continuous on $\Gamma$ by construction. The derivative $f_{\chi}$ is also continuous, except at the origin $\chi=\eta=0 .{ }^{6}$ This ensures that the energy density of the effective fluid, Equation (9), is continuous throughout cosmic history. Thus, the matching conditions prescribed in Ref. [22] are automatically implemented in Equation (16). As a general property of this class of models $f_{\chi \chi}$ diverges at the branching points, see discussion in Section 4.

After computing the integral in Equation (16), the reconstructed action for mimetic gravity can then be obtained by replacing $\chi \rightarrow \square \phi$ in the result. Clearly, the value of the integration constant $\bar{c}$ has no influence on the equations of motion, since the linear term contributes a total divergence to the action (1).

[^48]
### 3.2. Bounce Asymptotics

For a symmetric bounce model, the function $f(\chi)$ is even, provided that an appropriate choice of the integration constant is made in Equation (16). In fact, defining $P_{1}=(\eta, \chi)$ and $P_{2}=(\eta,-\chi)$, with $\eta$ and $\chi$ satisfying the background equation, one has

$$
\begin{equation*}
\int_{\gamma_{1}}^{P_{1}} \mathrm{~d} \chi\left(1-\frac{3 \rho(\eta(\chi))}{\chi^{2}}\right)=-\int_{\gamma_{2}}^{P_{2}} \mathrm{~d} \chi\left(1-\frac{3 \rho(\eta(\chi))}{\chi^{2}}\right) . \tag{17}
\end{equation*}
$$

Thus, the integral is odd. The curves $\gamma_{1}$ and $\gamma_{2}$ are depicted in Figure 1. Using Equations (17) and (16), it is then straightforward to show that setting $\bar{c}=0$ leads to $f(\chi)=f(-\chi)$. In the following, we shall restrict our attention to symmetric bounce models and assume that $f(\chi)$ be even, unless otherwise stated.

The value of the function $f$ at the bounce is independent from all other details of cosmic history. It can be computed as a limit of Equation (16). Denoting by $f_{\mathrm{B}}$ the bounce branch of the multivalued function $f$, we have

$$
\begin{equation*}
f_{\mathrm{B}}(0)=\lim _{P \rightarrow B} \frac{\chi}{3} \int_{\underset{B}{B}}^{P} \mathrm{~d} \chi\left(1-\frac{3 \rho(\eta(\chi))}{\chi^{2}}\right)=\lim _{\chi \rightarrow 0} \frac{\chi}{3} \int_{0}^{\chi} \mathrm{d} \chi\left(1-\frac{3 \rho(\eta(\chi))}{\chi^{2}}\right)=\rho_{\mathrm{c}} \tag{18}
\end{equation*}
$$

where $\rho_{\mathrm{C}}$ is the critical density, i.e., the maximum of the energy density of matter, which is attained at the bounce. Since $f_{\mathrm{B}}$ is even by hypothesis, we have for $\chi \simeq 0$

$$
\begin{equation*}
f_{\mathrm{B}}(\chi)=\rho_{\mathrm{c}}+\frac{1}{2!} \vartheta \chi^{2}+\mathcal{O}\left(\chi^{4}\right) \tag{19}
\end{equation*}
$$

where we introduced the notation $\vartheta=\left.\left(f_{\mathrm{B}}\right)_{\chi \chi}\right|_{0}$. Hence, it follows that the energy density of the effective fluid at the bounce is given by $\tilde{\rho}=-\rho_{\mathrm{c}}$. The sign of the second derivative can be determined by the requirement that the effective fluid must also violate the null energy condition (NEC) at the bounce. In fact, using Equation (10) we have

$$
\begin{equation*}
\tilde{\rho}+\tilde{P}=-\left(f_{\mathrm{B}}\right)_{\chi \chi} \dot{\chi}<0 \tag{20}
\end{equation*}
$$

Since $\dot{\chi}>0$ at the bounce, we conclude $\vartheta>0$.
NEC violation also allows us to derive an upper bound for the duration of the bounce in limiting curvature mimetic gravity. To prove such a statement, let us assume that at the bounce the most relevant contributions to the energy density are due to the effective fluid and to a perfect fluid with equation of state parameter $w$. The condition $\dot{\chi}>0$, which must be valid in a neighborhood of the bounce, implies

$$
\begin{equation*}
\rho+p+\tilde{\rho}+\tilde{P}<0 . \tag{21}
\end{equation*}
$$

In turn, Equation (21) implies

$$
\begin{equation*}
(1+w) \rho_{c}-\left(f_{\mathrm{B}}\right)_{\chi \chi} \dot{\chi}<0 . \tag{22}
\end{equation*}
$$

For first-order bounce models ${ }^{7}$ during the bounce phase the expansion $\chi$ is well approximated by a linear function of time. We can estimate the time derivative of $\chi$ at the bounce as $\dot{\chi} \sim \frac{\chi_{\mathrm{m}}}{T}$, where $T$ is the bounce duration. Therefore, in this case we obtain from Equation (22)

$$
\begin{equation*}
T \lesssim \frac{\vartheta \chi_{\mathrm{m}}}{\rho_{c}(1+w)} \tag{23}
\end{equation*}
$$

Typically, $\rho_{c} \sim \chi_{\mathrm{m}}^{2}$ and $\vartheta \sim \mathcal{O}(1)$, so that $T \lesssim \chi_{\mathrm{m}}^{-1}$. When such an approximation applies, the number of e-folds of expansion during the bounce phase is $N=\log \left(\frac{a(T)}{a_{\mathrm{B}}}\right) \lesssim \mathcal{O}(1)$. These considerations also apply to the models studied in Section 4 (see Equation (33) for the corresponding expansion of $f$ near the bounce). In fact, the estimate (23) agrees with the upper bound for the number of e-folds obtained in Ref. [42] for the so-called non-interacting model. We mention that the so-called fast-bounce models, considered e.g., in Ref. [43], are first-order bounces whose duration is much shorter than the time-scale linked to the maximum expansion rate, i.e., such that $T \ll \chi_{\mathrm{m}}^{-1}$; such a scenario can be realized in mimetic gravity by requiring $\left.\frac{\left(f_{\mathrm{B}}\right)_{\chi \chi}}{f_{\mathrm{B}}}\right|_{\chi=0} \ll \chi_{\mathrm{m}}^{-2}$.

### 3.3. Late Time Asymptotics

Considerations on the evolution of the universe at late times allow us to put restrictions on the leading order terms of the branch $f_{\mathrm{L}}$ around $\chi \simeq 0$. In fact, we observe that the effective fluid is characterized by a time-dependent equation of state parameter $\tilde{w}$, given by

$$
\begin{equation*}
\tilde{w}=\frac{\tilde{P}}{\tilde{\rho}}=-\left(1+\frac{f_{\chi \chi}}{\tilde{\rho}} \dot{\chi}\right) \tag{24}
\end{equation*}
$$

where we used Equations (9) and (10). It is interesting to examine the case where the universe at late times is dominated by matter with equation of state $w$ and the effective fluid is sub-dominant, with $\tilde{w}$ approaching a constant value as $\chi \rightarrow 0$. Clearly, consistency of such assumptions requires $w<\tilde{w}$. The leading order term in the expansion of $f_{\mathrm{L}}(\chi)$ around $\chi \simeq 0$ is then given by

$$
\begin{equation*}
f_{\mathrm{L}}(\chi) \simeq \lambda \chi^{2\left(\frac{\tilde{i}+1}{w+1}\right)} \tag{25}
\end{equation*}
$$

where $\lambda$ is a constant. In fact, since by hypothesis we must leading order $\chi \sim \eta^{\frac{1+w}{2}}$, Equation (25) implies $\tilde{\rho} \sim \eta^{1+\tilde{w}}$, consistently with our assumptions.

## 4. Effective Approach to Quantum Gravitational Bouncing Cosmologies

In Ref. [22] the reconstruction procedure outlined in Section 3 was successfully applied to the cosmological dynamics obtained from group field theory condensates in [5,6]. The evolution equation for such a model can be expressed in relational form by introducing a minimally coupled massless scalar field $\psi[44]$. In fact, provided that its momentum be non-vanishing $p_{\psi} \neq 0, \psi$ is a monotonic function of $t$ and thus represents a perfect clock. For definiteness, we will assume $p_{\psi}>0$. Using the relational clock $\psi$ as time, the FLRW line element can be expressed as

$$
\begin{equation*}
\mathrm{d} s^{2}=N^{2}(\psi) \mathrm{d} \psi^{2}-a^{2}(\psi) \delta_{i j} \mathrm{~d} x^{i} \mathrm{~d} x^{j} \tag{26}
\end{equation*}
$$

where the lapse function reads as

$$
\begin{equation*}
N(\psi)=(\dot{\psi})^{-1}=p_{\psi}^{-1} a^{3}(\psi) . \tag{27}
\end{equation*}
$$

[^49]We can define a relational Hubble rate as $\mathcal{H}=\frac{a^{\prime}}{a}$, where a prime denotes differentiation with respect to $\psi$. The expansion $\chi$ is related to $\mathcal{H}$ as follows

$$
\begin{equation*}
\chi=3 p_{\psi} \frac{\mathcal{H}}{a^{3}} . \tag{28}
\end{equation*}
$$

The relational Friedmann equation governing the dynamics of GFT condensates reads as (recall $V=a^{3}$ )

$$
\begin{equation*}
\mathcal{H}^{2}=\frac{1}{6}+\frac{\alpha}{V}-\frac{\beta}{V^{2}}, \tag{29}
\end{equation*}
$$

where $\alpha$ and $\beta>0$ are parameters depending on the details of the microscopic model, see Ref. [5,6]. ${ }^{8}$ An effective Friedmann equation with the same form as Equation (29) was obtained in the GFT models of Refs. [45,46]. The first term in Equation (29) is the contribution of the massless scalar field $\psi$, whereas the remaining two terms represent quantum gravitational corrections; in particular, the $\alpha$ term represents a correction to the effective dynamics of LQC. It must be stressed that for simplicity, we are neglecting interactions between GFT quanta, which would contribute additional terms to Equation (29). The cosmological consequences of interactions were considered in Ref. [42].

Changing time parametrization back to proper time and recalling $\eta=V^{-1}$, we have

$$
\begin{equation*}
\frac{1}{3} \chi^{2}=p_{\psi}^{2}\left(\frac{1}{2} \eta^{2}+3 \alpha \eta^{3}-3 \beta \eta^{4}\right) \tag{30}
\end{equation*}
$$

The first term to the r.h.s. of Equation (30) gives the energy density $\rho_{\psi}$ of the scalar $\psi$; the quantum gravitational corrections (second and third terms) correspond instead to effective fluids with equation of state parameter $w=2,3$. The third term becomes important for large values of $\eta$ (i.e., small values of the scale factor); moreover, since $\beta>0$ such a term violates both the weak and the NECs, and is therefore responsible for the bounce. It must be noted that the bounce is symmetric for any choice of parameters in this model. The equation for $\dot{\chi}$ is

$$
\begin{equation*}
\dot{\chi}=-\frac{3}{2} p_{\psi}^{2}\left(\eta^{2}+9 \alpha \eta^{3}-12 \beta \eta^{4}\right) . \tag{31}
\end{equation*}
$$

For further details on the effective fluid description of quantum gravity corrections in the effective Friedmann equation arising in the GFT approach, including interactions between quanta, the reader is referred to Refs. [42,47]. For a large universe (i.e., small $\eta$ ) the first term in Equation (30) becomes the dominant one: the standard Friedmann evolution is thus recovered, and the quantum gravity corrections are sub-leading.

The background evolution (30) can be exactly reproduced in mimetic gravity if the function $f(\chi)$ is given by [22]

$$
\begin{equation*}
f(\chi)=\rho_{\psi}(\chi)+\frac{1}{3} \chi^{2}+\frac{p_{\psi}}{3 \sqrt{\beta}}|\chi|\left[\arctan \left(\frac{1}{\sqrt{\beta}} \frac{\mathrm{~d}|\mathcal{H}|}{\mathrm{d} \eta}\right)+\frac{\pi}{2}\right] . \tag{32}
\end{equation*}
$$

By construction, the different branches of the multivalued function in Equation (32) satisfy matching conditions at the branching points, to ensure the regularity of cosmological evolution. Around the bounce the following expansion holds

$$
\begin{equation*}
f_{\mathrm{B}}(\chi)=\rho_{c}+\frac{1}{3}\left(\frac{2 V_{\mathrm{B}}+3 \alpha}{V_{\mathrm{B}}+3 \alpha}\right) \chi^{2}+\mathcal{O}\left(\chi^{4}\right) \tag{33}
\end{equation*}
$$

[^50]where $V_{\mathrm{B}}=-3 \alpha+\sqrt{9 \alpha^{2}+6 \beta}$ is the volume at the bounce and $\rho_{c}=\frac{p_{\psi}^{2}}{2 V_{\mathrm{B}}^{2}}$. For the asymptotic expansion of $f(\chi)$ around the branching points at maximum expansion rate $|\chi|=\chi_{\mathrm{m}}$, see Ref. [22]. Both $f$ and $f_{\chi}$ are continuously matched at the branching points. However, the second derivative $f_{\chi \chi}$ has a discontinuity there: this is a general property of mimetic gravity theories with a limiting curvature scale. Nevertheless, the effective pressure $\tilde{P}(\chi)$ is guaranteed to be finite even when $f_{\chi \chi}$ diverges, since Equation (8) implies
\[

$$
\begin{equation*}
\tilde{P}\left( \pm \chi_{\mathrm{m}}\right)=-(\rho+P)=-(w+1) \rho \tag{34}
\end{equation*}
$$

\]

When the universe is large (i.e., in the regime $\chi, \eta \sim 0$ ) one has the expansion (disregarding the linear term, which does not affect the equations of motion)

$$
\begin{equation*}
f_{\mathrm{L}}(\chi)=\sqrt{\frac{2}{3}} \frac{\alpha}{p_{\psi}}|\chi|^{3}-\frac{4}{p_{\psi}^{2}}\left(\alpha^{2}+\frac{1}{9} \beta\right) \chi^{4}+\mathcal{O}\left(|\chi|^{5}\right) \tag{35}
\end{equation*}
$$

which can be rewritten as

$$
\begin{equation*}
f_{\mathrm{L}}(\chi)=\frac{\alpha}{2 V_{*}} \sqrt{2+\frac{6 \alpha}{V_{*}}} \frac{|\chi|^{3}}{\chi_{\mathrm{m}}}-\frac{\left(V_{*}+3 \alpha\right)\left(V_{*}^{2}+9 \alpha V_{*}+108 \alpha^{2}\right)}{36 V_{*}^{3}} \frac{\chi^{4}}{\chi_{\mathrm{m}}^{2}}+\mathcal{O}\left(|\chi|^{5}\right) \tag{36}
\end{equation*}
$$

where $\chi_{\mathrm{m}}=\frac{p_{\psi}}{2 V_{*}} \sqrt{3+\frac{9 \alpha}{V_{*}}}$, and $V_{*}=\frac{1}{2}\left(\sqrt{81 \alpha^{2}+48 \beta}-9 \alpha\right)$ is the volume at $\chi=\chi_{\mathrm{m}}$. Please note that if $\alpha=0$, the next non-vanishing term in the expansion is $\mathcal{O}\left(\chi^{6}\right)$.

Once the function $f(\chi)$ has been reconstructed from a given background evolution, one can also consider different matter species coupled to gravity. It must be pointed out that when matter species other than a minimally coupled massless scalar field are considered, parameters such as $p_{\psi}$ and $V_{\mathrm{B}}$ in Equation (32) lose their usual interpretation. This is to be expected, since the relation between $\chi$ and $\eta$ will be different from Equation (30) in the general case. Nevertheless, the values of the critical energy density $\rho_{c}$ and the maximum expansion rate $\chi_{\mathrm{m}}$ are not affected by the different matter species, and represent universal features of the model.

Let us now assume hydrodynamic matter with constant equation of state parameter $w$. Comparing Equations (36) and (25), at late times we obtain a simple description of the effective fluid corresponding to the mimetic gravity corrections as a sum of perfect fluid contributions, each with a constant equation of state. Specifically, we find for the third order term in Equation (36) $\tilde{w}_{3}=\frac{1}{2}(3 w+1)$, whereas for the fourth order term we have $\tilde{w}_{4}=2 w+1$. Clearly, for a massless scalar field $w=1$ one recovers the effective fluid corrections given in Equation (30).

## A Special Case: Reproducing the LQC Effective Dynamics

The case $\alpha=0$ is special and deserves being discussed separately. In fact, in this case one recovers the model of Ref. [21], which reproduces the effective dynamics of LQC for a spatially flat, isotropic universe. After locally inverting $\chi=\chi(\eta)$, one finds the two branches of the function $f(\chi)$

$$
\begin{align*}
& f_{\mathrm{B}}=\frac{2}{3} \chi_{\mathrm{m}}^{2}\left\{1+\frac{1}{2} q^{2}+\sqrt{1-q^{2}}+q \arcsin (q)\right\}  \tag{37}\\
& f_{\mathrm{L}}=\frac{2}{3} \chi_{\mathrm{m}}^{2}\left\{1+\frac{1}{2} q^{2}-\sqrt{1-q^{2}}-|q|(\arcsin |q|-\pi)\right\}, \tag{38}
\end{align*}
$$

where $\chi_{\mathrm{m}}=p_{\psi} \sqrt{\frac{3}{48 \beta}}$ and we defined $q=\frac{\chi}{\chi_{\mathrm{m}}}$ to make the notation lighter. It must be noted that Equations (37) and (38) do not make any reference to the scalar field $\psi$, which was assumed as the only matter species coupled to gravity in the derivation of Equation (29) in Ref. [5,6]. Thus, for $\alpha=0$ the effective Friedmann equation will take the same universal form regardless of the matter species considered. Using Equation (18), the critical energy density is determined as $\rho_{c}=$ $f_{\mathrm{B}}(0)=\frac{4}{3} \chi_{\mathrm{m}}^{2}$. The energy density of the effective fluid can be computed using Equation (9); the result
is $\tilde{\rho}=-\frac{\rho_{c}}{2}\left(1-\frac{q^{2}}{2} \pm \sqrt{1-q^{2}}\right)$, where the upper sign corresponds to the bounce branch and the lower one corresponds to a large universe. After some straightforward algebraic manipulations, the Friedmann Equation (7) can then be recast in the following form

$$
\begin{equation*}
\frac{1}{3} \chi^{2}=\rho\left(1-\frac{\rho}{\rho_{c}}\right) \tag{39}
\end{equation*}
$$

where $\rho$ denotes the total energy density of all matter species that are present. Similarly, using Equations (8) and (10) we can obtain the equation for $\dot{\chi}$. We have, for a general $f(\chi)$

$$
\begin{equation*}
\left(1-\frac{3}{2} f_{\chi \chi}\right) \dot{\chi}=-\frac{3}{2}(\rho+P) \tag{40}
\end{equation*}
$$

The bracket to the r.h.s. of Equation (40) can be evaluated using Equations (37) and (38)

$$
\begin{equation*}
1-\frac{3}{2} f_{\chi \chi}=\mp \frac{1}{\sqrt{1-q^{2}}}=\left(1-\frac{2 \rho}{\rho_{c}}\right)^{-1} \tag{41}
\end{equation*}
$$

where we used Equation (39) in the last equality. Finally, we have

$$
\begin{equation*}
\dot{\chi}=-\frac{3}{2}(\rho+P)\left(1-\frac{2 \rho}{\rho_{c}}\right) . \tag{42}
\end{equation*}
$$

Thus, the time derivative of the expansion is positive for $\frac{\rho_{c}}{2}<\rho \leq \rho_{c}$ (super-inflation). This is to be contrasted with general relativity, where one always has $\dot{\chi}<0$ for matter satisfying the NEC. Equations (39) and (42) coincide with the effective dynamics of (flat, isotropic) LQC, see e.g., Ref. [4].

It is important to observe that one must change branch of $f(\chi)$ when $\dot{\chi}=0$ [24]. This happens when the density reaches the value $\frac{\rho_{c}}{2}$, see Equation (42), whereby the expansion attains its extremum $\chi^{2}=\chi_{\mathrm{m}}^{2}$. It must be noted that in both branches, as given by Equations (37) and (38), $f_{\chi \chi}$ diverges as $|\chi| \rightarrow \chi_{\mathrm{m}}$; however, the effective pressure $\tilde{P}$ is continuous in the limit since $\tilde{P}=-\frac{\rho}{\rho_{c}}(\rho+2 P)$.

Exact solutions of the effective Friedmann Equation (39) can be derived for hydrodynamic matter (see Ref. [21])

$$
\begin{equation*}
a(t)=a_{\mathrm{B}}\left(1+\frac{3}{4} \rho_{c}(w+1)^{2}\left(t-t_{\mathrm{B}}\right)^{2}\right)^{\frac{1}{3(1+w)}} \tag{43}
\end{equation*}
$$

where the origin of time has been set to have the bounce at $t=0$. Provided that matter satisfies the NEC, one finds for the bounce duration (defined to have $\chi(T)=\chi_{\mathrm{m}}$ )

$$
\begin{equation*}
T=\frac{1}{\chi_{\mathrm{m}}(1+w)} \tag{44}
\end{equation*}
$$

which is in good agreement with the estimate given by Equation (23).
Finally, the expansions (33) and (36) for $\alpha=0$ become, respectively

$$
\begin{equation*}
f_{\mathrm{B}}(\chi)=\rho_{c}+\frac{2}{3} \chi^{2}+\mathcal{O}\left(\chi^{4}\right) \tag{45}
\end{equation*}
$$

and

$$
\begin{equation*}
f_{\mathrm{L}}(\chi)=-\frac{1}{36} \frac{\chi^{4}}{\chi_{\mathrm{m}}^{2}}+\mathcal{O}\left(\chi^{6}\right) \tag{46}
\end{equation*}
$$

## 5. Anisotropies near the Bounce

In this Section we generalize the analysis of Ref. [21], studying the evolution of anisotropies near the bounce in a non-singular Bianchi I spacetime, for the model of Section 4 and in the presence of hydrodynamic matter with generic equation of state.

The line element of Bianchi I in proper time gauge is

$$
\begin{equation*}
\mathrm{d} s^{2}=\mathrm{d} t^{2}-a^{2}(t) \sum_{i} \mathrm{e}^{2 \beta(i)}(t)\left(\mathrm{d} x^{i}\right)^{2}, \tag{47}
\end{equation*}
$$

where $a(t)$ is the mean scale factor, and the variables $\beta_{(i)}$ representing the anisotropies satisfy $\sum_{i} \beta_{(i)}=0$. We will assume hydrodynamical matter with barotropic equation of state. Using the field Equations (3), it can be shown that the $\beta_{(i)}$ evolve according to

$$
\begin{equation*}
\ddot{\beta}_{(i)}+\chi \dot{\beta}_{(i)}=0 . \tag{48}
\end{equation*}
$$

The solution of Equation (48) gives

$$
\begin{equation*}
\dot{\beta}_{(i)}=\frac{\lambda_{(i)}}{a^{3}(t)}, \tag{49}
\end{equation*}
$$

with $\lambda_{(i)}$ integration constants satisfying $\sum_{i} \lambda_{(i)}=0$. The field equations lead to an effective Friedmann equation for the mean scale factor, which includes the contribution of anisotropies

$$
\begin{equation*}
\frac{1}{3} \chi^{2}=\rho+\tilde{\rho}+\frac{1}{2} \sum_{i} \dot{\beta}_{(i)}^{2} \tag{50}
\end{equation*}
$$

The last term of Equation (50) represents the effective energy density of anisotropies (cf. e.g., Ref. [48]), which will be denoted by $\rho_{\Sigma}$. Using Equation (49), we have

$$
\begin{equation*}
\rho_{\Sigma}=\frac{\Sigma^{2}}{2 a^{6}}, \tag{51}
\end{equation*}
$$

having defined the shear scalar as $\Sigma^{2}=\sum_{i} \lambda_{(i)}^{2}$. Thus, the contribution of anisotropies to the modified Friedmann equation is described as a perfect fluid with stiff equation of state $w=1$, as in general relativity.

The evolution of anisotropies, as represented by the $\beta_{(i)}$, is obtained by integrating Equation (49)

$$
\begin{equation*}
\beta_{(i)}(t)=\lambda_{(i)} \int \frac{\mathrm{d} t}{a^{3}(t)}, \tag{52}
\end{equation*}
$$

where $a(t)$ in the integrand is a solution of Equation (50). In the remainder of this Section, we will determine the evolution of anisotropies during the bounce phase for the function $f(\chi)$ given by Equation (32). Since we are only interested in the region around the bounce, it is convenient to use the expansion (33). The energy density of the effective fluid then reads as

$$
\begin{equation*}
\tilde{\rho} \simeq-\rho_{c}+\frac{1}{3}\left(\frac{2 V_{\mathrm{B}}+3 \alpha}{V_{\mathrm{B}}+3 \alpha}\right) \chi^{2} . \tag{53}
\end{equation*}
$$

The effective Friedmann equations in this regime can then be recast as

$$
\begin{align*}
\frac{\chi^{2}}{3} & \simeq\left(\frac{V_{\mathrm{B}}+3 \alpha}{V_{\mathrm{B}}}\right)\left(\rho_{c}-\rho-\rho_{\Sigma}\right),  \tag{54}\\
\dot{\chi} & \simeq \frac{3}{2}\left(\frac{V_{\mathrm{B}}+3 \alpha}{V_{\mathrm{B}}}\right)\left(\rho+p+2 \rho_{\Sigma}\right) . \tag{55}
\end{align*}
$$

At the bounce, the scale factor attains its minimum $a_{\mathrm{B}}$, and the r.h.s. of Equation (54) must vanish. We can use this condition to determine the energy density of matter at the bounce $\rho_{B}$ (not to be confused with the critical energy density $\rho_{c}$, which includes the contribution of anisotropies). We have

$$
\begin{equation*}
\rho_{B}=\rho_{c}-\rho_{\Sigma, B}, \tag{56}
\end{equation*}
$$

with $\rho_{\Sigma, B}=\frac{\Sigma^{2}}{2 a_{\mathrm{B}}^{6}}$ being the energy density of anisotropies at the bounce. The r.h.s. of Equation (54) can be expanded around $a_{B}$; taking into account that $\rho=\rho_{B}\left(\frac{a_{B}}{a}\right)^{3(w+1)}$, this gives

$$
\begin{equation*}
\frac{\chi^{2}}{3} \simeq 3\left(\frac{V_{\mathrm{B}}+3 \alpha}{V_{\mathrm{B}}}\right)\left(\rho_{B}(w+1)+2 \rho_{\Sigma, \mathrm{B}}\right)\left(\frac{a}{a_{\mathrm{B}}}-1\right) . \tag{57}
\end{equation*}
$$

Taking into account Equation (56), we can rewrite Equation (57) as

$$
\begin{equation*}
\frac{\chi^{2}}{3} \simeq 3(w+1)\left(\frac{V_{\mathrm{B}}+3 \alpha}{V_{\mathrm{B}}}\right)\left(\rho_{c}-\frac{w-1}{w+1} \rho_{\mathrm{\Sigma}, \mathrm{~B}}\right)\left(\frac{a}{a_{\mathrm{B}}}-1\right) . \tag{58}
\end{equation*}
$$

The solution is

$$
\begin{equation*}
a(t) \simeq a_{\mathrm{B}}\left(1+\frac{1}{4} \Omega^{2} t^{2}\right) \tag{59}
\end{equation*}
$$

where we defined

$$
\begin{equation*}
\Omega^{2}=(w+1)\left(\frac{V_{\mathrm{B}}+3 \alpha}{V_{\mathrm{B}}}\right)\left(\rho_{c}-\frac{w-1}{w+1} \rho_{\Sigma, \mathrm{B}}\right) . \tag{60}
\end{equation*}
$$

The solution (59) for the scale factor shows that regardless of the presence of anisotropies, the model features a first-order bounce, according to the definition given in Ref. [41]. From Equation (59), we find that the mean expansion rate evolves as

$$
\begin{equation*}
\chi(t) \simeq \frac{3}{2} \Omega^{2} t \tag{61}
\end{equation*}
$$

Finally, using Equations (59) and (52) we find that the $\beta_{(i)}$ evolve linearly during the bounce

$$
\begin{equation*}
\beta_{(i)}(t) \simeq \beta_{(i)}^{0}+\frac{\lambda_{(i)}}{a_{\mathrm{B}}^{3}} t \tag{62}
\end{equation*}
$$

where $\beta_{(i)}^{0}$ are integration constants. Our solution (62) shows that anisotropies stay bounded during the bounce, and can be kept under control by means of a suitable choice of parameters for the model. It is interesting to compare this result with a similar one obtained in Ref. [48] for a non-singular bouncing model based on kinetic gravity braiding theories [49].

## 6. Effective Gravitational Constant(s)

The cosmological background equations of mimetic gravity, Equations (7) and (8), can be recast in an alternative form which makes no reference to perfect fluids. The effects introduced by the function $f(\chi)$ in the action (1) are then included in two effective gravitational "constants" $G_{\mathrm{F}}^{\text {eff }}$ and $G_{\mathrm{R}}^{e f f}$, representing respectively the effective coupling of matter to gravity in the Friedmann and the Raychaudhuri equations

$$
\begin{align*}
& \frac{1}{3} \chi^{2}=8 \pi G_{\mathrm{F}}^{e f f}(\chi) \rho  \tag{63}\\
& \dot{\chi}=-12 \pi G_{\mathrm{R}}^{e f f}(\chi)(\rho+P) \tag{64}
\end{align*}
$$

The effective couplings are functions of the expansion rate, and are defined as

$$
\begin{align*}
& 8 \pi \mathrm{G}_{\mathrm{F}}^{e f f}(\chi)=\left(1-3 \frac{\mathrm{~d}}{\mathrm{~d} \chi}\left(\frac{f}{\chi}\right)\right)^{-1}  \tag{65}\\
& 8 \pi \mathrm{G}_{\mathrm{R}}^{e f f}(\chi)=\left(1-\frac{3}{2} f_{\chi \chi}\right)^{-1} \tag{66}
\end{align*}
$$

It is worth remarking that variable gravitational constants arise in this framework despite of the fact that the action (1) contains no dilaton couplings. In fact, the reformulation provided here hinges on the presence of a function of the expansion rate $f(\chi)$.

From Equations (63) and (64), and the continuity equation for matter, we find the following equation relating the change of $G_{\mathrm{F}}^{e f f}$ over time to the difference between the two gravitational constants

$$
\begin{equation*}
\dot{\mathrm{G}}_{\mathrm{F}}^{e f f} \rho=\chi\left(\mathrm{G}_{\mathrm{F}}^{\text {eff }}-\mathrm{G}_{\mathrm{R}}^{e f f}\right)(\rho+p) \tag{67}
\end{equation*}
$$

We observe that $G_{\mathrm{F}}^{\text {eff }}=G_{\mathrm{R}}^{\text {eff }}$ if and only if $f(\chi)=k_{1} \chi+\frac{k_{2}}{2} \chi^{2}$. In this case, the linear term in $\chi$ has no effect, while the quadratic one leads to a finite redefinition of the Newton constant $8 \pi G_{\mathrm{F}}^{e f f}=\left(1-\frac{3}{2} k_{2}\right)^{-1}$ (see Ref. [37]); thus, in a large universe we must require $k_{2}<\frac{2}{3}$ to ensure that the gravitational interaction remains attractive. ${ }^{9}$ In the general case, both $G_{\mathrm{F}}^{\text {eff }}$ and $G_{\mathrm{R}}^{\text {eff }}$ will evolve with $\chi$. For instance, assuming that in the large universe branch one has $f(\chi) \simeq k \chi^{p}$ with $p>2$ to leading order in $\chi$, leads to

$$
\begin{align*}
& 8 \pi G_{\mathrm{F}}^{e f f}(\chi) \simeq 1+3 k(p-1) \chi^{p-2}  \tag{68}\\
& 8 \pi G_{\mathrm{R}}^{e f f}(\chi) \simeq 1+\frac{3}{2} k p(p-1) \chi^{p-2} \tag{69}
\end{align*}
$$

If we assume that the universe (away from the bounce) is dominated by hydrodynamic matter with equation of state parameter $w$, we have

$$
\begin{align*}
& 8 \pi G_{\mathrm{F}}^{e f f}(t) \simeq 1+3 k(p-1)\left(\frac{2}{(w+1) t}\right)^{p-2}  \tag{70}\\
& 8 \pi G_{\mathrm{R}}^{e f f}(t) \simeq 1+\frac{3}{2} k p(p-1)\left(\frac{2}{(w+1) t}\right)^{p-2} \tag{71}
\end{align*}
$$

The reformulation of the cosmological equations of mimetic gravity offered by Equation (63) and (64) suggests that the coefficients of the leading order terms in the expansion of the branch $f_{\mathrm{L}}$ can be constrained using observational bounds on the time variation of the gravitational constant. We have from Equation (70), for a small $k$ and retaining only the main contribution (corresponding to the radiation dominated era, $w=\frac{1}{3}$ )

$$
\begin{equation*}
\frac{\Delta G_{\mathrm{F}}^{e f f}}{G_{\mathrm{F}}^{e f f}}=1-\frac{G_{\mathrm{F}}^{e f f}\left(t_{\mathrm{BBN}}\right)}{G_{\mathrm{F}}^{e f f}\left(t_{0}\right)} \simeq 3 k(p-1)\left(\frac{3}{2}\right)^{p-2}\left(t_{\mathrm{BBN}}\right)^{2-p} \tag{72}
\end{equation*}
$$

where $t_{0}$ is the age of the universe and $t_{\text {BBN }}$ is the time of nucleosynthesis. Bounds on the time variation of the gravitational constant $G_{\mathrm{F}}^{e f f}$ can be derived from primordial nucleosynthesis: $-0.10<\frac{\Delta G_{\mathrm{F}}^{e f f}}{G_{\mathrm{F}}^{e f f}}<0.13$ [50,51]. For a given $p>2$, such a bound can be translated into a constraint on $k$. However, such a constraint is very weak for bouncing models. In fact, if the limiting curvature

[^51]hypothesis is made, dimensional arguments suggest that $k \sim \chi_{\mathrm{m}}^{2-p}$. This is in fact the case for the models considered in Section 4, see Equations (46) and (36). Moreover, typically one has for the limiting value of the expansion rate $\chi_{\mathrm{m}} \sim t_{\mathrm{Pl}}^{-1}$, where $t_{\mathrm{Pl}}$ is Planck time. Therefore, the time variation of the gravitational constant is extremely small in such models $\frac{\Delta \mathrm{G}_{\mathrm{F}}^{\text {eff }}}{\mathrm{G}_{\mathrm{F}}^{\text {eff }}} \sim\left(\frac{t_{\mathrm{pl}}}{t_{\mathrm{BBN}}}\right)^{p-2}$.

A more detailed investigation of the phenomenological consequences of the time variation of $G_{\mathrm{F}}^{e f f}$ and $G_{\mathrm{R}}^{\text {eff }}$ is beyond the scope of the present article and will be left for future work.

## 7. Instabilities

Our presentation of mimetic gravity would not be complete without a discussion of perturbative instabilities. Instabilities of cosmological perturbations for the mimetic gravity theory with action (1) have been studied in Refs. [36,52] for a generic $f(\chi)$; for earlier studies focused on the case of a quadratic $f$ see Ref. [53,54]. ${ }^{10}$ Compared to general relativity, the theory has one extra propagating scalar degree of freedom, whose speed of sound is given by

$$
\begin{equation*}
c_{s}^{2}=\frac{1}{2} \frac{f_{\chi \chi}}{1-\frac{3}{2} f_{\chi \chi}} . \tag{73}
\end{equation*}
$$

Depending on the sign of the speed of sound, the theory has a ghost instability (for $c_{s}^{2}>0$ ) or a gradient instability (for $c_{s}^{2}<0$ ), see references above. The propagation speed of tensor perturbations is not affected by the term $f(\chi)$ in the action (1). ${ }^{11}$

In the following we will assume that the analytic properties of the function $f(\chi)$ are such as to accommodate for a bouncing background. Some general conclusions can then be drawn on the profile of the speed of sound as a function of the expansion, based on the results derived in Section 3.2. In fact, around the bounce $f(\chi)$ must admit the expansion (19). Moreover, since $\dot{\chi}>0$ in a neighborhood of the bounce, Equation (40) implies that we must have $\vartheta>\frac{2}{3}$, provided that ordinary matter fields satisfy the NEC. Thus, at the bounce we have

$$
\begin{equation*}
c_{s}^{2}=\frac{\vartheta}{2-3 \vartheta}<0, \tag{74}
\end{equation*}
$$

which corresponds to a gradient instability. The expansion rate attains its extremum at $|\chi|=\chi_{\mathrm{m}}$, where two different branches of the multivalued function $f(\chi)$ are joined together; at that point the second derivative $f_{\chi \chi}$ is divergent, whereby the speed of sound squared takes the universal value $c_{s}^{2}=-\frac{1}{3}$. We conclude that a generic feature of bouncing models in mimetic gravity is that the bounce is always accompanied by a gradient instability of scalar perturbations, which extends beyond the onset of the standard decelerated expansion. The possibility that $c_{s}^{2}$ may turn to positive values at a later stage is not excluded, but depends on the details of the model, and specifically on the functional form of the branch $f_{\mathrm{L}}(\chi)$ corresponding to a large universe.

It is interesting to study the behavior of $c_{s}^{2}$ in the models examined in Section 4 , where a bouncing background is explicitly realized. To begin with, let us start from the special case $\alpha=0$, which reproduces the LQC effective dynamics for the cosmological background. The two branches $f_{\mathrm{B}}, f_{\mathrm{L}}$ in this case are given by Equations (37) and (38), respectively. We find, using Equations (73) and (41)

$$
\begin{equation*}
c_{s}^{2}=-\frac{1}{3}\left(1 \pm \sqrt{1-q^{2}}\right)=-\frac{2}{3} \frac{\rho}{\rho_{c}} . \tag{75}
\end{equation*}
$$

[^52]In the second step of (75), the upper sign corresponds to $f_{\mathrm{B}}$, whereas the lower one corresponds to $f_{\mathrm{L}}$. We note that the speed of sound squared is always negative, has a minimum at the bounce $\left(c_{s}^{2}\right)_{\text {min }}=-\frac{2}{3}$ when $\rho=\rho_{c}$, and approaches zero from below as $\rho \rightarrow 0$. Given Equation (75), and recalling that maximal expansion rate in this model is reached at $\rho=\frac{\rho_{c}}{2}$, it is straightforward to check the general feature $c_{s}^{2}\left( \pm \chi_{\mathrm{m}}\right)=-\frac{1}{3}$. We observe that $c_{s}^{2}$ is negative throughout cosmic history for the model with $\alpha=0$, and approaches zero from below in the large universe branch as $\chi$ tends to zero (cf. Ref. [25]). It is interesting to compare these results with those obtained in Ref. [56] for a model based on generalized Galileons [57], where the speed of sound squared becomes negative-although only for a short period—around the bounce; see also Ref. [58,59] for a comparison between such effective models and the dynamics of perturbations in LQC. In the models cited above gradient instabilities arise due to the violation of the NEC at the bounce (see also [60] and references therein). Recently, the possibility of establishing a theoretical no-go theorem regarding the realization of a healthy non-singular bounce (i.e., free of pathologies such as gradient instabilities) has been discussed in the context of generalized Galileons, see Refs. [61-63].

The example examined above is just a particular case of the model reproducing the background dynamics of GFT condensates, studied in Section 4. In the general case, i.e., for $\alpha \neq 0$, we have at the bounce

$$
\begin{equation*}
\left(c_{s}^{2}\right)_{\min }=-\frac{2}{3}\left(1+\frac{\alpha}{V_{\mathrm{B}}}\right) \tag{76}
\end{equation*}
$$

In the large universe branch instead and for $\chi \simeq 0$ we have, to leading order in $\chi$

$$
\begin{equation*}
c_{s}^{2} \simeq \frac{3 \alpha}{V_{*}} \sqrt{2+\frac{6 \alpha}{V_{*}}} \frac{|\chi|}{\chi_{\mathrm{m}}} . \tag{77}
\end{equation*}
$$

Thus, $c_{s}^{2}$ and $\alpha$ have the same sign in this regime. Therefore, for $\alpha<0$ the situation is qualitatively similar to the $\alpha=0$ case examined above, with a gradient instability extending also to the large universe branch. For $\alpha>0$ the situation is different: there is a cross-over from $c_{s}^{2}<0$ near the bounce to $c_{s}^{2}>0$ when the universe is large. Such a cross-over must necessarily take place after the universe enters the phase of decelerated expansion, since $c_{s}^{2}=-\frac{1}{3}$ when $\dot{\chi}=0$ (see above). Thus, while the bounce is always accompanied by a gradient instability, the late universe branch would be characterized by a ghost instability for $\alpha>0$. We remark that the cross-over point where $c_{s}^{2}=0$ corresponds to a regime of strong coupling [54].

## 8. Discussion

We conclude by reviewing the main results obtained in this work and indicating directions for future studies.

In Section 3 we illustrated in complete generality the theory reconstruction procedure for the function $f(\chi)$ in mimetic gravity. In the case of bouncing backgrounds, the implementation of the limiting curvature hypothesis requires that $f(\chi)$ be multivalued. This case was carefully examined and we gave general prescriptions to ensure continuity of $f(\chi)$ and its first derivative along the cosmic trajectory; in particular, by imposing suitable matching conditions at the branching points, both the energy density $\tilde{\rho}$ and pressure $\tilde{P}$ of the effective fluid are continuous throughout cosmic history. We showed that local properties of the function $f(\chi)$ are directly related to physically relevant quantities characterizing the evolution of the cosmic background, such as the critical energy density and the bounce duration, as well as the equation of state of the effective fluid. In particular, the latter was shown to approach a constant value at late times, which is determined by the dominant matter species and the leading order term in the asymptotic expansion of $f(\chi)$ in that regime.

In Section 4 we focused on a specific model obtained in Ref. [22], where the function $f(\chi)$ was suitably reconstructed in order to reproduce the background evolution obtained from GFT condensates in Ref. [5,6]. Quantities of physical interest were derived from local analysis of the two branches $f_{\mathrm{B}}, f_{\mathrm{L}}$, using the results of Section 3. The special case corresponding to the effective dynamics of LQC for a flat,
isotropic universe was studied in detail. As an application, we studied the evolution of anisotropies near the bounce in a Bianchi I universe for the model of Ref. [22]: our results generalize those obtained in Ref. [21] and show that anisotropies do not grow significantly during the bounce, and therefore do not spoil the smoothness of the bounce. It would be interesting to compare the results obtained in the effective approach considered here, with those of Ref. [64], where the dynamics of GFT condensates of anisotropic quanta was studied (see also Ref. [65]). As discussed in Ref. [11,29], the evolution of anisotropies is qualitatively similar in LQC and the corresponding mimetic gravity theory. It is, therefore, natural to ask whether an analogous statement can be made for GFT cosmology and the related model in mimetic gravity. We leave this question for future work. Spherically symmetric geometries are also of interest and can be studied in the present framework by extending the analysis of Refs. [27,28].

In Section 6 we showed that there is an interesting reformulation of mimetic gravity involving two distinct time-varying effective gravitational constants $G_{\mathrm{F}}^{\text {eff }}$ and $G_{\mathrm{R}}^{\text {eff }}$, featuring respectively in the Friedmann and the Raychaudhuri equations. Consistency of such a description with the Bianchi identities is ensured by Equation (67), which is identically satisfied in mimetic gravity by all choices of the function $f(\chi)$. We derived the time evolution of the effective gravitational constants during the phase of decelerated expansion for $f(\chi) \sim \chi^{p}$, with $p>2$. We showed that the predicted time variation is too small to be observed if the limiting curvature hypothesis is realized. It would be of interest to further explore the consequences of the time variation of $G_{\mathrm{F}}^{e f f}$ and $G_{\mathrm{R}}^{\text {eff }}$ in a more general and model independent setting.

Our discussion of perturbative instabilities in Section 7 highlights some serious limitations of bouncing models in mimetic gravity, which may hinder the possibility of using the simplest framework with the covariant action (1) for an effective description of quantum gravity in inhomogeneous spacetimes. The presence of gradient or ghost instabilities, which is a distinctive feature of mimetic gravity, seems to be even more serious in bouncing cosmologies; in fact, in such models the infinite age of the universe would offer no chance to keep instabilities under control. Remarkably, this issue has not been much appreciated in the literature on bouncing cosmologies in mimetic gravity. Based on the analogy with LQC (see Ref. [58]), we expect the bounce to be accompanied by a short-lived gradient instability around the bounce affecting short-wavelength modes; however, there should be no instabilities away from the bounce. Some proposals to cure the instabilities by means of further modification of the mimetic gravity action have been made in Refs. [66,67]; however, their correspondence with the effective dynamics of quantum gravity models is yet to be established and shall be investigated in future work.
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#### Abstract

We study the geometry of Euclidean instantons in loop quantum cosmology (LQC) such as those relevant for the no-boundary proposal. Confining ourselves to the simplest case of a cosmological constant in minisuperspace cosmologies, we analyze solutions of the semiclassical (Euclidean) path integral in LQC. We find that the geometry of LQC instantons have the peculiar feature of an infinite tail which distinguishes them from Einstein gravity. Moreover, due to quantum-geometry corrections, the small- $a$ behaviour of these instantons seem to naturally favor a closing-off of the geometry in a regular fashion, as was originally proposed for the no-boundary wavefunction.
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## 1. Introduction

Recently, the introduction of the 'no-boundary' proposal in loop quantum cosmology (LQC), for minisuperspace models, has unveiled a lot of interesting physical possibilities [1]. It has been shown that the original Hartle-Hawking formulation [2], improved by an effective action which includes corrections due to LQC, can lead to an expanded solution space due to singularity-resolution $[3,4]$ coming from the latter. In particular, it has been shown that not only is the probability for a de-Sitter (dS) universe nucleating from nothing increased in such a scenario, there can now be compact, non-singular instantonic solutions in cases where there were none in Einstein gravity. As an example, the model of a Friedmann-Robertson-Lemaitre-Walker (FLRW) closed universe, coupled to a massless scalar field, was considered in [1] and shown to have a nontrivial compact instanonic solution with a finite probability for nucleation. This study has opened the doors for revisiting the original no-boundary proposal augmented by quantum-geometry effects governing the dynamics of the early-universe which are, in any case, expected for a meaningful UV-completion. A detailed study of such effects for physically relevant questions such as the probability of inflation and number of $e$-folds predicted by the (improved) no-boundary measure can now be answered within the purview of LQC. However, this is not the intention of present work and shall be pursued later elsewhere.

In this work, we focus on the geometry of these Euclidean instanton solutions in LQC. This is a necessary first step before using such solutions to consider nucleation of universes from nothing and employing the measure provided by the associated wavefunction for predicting the probabilities of physically interesting phenomena for the Lorentzian histories. Our starting point shall be the (Euclidean) path integral for quantum gravity, along with the prescription that the initial conditions are provided by the no-boundary proposal. The main new ingredient, in comparison to the original Hartle-Hawking proposal, shall be the 'effective' action appearing in the path integral derived from LQC, as opposed to the usual Einstein-Hilbert one. (It was established in [5,6] that by replacing the standard FLRW action by the 'polymerized' version of it, the path integral formulation of LQC, in its phase space realization, retains all the crucial aspects of the quantum geometry which appear
in the canonical LQC.) Other than this, our formalism shall be exactly the same as in the original no-boundary proposal: We shall look only at the saddle-point approximation of the Euclidean path integral and consider the wavefunction to be a functional of the value of the scale factor only at the final (spatial) boundary. Moreover, as shall be obvious throughout our paper, we make a minisuperspace approximation for all our calculations and consider the matter content to be only that due to a cosmological constant. The latter approximation ensures that we always have a compact instantonic solution and do not require dealing with subtleties which can give rise to Euclidean wormholes [7,8]. Since we want to show new features of the LQC instantons with respect to its geometry, as compared to the original Hartle-Hawking ones, these approximations shall help us emphasize our main result without unnecessarily complicating the system.

For our purposes, the effective action consists of two main types of quantum corrections specific to LQC - the holonomy and inverse-triad modifications [9]. The first appears due to the fact that there are no quantum operators corresponding to the connection or extrinsic curvature (in other words, the momenta conjugate to the spatial metric) on the kinematic ${ }^{1}$ Hilbert space of the theory. On the other hand, there are well-defined operators corresponding to the holonomy (or parallel transport) of the connection [10]. Therefore, one expresses the curvature operator in terms of these holonomies instead of the connection itself. Classically, one can take the limit such that one recovers the expression of the curvature written in terms of the connection from the expression given for the holonomies. However, the geometrical operators in the full loop quantun gravity have discrete spectra for quantities such as area and volume [11] on the kinematical Hilbert space spanned by the spin-network states, rendering taking such a limit unviable. Therefore, one inherits an 'area-gap', in analogy with the minimum energy-gap of the harmonic oscillator, from the full theory in LQC [12,13]. The main effect of this regularization of the curvature in terms of holonomies, for symmetry-reduced models, lie in replacing the extrinsic curvature by matrix elements of $S U(2)$-holonomies which are periodic functions of the connection. Specifically, for minisuperspace cosmologies, we have $H \rightarrow \sin (\delta H) / \delta$, where $H$ is the Hubble parameter and $\delta$ is related to the area-gap.

The discrete spectra of area and volume operators also lead to other type of corrections in LQC. The most significant of them are the inverse-triad corrections which arise from the requirement of having a well-defined operator corresponding to the inverse of some power of the scale factor whose spectra contains the zero eigenvalue. Naively, it is impossible to have a densely-defined operator in such a case. However, using the aforementioned holonomy operators and what is commonly known as the 'Thiemann trick' in the literature, one can express the relation [14,15]

$$
\begin{equation*}
\hat{h}^{-1}[\hat{h}, \sqrt{\hat{a}}]=-\frac{1}{2} \hbar \delta \widehat{a^{-1 / 2}} . \tag{1}
\end{equation*}
$$

In this definition, $\hat{h}:=\widehat{\exp \left(i \delta p_{a}\right)}$, for the momentum, $p_{a} \propto \dot{a}$, conjugate to the scale factor $a$, is precisely a $S U(2)$-valued holonomy operator mentioned previously. Using the usual properties of a commutator, it is clear from this relation that one can have an operator, whose classical limit is some inverse power of the scale factor on the RHS although we do not require any inverse operator on the LHS [16,17]. Using this, one gets rid of the singular behaviour of any function which contains some inverse power of $a$ due to the replacement by these aforementioned inverse-triad corrections. Once again, their form for minisuperspace cosmologies is rather simple, as shall be explicitly demonstrated later.

Let us briefly summarize our main result. Conceptually, at least in the cosmological constant case, the main effect of the LQC quantum-geometry corrections lies in the small- $a$ behaviour of the Euclidean

[^53]LQC instantons. As shall be demonstrated, due to the inverse-triad corrections, the LQC-modified Friedmann equation is such that the solution tails off to zero at the symmetry point of the theory. The geometry of the LQC instanton will emerge to be quite different from the original Hartle-Hawking proposal with an infinitely stretched tail in Euclidean time; however, their topology remains the same. Moreover, such an infinitely long tail of the instanton (in imaginary time) is not an inherent problem since the only meaningful physical quantity is the probability of nucleation which remains finite for this system. The interesting fact is the quantum-geometry regularization is such that this tail closes the geometry in a regular way without requiring any additional fine-tuning even though the field equations are heavily modified in LQC. This is suggestive of the fact that the no-boundary proposal is robust and, if anything, such a necessary tail-off of LQC instantons to zero points towards it being more natural in the presence of quantum-geometry corrections.

## 2. The Hartle-Hawking Proposal Revisited

In this section, we first briefly review the geometry of the no-boundary instantons in Einstein gravity. In the process, we also fix our notation for the rest of the paper.

### 2.1. The Wheeler-de Witt Equation and Boundary Conditions

Let us consider Einstein gravity with a scalar field

$$
\begin{equation*}
S=\int \sqrt{-g} \mathrm{~d} x^{4}\left[\frac{\mathcal{R}}{16 \pi}-\frac{1}{2}(\nabla \phi)^{2}-V(\phi)\right] \tag{2}
\end{equation*}
$$

In this paper, we shall exclusively focus on a minisuperspace cosmological model [18]

$$
\begin{equation*}
\mathrm{d} s^{2}=\sigma^{2}\left[-N^{2}(t) \mathrm{d} t^{2}+a^{2}(t) \mathrm{d} \Omega_{3}^{2}\right] \tag{3}
\end{equation*}
$$

where $\sigma^{2}=2 / 3 \pi$ is some normalization constant ${ }^{2}$. Throughout this paper, we shall work with a closed $k=1$ FLRW cosmology, as is typically required for the Hartle-Hawking proposal ${ }^{3}$. By assuming the slow-roll limit $\dot{\phi} \approx 0$, the Lagrangian can be simplified as

$$
\begin{equation*}
\mathcal{L}=\frac{1}{2} N\left[a\left(1-\frac{\dot{a}^{2}}{N^{2}}\right)-\bar{V} a^{3}\right] \tag{4}
\end{equation*}
$$

where $\bar{V}=16 \mathrm{~V} / 9$. From this, one can get the conjugate momentum $p_{a}=-a \dot{a} / N$. The Hamiltonian $\mathcal{H}$ is obtained by the usual Legendre transform

$$
\begin{equation*}
\mathcal{L}=p_{a} \dot{a}-N \mathcal{H}, \tag{5}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{H}=-\frac{1}{2}\left[\frac{p_{a}^{2}}{a}+a-\bar{V} a^{3}\right] . \tag{6}
\end{equation*}
$$

[^54]On quantization, by replacing $p_{a}=-i(\mathrm{~d} / \mathrm{d} a)$, one gets the Wheeler-de Witt equation for the wave function of the scale factor

$$
\begin{equation*}
\left[\frac{\mathrm{d}^{2}}{\mathrm{~d} a^{2}}+\frac{\gamma}{a} \frac{\mathrm{~d}}{\mathrm{~d} a}-U(a)\right] \psi(a)=0 \tag{7}
\end{equation*}
$$

where $\gamma$ is a constant due to the ambiguity in operator-ordering and

$$
\begin{equation*}
U(a)=a^{2}\left(1-\bar{V} a^{2}\right) \tag{8}
\end{equation*}
$$

In the semi-classical regime, the ambiguity due to operator ordering is not that important and can be ignored in a first approximation [18]. It is straightforward to see that the behavior of the system in the classically allowed region $U<0$ (hence, $a>1 / \sqrt{V}$ ) and in the classically forbidden region $U>0$ (hence, $a<1 / \sqrt{\bar{V}}$ ) are different. For the classically allowed region, the solution is essentially oscillatory and can be a superposition of in-going and out-going modes; for the classically forbidden region, the solution is a superposition of exponentially growing and decaying modes.

In order to extract a specific solution from these general solutions, one needs to impose boundary conditions. However, quantum cosmology is a closed system in which a set of boundary conditions cannot be determined by the environment external to the setup as is the normal practice. In general, there is no fundamental principle to assign all the boundary conditions necessary to specify the wave function of the universe $\Psi$. At best, the general consensus is that these boundary conditions need to be supplied as additional fundamental laws of nature. There are two famous, mathematically consistent wavefunctions corresponding to the following boundary conditions:

1. The Hartle-Hawking proposal [2]—If we choose the exponentially growing mode for $a<1 / \sqrt{\bar{V}}$, then the wave function becomes a superposition of in-going and out-going modes for $a>1 / \sqrt{\bar{V}}$.
2. The tunneling proposal [19]—If we choose the out-going mode for $a>1 / \sqrt{\bar{V}}$, then the wave function becomes a superposition of growing and decaying modes for $a<1 / \sqrt{\bar{V}}$.

The probability of the universe nucleating from 'nothing' mainly depends on the contribution from the classically disallowed (hence, quantum) regime. Therefore, the (leading-order contribution to the) probability distribution is approximately

$$
\begin{equation*}
P(a, \phi) \simeq \exp \left( \pm \frac{3}{8 V(\phi)}\right) \tag{9}
\end{equation*}
$$

where + corresponds to the Hartle-Hawking wavefunction, and - to the tunneling wavefunction, respectively.

### 2.2. Euclidean Path Integral

Since there is no fundamental principle to choose a boundary condition for the universe in general, we can look towards the path integral quantization for some guidance. In this paper, we shall take this route of quantizing gravity in the path integral formulation instead of the canonical one outlined above. We believe this is the most elegant presentation of the original Hartle-Hawking proposal [2] and shall, therefore, stick to it for the LQC-modified case [1]. However, as an aside, we note that the Wheeler-de Witt equation mentioned above transforms into a "difference" equation (of finite step-size) in LQC resulting from a modified Hamiltonian constraint on a non-separable Hilbert space arising in the theory. It is completely natural to ask if one might impose boundary conditions analogous to the ones mentioned above for this difference equation in a canonical quantization [20]. We are currently investigating if it is possible to impose the no-boundary conditions on the (minisuperspace of the) wave function in order to solve the difference equation in LQC.

Between two hypersurfaces (which take given values of the 3-metric and scalar field specified on it) at the initial boundary $\left(h_{\mathrm{i}}, \phi_{\mathrm{i}}\right)$ and the final one $\left(h_{\mathrm{f}}, \phi_{f}\right)$, the (Feynmann) propagator is given by

$$
\begin{equation*}
\Psi\left[h_{\mathrm{f}}, \phi_{\mathrm{f}} ; h_{\mathrm{i}}, \phi_{\mathrm{i}}\right]=\int \mathcal{D}[g] \mathcal{D}[\phi] e^{i S[g, \phi]} \tag{10}
\end{equation*}
$$

where we sum over all geometries, allowing for topology-changes, which have the specified initial and final boundaries. This integration is highly-oscillatory and ill-defined, and it was hoped that its convergence properties can perhaps be improved on introducing a Wick-rotation to Euclidean time $\mathrm{d} t=-i \mathrm{~d} \tau$, as is often done in standard quantum field theories,

$$
\begin{equation*}
\Psi_{0}\left[h_{\mathrm{f}}, \phi_{\mathrm{f}} ; h_{\mathrm{i}}, \phi_{\mathrm{i}}\right]=\int \mathcal{D}[g] \mathcal{D}[\phi] e^{-S_{\mathrm{E}}[g, \phi]}, \tag{11}
\end{equation*}
$$

where now we sum over all Euclidean geometries and corresponding field combinations with the given boundaries (left of Figure 1). For usual quantum field theories, this corresponds to the ground state wavefunction. Although there is no straightforward way to define the ground state in quantum gravity (since the action is unbounded from below), but Hartle and Hawking proposed that the above form of the Euclidean path integral may correspond to the ground state wavefunction of the universe.


Figure 1. Left: Euclidean path integral that connects from the initial state to the final state. Right: If two states are disconnected at the Euclidean manifold, one can consider a wave function for the only final state.

Let us further assume that the intermediating Euclidean geometries between the initial and final boundaries are disconnected (right of Figure 1). Especially, if we consider a closed universe (i.e., $k=+1$ FLRW cosmology), then the wavefunction remains well-defined if we remove the initial boundary

$$
\begin{equation*}
\Psi_{0}\left[h_{\mathrm{f}}, \phi_{\mathrm{f}}\right]=\int \mathcal{D}[g] \mathcal{D}[\phi] e^{-S_{\mathrm{E}}[g, \phi]} \tag{12}
\end{equation*}
$$

This unique boundary condition has been given the so-called nickname no-boundary proposal, because it has no initial boundary.

There is a lot of justifiable controversy whether this Euclidean path integral is a good approximation of the original Lorentzian path integral or not [21-27]. However, this no-boundary proposal, defined as an Euclidean path integral, is attractive because of several nice properties it possesses.

- The Euclidean path integral can be interpreted as the partition function of a thermal system [28]

$$
\begin{equation*}
\mathrm{Z}=\operatorname{Tr} \exp (-\beta \hat{\mathcal{H}})=\int \mathcal{D}[g] \mathcal{D}[\phi] e^{-S_{\mathrm{E}}[g, \phi]} \tag{13}
\end{equation*}
$$

where $\hat{\mathcal{H}}$ is the quantum Hamiltonian of the system and $\beta$ is the inverse of the Hawking temperature. The right-hand side can be evaluated in the steepest-descent approximation as

$$
\begin{equation*}
Z=\exp (-\beta \mathcal{F}) \simeq \exp \left(+\frac{3}{8 V_{0}}\right)=e^{\mathcal{A} / 4} \tag{14}
\end{equation*}
$$

where $\mathcal{F}=E-T \mathcal{S}$ is the Helmholtz free energy, $E$ and $\mathcal{S}$ being energy and entropy of the system, respectively. Here, $\mathcal{A}$ is the area of the cosmological horizon. Since the ADM energy $E$ is zero for dS space, we can consistently recover the Bekenstein-Hawking entropy formula $\mathcal{S}=\mathcal{A} / 4$. This reveals that the Euclidean path integral is consistent with the expected thermodynamic properties of gravity.

- Building on this result, one may consider other semi-classical effects in dS space as well. The classical (Lorentzian) equation of motion for a scalar field on a fixed dS background is given by

$$
\begin{equation*}
\ddot{\phi}=-3 H \dot{\phi}-V^{\prime}, \tag{15}
\end{equation*}
$$

where $H=\dot{a} / a$. On inserting random 'white noise' in the slow-roll limit as a thermal effect due to Hawking temperature, one obtains the Langevin equation [29,30]

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \phi=-\frac{V^{\prime}}{3 H}+\frac{H^{3 / 2}}{2 \pi} \xi(t), \tag{16}
\end{equation*}
$$

where one imposes the white noise conditions:

$$
\begin{align*}
\langle\xi(t)\rangle & =0  \tag{17}\\
\left\langle\xi(t) \xi\left(t^{\prime}\right)\right\rangle & =\delta\left(t-t^{\prime}\right) \tag{18}
\end{align*}
$$

Then, the probability to have the field value $\phi$ at $t$ will follow the Fokker-Planck equation [31]

$$
\begin{equation*}
\frac{\partial P(\phi, t)}{\partial t}=\frac{2 \sqrt{2}}{3 \sqrt{3 \pi}} \frac{\partial}{\partial \phi}\left[V^{3 / 4}(\phi) \frac{\partial}{\partial \phi}\left(V^{3 / 4}(\phi) P(\phi, t)\right)+\frac{3 V^{\prime}(\phi)}{8 V^{1 / 2}(\phi)} P(\phi, t)\right] \tag{19}
\end{equation*}
$$

while the probability to have the field value initially $\chi$ at $t=0$ will follow the equation

$$
\begin{equation*}
\frac{\partial P(\phi, t \mid \chi)}{\partial t}=\frac{2 \sqrt{2}}{3 \sqrt{3 \pi}}\left[V^{3 / 4}(\chi) \frac{\partial}{\partial \chi}\left(V^{3 / 4}(\chi) \frac{\partial P(\phi, t \mid \chi)}{\partial \chi}\right)-\frac{3 V^{\prime}(\chi)}{8 V^{1 / 2}(\chi)} \frac{\partial P(\phi, t \mid \chi)}{\partial \chi}\right] \tag{20}
\end{equation*}
$$

In the static limit, a solution that satisfies both of these equations is given by

$$
\begin{equation*}
P(\phi, t \mid \chi) \sim V^{-3 / 4}(\phi) \exp \left[\frac{3}{8 V(\phi)}-\frac{3}{8 V(\chi)}\right] \tag{21}
\end{equation*}
$$

We can interpret this as the tunneling probability of a homogeneous part of a universe that tunnels from the field value $\chi$ to $\phi$ via stochastic quantum fluctuations when the wavelength is of the order of the Hubble radius.

This wave function is consistent with the Euclidean path integral approximated by the Hawking-Moss instantons [32,33]. On further normalizing the initial boundary, one can obtain the no-boundary wave function. Therefore, we can conclude that the Euclidean path integral
describes the stationary limit, or thermal equilibrium, of quantum fluctuations of the Hubble-scale wavelength modes consistently, whereas in many situations, such a thermal equilibrium is coincident with the ground state of the system [30].

The above physical motivations are reason enough to investigate and apply the Euclidean path integral with the no-boundary condition as the wavefuntion of the universe, not only due to its mathematical simplicity but also due to its self-consistency in the low-energy limit with quantum field theory in curved spacetime.

### 2.3. Semiclassical Approximation: Instanton Solutions

One can calculate the Euclidean path integral in the saddle-point approximation by using Euclidean on-shell solutions, or so-called instantons, as

$$
\begin{equation*}
\int \mathcal{D}[g] \mathcal{D}[\phi] e^{-S_{\mathrm{E}}[g, \phi]} \simeq \sum_{\text {instanton }} e^{-S_{\mathrm{E}}^{\text {instanton }}} \tag{22}
\end{equation*}
$$

The on-shell solution in pure dS space, on imposing the no-boundary condition $a(0)=0$, becomes regular to give

$$
\begin{equation*}
a(\tau)=\frac{1}{H_{0}} \sin \left(H_{0} \tau\right) \tag{23}
\end{equation*}
$$

where $H_{0}^{2}=8 \pi \bar{V} / 3$. This solution reveals that at the $a(0)=0$ ("South Pole") point, we need to impose the condition $\dot{a}=1$ from the Hamiltonian constraint.

Inserting this solution, one can evaluate the Euclidean action. In the phase space formulation, the action takes the form

$$
\begin{equation*}
S_{\mathrm{E}}=\int \mathrm{d} \tau \mathcal{L}=\int \mathrm{d} \tau\left(p_{a} \dot{a}+p_{\phi} \dot{\phi}-N \mathcal{H}\right) . \tag{24}
\end{equation*}
$$

On plugging the on-shell condition, $\mathcal{H}=0$ is automatically satisfied. Hence,

$$
\begin{equation*}
S_{\mathrm{E}}^{\text {instanton }}=\int \mathrm{d} \tau\left(p_{a} \dot{a}+p_{\phi} \dot{\phi}\right) . \tag{25}
\end{equation*}
$$

This solution can be analytically continued to Lorentzian time for any constant- $\tau$ hypersurface, but after the Wick-rotation, the metric is in general complex-valued except at the $\dot{a}=0$ hypersurface (i.e., $\tau=\pi / 2 H_{0}$, left of Figure 2). If we Wick-rotate on this surface, then the metric becomes (right of Figure 2)

$$
\begin{equation*}
a(t)=\frac{1}{H_{0}} \cosh \left(H_{0} t\right) \tag{26}
\end{equation*}
$$

We give more mathematical details corresponding to this solution in the following section.



Figure 2. Left: A typical time contour over the complex time, where $X=\pi / 2 H_{0}$. Right: Euclidean and Lorentzian manifold along the given time contour.

## 3. Geometry of the Hartle-Hawking Instantons

We give a more detailed derivation of the schematics described for the minisuperspace model in the previous section. The Friedmann equation (or the Hamiltonian constraint) for the $k=1$ FLRW universe, in Euclidean time, is given by

$$
\begin{equation*}
\frac{1}{N^{2}}\left(\frac{\mathrm{~d} a}{\mathrm{~d} \eta}\right)^{2}=\frac{8 \pi}{3} \frac{a^{2}}{N^{2}}\left(\frac{\mathrm{~d} \phi}{\mathrm{~d} \eta}\right)^{2}-1+\left(\frac{\Lambda}{3}+V(\phi)\right) a^{2} \tag{27}
\end{equation*}
$$

where we use the metric $\mathrm{d} s^{2}=N^{2}(\eta) \mathrm{d} \eta^{2}+a^{2}(\eta) \mathrm{d} \Omega_{3}^{2}$ and set $G=1$ throughout ${ }^{4}$. $\eta$ denotes the Euclidean time parameter while reserving $t$ for Lorentzian time, as before. We rewrite the other relevant equation which is the scalar field equation (also, in Euclidean time)

$$
\begin{equation*}
\frac{1}{N^{2}}\left(\frac{\mathrm{~d}^{2} \phi}{\mathrm{~d} \eta^{2}}\right)+\frac{3}{a N}\left(\frac{\mathrm{~d} a}{\mathrm{~d} \eta}\right)\left(\frac{\mathrm{d} \phi}{\mathrm{~d} \eta}\right)-V^{\prime}(\phi)=0 \tag{28}
\end{equation*}
$$

First of all, let us make a gauge choice and fix the lapse function $N=1$. As pointed out in [34], this can be rigorously achieved by introducing the complex variable $\tau(\eta)=\int_{0}^{\eta} \mathrm{d} \eta^{\prime} N\left(\eta^{\prime}\right)$. Given any lapse function, the variable $\tau$ defines a complex contour on the $\tau$-plane. Once we rewrite the above equations in terms of the variable $\tau$, the task of finding the no-boundary instantons is to solve these equations for the pair of complex analytic functions $a(\tau)$ and $\phi(\tau)$, given the appropriate boundary conditions.

The set of equations, in terms of this new variable, can be expressed as

$$
\begin{align*}
\dot{a}^{2}=1-\left(\frac{\Lambda}{3}+V(\phi)+\frac{8 \pi}{3} \dot{\phi}^{2}\right) a^{2} & =: \mathcal{V}(a)  \tag{29}\\
\ddot{\phi}+3 H \dot{\phi}-V^{\prime}(\phi) & =0 \tag{30}
\end{align*}
$$

where a dot refers to a derivative with respect to $\tau$ and the Hubble parameter $H:=\dot{a} / a$. The fact that we can write the RHS of (29) as a function of the scale factor alone is only possible for the simplest case of a massless scalar or a cosmological constant. There is always the Raychaudhuri equation involving the second derivative of $a$ but only two of these three equations are linearly-independent. For our purposes of examining the on-shell Euclidean instantons, required for estimating the path integral by its saddle-points, considering these two equations is sufficient. The usual procedure is to solve the above equations for the 'no-boundary' boundary conditions [35]: $a(0)=0$ and $\dot{\phi}(0)=0$. The first condition is a requirement that the geometry must close in a regular fashion while the second is a necessary condition for keeping the solution for $\phi$ regular as $a \rightarrow 0[7,8]$. It is often customary

[^55]to quote another condition $\dot{a}(0)=1$; however, this is the consequence of the Friedmann equation. In general, requiring that the scale factor and the scalar field take some fixed value on the final surface, $\left(a\left(\tau_{f}\right)=b, \phi\left(\tau_{f}\right)=\chi\right)$, and some fixed value initially, $(a(0)=0, \dot{\phi}(0)=0)$, exhausts all the conditions necessary to give a unique solution. The value of the derivative of the scalar field must be fixed from the scalar field Equation (30) to be zero while the value of the scalar field at the 'South Pole'- $\phi(0)=\phi_{0}$-gives the one-parameter family of instantonic solutions which satisfy the no-boundary proposal [34,35]. Additional tunings are necessary to ensure the classicality of our universe at late-times, the details of which are unimportant for our purposes (see [34,36-38]).

If we take the pure gravity model, in the absence of any scalar field, one can analytically solve for the Euclidean instanton to find that there is a $O(5)$-symmetric solution given by $a(\tau)=$ $\sqrt{3 / \Lambda} \sin (\sqrt{\Lambda / 3} \tau)$ (this is Equation (23) above written in the new normalization). In the presence of a scalar field, one requires that the potential is sufficiently flat, i.e., of the inflationary type, for the solution to be regular. In the case of a slowly varying potential, the solution for $a(\tau)$ is a deformed version of the sine function. However, for the massless scalar field (i.e., in the absence of any potential term at all), there are no compact instantons which would give rise to a nontrivial universe. This is obvious from the fact that in this case, the scalar field is in the "no roll" condition and the energy density of the universe is trivial. However, this scenario, which is beyond the scope of this paper, leads to new solutions for the no-boundary proposal in the presence of LQC corrections [1,39].

Before going on to the LQC instantons, let us revisit the geometry of these Hartle-Hawking instantons in Einstein gravity. (This is schematically shown in the right panel of Figure 1). Restricting to the case of pure gravity is already sufficient to illustrate its salient features. For Lorentzian signatures, one has the usual dS solution of Einstein's equations with a positive cosmological constant as $\mathrm{d} s_{\mathrm{L}}^{2}=-\mathrm{d} t^{2}+a_{\mathrm{L}}^{2}(t) \mathrm{d} \Omega^{2}$, with $a_{\mathrm{L}}(t)=\sqrt{3 / \Lambda} \cosh (\sqrt{\Lambda / 3} t)$ (equivalent to (26) above in the new normalization). To get the $O(5)$ invariant Euclidean instanton from this result, one analytically continues $t$ such that $\tau=\tau_{f}+i t$, where $\tau_{f}$ is the point where $a(\tau)$ reaches its maximum value. In other words, one gets a Lorentzian dS spacetime from a Euclidean hemisphere (right of Figure 2), by matching the two hypersurfaces across the zero-extrinsic curvature ( $\dot{a}=0$ ) 'bounce' surface. The effective potential, $\mathcal{V}(a)$, goes to zero on this surface. Such a sharp transition between a real Euclidean half-sphere and a real Lorentzian part is only possible for the simplest example of a pure cosmological constant considered in this paper. In general, in the presence of an inflationary-type potential, the transition would be in terms of 'fuzzy' Euclidean instantons [34,35], whereby the solutions would be complex in some parts [40-42]. These details, however, are not important for us while focusing near the 'South Pole' to exhibit the general 'shuttle-cock' type shape of the no-boundary instanton in Euclidean gravity.

For the pure dS model, the Friedmann equation, in Euclidean time, takes the form $\dot{a}^{2}=1-\Lambda a^{2} / 3$ which clearly shows that as $a \rightarrow 0$, one gets $\dot{a} \rightarrow 1$. The geometric interpretation of this result goes as follows. The Euclidean 4-metric, possessing the $O(5)$ symmetry, $\mathrm{d} s^{2}=\mathrm{d} \tau^{2}+a^{2} \mathrm{~d} \Omega_{3}^{2}$ has to smoothly close-off in a regular manner into flat space (written in spherical coordinates) $\mathrm{d} s^{2}=\mathrm{d} r^{2}+r^{2} \mathrm{~d} \Omega_{3}^{2}$. For this to happen, one has to identify $a(\tau) \sim \tau$ as $a \rightarrow 0$. This suggests that $\dot{a} \rightarrow 1$ in this limit, as is required from the Hamiltonian constraint. However, as mentioned before, this requirement for the derivative of the scale factor automatically follows from the constraint and is not part of the no-boundary condition.

Let us make one last comment before presenting our new results for the LQC instantons. The no-boundary initial condition is simply that the geometry closes off smoothly, as denoted by $a(0)=0$. This shall be important later on for the LQC instantons. If we try to solve the Friedmann equation, we get the (famous) unique solution (23) only on imposing the no-boundary condition. Of course, choosing the 'initial' point at $\tau=0$ is only for convenience. A priori, there is no need for such a condition to be satisfied by the modified field equations in LQC. However, as we shall show in the LQC case, the initial condition that compact (Euclidean) instantons in LQC go off to $a \rightarrow 0$ is favored
naturally even in the presence of quantum-geometry corrections, at least in the pure gravity case. This is the main result of our work which we shall elaborate on in the following sections.

## 4. No-Boundary Instantons in LQC

In [1], it was shown how the effective LQC action modifies the instantons in the theory even for a simple cosmological constant. Moreover, this leads to slight enhancement of the probability of nucleation of the dS universe from nothing due to the LQC corrections. The general shape of the instanton is reproduced in Figure 2. However, we shall only be interested in the small- $a$ behaviour of this LQC instanton. In particular, what emerges to be intriguing is the infinite tail of the instanton. Although this infinite tail is in Euclidean time, and therefore not physically relevant directly, it does have certain distinguishing features which we shall demonstrate below.

However, before proceeding with the calculations, let us clarify a conceptual issue regarding the path integral formulation of LQC. In LQC, one often introduces 'holonomy' and 'inverse-triad' corrections in the equations of motion in a heuristic manner, adopting a semiclassical approximation. Naively, it might seem that we are also following such a semiclassical 'effective' Hamiltonian as the starting point for our path integral quantization. However, this is not correct. Following [5,6], we first note that the rigorously defined path integral for LQC, in its phase space version, deviates from the usual gravitational path integral in that the paths are weighted by a 'polymerized' action instead of the Einstein-Hilbert one. This is the crucial point for us-the relevant action for the LQC path integral is different than the one in Einstein gravity, and it remembers the effects of quantum-geometry such as holonomy and inverse-triad corrections. So why does it look like we start from the heuristic quantum-corrected equations in LQC? This is due to the subtlety of taking the saddle-point approximation of the LQC path integral. As also discussed in [5,6], the saddle-point approximation of the LQC path integral leads to the so-called 'semiclassical' limit, in which one keeps the 'area-gap' $\left(\alpha \hbar \gamma^{3}\right.$ ) fixed while taking $\hbar \rightarrow 0$ (whereas shrinking the area-gap to zero would lead to the Einstein-Hilbert action starting from the LQC one). Since we shall only be working in the saddle-point approximation in this paper, the resulting equations from the LQC path integral shall indeed be the semiclassical ones. However, this is not an ad hoc choice of including some LQC corrections but rather the result of working in the saddle-point approximation even when starting from the rigorous LQC path integral. We also emphasize that this is the same approximation one usually employs for the Einstein-Hilbert path integral, whereby ignoring the higher loop corrections. We refer the inquisitive reader to [5,6] for details on deriving the path integral for LQC along with more analysis of these subtleties.

In this work, our main novelty would be to impose the no-boundary condition on the LQC path integral thereby necessarily having to consider Euclidean histories, going beyond what exists in the literature [1]. We begin with the modified Friedmann in LQC [43] due to the quantum geometry corrections mentioned in the Introduction.

$$
\begin{equation*}
\dot{a}^{2}=-a^{2}\left(\frac{8 \pi}{3}\right)\left(\frac{f^{2}(a)}{v^{2}(a)}\right)\left[\tilde{\rho}-\rho_{1}\right]\left[\frac{1}{\rho_{c}}\left(\rho_{2}-\tilde{\rho}\right)\right]=: \mathcal{V}_{\mathrm{LQC}}(a), \tag{31}
\end{equation*}
$$

where $\tilde{\rho}$ is the contribution from a positive cosmological constant.

$$
\begin{align*}
\tilde{\rho} & :=\left(\frac{v(a)}{f(a)}\right) \frac{\Lambda}{8 \pi}  \tag{32}\\
\rho_{1} & :=-\rho_{c}\left[\sin ^{2}(\sqrt{\Delta} / a)-\left(1+\gamma^{2}\right) \frac{\Delta}{a^{2}}\right]  \tag{33}\\
\rho_{2} & :=\rho_{c}\left[\cos ^{2}(\sqrt{\Delta} / a)+\left(1+\gamma^{2}\right) \frac{\Delta}{a^{2}}\right] \tag{34}
\end{align*}
$$

where

$$
\begin{align*}
v(a) & :=K\left(\frac{3}{4 \pi \gamma l_{P l}^{2}}\right)^{3 / 2} a^{3} V_{0},  \tag{35}\\
f(a) & : \left.=\left(\frac{1}{2}\right) v(a)|v(a)-1|-|v(a)+1| \right\rvert\,,  \tag{36}\\
K & =\frac{2 \sqrt{2}}{3 \sqrt{3 \sqrt{3}}},  \tag{37}\\
\rho_{c} & =\frac{3}{8 \pi \gamma^{2} \Delta},  \tag{38}\\
\Delta & =2 \sqrt{3} \pi \gamma l_{P l}^{2}, \tag{39}
\end{align*}
$$

with $V_{0}=16 \pi^{2}$. Although we have adhered to the conventions of [43], we have generalized their results by adding in non-perturbative expressions for the inverse-triad corrections.

On first look, the above set of equations look rather complicated due to the different terms involved. Here, $f(a)$ represents the inverse-triad corrections whereas holonomy modifications show up in $\rho_{1}$ and $\rho_{2}$. Importantly, note that due to the presence of the inverse-triad corrections, it is always possible to impose the no-boundary condition $a \rightarrow 0$. However, to gain some intuition into the modified equation, let us begin by setting the holonomy corrections to zero for simplicity. This would be like taking the area gap $\Delta$ to zero. In this limit, $\Delta \rightarrow 0$, we get

$$
\begin{equation*}
\dot{a}^{2}=-a^{2}\left(\frac{\Lambda}{3}\right)\left(\frac{f(a)}{v(a)}\right)+\left(\frac{f(a)}{v(a)}\right)^{2} \tag{40}
\end{equation*}
$$

This is the modified Friedmann equation only in the presence of inverse-triad corrections. It is easy to check that in the large $a \gg 1$ limit, one gets $f(a) \approx v(a)$, and therefore we get back the usual Friedmann equation for a closed universe. However, in the $a \ll 1$ limit, one cannot make such an approximation. Instead, in this limit, we get $f(a) \approx v(a)^{2}$. Our aim in this work is not to solve for those instantons which extremizes the Euclidean path integral but rather to examine its small-a behaviour. Therefore, considering $v(a) \propto a^{3}$ and reinstating the holonomy modifications, we get the leading order term for $a \approx 0$ as

$$
\begin{equation*}
\dot{a}^{2} \sim C a^{2} \tag{41}
\end{equation*}
$$

for some constant $C>0$. To obtain this result, we notice that the leading order term comes from the $\tilde{\rho}^{2}$ term in (31) whereas the remaining terms are subdominant. This is a term which arises only in the quantum-corrected Friedmann equation (there is no term quadratic in the energy density in the classical Friedmann equation). The $\tilde{\rho}^{2}$ term comes with an additional minus sign which leads to a $C>0$. Moreover, note that the dominant contribution in the classical case comes from the curvature term $\left(1 / a^{2}\right)$ whereas that term, contained in $\rho_{1}$, is now sub-dominant. As already argued in the previous section, the essential requirement of the no-boundary condition is the geometry should be closed off in a regular manner and the condition on $\dot{a}$ should follow from the Hamiltonian constraint. In the LQC case, the modified Hamiltonian constraint implies $\dot{a}=0$ instead of 1 . Nevertheless, $\mathcal{V}(a)$ remains regular even in this case.

The above findings for no-boundary instantons in LQC in quite remarkable. In order to appreciate this properly, let us make a few comments. Firstly, note that there was no reason that the modified Friedmann equation have to allow for the $a \rightarrow 0$ limit to be imposed consistently. It could easily have been that this limit is singular in LQC. To illustrate this, let us consider only the holonomy modifications while ignoring the inverse-triad ones. Typically, for the Lorentzian effective trajectories such an approximation is completely justified and valid even near the 'bounce' surface. In this case,
the RHS of (31) has a singular term coming from ' $\rho_{1} \rho_{2}$ ' (proportional to $\Delta^{2}$ ), which is absent in the classical case. However, luckily for us, when one considers Euclidean histories as is required for our case, one cannot ignore the inverse-triad corrections any longer. Secondly, the structure of the modified Friedmann equation is such that the resulting instantons remain regular for all values of $\tau$ even on imposing the no-boundary condition. For a counterexample, imagine if the form of the equation was such that $\dot{a}^{2} \propto a^{n}$ with $n>2$, in that case, the limit $\tau \rightarrow 0$ would have been singular and there would not have been consistent no-boundary instantons in the theory. Moreover, these inverse- $a$ modifications not only play a crucial role in ensuring that the no-boundary condition can be imposed but also modify the geometry of these instantons to distinguish them from the Einstein gravity. It could also have been the case that the inverse- $a$ modifications are such that one still gets the same condition for $\dot{a}$ at the South Pole. In that case, although the explicit solutions of the instantons would have been different, there would have been no difference in the geometry of LQC and Einstein gravity instantons. The quantum-geometry corrections in LQC conspire to ensure that we have no-boundary instantons in the theory with such a geometry that is tapers off to the symmetry point in a novel fashion.

Concretely, the small-a solution for $a$ is given by $a_{0} e^{c \tau}$. Obviously, this implies that the point $\tau=0$ is not a good point to impose the no-boundary condition. Rather both $(a(\tau), \dot{a}(\tau))$ goes to zero as $\tau \rightarrow-\infty$. However, this does not represent any difficulty since this infinite stretching is in Euclidean time and is, thus, not physically relevant directly. This novel feature of LQC instantons can be seen from Figure 3, where the tail of the compact instanton is stretched infinitely, asymptotically tapering off to zero. The tail does contribute to the probability of nucleation of the Lorentzian dS universe, although the path integral and consequently the probability remains finite and well-defined in spite of this infinitely stretched geometry.


Figure 3. Euclidean and Lorentzian manifold with loop quantum cosmology (LQC) corrections.

### 4.1. Numerical Results

We give some sample numerical solutions for the LQC instantons, going beyond the small-a limit, to illustrate our claims regarding their infinite tail. Figures 4 and 5 show a typical shape of the effective potential $\mathcal{V}_{\mathrm{LQC}}(a)$ and its solution $a(\tau)$ for the HR, respectively. This solution demonstrates that the instanton is indeed infinitely stretched (Figure 3). The approximate behavior of the nucleation probability is of the form (Figure 6)

$$
\begin{equation*}
S=-2 S_{\mathrm{E}} \simeq \frac{\mathcal{A}}{4}+c+d \log \mathcal{A}+\ldots \tag{42}
\end{equation*}
$$

with a model dependent positive constant $c$, where $\mathcal{A}=4 \pi a_{\text {max }}^{2}$. As mentioned before, $a_{\text {max }}$ denotes the max value the instanton takes in the Euclidean regime, on which surface we analytically continue to the Lorentzian regime. The above constant $c$ can easily be absorbed away in the normalization of the probability measure and the only relevant correction due to LQC, over the Einstein-Hilbert value, comes from the parameter $d$. This parameter $d$ can be approximately expanded by $d \simeq 8.7 \times l_{P l}^{2} / \gamma$
(Figure 7) in terms of the fundamental parameters—Planck length and Immirzi parameter-of the theory, as shown via numerical reconstruction.


Figure 4. The black curve is an example of $\dot{a}^{2}$ for $\Lambda=1, G=1$, and $l_{P l}=0.1$, where the red dashed curve is the limit of the Einstein gravity with the same $a_{\max }$ that satisfies $\dot{a}_{\max }=0$. Right is the behavior near the $a=0$ limit.


Figure 5. Left: $a(\tau)$ (red dashed curve is the limit of the Einstein gravity). Right: $\log a$ for small $a$ limit. It has an infinitely long throat.


Figure 6. Left: $S_{\mathrm{E}} /\left|S_{\mathrm{E}}^{\mathrm{GR}}\right|$, where for $G=1$, and $l_{P l}=0.1$ by varying $\Lambda$ (equivalently, varying $\Lambda_{\text {eff }} \equiv 1 / a_{\text {max }}^{2}$ ), where $S_{\mathrm{E}}^{\mathrm{GR}}$ is the Euclidean action for the corresponding Einstein limit. Right: $S_{\mathrm{E}}$ for the same parameters.


Figure 7. Left: By varying $l_{P l}$, one can calculate $d \propto l_{P l}^{2}$ numerically. Right: By varying $\gamma$ (with $l_{P l}=0.1$ ), one can see a linear dependence $d \propto 1 / \gamma$. We can numerically conclude that $d \simeq 8.7 \times l_{P l}^{2} / \gamma$.

## 5. Robustness of the No-Boundary Condition

In Einstein gravity, when considering a positive cosmological constant as the only matter source, the only solution which is regular at the South Pole is given by (23). The crucial point here is that one gets this solution for the instanton in Einstein gravity from the (Euclidean) Friedmann equation on imposing the no-boundary condition. Interestingly, as was shown in previous section, the small- $a$ behaviour for the LQC instantons following the modified Friedmann equation is always of the form

$$
\begin{equation*}
a(\tau) \propto e^{C \tau} \tag{43}
\end{equation*}
$$

for some constant $C$. This shows that as $\tau \rightarrow-\infty$, we get $a \rightarrow 0$ implying a natural implementation of the no-boundary condition in LQC instantons, as a result of quantum-geometry regularizations, at least for the simplest case of a cosmological constant. In this sense, this shows that the no-boundary condition is robust and more natural when the Einstein-Hilbert action is augmented by LQG corrections.

The Euclidean instantons, in this pure gravity scenario, are always going to be compact and there is no risk of an Euclidean wormhole forming for some values of the parameter space. This conclusion is true both for Einstein gravity as well as the LQC case. Therefore, one always gets compact Euclidean instantons for the pure dS case in both cases. The overall conceptual picture of the nucleation of the universe from nothing is also the same in both cases. One quantitative difference is due to the modified equations in LQC: The 'bounce' surface ( $\dot{a}=0$ ), as predicted by the effective trajectories of sharply-peaked semiclassical states, in LQC is (slightly) different from the hypersurface joining the Euclidean and Lorentzian parts in Einstein gravity. However, the qualitative behaviour remains the same and this difference is reflected in enhancing the probability of nucleation of the universe manifesting as a next-to-leading-order correction in LQC. As mentioned in [1], these type of terms can also appear in Einstein gravity from going to higher order corrections and there should be a competition between the two terms in LQC-one appearing from radiative corrections and the other from the inherent quantum geometry. It is thus difficult to unambiguously state that LQC enhances the tunneling amplitude for such no-boundary universes.

## 6. Conclusions

It is an old expectation that mathematical consistency alone shall be sufficient to derive the boundary conditions in quantum cosmology [44]. The form of the LQC instantons suggest that it might indeed be possible to identify typical smooth initial conditions due to quantum-geometry corrections. This demonstrates that one of the most fundamental proposal for the initial condition in quantum cosmology can appear naturally in another-LQC-due to putative corrections coming from quantum geometry. The introduction of the no-boundary proposal in LQC has also opened new physical possibilities for the latter. Instead of replacing the big bang singularity with a deterministic
bounce, as is predicted by semiclassical states in some restricted models of LQC, this opens up the opportunity to allow for Euclidean trajectories leading to a bubble nucleation of our universe. The semiclassical saddle-point approximation of the no-boundary proposal is distinct from the semiclassical sharply-peaked states in LQC and therefore the former acts as an example of how a new state can unveil novel features in a well-established theory. At this point, it is difficult to compare the probability of a bounce versus that of tunneling of the universe from nothing. However, the no-boundary proposal also provides a (set of) natural initial conditions for considering inhomogeneous perturbations in LQC leading to effects observable from early-universe cosmology without having to resort to $a d$ hoc choices for the initial state.

Regarding the geometry of no-boundary instantons in LQC, we have demonstrated that the feature of having an infinite tail distinguishes these instantons from the original Hartle-Hawking ones in Einstein gravity. We end our discussion with a few caveats. Firstly, it has been pointed out recently that the Euclidean path integral in gravity is not a good approximation for the original Lorentzian path integral due to several conceptual reasons [21]. However, even if one works with the Lorentzian path integral and applies a different mathematical trick (Pecard-Lefshetz theory) to improve its convergence, the resulting theory typically has runaway perturbations due to the old conformal factor problem in gravity [22-24]. Interestingly, LQC can come to the rescue of the no-boundary proposal [45], written as a Lorentzian path integral, even in this case. However, the main physical effect from LQC responsible for this is 'dynamical signature-change' [46-48], something we have ignored in this work as a first pass. The second caveat is regarding the fact that our discussions were limited to the case of a pure cosmological constant in this paper. Indeed, the more interesting physical scenario is that of having a scalar field in some potential. However, preliminary investigations have already revealed that the solution space of the no-boundary wavefunction is greatly enhanced for such a system in the presence of LQG corrections. Finally, one can ask how physical is the fact that the tail of these instantons are stretched to infinity? As already mentioned, this is only true in Euclidean time and therefore not directly meaningful. However, it might even be possible that for some different gauge choice (i.e., $N \neq 1$ ), one can even avoid such an infinite stretching altogether. Nevertheless, all the interesting effects of having such a geometry as explained in this paper would still be valid in this case. Most importantly, no matter what the gauge choice, the remarkable conclusion that the modified Friedmann equation in LQC not only allows for the no-boundary condition to be imposed, but also somehow makes it more natural, seems to be robust and points towards a new paradigm in quantum cosmology merging these two mainstream approaches.
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#### Abstract

Hypersurface deformation algebra consists of a fruitful approach to derive deformed solutions of general relativity based on symmetry considerations with quantum-gravity effects, of which the linearization has been recently demonstrated to be connected to the DSR program by $\kappa$-Poincaré symmetry. Based on this approach, we analyzed the solution derived for the interior of a black hole and we found similarities with the so-called rainbow metrics, like a momentum-dependence of the metric functions. Moreover, we derived an effective, time-dependent Planck length and compared different regularization schemes.
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## 1. Introduction

Despite tenacious and enduring efforts over many years of research, the dream of quantizing gravity is still far from being accomplished. Various attempts, which seemed particularly promising at their birth, were faced with insurmountable obstacles in the form of several formal complexities [1-7]. In light of this, a more pragmatic approach to the problem of quantum gravity (QG) consisted in looking for simplified (or, better to say, effective) models, able to encode a few characteristics of what we expect to be the theory of QG [3,8-11]. Of course, these models could not provide us with the "final theory", but may capture some key ingredients of QG, optimistically those that may allow us to perform experimental tests needed to guide our intuition as well as the construction of more reliable formal approaches to the problem. Typically, fully fledged QG approaches and more phenomenological models moved along parallel tracks. However, in the last few years, some steps to shorten the gap between these two complementary views have been taken.

Given the complexity and variety of the QG panorama, it is useful and common to divide different approaches in two broad categories: covariant and canonical approaches. The former class is based on the assumption of diffeomorphism invariance, and seems to leave no room for quantum deformations of it. On the other hand, the canonical procedure makes the covariance of general relativity (GR) less evident by construction [12-16] and, indeed, symmetries need to be checked directly by means of the calculation of the Poisson brackets between gravitational constraints. Interestingly, such a procedure has been recently proven to allow for modifications of GR covariance that preserve a certain symmetry structure in a deformed sense $[17,18]$. We feel this could be insightful for the construction of QG models, as well as the relations between different models and, hopefully, also for its phenomenological signatures.

In particular, the approach of canonical loop QG (LQG) [14-16], that counts remarkable accomplishments, such as singularity resolution in various cosmological and black-hole scenarios
and a meaningful space discretization, faces major difficulties in finding quantum realization of the Hamiltonian, difficulties that so far remained unsolved [19-21]. Given that a number of recent analyses [22-25] have tried to circumvent such a problem by constructing canonical effective theories of QG, analogously to what is being done for modified theories of gravity in the study of dark matter or dark energy with several toy models. In this way, one can write modified gravitational constraints (i.e., Hamiltonian density and momenta) which take into account quantum corrections in the form of nonlinear modifications of phase-space variables inspired by the LQG quantization techniques. Remarkably, at least in symmetry-reduced LQG models, it has been shown that modified constraints still form a closed set of Poisson brackets, which is alternatively deformed with respect to the case of Arnowitt-Deser-Misner (ADM) GR [24,26-31]. These first studies, performed within the framework of effective LQG, have attracted renewed interest in the possibility of QG-induced symmetry deformations, and inspired further analyses in other approaches beyond general relativity, namely, the gravity sector of multifractional models [32], a certain class of (minimally) modified theories of gravity in the canonical formulation [9], and finally canonical noncommutative gravity with $\star$-product deformations of algebra [33]. Thus, this gave additional support to claim that QG may require a deformation of GR covariance.

Intriguingly, the possibility of symmetry deformations induced by quantum effects is not something new in the QG research, but rather a recurring idea that, from time to time, has taken different concrete forms in the literature. Most significantly, it is at the core of the class of models that goes under the name of deformed (or doubly) special relativity (DSR), where the Planck length, the characteristic scale of QG physics, is supposed to play the role of a relativistic invariant scale, analogous to the speed of light [34-38]. Concretely, such a proposal has been realized in the studies of noncommutative spacetime geometries where, as a consequence of spacetime noncommutativity, the special relativistic symmetries are modified by Planckian corrections and in some cases, most notably in the so-called $\kappa$-Minkowski geometry, which is the noncommutative spacetime dual to the $\kappa$-Poincaré algebra, $M_{P}$ actually represents a relativistic invariant quantity [39,40]. For the purposes of this work, it is of particular importance that, in the Minkowski limit, LQG-deformed symmetries are consistent with the $\kappa$-Minkowski noncommutative spacetime as shown by one of in Reference [41].

The main importance of the results on covariance derived in modified canonical models is that they may serve to bridge the gap between LQG and observable low-energy physics. In fact, some studies $[42,43]$ have outlined how modified dispersion relations (MDR), i.e., Planck-scale corrections to the on-shell relation, and a reduction of dimensions at the Planck scale [44,45] can be derived from the modified brackets of gravitational constraints. Moreover, the analysis of Reference [46] suggested that the type of modifications introduced in the gravitational constraints affects directly the form of the MDR in such a way that future tests of Planck-scale departures from special relativistic symmetries could hopefully distinguish different theoretical scenarios in the not-too-distant future. Within the context of deformed covariance, another strategy to extract phenomenology could be the computation of effective metrics from the LQG-deformed constraint equations. Such an approach has already proved its richness in the case of loop quantum cosmology where effective Friedmann-Robertson-Walker (FRW) spacetimes allowed researchers to find robust solutions to the singularity problem as in bouncing cosmological models. Very recently, effective line elements for black-hole models have been derived by solving deformed Einstein-like equations implied by the deformed algebra of constraints $[47,48]$. This opens the way to the investigation of semiclassical black-hole solutions with LQG corrections.

In both cases, one has to address the issue of coarse-graining at larger scales (i.e., lower energies) the microscopic texture of the geometry, which at the Planck scale is described nonperturbatively by quantum operators and the associated states on a Hilbert space. It is worth stressing that a satisfactory definition of the (semi-)classical continuum limit has not been accomplished yet by working within the full complexity of LQG formalism. However, several encouraging results have been obtained in the
context of symmetry-reduced models. In those cases, the problem of dynamics is greatly simplified and an analytic expression for the scalar constraint can be found. Then, semiclassical states are defined by peaking around classical trajectories, and it has been shown that these states exponentially dominate the partition function that sums over geometries [49]. Thus, effective models can be eventually considered in analogy with gauge theories defined on a discrete lattice, whereby constraint operators are regularized by some lattice parameter identified with (or close to) Planck length. As a consequence, the continuum limit is automatically obtained once such a regulator is removed.

Here, building on the results of Reference [48], we show that LQG modifications of the black-hole metric can be written as functions of the total radial momentum, thereby introducing an explicit dependence of the metric on Poincare charges as proposed in the approach of rainbow gravity (RG) $[35,36,50-53]$. Such an observation we here put forward to strengthen the lacking synergy between fundamental approaches and phenomenological toy models that can be important in order to both improve our intuition about the formal structures required by QG theory and, at the same time, conceive experimental tests of potential Planck-scale effects.

The paper is organized as follows: in Section 2 we review basics properties of the algebra of gravitational constraints (or HDA) and its deformations from LQG corrections, as well as the modified black-hole solutions derived in Reference [48]. In Section 3 we further analyze this map in order to map the effective metric found in Reference [48] and rainbow metrics. In Section 4 we compare our results with the ones previously found in the literature. Then, we conclude in Section 5.

## 2. Hypersurface Deformation Algebra

In the last decade, one of the most interesting results in LQG has been the emergence of nonclassical spacetime structures from simplified analyses relying on effective field theory models for QG. These departures from smooth classical spacetime manifolds can be meaningfully traced back to quantum modifications of so-called hypersurface deformation algebra (HDA). In classical Hamiltonian $G R$, the HDA is given by the following set of Poisson brackets [12,13]:

$$
\begin{array}{r}
\left\{D\left[M^{a}\right], D\left[N^{a}\right]\right\}=D\left[\mathcal{L}_{\vec{M}} N^{a}\right], \\
\left\{D\left[N^{a}\right], H[M]\right\}=H\left[\mathcal{L}_{\vec{N}} M\right],  \tag{1}\\
\{H[M], H[N]\}=D\left[h^{a b}\left(M \partial_{b} N-N \partial_{b} M\right)\right],
\end{array}
$$

which encodes covariance in the Hamiltonian formulation of classical GR. Here, $D\left[M^{a}\right]$ is the momentum (or spatial) constraint that generates deformations along the three-dimensional hypersurfaces by an amount $M^{a}$ (with $a=1,2,3$ ), while $H[N]$ is the Hamiltonian (or time) constraint responsible for translations along the normal direction to these hypersurfaces; finally, $h^{a b}$ are the components of the inverse three metrics. More precisely, given a generic phase-space function $f\left(h_{i j}, \pi^{i j}\right), \pi^{i j}$ being the gravitational momentum conjugate to the metric, one has that:

$$
\begin{equation*}
\delta_{\vec{M}} f\left(h_{i j}, \pi^{i j}\right)=\left\{f\left(h_{i j}\right), D[\vec{M}]\right\}, \quad \delta_{N} f\left(h_{i j}\right)=\left\{f\left(h_{i j}, \pi^{i j}\right), H[N]\right\} . \tag{2}
\end{equation*}
$$

The search for a quantum version of gravitational constraints represents the main objective of the approach known as canonical quantum gravity and, so far, has not been conclusive. However, in spite of the fact that full quantum theory is not available (mainly due to renowned difficulties in the regularization of the Hamiltonian operator), consistency relations implied by the desire to preserve spacetime symmetries can be used to identify an effective formulation of LQG where a consistent set of closed Poisson brackets can be found by introducing restricted and simplified correction functions into the Hamiltonian, which are inspired by the LQG quantization technique (see e.g., Reference [54] and references therein).

Therefore, the first step consists of correcting the classical scalar and diffeomorphism constraints with possible modifications motivated by LQG. There is a certain degree of arbitrariness in the specific
choice of these correction functions, greater than what is commonly acknowledged, and this will be discussed in some detail later on (see also Reference [46]). Nonetheless, we can fairly divide them into two broad classes: inverse triad and holonomy corrections. Here, we consider only the latter type of quantum (or, better to say, semiclassical) contributions. They can be motivated by the fact that holonomies of Ashtekar connections are the basic LQG variables and, at the effective level, can be taken into account by replacing the mean connection by a periodic function in the Hamiltonian constraint. The former are the inverse-triad corrections that come from terms in the Hamiltonian constraint that cannot be quantized directly, but only after being re-expressed as a Poisson bracket, a procedure that is usually referred to as the Thiemann trick for the quantization of $H[N]$ [55]. However, as we already said, they are not contemplated here. One then works with (modified) classical phase-space functionals that can be understood as the result of the evaluation of a distribution-valued operator over an orthonormal basis in terms of spin-network states that span the Hilbert space. These quantum corrections may or may not spoil the symmetry of classical theory under diffeomorphisms. Indeed, one has to prove that the quantum-corrected constraints form a closed algebra, thereby eliminating the same number of spurious degrees of freedom as in the classical theory given their role of generators of gauge transformations. This poses the issue of anomaly freedom, which is the focus of the so-called deformed-algebra approach to (effective) LQG [24,26-31,56,57]. The goal consists of introducing these effective quantum corrections into the classical gravitational constraints and then computing the Poisson brackets between them in order to check the compatibility with the symmetry under diffeomorphism. A closure of the HDA despite the presence of holonomy corrections would imply that symmetries are preserved, and it could be regarded as a strong hint that LQG is not anomalous. On the other hand, any kind of modifications to the brackets (1) could signal that diffeomorphism transformations are deformed due to "quantum" effects.

In particular, one starts from polymerizing the angular extrinsic curvature component:

$$
\begin{equation*}
K_{\phi}^{2} \rightarrow h\left(K_{\phi}\right)=\frac{\left[\sin \left(\rho K_{\phi}\right)\right]^{2}}{\rho^{2}} \tag{3}
\end{equation*}
$$

where $\rho$ is related to some scale, usually $\ell_{P}$, as suggested, for instance, by the discrete spectrum of the area operator ( $\rho$ is proportional to the square root of the minimum eigenvalue, or the 'area gap' from LQG) or on the size of the loop considered for the definition of holonomies. Clearly, the classical regime is recovered in the limit $\rho \longrightarrow 0 .{ }^{1}$ The above Substitution (3) can be justified as follows. In quantum theory, there is no well-defined operator corresponding to the Ashtekar-Barbero connection $A_{a}^{i}$ on the LQG kinematical Hilbert space. Instead, in the loop representation, a well-defined object is the holonomy operator that is defined as parallel transport of the connection:

$$
\begin{equation*}
h_{\alpha}(A)=\mathcal{P} \exp \left(\int_{\alpha} \dot{e}^{a} A_{a}^{i} \tau_{i}\right) \tag{4}
\end{equation*}
$$

where $\mathcal{P}$ is the path-ordering operator and $\dot{e}^{a}$ is the three-vector tangent to the curve $\alpha$. For our analysis, of particular interest are the holonomies of connections along homogeneous directions, which simplify as [25]:

$$
\begin{equation*}
h_{j}(A)=\exp \left(\mu A \tau_{j}\right)=\cos (\mu A) \mathbb{I}+\sin (\mu A) \sigma_{j} \tag{5}
\end{equation*}
$$

and do not require a spatial integration, since they transform as scalars. In fact, so far, one knows only how to implement (local) holonomy corrections for connections along homogeneous directions

[^56](for a negative result concerning implementation of nonlocal (extended) holonomy corrections in spherical symmetry, see Reference [58]). In our case, this is given by $\gamma K_{\phi}\left(=A_{\phi} \cos \alpha\right)$ :
\[

$$
\begin{align*}
h_{\phi}(r, \mu) & =\exp \left(\mu A_{\phi} \cos \alpha \Lambda_{\phi}^{A}\right) \\
& =\cos \left(\mu \gamma K_{\phi}\right) \mathbb{I}+\sin \left(\mu \gamma K_{\phi}\right) \Lambda \tag{6}
\end{align*}
$$
\]

In order to see how Replacement (3) is implied by Equation (6) one must take into account that the scalar constraint is quantized by utilizing the Thiemann trick $\sqrt{E^{r}} \propto\left\{K_{\phi}, V\right\}$ (where $V$ is the volume), whose quantum version contains the commutator $h_{\phi}\left[h_{\phi}^{-1}, \widehat{V}\right]=h_{\phi} h_{\phi}^{-1} \widehat{V}-\widehat{V} h_{\phi}^{-1} \widehat{V} h_{\phi}$. (This is equivalent to regularizing the curvature of the connection by holonomies, with the minimum area being the 'area gap' from LQG.) Using Equation (6) one can easily see that products of holonomies are given by cosine and sine functions of $K_{\phi}$. Finally, it turns out that the resulting quantum or 'effective' (since we are going to ignore operator ordering issues by working in a semiclassical setting, as they are not crucial to our goals) scalar constraint could be obtained simply making the replacement of Equation (3). This justifies the following form of effective Hamiltonian constraint $H^{Q}$ :

$$
\begin{equation*}
H^{Q}[N]=-\frac{1}{2 G} \int_{B} d r N\left[\frac{\left[\sin \left(K_{\phi} \rho\right)\right]^{2}}{\rho^{2}} E^{\phi}+2 K_{r} \frac{\sin \left(K_{\phi} \rho\right)}{\rho} E^{r}+\left(1-\Gamma_{\phi}^{2}\right) E^{\phi}+2 \Gamma_{\phi}^{\prime} E^{r}\right] . \tag{7}
\end{equation*}
$$

On the other hand, the diffeomorphism constraint remains undeformed, since spatial diffeomorphism invariance translates into vertex-position independence in LQG, which is implemented directly at the kinematical level by unitary operators generating finite transformations ${ }^{2}$. As aforementioned, the crucial point of the deformed algebra approach is to ensure that the resulting algebra of constraints remains consistent so that Poisson brackets between quantum-corrected constraints are proportional to a quantum-corrected constraint. Such a procedure has to be performed "off-shell", i.e., before the quantum-corrected equations have been solved. In the case of gravity, this is the only way to guarantee that quantum theory is fully consistent. With a rather straightforward but lengthy calculation, one can show that gravitational constraints with LQG corrections close the algebra nonpertubatively. Particularly remarkable is the fact that, at least for symmetry-reduced cases, there is a unique solution to the anomaly freedom problem. In fact, the full deformed HDA is given by [24,26-29]:

$$
\begin{array}{r}
\left\{D\left[M^{a}\right], D\left[N^{a}\right]\right\}=D\left[\mathcal{L}_{\vec{M}} N^{a}\right], \\
\left\{D\left[N^{a}\right], H^{Q}[M]\right\}=H^{Q}\left[\mathcal{L}_{\vec{N}} M\right],  \tag{8}\\
\left\{H^{Q}[M], H^{Q}[N]\right\}=D\left[\beta h^{a b}\left(M \partial_{b} N-N \partial_{b} M\right)\right] .
\end{array}
$$

Thus, these modifications amount to a deformation of the brackets closed by the gravitational constraints that generate space and time gauge transformations. Specifically, only the Poisson bracket involving two Hamiltionain constraints is modified by the presence of a deformation function that depends on the phase-space variables, i.e., $\beta=\beta\left(h_{i j}, \pi^{i j}\right)$ (or, equally, $\beta=\beta\left(A_{i}^{a}, E_{b}^{j}\right)$ ), whose particular form depends on the specific holonomy corrections considered, as well as on the symmetry reductions implemented and so forth.

The angular component of extrinsic curvature $K_{\phi}$ can be consistently quantized and produces the above result. To see that, we have to briefly introduce the spherically symmetric reduction of Hamiltonian gravity in Ashtekar-Barbero variables (see e.g., Reference [60]) in the presence of LQG deformations. In this case, ADM foliation [13] allows a decomposition of the spacetime manifold

[^57]as $\mathcal{M}=\mathbb{R} \times \Sigma=\mathcal{M}_{1+1} \times S^{2}$, where $\mathcal{M}_{1+1}$ is a two-dimensional manifold spanned by $(t, r)$ and $S^{2}$ stands for the two-sphere. Given that, the line element reads:
\[

$$
\begin{equation*}
d s^{2}=-N^{2} d t^{2}+h_{r r}\left(d r+N^{r} d t\right)^{2}+h_{\theta \theta}\left[d \theta^{2}+(\sin (\theta))^{2} d \phi^{2}\right], \tag{9}
\end{equation*}
$$

\]

where the shift vector is purely radial, i.e., $N^{i}=\left(N^{r}, 0,0\right)$, due to spherical symmetry, and, consequently, we are left only with radial diffeomorphisms generated by $D\left[N^{r}\right]=\int d r N^{r} \mathcal{H}_{r}$ (where $\mathcal{H}_{r}$ is the only nonvanishing component of the momentum density) and time transformations, generated by $H[N]=\int d r N \mathcal{H}$ (where $\mathcal{H}$ is the Hamiltonian density). The components of the spatial metric ( $h_{r r}, h_{\theta \theta}$ ) can be written in terms of rotationally invariant densitized triads that are given by:

$$
\begin{equation*}
E=E_{i}^{a} \tau^{i} \frac{\partial}{\partial x^{a}}=E^{r}(r) \tau_{3} \sin \theta \frac{\partial}{\partial r}+E^{\phi}(r) \tau_{1} \sin \theta \frac{\partial}{\partial \theta}+E^{\phi}(r) \tau_{2} \frac{\partial}{\partial \phi}, \tag{10}
\end{equation*}
$$

where $\tau_{j}=-\frac{1}{2} i \sigma_{j}$ represent $S U(2)$ generators. The densitized triads are canonically conjugate to the extrinsic curvature components, which, in the presence of spherical symmetry, are conveniently described as follows:

$$
\begin{equation*}
K=K_{a}^{i} \tau_{i} d x^{a}=K_{r}(r) \tau_{3} d r+K_{\phi}(r) \tau_{1} d \theta+K_{\phi}(r) \tau_{2} \sin \theta d \phi \tag{11}
\end{equation*}
$$

As a result, the components of the three metrics are:

$$
\begin{equation*}
h_{\theta \theta}=E^{r}(r), \quad h_{r r}=\frac{\left(E^{\phi}(r)\right)^{2}}{E^{r}(r)} \tag{12}
\end{equation*}
$$

At this point, one can show that the bracket $\left\{H^{Q}[N], H^{Q}[M]\right\}$ in Equation (8) reads:

$$
\begin{equation*}
\left\{H^{Q}[N], H^{Q}[M]\right\}=D\left[\beta\left(\rho K_{\phi}\right) \frac{E^{r}}{\left(E^{\phi}\right)^{2}}\left(N \partial_{r} M-M \partial_{r} N\right)\right], \tag{13}
\end{equation*}
$$

where $\beta$ is related to the second derivative of the holonomy-correction function, i.e., $\beta=h^{\prime \prime} / 2$. In particular, for the simplest case including only local holonomy corrections as in Equation (3) (see also References [61,62] for a detailed construction and the related discussion), with $\gamma \in \mathbb{R}$ and $j=1 / 2$, deformation $\beta$ takes the form:

$$
\begin{equation*}
h=\frac{\left[\sin \left(\rho K_{\phi}\right)\right]^{2}}{\rho^{2}} \Longrightarrow \beta=\cos \left(2 \rho K_{\phi}\right) \tag{14}
\end{equation*}
$$

However, more complicated expressions are possible and are discussed in the next section. As shown explicitly in Reference [48], given the modified HDA, one can then obtain Einstein-like equations of motion with LQG corrections from

$$
\begin{equation*}
\dot{F}=\left\{F, H^{Q}[N]+D\left[M^{r}\right]\right\}, \tag{15}
\end{equation*}
$$

with $F=\left(E^{r}, E^{\phi}, K_{\phi}, K_{r}\right)$. For instance, the equations of motion for the two independent triads, extrinsic curvature $K_{\phi}$, and the Hamiltonian constraint (that can be used to find $K_{r}$ ) are:

$$
\begin{array}{r}
\dot{E}^{r}=N \sqrt{E^{r}} h^{\prime}\left(K_{\phi}\right)+M^{r} \partial_{r} E^{r}, \\
\dot{E}^{\phi}=\frac{N}{2}\left(\sqrt{E^{r}} K_{r} h^{\prime \prime}\left(K_{\phi}\right)+\frac{E^{\phi}}{\sqrt{E^{r}}} h^{\prime}\left(K_{\phi}\right)\right)+\partial_{r}\left(M^{r} E^{\phi}\right),  \tag{16}\\
\dot{K}_{\phi}=-\frac{N}{2 \sqrt{E^{r}}}\left[1+f\left(K_{\phi}\right)\right], \\
h^{\prime}\left(K_{\phi}\right) E^{r} K_{r}+\left(1+h\left(K_{\phi}\right)\right) E^{\phi}=0 .
\end{array}
$$

In Reference [48], the above LQG-corrected Einstein equations have been solved explicitly for the interior of a static black hole. The solutions for the triads read:

$$
\begin{equation*}
E^{r}=t^{2}, \quad E^{\phi}=\frac{r_{S}}{2} \frac{h^{\prime}\left(K_{\phi}\right)}{1+h\left(K_{\phi}\right)} \tag{17}
\end{equation*}
$$

and that of the extrinsic curvature $K_{\phi}$ is:

$$
\begin{equation*}
h\left(K_{\phi}\right)=\frac{r_{s}}{t}-1 . \tag{18}
\end{equation*}
$$

where $r_{S}$ is the Schwarzschild radius. ${ }^{3}$ Finally, the LQG-modified line element is:

$$
\begin{equation*}
d s^{2}=-\frac{1}{F(t)} d t^{2}+F(t) d r^{2}+t^{2} d \Omega^{2} \tag{19}
\end{equation*}
$$

with

$$
\begin{equation*}
F(t)=\left(\left.2 \frac{d h^{-1}}{d x}\right|_{x=\frac{r_{S}}{t}-1}\right)^{-2} \tag{20}
\end{equation*}
$$

## 3. Effective Rainbow Metric

In general, one has as the solution a deformed metric that depends on the spacetime co-ordinates and on deformation parameter $\rho$. However, recently, deformation function $h\left(K_{\phi}\right)$ gained a different role. It was shown that such a function, in fact, deforms the Lorentz algebra of the spacetime found in the flat version of the HDA described above (see Reference [41] and references therein. See also Reference [42] for a different analysis leading to similar outcomes, i.e., deformed Poincaré symmetries in the Minkowski limit of (8)).

For our purposes, it is of pivotal importance to find a way to write $\beta$ in terms of symmetry generators (see also References [41-43]) and, to this end, it is valuable to notice that observables of the Brown-York momentum [63],

$$
\begin{equation*}
P=2 \int_{\partial \Sigma} d^{2} z v_{b}\left(n_{a} \pi^{a b}-\bar{n}_{a} \bar{\pi}^{a b}\right), \tag{21}
\end{equation*}
$$

can be identified by extrinsic curvature components. In Equation (21), we have that $v_{a}=\partial / \partial x^{a}$, $n_{a}$ is the conormal of the boundary of spatial region $\Sigma$, and $\pi^{a b}$ plays the role of gravitational momentum (while the overbarred symbols in the above equation are the same functions but evaluated at the boundary). From this, it is possible to establish that the radial Brown-York momentum $P_{r}$ is related to extrinsic curvature component $K_{\phi}$ in the following way (see, e.g., Reference [43])

$$
\begin{equation*}
P_{r}=-\frac{K_{\phi}}{\sqrt{\left|E^{r}\right|}} \tag{22}
\end{equation*}
$$

The flat case was discussed in Reference [41] in the context of DSR symmetries. In that case, since $E^{r}$ is a constant, it was possible to set parameter $\rho \propto\left|E^{r}\right|^{-1 / 2}$, which allows to relate deformation function $\beta$ to the generator of radial translations $P_{r}$ :

$$
\begin{equation*}
\beta=\cos \left(\lambda P_{r}\right) \tag{23}
\end{equation*}
$$

[^58]where $\lambda$ is a parameter of the order of the Planck length $\left(\lambda \sim \ell_{P} \sim 1 / M_{P}\right) .^{4}$ Such identification allowed the authors to derive deformed relations for the symmetry generators of the flat spacetime.

That is, on one hand, this approach traces a map between DSR and the Minkowski limit of the HDA from the point of view of deformed symmetries. On the other hand, an exact solution was recently found of the field equations derived from a HDA for the curved case of the black-hole interior. In principle, these two approaches are independent, i.e., there is not yet a local DSR description of the symmetries of the deformed metric, or a metric description that emerges from this DSR proposal.

A metric description that is able to encode these aspects of the formalism is still unknown. In this paper, we aim to contribute to this subject by describing the curved effective metric in the light of the discovered relation between HDA and DSR. In fact, a relevant approach to the metric description inspired by the DSR scenario conjectures that the spacetime metric determined by an observer by measurements done with an energetic particle depends on the particle's energy as measured by that observer. The deformed relativistic metric description should be given in terms of a rainbow metric [50]. Therefore, we wanted to study whether the intuition of rainbow gravity finds support in this recently found effective curved metric from HDA, when one uses the prescription that relates HDA and DSR.

### 3.1. Rainbow Gravity

In this subsection, we review the main aspects of the standard rainbow gravity as proposed in Reference [50]. In this case, consider an MDR of the type. ${ }^{5}$

$$
\begin{equation*}
m^{2}=E^{2} f_{1}^{2}\left(\ell_{P} E\right)-p^{2} f_{2}^{2}\left(\ell_{P} E\right) \tag{24}
\end{equation*}
$$

that can be represented by a simple norm $m^{2}=\eta^{\mu \nu} U[p]_{\mu} U[p]_{v}$, where $U$ is the map in momentum space

$$
\begin{equation*}
U[p]_{\mu}=\left(U[p]_{0}, U[p]_{i}\right)=\left(E f_{1}\left(\ell_{P} E\right), p_{i} f_{2}\left(\ell_{P} E\right)\right), \tag{25}
\end{equation*}
$$

where Greek indices like $(\mu, v)$, run from $0, \ldots, 4$, and Latin indices like $(i, j)$, run from $1, \ldots, 3$.
The idea is to write this dispersion relation with an energy-dependent metric $\tilde{\eta}^{\mu \nu}\left(\ell_{P} E\right)$, such that $\eta^{\mu \nu} U[p]_{\mu} U[p]_{v}=\tilde{\eta}^{\mu \nu}\left(\ell_{P} E\right) p_{\mu} p_{v}$, which could also be generalized for a curved spacetime. A simple way for achieving this consists in transforming the orthonormal frame as $\tilde{e}_{A}^{\mu}=\left(f_{1}\left(\ell_{P} E\right) e_{0}^{\mu}, f_{2}\left(\ell_{P} E\right) e_{I}^{\mu}\right)$, such that

$$
\begin{equation*}
\eta^{\mu v} U[p]_{\mu} U[p]_{v}=\eta^{A B} \tilde{e}_{A}^{\mu} \tilde{e}_{B}^{v} p_{\mu} p_{v} \tag{26}
\end{equation*}
$$

which defines an energy-dependent metric $\tilde{\eta}^{\mu \nu}\left(\ell_{P} E\right)=\eta^{A B} \tilde{e}_{A}^{\mu} \tilde{e}_{B}^{v}$. Here, indices like $(A, B)$ run from $0, \ldots, 4$ and ones like $(I, J)$ run from $1, \ldots, 3$.

This construction can be directly generalized to curved vielbeins. In fact, if one uses the same definition above, it is possible to construct a metric

$$
\begin{equation*}
\tilde{g}^{\mu \nu}\left(\ell_{P} E\right)=\eta^{A B} \tilde{e}_{A}^{\mu} \tilde{e}_{B}^{v}, \tag{27}
\end{equation*}
$$

whose inverse is given by

$$
\begin{equation*}
\tilde{g}_{\mu v}\left(\ell_{P} E\right)=\eta_{A B} \tilde{e}_{\mu}^{A} \tilde{e}^{B}{ }_{v}, \tag{28}
\end{equation*}
$$

where $\tilde{e}_{\mu}^{A}=\left(\left(f_{1}\left(\ell_{P} E\right)\right)^{-1} e^{0}{ }_{\mu},\left(f_{2}\left(\ell_{P} E\right)\right)^{-1} e^{I}{ }_{\mu}\right)$ : this is a rainbow metric. ${ }^{6}$ This way, one can use this kind of metric as an input into the Einstein equations as an ansatz for the so-called rainbow gravity.

[^59]For instance, a known solution [50] of the Einstein equation for the static and spherically symmetric case is the metric

$$
\begin{equation*}
d s^{2}=-\frac{1-2 M / r}{\left(f_{1}\left(\ell_{P} E\right)\right)^{2}} d t^{2}+\frac{(1-2 M / r)^{-1}}{\left(f_{2}\left(\ell_{P} E\right)\right)^{2}} d r^{2}+\frac{r^{2}}{\left(f_{2}\left(\ell_{P} E\right)\right)^{2}} d \Omega^{2} \tag{29}
\end{equation*}
$$

So, this is a deformation of the Schwarzschild line element by functions that depend on the energy of the particles that probe such spacetime. Since this is a static spacetime, the energy of a test particle is, in fact, a conserved quantity and corresponds to the generator of time translations in this manifold, thus implying that the Schwarzschild metric is being essentially deformed by the time-translation generator.

When crossing the horizon, the roles of the radial and the time co-ordinates change. Such modification takes the metric from a static configuration to a purely time-dependent tensor, which also implies that the energy acquires the role of the conserved radial momentum, i.e., the generator of radial translations. In fact, the metric assumes the form

$$
\begin{equation*}
d s^{2}=-\frac{(2 M / t-1)^{-1}}{\left(f_{2}\left(\ell_{P} P_{r}\right)\right)^{2}} d t^{2}+\frac{2 M / t-1}{\left(f_{1}\left(\ell_{P} P_{r}\right)\right)^{2}} d r^{2}+\frac{t^{2}}{\left(f_{2}\left(\ell_{P} P_{r}\right)\right)^{2}} d \Omega^{2} . \tag{30}
\end{equation*}
$$

In the next section, we compare this rainbow metric inside the event horizon of a black hole with the one found from the HDA.

### 3.2. Momentum-Dependent Metric

Using Equation (18), we can write Equation (20) as

$$
\begin{equation*}
F(t)=\left[2 \frac{d K_{\phi}\left(r_{s} / t-1\right)}{d\left(r_{s} / t-1\right)}\right]^{-2} \tag{31}
\end{equation*}
$$

However, if we define $G\left(r_{s} / t-1\right) \doteq d K_{\phi}\left(r_{s} / t-1\right) / d\left(r_{s} / t-1\right)$, which, using Equation (18), allows us to define $K_{\phi}$-dependent function $\widehat{G}\left(K_{\phi}\right) \doteq G \circ h\left(K_{\phi}\right)$.

Recalling the relation between the extrinsic curvature and the radial momentum (22), we are able to define a metric that presents $P_{r}$-dependent corrections. It should be stressed that, in this case, $P_{r}$ corresponds to the quasilocal radial gravitational momentum, which means that it presents the information of the test particle in this spacetime (as described in References [41,65] for deforming the Poincaré symmetry where there is no gravitational field) and of the gravitational interaction (that was absent in the flat case).

To illustrate this construction, let us consider some examples.

### 3.2.1. First Case

The most natural choice to begin our analysis is the one exemplified in Reference [48]. In this case

$$
\begin{equation*}
h\left(K_{\phi}\right)=\frac{\left[\sin \left(\rho K_{\phi}\right)\right]^{2}}{\rho^{2}}=\frac{r_{s}}{t}-1 \tag{32}
\end{equation*}
$$

with

$$
\begin{equation*}
\beta\left(K_{\phi}\right)=h^{\prime \prime}\left(K_{\phi}\right) / 2=\cos \left(2 \rho K_{\phi}\right) \tag{33}
\end{equation*}
$$

From Equation (31), we can derive the co-ordinate dependence of the metric function $F(t)$ that was found in Reference [48]:

$$
\begin{equation*}
F(t)=\left(\frac{r_{s}}{t}-1\right)\left[1-\rho^{2}\left(\frac{r_{s}}{t}-1\right)\right] . \tag{34}
\end{equation*}
$$

However, in order to analyze this effective metric in light of rainbow gravity, we propose to take a step back and realize that, in fact, the Schwarzschild metric gets deformed due to parameter $\rho$, and that such deformation is proportional to $r_{s} / t-1$, which, on the other hand, equals to function $h\left(K_{\phi}\right)$ (by Equation (18)), which, in turn, is related to radial momentum $P_{r}$ by (22).

Combining these expressions, we have:

$$
\begin{equation*}
F\left(t, P_{r}\right)=\left(\frac{r_{s}}{t}-1\right)\left[\cos \left(\rho t P_{r}\right)\right]^{2} \tag{35}
\end{equation*}
$$

which implies in a rainbow-like metric:

$$
\begin{equation*}
d s^{2}=-\left(\frac{r_{s}}{t}-1\right)^{-1}\left[\cos \left(\rho t P_{r}\right)\right]^{-2} d t^{2}+\left(\frac{r_{s}}{t}-1\right)\left[\cos \left(\rho t P_{r}\right)\right]^{2} d r^{2}+t^{2} d \Omega^{2} \tag{36}
\end{equation*}
$$

In this case, the second horizon occurs in the phase space for $\rho t P_{r}=(2 n+1) \pi / 2$, which corresponds to $t_{h}=\rho^{2} r_{s} /\left(1+\rho^{2}\right)$. In fact, this metric presents the same Penrose diagram, as pointed out in Reference [48]. According to References [47,48], due to the deformation of the Hamiltonian constraint in Equation (8), the time reparametrization of the theory also needs to be modified, leading to a rescaling of lapse function $N$ in Equation (9) as:

$$
\begin{equation*}
N \rightarrow \beta\left(K_{\phi}\right) N=\cos \left(2 \rho t P_{r}\right) N \tag{37}
\end{equation*}
$$

which leads to a Euclideanization of the metric for $\rho t P_{r}=(2 n+1) \pi / 4$. For details, see Reference [47].
This rainbow metric presents some differences with respect to the usual approach presented before (Equation (30)). For instance, there is no rainbow function in the angular sector of the line element; this rainbow metric presents contributions from the single-particle momentum and from the gravity sector; and the momentum $P_{r}$ is multiplied by $\rho t$, instead of the usual Planck length $\ell_{p}$. Such features are repeated in the next examples.

Indeed, we noted that holonomy corrections can be implemented in different ways. Specifically, the polymerization function (i.e., $K \mapsto f(K)$ ) depends on some choices we can make such as: the value of the Barbero-Immirzi parameter, the internal gauge group, and finally the spin representation of the group. How these choices affect symmetry deformation in Equation (8) and, perhaps, lead to different phenomenological predictions for the form of the MDR, has been recently discussed [46]. Here, following that line of reasoning, we briefly discuss how, as the reader could easily expect, these formal ambiguities affect the shape of these effective rainbow metrics, too.

### 3.2.2. Second Case

A second, rather natural, choice is represented by the complex Ashtekar variables that, once we turn to the associated effective quantum corrections, give rise to a similar deformation function through a sort of "Wick rotation" $\rho \mapsto i \rho$ (see Reference [43]) of the standard SU(2) polymerization Function (3), i.e.,

$$
\begin{equation*}
h\left(K_{\phi}\right)=\rho^{-2}\left[\sinh \left(\rho K_{\phi}\right)\right]^{2}, \tag{38}
\end{equation*}
$$

producing the deformed rainbow metric

$$
\begin{equation*}
d s^{2}=-\left(\frac{r_{s}}{t}-1\right)^{-1}\left[\cosh \left(\rho t P_{r}\right)\right]^{-2} d t^{2}+\left(\frac{r_{s}}{t}-1\right)\left[\cosh \left(\rho t P_{r}\right)\right]^{2} d r^{2}+t^{2} d \Omega^{2} \tag{39}
\end{equation*}
$$

In this case, since the hyperbolic cosine is never null, there is just the usual horizon for this black hole.

### 3.2.3. Third Case

Although complex connection formulations of LQG are receiving restored attention in the recent literature, it is well known that they also raise major difficulties (for instance, in the analysis of the
observables of the theory, which need to be real valued operators) for which nobody has been able to fully and satisfactorily account. Partial progress is given by the proposal of an "analytic continuation" procedure (see e.g., Reference [66]), which has the advantage of preserving the reality of the spectrum of the area operator. We direct interested readers to Reference [66]. From References [43,67], we have

$$
\begin{equation*}
h\left(K_{\phi}\right)=-\frac{\left[\sinh \left(\rho K_{\phi}\right)\right]^{2}}{\rho^{2}} \frac{3}{s\left(s^{2}+1\right) \sinh \left(\theta_{\phi}\right)} \frac{\partial}{\partial \theta_{\phi}}\left(\frac{\sin \left(s \theta_{\phi}\right)}{\sinh \left(\theta_{\phi}\right)}\right) \tag{40}
\end{equation*}
$$

where

$$
\begin{equation*}
\sinh \left(\frac{\theta_{\phi}}{2}\right)=\left[\sinh \left(\frac{\rho K_{\phi}}{2}\right)\right]^{2} \tag{41}
\end{equation*}
$$

Leading to

$$
\begin{align*}
& d s^{2} \approx-\left(\frac{r_{s}}{t}-1\right)^{-1}\left[1+(\rho t)^{2} P_{r}^{2}-\frac{\left(3 s^{2}+4\right)}{24}(\rho t)^{4} P_{r}^{4}\right]^{-1} d t^{2}  \tag{42}\\
& \quad+\left(\frac{r_{s}}{t}-1\right)\left[1+(\rho t)^{2} P_{r}^{2}-\frac{\left(3 s^{2}+4\right)}{24}(\rho t)^{4} P_{r}^{4}\right] d r^{2}+t^{2} d \Omega^{2}
\end{align*}
$$

Until the first order, this result coincides with the second case of Section 3.2.2, which is coherent with results reported in Reference [43] in the flat case. We considered just the second-order deformation due to the complexity of this deformation function.

### 3.2.4. Fourth Case

Another possibility is represented by higher spin representations of the internal $S U(2)$ group. For instance, in this quantization approach to effective LQG, from Reference [46], i.e., $j=1 \mathrm{HR}$ (holonomy regularization) scheme for regularization, one has:

$$
\begin{equation*}
\beta\left(K_{\phi}\right)=\left[\cos \left(\rho K_{\phi}\right)\right]^{3}-\left[\sin \left(\rho K_{\phi}\right)\right]^{4}-\frac{7}{4} \sin \left(\rho K_{\phi}\right) \sin \left(2 \rho K_{\phi}\right)+\frac{3}{4}\left[\sin \left(2 \rho K_{\phi}\right)\right]^{2} \tag{43}
\end{equation*}
$$

where $\beta\left(K_{\phi}\right)=h^{\prime \prime}\left(K_{\phi}\right) / 2$. Then

$$
\begin{align*}
& d s^{2} \approx-\left(\frac{r_{s}}{t}-1\right)^{-1}\left[1-(\rho t)^{2} P_{r}^{2}-\frac{7}{24}(\rho t)^{4} P_{r}^{4}\right]^{-1} d t^{2}  \tag{44}\\
& \quad+\left(\frac{r_{s}}{t}-1\right)\left[1-(\rho t)^{2} P_{r}^{2}-\frac{7}{24}(\rho t)^{4} P_{r}^{4}\right] d r^{2}+t^{2} d \Omega^{2}
\end{align*}
$$

We also considered just a second-order approximation, which was sufficient for our discussions.

### 3.2.5. Fifth Case

Now, we consider the case $j=1$, but in the connection regularization (CR) scheme. In this case, following Reference [46], we have

$$
\begin{equation*}
\beta\left(K_{\phi}\right)=\left[\cos \left(\rho K_{\phi}\right)\right]^{4}-\left[\sin \left(\rho K_{\phi}\right)\right]^{4}-\frac{3}{2}\left[\sin \left(2 \rho K_{\phi}\right)\right]^{2} . \tag{45}
\end{equation*}
$$

Following the same procedures as the previous cases, we are led to the following line element:

$$
\begin{align*}
& d s^{2} \approx-\left(\frac{r_{s}}{t}-1\right)^{-1}\left[1-4(\rho t)^{2} P_{r}^{2}+\frac{16}{3}(\rho t)^{4} P_{r}^{4}\right]^{-1} d t^{2}  \tag{46}\\
& \quad+\left(\frac{r_{s}}{t}-1\right)\left[1-4(\rho t)^{2} P_{r}^{2}+\frac{16}{3}(\rho t)^{4} P_{r}^{4}\right] d r^{2}+t^{2} d \Omega^{2}
\end{align*}
$$

## 4. Comparison with Previous Definitions

Now that we have discussed these three cases motivated by three different ways to introduce LQG-inspired corrections into Hamiltonian GR, we recognize that, in general, we obtain metric deformations of the type

$$
\begin{equation*}
F(t) \approx\left(\frac{r_{s}}{t}-1\right)\left[1+\xi_{1}(\rho t)^{2} P_{r}^{2}+\xi_{2}(\rho t)^{4} P_{r}^{4}+\mathcal{O}(\rho t)^{6}\right] \tag{47}
\end{equation*}
$$

where $\xi_{i}$ are real numbers. Obviously, the first and second cases could be exactly solved, but they also match this form by performing a Taylor expansion. Therefore, we can characterize each of the solutions derived from the HDA by parameters $\xi_{i}$, as can be seen in Table 1 for different $j$-representations:

Table 1. $j$-representations and their $\tilde{\zeta}_{i}$-parameters.

| $j$ | $\xi_{1}$ | $\xi_{2}$ |
| :---: | :---: | :---: |
| $1 / 2$ | -1 | $1 / 3$ |
| $\sim \mathrm{i} / 2$ | 1 | $1 / 3$ |
| $\frac{1}{2}(-1+i s)$ | 1 | $-\frac{3 s^{2}+4}{24}$ |
| $1(\mathrm{HR})$ | -1 | $-\frac{7}{24}$ |
| $1(\mathrm{CR})$ | -4 | $\frac{16}{3}$ |

The cases analyzed so far do not present deformations as odd functions; therefore, terms with odd powers of $t P_{r}$ cannot appear, i.e., the first-order correction appears quadratically, the second-order correction appears in the fourth power, and so on. This could be the consequence of some symmetry principle underlying the LQG construction that, for instance, would preserve the parity of the MDR under transformation $P_{r} \mapsto-P_{r}$.

Originally, rainbow gravity was introduced by the so-called rainbow functions of the particle's energy $f_{1,2}\left(\ell_{P} E\right)$, which, in the case of the Schwarzschild metric inside the black hole, reads as Equation (29). There are some fundamental differences with respect to our case:

- Usual rainbow function $f_{2}$ deforms the angular sector of the metric, i.e., the line element of unit sphere $\mathbb{S}^{2}$ is momentum-dependent in usual rainbow gravity;
- our deforming function $F\left(t, P_{r}\right)$ depends on $\rho t P_{r}$ instead of the usual $\ell_{P} P_{r}$;
- momentum $P_{r}$ consists of the momentum of the single test particle and the momentum of the gravitational field.

The last two points deserve further discussion. Regarding the second point, we are led to speculate whether the rainbow metric inspired by the HDA is deformed by an effective Planck length given by ${ }^{7}$

$$
\begin{equation*}
\ell_{P}^{\mathrm{eff}}=\rho t \tag{48}
\end{equation*}
$$

This is being generated by the presence of a deformation function on the brackets (Equation (8)). Therefore, a possible direction that we could investigate consists of searching for a representation of scalar-tensor theories in rainbow gravity, where Newton's constant is a scalar field, which would induce a variable Planck length, comparable to what we found in the present paper.

As a matter of fact, if fundamental constants like $\hbar, G$, and $c$ are functions of spacetime co-ordinates, this behavior could be explained, as long as

$$
\begin{equation*}
\ell_{P}(t)=\sqrt{\frac{\hbar(t) G(t)}{c^{3}(t)}}=\rho t \tag{49}
\end{equation*}
$$

[^60]This is an important difference with respect to previous approaches that build bridges between energy-momentum-dependent metrics and quantum gravity, since, for the first time, we see a deformation "parameter" that is co-ordinate-dependent in this particular context. These possible phenomenological possibilities deserve further investigation.

Such dependence relies on the relation between radial momentum and the extrinsic curvature given by Equation (22). For the flat case, there is no co-ordinate dependence since the triad $E^{r}$ is constant, which explains why this feature did not appear in previous analysis of the HDA and DSR, like Reference [41]. In that case, the term $\rho t$ is replaced by a dimensionful parameter $\lambda$ of the order of the Planck length.

In this regard, we notice that the possibility of scale-dependence of the characteristic regime at which we should expect QG effects to be relevant is not something new in the literature. Indeed, some kind of running of Planck-scale physics is at the cornerstones of many approaches to the QG problem. Among them, we can count causal dynamical triangulation [68], asymptotic safety [69], and multifractional geometries [70]. In particular, working within this latter approach, one of us [71,72] found that the multifractional scale (i.e., the ultraviolet scale at which the spacetime dimension changes, as it happens by construction in multifractional geometries), $\ell_{*}$, is related to the scale of the observation at which the measurement is being performed, s, i.e., $\ell_{*}=\ell_{p}^{2} / \mathrm{s}$. Within a completely different scenario and framework, here we obtained a similar outcome. Such an interesting suggestion could be worth exploring elsewhere.

The third point, by itself, also deserves a deeper investigation about whether it is possible to uncouple momenta contributions coming from the gravity and test particle sectors, in order to approximate this new effective metric to the usual one from rainbow gravity, probably similarly to what was done in Reference [73] in the context of Palatini $f(R, Q)$ gravity (where $R$ is the usual Ricci scalar and $\left.Q=R^{\mu v} R_{\mu v}\right)$.

We close this section with a remark concerning how one could coherently make contact with the aforementioned Minkowski limit of the deformed HDA. Since the original Schwarzschild metric already violates Lorentz invariance, in our approach we do not need to consider deformations of the Lorentz symmetry. We would need to be concerned about this issue if we had a Minkowski limit of this metric. However, following the procedures of Reference [48], we cannot simply place $r_{s}=0$, because function $h\left(K_{\phi}\right)=r_{s} / t-1$ should be a positive definite function; hence, the no-gravity limit needs to be carefully treated, in order to work on the effective spacetime symmetries of this metric description. However, this will be the subject for future investigations.

## 5. Final Remarks

Based on the recently found black-hole solution inside the event horizon from deformations of GR due to quantum gravitational corrections [48], and on the link between the hypersurface deformation algebra and deformed Poincaré algebra in the flat limit [41], we connected these two perspectives of the same problem using the so-called rainbow metrics. In the present case, we found a metric description for the solutions found in Reference [48] based on the relation between the radial triad, the extrinsic curvature and the radial momentum given by $P_{r}=-K_{\phi} / \sqrt{\left|E^{r}\right|}$, which is on the very basis of the linearization of the HDA in terms of DSR symmetries. Such a metric assumes the form of a rainbow metric, in the sense that it depends on spacetime co-ordinates and on momentum $P_{r}$.

We analyzed different realizations of this quantization scheme and realized that a pattern emerged for the general form of the rainbow metric. We only have even functions of dimensionless quantity $\rho t P_{r}$, that we expanded in a Taylor series and collected the first two terms in Table 1.

Important differences with respect to the usual rainbow metric ansatz were found, like the absence of a rainbow function in the line element of sphere $\mathbb{S}^{2}$. The presence of a variable, effective Planck length that governs the deformation $\ell_{P}^{\text {eff }}=\rho t$, which is a novelty in attempts to find rainbow metrics from quantum-gravity considerations, and the dependence of the metric on the gravitational and single particle momenta.

We should stress that, although effective metrics can already be found from the solution of Reference [48], we here showed a new ansatz of rainbow metrics, given by Equations (19) and (47), inspired by this approach. Alternative formulations of the rainbow-gravity initial proposal have been proposed [74-82] and the issue is still under debate. Since the exact form of the semiclassical spacetime description from quantum gravity is not yet known, we should rely on phenomenological possibilities driven by deformation functions, like the HDA approach or rainbow-gravity models.

Another key issue on rainbow-gravity and quantum-gravity phenomenology, in general, concerns the deformed trajectories of test particles, i.e., the geodesics of a quantum spacetime. Following an approach similar to ours, some efforts have been pushed forward in Reference [83], and MDRs in flat spacetime have been considered in References [41,43,46], which could, on principle, allow us to find trajectories from the Hamilton equations. However, for our purposes, it is of pivotal importance to find exterior or near-horizon metric solutions in order to check deviations of the geodesic equations from GR in the direction of confronting our findings with observations and with the near-horizon phenomenology that has been recently developed (see, for instance, Reference [84]).

As discussed in References [41,65], the deformation of the hypersurface algebra induces a deformation of the Poincaré algebra. On the other hand, we found that the effective metric description found in References $[47,48$ ] resembles rainbow metrics, which are historically related to the DSR program. Therefore, we wonder whether our approach could be useful for discovering an effective metric description of the DSR algebraic formalism, such that trajectories found from deformed Hamilton equations are geodesics, and the deformed symmetries are generated by Killing vectors of the metric.

Coherently passing from the "gravity-on" to the "gravity-off" geometric description while preserving the aforementioned structures would be an important step toward a "quantum equivalence principle", in which the relations between the geometrical quantities in such emergent spacetime are preserved even when considering quantum corrections.

In the future, we intend to explore this metric no-gravity limit in order to find a coherent relativistic metric description of DSR, and to better understand the transition from curved to flat metrics in this semiclassical approach.
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## Abbreviations

The following abbreviations are used in this manuscript:

| QG | Quantum Gravity |
| :--- | :--- |
| GR | General Relativity |
| LQG | Loop Quantum Gravity |
| ADM | Arnowitt-Deser-Misner |
| DSR | Doubly (deformed) Special Relativity |
| MDR | Modified Dispersion Relation |
| FRW | Friedmann-Robertson-Walker |
| RG | Rainbow Gravity |
| HDA | Hypersurface Deformation Algebra |
| CR | Connection Regularization |
| HR | Holonomy Regularization |
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#### Abstract

We use the method of the Lewis-Riesenfeld invariant to analyze the dynamical properties of the Mukhanov-Sasaki Hamiltonian and, following this approach, investigate whether we can obtain possible candidates for initial states in the context of inflation considering a quasi-de Sitter spacetime. Our main interest lies in the question of to which extent these already well-established methods at the classical and quantum level for finitely many degrees of freedom can be generalized to field theory. As our results show, a straightforward generalization does in general not lead to a unitary operator on Fock space that implements the corresponding time-dependent canonical transformation associated with the Lewis-Riesenfeld invariant. The action of this operator can be rewritten as a time-dependent Bogoliubov transformation, where we also compare our results to already existing ones in the literature. We show that its generalization to Fock space has to be chosen appropriately in order to not violate the Shale-Stinespring condition. Furthermore, our analysis relates the Ermakov differential equation that plays the role of an auxiliary equation, whose solution is necessary to construct the Lewis-Riesenfeld invariant, as well as the corresponding time-dependent canonical transformation, to the defining differential equation for adiabatic vacua. Therefore, a given solution of the Ermakov equation directly yields a full solution of the differential equation for adiabatic vacua involving no truncation at some adiabatic order. As a consequence, we can interpret our result obtained here as a kind of non-squeezed Bunch-Davies mode, where the term non-squeezed refers to a possible residual squeezing that can be involved in the unitary operator for certain choices of the Bogoliubov map.
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## 1. Introduction

In the framework of linear cosmological perturbation theory the Mukhanov-Sasaki equation plays a central role. It encodes the dynamics of the Mukhanov-Sasaki variable, which is a linearized and gauge invariant quantity that is built from a specific combination of matter and gravitational perturbations such that the resulting expression is gauge invariant up to linear order. A way to derive this equation is to consider the Einstein-Hilbert action together with a scalar field minimally coupled to gravity and expand this action up to second order in the perturbations around an FLRW background. One decomposes the perturbations into scalar, vector and tensor perturbations since these decouple at linear order. In the scalar sector, we are left with one physical degree of freedom that can for instance be expressed in terms of the Mukhanov-Sasaki variable denoted by $v(\eta, \mathbf{x})$. Given this, we can express
the scalar part of the perturbed action entirely in terms of the Mukhanov-Sasaki variable and the corresponding equation of motion takes the following form [1]:

$$
v^{\prime \prime}(\eta, \mathbf{x})-\left(\Delta+\frac{z^{\prime \prime}(\eta)}{z(\eta)}\right) v(\eta, \mathbf{x})=0, \quad z(\eta)=\frac{a}{\mathcal{H}} \frac{\mathrm{~d} \bar{\phi}}{d \eta}, \quad \eta:=\int^{t} \frac{\mathrm{~d} \tau}{a(\tau)}
$$

where $\Delta$ is the spatial Laplacian, $\eta$ denotes conformal time, $a$ the scale factor, $\bar{\phi}(\eta)$ the isotropic background scalar field and $\mathcal{H}:=\frac{a^{\prime}}{a}$ the Hubble parameter with respect to conformal time. Contrary to the background quantities, the linear perturbations carry a position dependence breaking the spatial symmetries of the FLRW background spacetime. Throughout this article we will work with the Fourier transform of this differential equation. For each Fourier mode $v_{\mathbf{k}}(\eta)$, this leads to a differential equation given by:

$$
\begin{equation*}
v_{\mathbf{k}}^{\prime \prime}(\eta)+\left(\|\mathbf{k}\|^{2}-\frac{z^{\prime \prime}(\eta)}{z(\eta)}\right) v_{\mathbf{k}}(\eta)=0 \tag{1}
\end{equation*}
$$

where quantities with $\mathbf{k}$-label corresponds to the associated Fourier transforms. The quantity in the brackets of the Fourier transformed equation is called the Mukhanov-Sasaki frequency $\omega_{\mathbf{k}}(\eta)$ and reflects the backreaction of the matter degrees of freedom with the background spacetime. Further commonly used gauge invariant quantities in the context of linear cosmological perturbation theory are the Bardeen potential $\Phi_{B}$ as well as the comoving curvature perturbation $\mathcal{R}$. The latter is related to the Mukhanov-Sasaki variable $v$ by $v=z \mathcal{R}$. Whether one considers a specific gauge invariant quantity is often influenced by the choice of a particular gauge in which these variables simplify and have an obvious physical interpretation. For the Bardeen potential this is the longitudinal gauge, whereas the Mukhanov-Sasaki variable naturally arises in the spatially flat gauge, where it is directly related to the perturbations of the inflaton scalar field. More details about the construction of these gauge invariant variables as well as the derivation of their dynamics from the perturbed Einstein equations in the Lagrangian framework can for instance be found in Reference [2]. A similar derivation in the canonical approach is for example presented in References [3-6]. Here we will not work in a particular gauge but take the form of the Mukhanov-Sasaki equation in (1) as our starting point. As far as a comparison with experimental data is concerned, the relevant quantity is the power spectrum that is defined as the (dimensionless) Fourier transform of the real space two-point correlation function, that is in the case of the quantized Mukhanov-Sasaki variable $\langle 0| \hat{v}(\eta, \mathbf{x}), \hat{v}(\eta, \mathbf{y})|0\rangle$.

Obviously the power spectrum can only be determined if some initial state has been chosen with respect to which the correlation functions are defined. The most common choice for the initial state is the Bunch-Davies vacuum that can be uniquely selected by the conditions that it is de Sitter invariant and satisfies the Hadamard condition. The latter requires that the corresponding two-point function has a specific behavior in the ultraviolet, that is for short distances. If we drop the Hadamard condition, we obtain the family of so-called $\alpha$-vacua that include the Bunch-Davies vacuum. Other choices for the initial conditions than the ones for the Bunch-Davies vacuum have been considered and their possible fingerprints on the power spectrum have been investigated, see for instance References [7-9] and references therein. The Bunch-Davies vacuum is selected by requiring that in the limit of $\eta \rightarrow-\infty$ the mode functions take the form of the usual Minkowski mode functions. Another method to choose an initial state is the so-called Hamiltonian diagonalization method, where one minimizes the expectation value $\left\langle 0_{\eta_{0}}\right| \hat{H}\left(\eta_{0}\right)\left|0_{\eta_{0}}\right\rangle$ of the Mukhanov-Sasaki Hamiltonian at one moment in time, say $\eta_{0}$. Hamiltonian diagonalization refers to the fact that at $\eta_{0}$ the coefficients of the off-diagonal terms involving second powers of annihilation and creation operators, respectivley, vanish for all modes. That is, at $\eta_{0}$ the Mukhanov-Sasaki Hamiltonian is given by the field theoretical generalization of the standard harmonic oscillator. Considering this, a natural question to ask is whether such a Hamiltonian diagonalization can be obtained not only instantaneously but for each moment in time and particularly how this aspect is related to the choice of initial states. The usual form of Hamiltonian diagonalization has been critizised in the literature, see for instance Reference [10]. In the framework considered in our work this corresponds to the question whether there exists a canonical transformation that maps the

Mukhanov-Sasaki Hamiltonian to the time-independent harmonic oscillator for each moment in time. In order to work into that direction we take into account that the Mukhanov-Sasaki equation represents a time-dependent harmonic oscillator in each Fourier mode, whereas the specific form of the time dependence reflects the properties of the expanding background spacetime. What we are aiming at is a transformation that maps the time-dependent harmonic oscillator to the time-independent harmonic oscillator for each mode and all times. Defining such a transformation will only work if we consider time-depedendent canonical transformations, that are adapted specifically to the two systems of the time-dependent and time-independent harmonic oscillator, respectively. This is conveniently done in the extended phase space framework outlined below.

There has been considerable interest in the study of the time-dependent harmonic oscillator, both in a purely classical and quantum mechanical context. A distinct role in all of these considerations is played by the Lewis-Riesenfeld invariant, which is a constant of motion with respect to the evolution governed by a time-dependent harmonic oscillator. At the classical level, this invariant has been considered in the context of a canonical transformation in the extended phase space $[11,12]$ that involves time and its momentum as canonical phase space variables among the usual position and momentum variables. Such an extended phase space provides a convenient platform to implement time-dependent canonical transformations. The obtained canonical transformation allows to map the system of the time-dependent harmonic oscillator onto the system of a harmonic oscillator with constant frequency and thus completely removes the time dependence of the Hamiltonian, which drastically simplifies the task of finding solutions of the equations of motion after applying the transformation. As shown in Reference [13], the invariant can also be defined in the context of quantum mechanics. In this case the eigenstates of the invariant can be used to construct solutions of the Schrödinger equation involving the original time-dependent Hamiltonian. Further application are to construct coherent states of the time-dependent harmonic oscillator by means of the eigenstates of the Lewis-Riesenfeld invariant as for instance discussed in References [13,14].

If we aim at relating the framework of the Lewis-Riesenfeld invariant to the notion of initial states associated with the Mukhanov-Sasaki equation, we need to generalize this approach to the field theory context. There exists already some work in this direction, see for example in References [14,15] and references therein, although with a slightly different focus than we want to consider here, because both of them do not apply this techniques directly to the Mukhanov-Sasaki equation in the framework of the extended phase space, meaning that they consider different time-dependent frequencies in general and particularly the generalization to field theory was not analyzed in very much detail in Reference [15]. The strategy we want to follow in our work is that first we consider the Lewis-Riesenfeld invariant and the corresponding canonical transformation at the classical level for finitely many degrees of freedom in the extended phase space, building on former work of References [11,12], who however did not consider the quantization of the canonical transformation. In order to be able to implement the corresponding unitary map at the quantum level, we also construct the corresponding generator of the canonical transformation. For the reason that in the extended phase space the physical system of the time-dependent harmonic oscillator is described as a constrained system, we construct Dirac observables and use the technique of reduced phase space quantization to implement this unitary map on the physical Hilbert space in a quantum mechanical setting, where it can also be formulated in terms of a time-dependent Bogoliubov transformation. Given this setup, we could take the vacuum of the time-independent harmonic oscillator, apply the constructed unitary map to it and obtain a in this sense natural candidate for a vacuum state for the time-dependent harmonic oscillator, that has then been determined directly by means of the unitary map.

The question we want to address in this article is whether we can carry this idea over from finitely many degrees of freedom to field theory and use the Lewis-Riesenfeld invariant approach to obtain possible candidates for initial states. In particular, we are interested in the physical properties of such initial states and their relation to the Bunch-Davies vacuum and other adiabatic vacua. As we will show, the most straightforward generalization to field theory is not possible because the so constructed
map involves an infrared divergence, hence the Shale-Stinespring condition is violated. As we will discuss, a suitable modification of the map in the infrared range can be obtained to cure the infrared divergenes. Furthermore, as we will show, if this map is not chosen carefully for all but the infrared modes it can also involve ultraviolet divergences strictly permitting a unitary implementation on Fock space. Interestingly, in the context of the Mukhanov-Sasaki Hamiltonian, different choices at this level can be related to different choices for the initial conditions of the associated mode functions. Moreover it becomes clear that we can recover the defining differential equation for adiabatic vacua from the Ermakov equation, where the latter is an auxiliary differential equation whose solution is needed to explicitly construct the Lewis-Riesenfeld invariant and the corresponding canonical transformation. This allows us to interpret the initial conditions and the result for the Fourier modes we obtain using the method of the Lewis-Riesenfeld invariant in the context of adiabatic vacua.

This article is structured as follows: In Section 2 we introduce the framework of the extended phase space and rederive the canonical transformation that maps the system of the time-dependent harmonic oscillator to the time-independent one generalizing the approach in Reference [12]. The time-rescaling that is involved in this canonical transformation naturally occurs in the extended phase space and the physical interpretation of the Lewis-Riesenfeld invariant can be easily understood. In order to deal with the constrained system in the extended phase space later on, we want to choose reduced phase space quantization and thus derive the reduced phase space in terms of Dirac observables. Their dynamics is generated by the Dirac observable associated with the time-dependent Hamiltonian. As the next step in Section 3, we consider the quantization of the system and show that the canonical transformation can be implemented as a unitary map on the one-particle physical Hilbert space, where our results agree with already existing results in the literature for finitely many degrees of freedom. In order to simplify the actual application of the unitary operator we perform a generalized Baker-Campbell-Hausdorff decomposition by means of which we then rewrite the unitary transformation as a time-dependent Bogoliubov map.

Afterwards we consider the generalization of our results obtained so far to field theory, discussing the two most common cases in the literature, where one maps from a time-dependent harmonic oscillator to a harmonic oscillator with either frequency $\omega_{\mathbf{k}}=k$ or $\omega_{\mathbf{k}}=1$. As far as the implementation on Fock space is considered, the first choice can be implemented unitarily, whereas the second cannot due to an ultraviolet divergence. This ultraviolet divergence is caused by a residual squeezing operation by which the two maps differ. To avoid issues that occur for the infrared modes, we discuss a possible modification of the map using the Arnold transformation discussed in Reference [16]. Section 6 presents practical applications of this formalism by considering the case of a quasi-de Sitter spacetime and the corresponding Mukhanov-Sasaki equation in a slow-roll approximation. We construct the Lewis-Riesenfeld invariant and, in the context of a quantum mechanical toy model, compute the lowest and next to lowest eigenvalue eigenstates associated to it and analyze their properties. Finally we summarize and conclude in Section 7.

## 2. Extended Phase Space Formulation and Time-Dependent Canonical Transformations

A convenient framework for implementing time-dependent canonical transformations is the extended phase space in which also time and its conjugate momentum are treated as phase space variables and thus transformations of them can be naturally formulated. Motivated by the Mukhanov-Sasaki equation, we first investigate a single mode of the equation in a classical context. This corresponds to a harmonic oscillator with time-dependent frequency. We will consider the single mode Mukhanov-Sasaki Hamiltonian as a mechanical toy model and later generalize the results obtained in this case to the field theory context. Our goal is to remove this explicit time dependence by a time-dependent canonical transformation. This transformation will be defined on the extended phase space as a symplectic map that also includes the time variable and its associated conjugate momentum as phase space degrees of freedom.

### 2.1. Time-Dependent Hamiltonians on Extended Phase Space

As a first step we reformulate the dynamics encoded in the single mode Mukhanov-Sasaki Hamiltonian on the extended phase space, where it becomes a constrained system. Let us consider a system with finitely many degrees of freedom where we denote all configuration variables as $\mathbf{q}=\left(q^{1}, \cdots, q^{n}\right)$ and the configuration space by $\Sigma$. A time-dependent Lagrangian is then defined as a function $L: T \Sigma \times \mathbb{R} \rightarrow \mathbb{R}$. Because we want to include time among the elementary configuration variables, closely following the work in References [11,12], we extend the configuration manifold $\Sigma$ to $M:=\Sigma \times \mathbb{R}$ and rewrite the action as

$$
\begin{align*}
S[L] & =\int_{\mathbb{R}} \mathrm{d} s L\left(\tilde{\mathbf{q}}(s), t(s),\left(\frac{\mathrm{d} t}{\mathrm{~d} s}\right)^{-1} \frac{\mathrm{~d} \tilde{\mathbf{q}}}{\mathrm{~d} s}\right) \frac{\mathrm{d} t(s)}{\mathrm{d} s}  \tag{2}\\
& :=\int_{\mathbb{R}} \mathrm{d} s \mathfrak{L}\left(\tilde{\mathbf{q}}(s), t(s),\left(\frac{\mathrm{d} t}{\mathrm{~d} s}\right)^{-1} \frac{\mathrm{~d} \tilde{\mathbf{q}}}{\mathrm{~d} s}, \frac{\mathrm{~d} t(s)}{\mathrm{d} s}\right)=: S[\mathfrak{L}]
\end{align*}
$$

where we will refer to $\mathfrak{L}$ as the extended Lagrange function now understood as a function on the extended tangent bundle TM that is even-dimensional and associated to the extended configuration manifold, including the former system evolution parameter commonly referred to as time. A non-degenerate symplectic structure on the corresponding cotangent bundle $T^{*} M$, whose elementary variables are $\left(\tilde{\mathbf{q}}, t, \tilde{\mathbf{p}}, p_{t}\right)$ can be defined as usual. This allows to establish a one-to-one correspondence between smooth phase space functions and Hamiltonian vector fields. In complete analogy to the conventional case, one can formulate the Euler-Lagrange equations in terms of the extended variables by means of the variational principle, which results in equivalent equations of motion as derived from the original action $S[L]$. The equations of motion for the time variable are just given by $\frac{\mathrm{d} t}{\mathrm{~d} s}=\lambda(s)$ where $\lambda(s)$ is an arbitrary real parameter reflecting the rescaling symmetry of the action, this reflects the arbitrary parametrization of time and has no physical significance. If we perform a Legendre transform, we realize that $p_{t}=-H(\tilde{\mathbf{q}}, \tilde{p}, t)$ becomes a primary constraint since it cannot be solved for the velocities $\frac{d t}{d s}$ with ${ }^{1}$

$$
H(\tilde{\mathbf{q}}, \tilde{\mathbf{p}}, t)=\frac{\tilde{\mathbf{p}}^{2}}{2}+\frac{1}{2} \omega^{2}(t) \tilde{\mathbf{q}}^{2}
$$

where the Hamiltonian is a function $H: T^{*} M \rightarrow \mathbb{R}$ that is independent of $p_{t}$. We denote this constraint by $C:=p_{t}+H(\tilde{\mathbf{q}}, \tilde{\mathbf{p}}, t)$. Therefore, we apply the Legendre transform for singular systems and obtain the following Hamiltonian on the extended phase space $T^{*} M$ :

$$
\mathfrak{H}=\tilde{p}_{a} \frac{\mathrm{~d} \tilde{q}^{a}}{\mathrm{~d} s}+p_{t} \frac{\mathrm{~d} t}{\mathrm{~d} s}-\left.\mathfrak{L}\right|_{\dot{q}^{a}(\tilde{\mathbf{q}}, \tilde{\mathbf{p}}, t, \lambda), \frac{\mathrm{d} t}{\mathrm{~d} s}=\lambda}=\left(H(\tilde{\mathbf{q}}, \tilde{\mathbf{p}}, t)+p_{t}\right) \lambda(s)=\lambda(s) C \approx 0,
$$

where we used $\approx$ to denote weak equivalence and used the definition of $\lambda(s)$ from above. Due to reparametrization invariance of the extended action, there is no true Hamiltonian but a Hamiltonian constraint $C$. From now on we will neglect the tilde on the top of the variables $\mathbf{q}, \mathbf{p}$ to keep our notation more compact. For the time-dependent harmonic oscillator the so-called Lewis-Riesenfeld invariant $I_{L R}$ has played a pivotal role, particularly in the construction of solutions for the corresponding equations of motion. $I_{L R}$ is a phase space function being quadratic in the elementary variables $(\mathbf{q}, \mathbf{p})$ and its time dependence is encoded in a function $\xi: I \subseteq \mathbb{R} \rightarrow \mathbb{R}$. Explicitly, it is given by:

$$
\begin{equation*}
I_{L R}(\mathbf{q}, \mathbf{p}, t):=\frac{1}{2}\left((\xi(t) \mathbf{p}-\xi(t) \mathbf{q})^{2}+\frac{\omega_{0}^{2} \mathbf{q}^{2}}{\xi^{2}(t)}\right) \tag{3}
\end{equation*}
$$

[^61]Since $I_{L R}$ is an invariant, it has to commute with the constraint $C$ on the extended phase space ${ }^{2}$ :

$$
\begin{equation*}
\left\{I_{L R}, C\right\}_{\text {ext }}=\left\{I_{L R}, H(t)\right\}+\frac{\partial I_{L R}}{\partial t}=0 \tag{4}
\end{equation*}
$$

This carries over to a condition on the function $\xi$ that has to satisfy the following non-linear, ordinary, second-order differential equation

$$
\begin{equation*}
\left(\frac{\mathrm{d}^{2}}{\mathrm{~d} t^{2}}+\omega(t)^{2}\right) \xi(t)-\omega_{0}^{2} \xi(t)^{-3}=0 \tag{5}
\end{equation*}
$$

known as the Ermakov equation. It has been shown that $I_{L R}$ is an invariant both at the classical level [11] and at the quantum level [13,17]. In the following, the explicit form of $I_{L R}$ will be our guiding line for finding an extended canonical transformation that removes the time dependence from the Hamiltonian of the harmonic oscillator with a time-dependent frequency.

### 2.2. Extended Canonical Transformations and Hamiltonian Flows

In the framework of the extended phase space formalism we can now regard time as a configuration degree of freedom and consequently apply a canonical transformation to implement a time-rescaling. It is worth noting that the Mukhanov-Sasaki equation in conformal time (commonly denoted $\eta$ ) takes the form of a time-dependent harmonic oscillator, however we shall refer to the time variable as $t$ in the context of the classical and one-particle quantum theory, respectively. We aim at finding a symplectic map $\Phi$ such that the explicitly time-dependent Mukhanov-Sasaki Hamiltonian is mapped into an autonomous one, that is, one with time-independent frequency that we denote by $\omega_{0}$. During this procedure, the Hamiltonian constraint together with the Poisson structure on the extended phase space remain invariant by construction, that is:

$$
\begin{equation*}
\Phi: T^{*} M \rightarrow T^{*} M, \quad \mathfrak{H} \mapsto \Phi^{*} \mathfrak{H}=\mathfrak{H} . \tag{6}
\end{equation*}
$$

Correspondingly, the symplectic form $\Omega$ on $T^{*} M$ is invariant under the Hamiltonian flow of the associated Hamiltonian vector field of $\Phi$ that infinitesimally generates this transformation. In order to apply this procedure to the case of the single-mode Mukhanov-Sasaki Hamiltonian, we need to impose conditions on the explicit form of $\Phi$. We would like to preserve the functional dependence of the Hamiltonian constraint on the one hand and keep the quadratic order in both momentum and configuration variables on the other hand. For this purpose, we make the following ansatz, closely related to the work presented in Reference [12]:

$$
\Phi:\left(\begin{array}{c}
q^{a}  \tag{7}\\
p_{a} \\
t \\
p_{t}
\end{array}\right) \mapsto\left(\begin{array}{c}
Q^{a}(\mathbf{q}, t) \\
F(\mathbf{q}, t) p_{a}+G_{a}(\mathbf{q}, t) \\
T(\mathbf{q}, t) \\
P_{T}\left(\mathbf{q}, t, \mathbf{p}, p_{t}\right)
\end{array}\right) \quad \text { s.t. } \quad \Phi^{*} \Omega=\Omega
$$

Note the ansatz $\mathbf{p} \propto \mathbf{P}+\mathbf{G}(\mathbf{q}, t)$ ensures that the transformed Hamiltonian is again quadratic in the new momentum, whereas the prefactor allows for a time-rescaling of the momentum variable. Additionally, the only variable that carries a dependence on $p_{t}$ is the new momentum conjugate to $T$ denoted by $P_{T}$, which is a choice that preserves the form of the Hamiltonian constraint being linear in the conjugate momentum of the time variable. We employ the ansatz in (7) for the symplectic map $\Phi$ and from subsequent comparison of coefficients of the two-form basis elements we obtain a set

[^62]of five coupled differential equations that determine the form of $\Phi$ to be a canonical transformation. This system of differential equations corresponds to a generalization to $n+1$ configuration degrees of freedom of the set of equations presented in Reference [12], where only the case for $n=1$ was presented. It explicitly reads:
\[

$$
\begin{gather*}
\frac{\partial Q^{a}}{\partial t}\left(p_{a} \frac{\partial F}{\partial q^{b}}+\frac{\partial G_{a}}{\partial q^{b}}\right)+\frac{\partial P_{T}}{\partial q^{b}} \frac{\partial T}{\partial t}=\frac{\partial Q^{a}}{\partial q^{b}}\left(p_{a} \frac{\partial F}{\partial t}+\frac{\partial G_{a}}{\partial t}\right)+\frac{\partial P_{T}}{\partial t} \frac{\partial T}{\partial q^{b}} \\
F \frac{\partial Q^{a}}{\partial t}+\frac{\partial P_{T}}{\partial p_{a}} \frac{\partial T}{\partial t}=0, \quad \frac{\partial P_{T}}{\partial p_{a}} \frac{\partial T}{\partial q^{b}}+F \frac{\partial Q^{a}}{\partial q^{b}}=\delta_{b}^{a}  \tag{8}\\
\quad \frac{\partial P_{T}}{\partial p_{t}} \frac{\partial T}{\partial q^{a}}=0, \quad \frac{\partial P_{T}}{\partial p_{t}} \frac{\partial T}{\partial t}=1
\end{gather*}
$$
\]

We can get a first hint how a solution could look like when we consider the Lewis-Riesenfeld invariant $I_{L R}$ from Equation (3) in Section 2 above. Hence, there is a natural starting point for finding the favored canonical transformation we are aiming at, by fixing the transformations of $\mathbf{q}$ and $\mathbf{p}$ according to a factorization of $I_{L R}$. This leads to

$$
\begin{align*}
Q^{a}(\mathbf{q}, t):=\frac{q^{a}}{\xi(t)} & \Longleftrightarrow \quad q^{a}(\mathbf{Q}, T)=\xi(t(T)) Q^{a}  \tag{9}\\
P_{a}(\mathbf{q}, \mathbf{p}, t):=\xi(t) p_{a}-\dot{\xi}(t) q_{a} & \Longleftrightarrow p_{a}(\mathbf{Q}, \mathbf{P}, T)=\frac{P_{a}}{\xi(t(T))}+\dot{\zeta}(t(T)) Q_{a} \tag{10}
\end{align*}
$$

where $\dot{\zeta}=\partial_{t} \xi$ is the derivative with respect to the dynamical time variable. In order to proceed, we need to find a suitable transformation for the time variable $T(t)$ that is consistent with the system of Equation (8) previously found. A convenient possibility is to use Euler's time scaling transformation for the three-body problem, recently introduced by Struckmeier [11] in the context of the time-dependent harmonic oscillator. However, the approach in Reference [11] differs from the one outlined in this work in the sense that we derive the explicit form of the transformation instead of making use of the corresponding generating function. The relevant transformation of $t$ is given by:

$$
\begin{equation*}
T(t):=\int_{t_{0}}^{t} \frac{\mathrm{~d} \tau}{\xi^{2}(\tau)} \Longleftrightarrow \frac{\partial T}{\partial t}=\frac{1}{\xi^{2}(t)}, \tag{11}
\end{equation*}
$$

where $\xi(t) \in C^{2}(\mathbb{R})$ is an up-to-now arbitrary function with the only restriction that the above integral needs to be well-defined. Given the explicit form of (11), we can require mutual consistency of the transformations in (8) in order to fix the form of the transformed canonical momentum $P_{T}$. Solving the first equation in (8) for $\partial_{b} P_{T}$ and subsequently integrating the obtained expression yields the following result:

$$
\begin{equation*}
P_{T}\left(\mathbf{q}, \mathbf{p}, t, p_{t}\right)=\xi^{2}(t) p_{t}+\xi(t) \dot{\xi}(t) \mathbf{q} \cdot \mathbf{p}-\frac{1}{2}\left(\xi(t) \ddot{\zeta}(t)+\dot{\zeta}^{2}(t)\right) \mathbf{q}^{2} \tag{12}
\end{equation*}
$$

with the term $\xi^{2}(t) p_{t}$ arising from an arbitrary additive constant with respect to $\mathbf{q}$ and the requirement of inverse scaling behavior between $t$ and $p_{t}$ according to (8). Now that we have fixed the transformation to the new canonical coordinates, we can use the invariance of the Hamiltonian constraint $\mathfrak{H}$ under the change of canonical coordinates to derive an autonomous Hamiltonian from the original, time-dependent one:

$$
\begin{equation*}
\Phi^{*} \mathfrak{H}=\left(\Phi^{*} H+P_{T}\right) \frac{\mathrm{d} T}{\mathrm{~d} s}=\left(\Phi^{*} H+P_{T}\right) \frac{\partial T}{\partial t} \frac{\mathrm{~d} t}{\mathrm{~d} s}=\left(H(\mathbf{q}, \mathbf{p}, t)+p_{t}\right) \frac{\mathrm{d} t}{\mathrm{~d} s}=\mathfrak{H} . \tag{13}
\end{equation*}
$$

In fact, using the one before the last equality sign in (13) we find an expression for $\Phi^{*} H$ :

$$
\begin{equation*}
H_{0}:=\Phi^{*} H=\left.\xi^{2}(t)\left(H(\mathbf{q}, \mathbf{p}, t)+p_{t}\right)\right|_{(\Phi)(\mathbf{q}, \mathbf{p}, t)}-P_{T} \tag{14}
\end{equation*}
$$

with $\mathbf{q}, \mathbf{p}$ and $t$ considered as functions of the new variables $\mathbf{Q}, \mathbf{P}$ and $T$ via the extended canonical transformation $\Phi(\mathbf{q}, \mathbf{p}, t)$ defined in Equation (7). Analogous to the treatment displayed in Reference [11], we would also like to point out the crucial property that not the bare constraint $C$ but the product with the Lagrange multiplier $\mathfrak{H}=\lambda C\left(\mathbf{q}, \mathbf{p}, t, p_{t}\right)$ is invariant under this transformation by construction. As a consequence, the canonical momentum $P_{T}$ drops out in $H_{0}$. If we evaluate all expressions using the inverse of $\Phi$ to express $\mathbf{q}, \mathbf{p}$ in terms of $\mathbf{Q}, \mathbf{P}$, we finally obtain:

$$
\begin{align*}
H_{0}(\mathbf{Q}, \mathbf{P}, T) & =\left.\left[\frac{\xi^{2}(t)}{2}\left(\mathbf{p}^{2}+\omega(t)^{2} \mathbf{q}^{2}\right)-\xi(t) \dot{\xi}(t) \mathbf{q} \cdot \mathbf{p}+\frac{1}{2}\left(\xi(t) \ddot{\xi}(t)+\dot{\xi}^{2}(t)\right) \mathbf{q}^{2}\right]\right|_{\left(\Phi^{-1}\right)}(\mathbf{Q}, \mathbf{P}, T) \\
& =\frac{\xi^{2}}{2}\left(\frac{\mathbf{P}^{2}}{\xi^{2}}+2 \frac{\dot{\xi}}{\tilde{\xi}} \mathbf{Q} \cdot \mathbf{P}+\dot{\zeta}^{2} \mathbf{Q}^{2}+\omega(t(T))^{2} \tilde{\xi}^{2} \mathbf{Q}^{2}\right)-\xi \dot{\xi} \mathbf{Q} \cdot \mathbf{P}-\frac{1}{2}\left(\tilde{\xi}^{2} \dot{\zeta}^{2}-\xi^{3} \ddot{\zeta}\right) \mathbf{Q}^{2}  \tag{15}\\
& =\frac{1}{2}\left(\mathbf{P}^{2}+\xi^{3}\left(\ddot{\xi}+\omega(t(T))^{2} \xi\right) \mathbf{Q}^{2}\right)=\frac{1}{2}\left(\mathbf{P}^{2}+\omega_{0}^{2} \mathbf{Q}^{2}\right)
\end{align*}
$$

where we designed the symplectic map $\Phi$ in such a way that the requirement that the term in the brackets multiplying $\mathbf{Q}^{2}$ in Equation (15) equals $\omega_{0}^{2} \in \mathbb{R}$ is respected. This leads to the condition that $\xi(t)$ needs to satisfy the Ermakov differential equation, which we already encountered during the discussion of the Lewis-Riesenfeld invariant $I_{L R}$ in Section 2 in (5). The so constructed map $\Phi$ describes a time-dependent canonical transformation that maps a harmonic oscillator with time-dependent frequency $\omega(t)$ onto a time-independent harmonic oscillator with constant frequency $\omega_{0}$. The explicit form of the map of course depends on the time dependence of $\omega(t)$ but can be determined from the Ermakov equation once $\omega(t)$ is given. While in principle we could fix the frequency $\omega_{0}$ to one, as it has been done for the form of the Ermakov equation for instance in References [13,14], we would like our transformation $\Phi$ to correspond to the identity for an already time-independent harmonic oscillator Hamiltonian. This can only be achieved if not all time-dependent frequencies are mapped to unity, as even a constant $\omega_{0}$ would then be transformed non trivially, resulting in a residual transformation analogous to a squeezing operation in quantum theory.

### 2.3. The Reduced Phase Space Associated with $T^{*} M$ and the Infinitesimal Generator of $\Phi$

In this section we want to derive the infinitesimal generator corresponding to the finite canonical transformation $\Phi$ on the extended phase space $T^{*} M$ that we presented in the last section. This will be relevant later on when we discuss the implementation of $\Phi$ in the quantum theory. As we have discussed, the system under consideration can be understood as a constrained system in the context of the extended phase space. Consequently, we have two options for handling the constraint, either we solve it in the quantum theory via Dirac quantization or we reduce with respect to this constraint already classically and quantize the reduced phase space only. In the first place, both approaches are equally justified from the physical perspective, so this is a choice one makes for each given model. In our case this goes along with the selection whether we want to implement the canonical transformation $\Phi$ on the extended or reduced phase space, respectively. Firstly, as the transformation from $t$ to $T(t)$ in (11) involves a time-rescaling in form of an integral, if we are not able to obtain the antiderivative of the integrand in closed form, it will be problematic to formulate this kind of canonical transformation in the quantum theory based on the extended phase space where $t$ becomes an operator. Secondly, following Dirac quantization, we need to construct a physical inner product for physical states and this is non-trivial if the constraint is of the form $C=p_{t}+H(\mathbf{q}, \mathbf{p}, t)$ with $H$ being explicitly
time-dependent, a similar situation that occurs in loop quantum cosmology if we consider the inflaton as reference matter. The final physical sector of the theory should be related in both approaches and in the best case yield the same physical predictions. This might not be the case in general but yields some restrictions on possible choices in the quantization procedure to match the models based on Dirac and reduced quantization respectively. In the following we choose the reduced phase space approach for which the initial phase space $T^{*} \Sigma$ can be naturally identified with the reduced phase space of our system. In order to show this we construct Dirac observables for our constrained system by means of the formalism presented in References $[18,19]$ and references therein, that is based on the relational formalism originally introduced in References [20,21]. In the extended phase space, we consider the configuration variable $t$ as the reference field (clock) for time and introduce the following gauge fixing condition $G_{\tau}:=t-\tau \approx 0 . G_{\tau}$ together with the first class constraint $C$ build a second class pair since $\left\{G_{\tau}, C\right\}=1$. The Dirac observables for all degrees of freedom except the clock degrees of freedom $\left(t, p_{t}\right)$ are given by

$$
\begin{equation*}
\mathcal{O}_{q^{a}, t}^{C}(\tau)=\sum_{n=0}^{\infty} \frac{G_{\tau}^{n}}{n!}\left\{C(\mathbf{q}, \mathbf{p}, t), q^{a}\right\}_{(n)^{\prime}} \quad \mathcal{O}_{p_{a}, t}^{C}(\tau)=\sum_{n=0}^{\infty} \frac{G_{\tau}^{n}}{n!}\left\{C(\mathbf{q}, \mathbf{p}, t), p_{a}\right\}_{(n)^{\prime}} \tag{16}
\end{equation*}
$$

where $\{A, B\}_{(n)}$ denotes the iterated Poisson bracket defined via $\{A, B\}_{(n)}:=\left\{A,\{A, B\}_{(n-1)}\right\}$ and $\{A, B\}_{(0)}:=B$ and we have used that $q^{a}$ and $p_{a}$ both commute with the conjugate momentum $p_{t}$. The observable map can also be applied to the clock degrees of freedom, leading to

$$
\begin{equation*}
\mathcal{O}_{t, t}^{C}(\tau)=\sum_{n=0}^{\infty} \frac{G_{\tau}^{n}}{n!}\left\{C\left(\mathbf{q}, \mathbf{p}, t, p_{t}\right), t\right\}_{(n)}=\tau, \quad \mathcal{O}_{p_{t}, t}^{C}(\tau)=\sum_{n=0}^{\infty} \frac{G_{\tau}^{n}}{n!}\left\{C\left(\mathbf{q}, \mathbf{p}, t, p_{t}\right), p_{t}\right\}_{(n)} . \tag{17}
\end{equation*}
$$

We realize that the clock $t$ is mapped to the parameter $\tau$ as expected, whereas contrary to the deparametrized models presented in References [22-29], the physical Hamiltonian retains its time dependence, hence $p_{t}$ is not yet a Dirac observable by itself. Using the properties of the observable map we have that $p_{t}=-\mathcal{O}_{H(\mathbf{q}, \mathbf{p}, t), t}^{C}=-H\left(\mathcal{O}_{\mathbf{q}, t}^{C}, \mathcal{O}_{\mathbf{p}, t}^{C}, \tau\right)$ and hence $p_{t}$ can be expressed as a function of $\mathcal{O}_{\mathbf{q}, t}^{C}, \mathcal{O}_{\mathbf{p}, t}^{C}$ only, where we introduced the abbreviation $\mathcal{O}_{\mathbf{q}, t}^{C}:=\left(\mathcal{O}_{q^{1}, t^{\prime}}^{C} \cdots, \mathcal{O}_{q^{n}, t}^{C}\right)$ and likewise for the momenta. This shows that $\left(\mathcal{O}_{\mathbf{q}, t}^{C}, \mathcal{O}_{\mathbf{p}, t}^{C}\right)$ are the elementary variables of the reduced phase space and the degrees of freedom encoded in $\left(t, p_{t}\right)$ have been reduced, which leaves us with $2 n$ true degrees of freedom in the physical sector of the phase space. As a consequence, we can identify the reduced phase space with $T^{*} \Sigma$ and the Hamiltonian can be understood as a function from $T^{*} \Sigma \times \mathbb{R}$ to the real numbers. In order to analyze the Poisson algebra of the observables we have to construct the corresponding Dirac bracket, denoted by $\{.,\}^{*}$, associated to the second class system $\left(G_{\tau}, C\right)$. However, for the reason that all variables $(\mathbf{q}, \mathbf{p})$ commute with the gauge fixing condition, their Dirac bracket reduces to the usual Poisson bracket. Given this and considering the result in Reference [19], the algebra of our Dirac observables reads:

$$
\left\{\mathcal{O}_{q^{a}, t}^{C}(\tau), \mathcal{O}_{p_{b}, t}^{C}(\tau)\right\}=\mathcal{O}_{\left\{q^{a}, p_{b}\right\}^{*}, t}^{C}(\tau)=\delta_{b}^{a}
$$

Thus, the kinematical Poisson algebra of $(\mathbf{q}, \mathbf{p})$ and the algebra of their corresponding Dirac observables are isomorphic, which is a big advantage for finding representations of the observable algebra in the context of the quantum theory in Section 3. The observable map applied to a generic phase space function $f$ returns the values of $f$ at those values where the clock takes the value $\tau$. Therefore, the natural evolution parameter for these Dirac observables is $\tau$. If the constraint is linear in the clock momenta as in our case where $C=p_{t}+H(\mathbf{q}, \mathbf{p}, t)$, then as shown in References [19,26] the so-called physical Hamiltonian generating the $\tau$-evolution is given by the Dirac observable
corresponding to $H(\mathbf{q}, \mathbf{p}, t)$. Thus, in our case the evolution on the reduced phase space is given by the following Hamilton's equations:

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} \tau} \mathcal{O}_{q^{a}, t}^{C}=\left\{\mathcal{O}_{q^{a}, t}^{C}, H\left(\mathcal{O}_{\mathbf{q}, t}^{C}, \mathcal{O}_{\mathbf{p}, t}^{C}, \tau\right)\right\}, \quad \frac{\mathrm{d}}{\mathrm{~d} \tau} \mathcal{O}_{p_{a}, t}^{C}=\left\{\mathcal{O}_{p_{a}, t}^{C}, H\left(\mathcal{O}_{\mathbf{q}, t}^{C}, \mathcal{O}_{\mathbf{p}, t}^{C}, \tau\right)\right\} \tag{18}
\end{equation*}
$$

Lastly, by an abuse of notation we replace $\tau$ by $t$ as well as $\mathcal{O}_{q^{a}, t}^{C}$ by $q^{a}$ and $\mathcal{O}_{p_{a}, t}^{C}$ by $p_{a}$ in order to be closer to the notation used in previous works in the literature and emphasize that the generator of $\Phi$ acts as a one-parameter family of transformations on configuration and momentum degrees of freedom in $T^{*} \Sigma$. When we have a look at the form of $\Phi$, we immediately recognize that the generator $\mathcal{G} \in C^{\infty}\left(T^{*} \Sigma \times \mathbb{R}\right)$ needs to be a polynomial of second order in the original configuration and momentum variables, where $T^{*} \Sigma \times \mathbb{R}$ corresponds to the presymplectic space for explicitly time-dependent systems as for instance used in Reference [11]. This ensures that the action of the associated Hamiltonian vector field $X_{\mathcal{G}}$ with $X_{\mathcal{G}}(f):=\{\mathcal{G}, f\}$ onto the elementary phase space variables $\mathbf{q}$ and $\mathbf{p}$ results in a linear combination of those quantities. The explicit form of $\Phi$ suggests an ansatz in order to find $\mathcal{G}$, which naturally depends on $\xi, \dot{\xi}$, incorporating the parametric dependence on $t$ :

$$
\begin{equation*}
\mathcal{G}(\xi, \dot{\xi}, \mathbf{q}, \mathbf{p}):=f(\xi, \dot{\xi}) \mathbf{q} \cdot \mathbf{p}+\frac{1}{2} g(\xi, \dot{\xi}) \mathbf{q}^{2} \tag{19}
\end{equation*}
$$

where the factor in front of $g(\xi, \dot{\zeta})$ was introduced for later convenience. Application of the exponentiated Hamiltonian vector field $X_{\mathcal{G}}$ onto $\mathbf{q}$ and $\mathbf{p}$ leads to the following results:

$$
\begin{align*}
& \exp \left\{X_{\mathcal{G}}\right\} q^{a}:=\sum_{n=0}^{\infty} \frac{1}{n!}\left\{\mathcal{G}, q^{a}\right\}_{(n)}=\sum_{n=0}^{\infty} \frac{(-1)^{n}}{n!}(f(\xi, \dot{\zeta}))^{n} q^{a}=e^{-f(\xi, \dot{\xi})} q^{a}  \tag{20}\\
& \exp \left\{X_{\mathcal{G}}\right\} p_{a}:=\sum_{n=0}^{\infty} \frac{1}{n!}\left\{\mathcal{G}, p_{a}\right\}_{(n)}=e^{f(\xi, \dot{\zeta})} p_{a}+\frac{1}{2}\left(e^{f(\xi, \dot{\xi})}-e^{-f(\xi, \dot{\zeta})}\right) \frac{g(\xi, \dot{\xi})}{f(\xi, \dot{\xi})} q_{a} \tag{21}
\end{align*}
$$

with the iterated Poisson bracket defined as above. A direct comparison of the results in (20) and (21) to the solutions of the system of equations in (8) yields the dependencies of $f(\xi, \dot{\xi})$ and $g(\xi, \dot{\xi})$ on $\xi$ and $\dot{\xi}$, respectively:

$$
\begin{equation*}
f(\xi, \dot{\xi})=\ln (\xi), \quad g(\xi, \dot{\zeta})=\frac{2 \ln (\xi) \xi \dot{\xi} \dot{\xi}}{1-\tilde{\xi}^{2}} . \tag{22}
\end{equation*}
$$

Finally, we are able to explicitly write down the generator of the extended canonical transformation $\Phi$ restricted to the constraint hypersurface $T^{*} \Sigma \times \mathbb{R}$, that is the physical sector. We call this restriction of $\Phi$, which is a time-dependent canonical transformation on the reduced phase space, $\Gamma_{\zeta}$ from now on. In a convenient notation, it has the following form:

$$
\begin{equation*}
\mathcal{G}(\xi, \dot{\xi}, \mathbf{q}, \mathbf{p})=\frac{1}{2} \ln (\xi)\left(\mathbf{q} \cdot \mathbf{p}+\mathbf{p} \cdot \mathbf{q}+h(\xi, \dot{\xi}) \mathbf{q}^{2}\right), \quad h(\xi, \dot{\xi}):=\frac{2 \xi \dot{\xi}}{1-\xi^{2}} \tag{23}
\end{equation*}
$$

In fact, this classical generator precisely corresponds to the exponential operator found in Reference [17] for a quantized version of the time-dependent harmonic oscillator. It is worth noting that, regardless of the choice of coordinates, $\mathcal{G}$ takes the same form in either $\mathbf{q}, \mathbf{p}$ or $\mathbf{Q}, \mathbf{P}$, that is it holds that $\mathcal{G}(\mathbf{q}(\mathbf{Q}, \mathbf{P}), \mathbf{p}(\mathbf{Q}, \mathbf{P}))=\mathcal{G}(\mathbf{Q}, \mathbf{P})$. Not surprisingly, we can switch between the autonomous Hamiltonian and the Lewis-Riesenfeld invariant in this framework, using the action of $\Gamma_{\xi}$ on (analytical) phase space functions, leading to:

$$
\begin{equation*}
H_{0}\left(\Gamma_{\zeta}(\mathbf{q}), \Gamma_{\tilde{\zeta}}(\mathbf{p})\right)=H_{0}\left(e^{X_{\mathcal{G}}} \mathbf{q}, e^{X_{\mathcal{G}}} \mathbf{p}\right)=\frac{1}{2}\left((\tilde{\xi}(t) \mathbf{p}-\dot{\zeta}(t) \mathbf{q})^{2}+\frac{\omega_{0}^{2} \mathbf{q}^{2}}{\xi(t)^{2}}\right)=: I_{L R} \tag{24}
\end{equation*}
$$

Of course this was how $\Gamma_{\S}$ or rather $\Phi$ was constructed in the first place. However, relation (24) will be of importance in the quantum theory, where it is part of the time evolution operator (i.e., the Dyson series) associated to the time-dependent Hamiltonian. Furthermore, this will allow us to make contact to previous work and strictly derive the phase factor that was introduced by hand in Reference [13] in order to construct eigenfunctions of the time-dependent Schrödinger equation. Referring to the relational formalism outlined in for example, References [18,19], we reconsider the fact that the Lewis-Riesenfeld invariant strongly commutes with the constraint $C$ as shown in (3). Hence, in this language $I_{L R}$ is a strong Dirac observable with respect to the constraint $C\left(\mathbf{q}, \mathbf{p}, t, p_{t}\right)$ if and only if $\xi(t)$ satisfies the Ermakov Equation (5), connecting to the results presented in Reference [13] in the context of quantization. As a concluding remark, let us introduce $e_{+}:=\frac{1}{2} \mathbf{p}^{2}, e_{-}:=-\frac{1}{2} \mathbf{q}^{2}$ and $h:=q^{a} p_{a}$, which amount to the generators of the classical canonical transformation $\Gamma_{\xi}$ we derived in the preceding section. Then these three generators form a basis of the $\mathfrak{s l}(2, \mathbb{R})$ algebra, which is evident due to the structure constants of their Poisson brackets. Hence, the exponential of these generators (or a subset thereof) constitutes a group element of $\operatorname{SL}(2, \mathbb{R})$ and consequently the classical canonical transformation $\Gamma_{\xi}$ is a real representation of $\operatorname{SL}(2, \mathbb{R})$ on the space of phase space polynomials or everywhere-analytic phase space functions, respectively.

Let us briefly summarize what we have established in the previous section. Starting from an explicitly time-dependent Hamiltonian and its associated Lewis-Riesenfeld invariant, we systematically constructed a time-dependent canonical transformation on an extended phase space, which removes the time dependence of the original Hamiltonian. Let us stress at this point that $H(t), I_{L R}(t)$ and $H_{0}$ are in fact the same object in different coordinates on the extended phase space. Consequently, we were able to construct the associated infinitesimal generator of this symplectic map and established the notion of a reduced phase space with the prospect of a corresponding unitary transformation in the one-particle quantum theory. The construction of the latter will be the content of the next section.

## 3. Quantization: One-Particle Hilbert Space

In this section we will present the quantization of the time-dependent canonical transformation derived in the last section on the one-particle Hilbert space. This allows to transform each mode of the single-mode Mukhanov-Sasaki Hamiltonian into a harmonic oscillator with constant frequency. In Section 4 we will discuss in which sense the results obtained in this section can be generalized to field theories. The unitary implementation of the symplectic transformation we considered can be used for constructing an analytic solution to the time-dependent Schrödinger equation in the form of a unitary time evolution operator.

### 3.1. Canonical Quantization of the Time-Dependent Canonical Transformation

From the classical theory, the relevant algebra is $\mathcal{P}=\left(C^{\infty}\left(T^{*} \mathbb{R}^{d}\right),\{\ldots\}, \cdot\right)$ equipped with the Poisson bracket and pointwise multiplication, which is the algebra of elementary variables of a classical point-particle in d-dimensional Euclidean space. This algebra can be further extended by an involution operation leading to the Poisson *-algebra that will be our starting point for the canonical quantization. In the following we can restrict our discussion to the case $d=1$ which is sufficient for the quantization of the single mode Mukhanov-Sasaki system. As a first step we define a quantization map $\mathcal{Q}$ that maps elements of $\mathcal{P}$ into an abstract operator algebra $\mathcal{Q}(\mathcal{P})$. Given any two smooth phase space functions $f, g \in \mathcal{P}$ we have

$$
\begin{equation*}
\mathcal{Q}: \mathcal{P} \rightarrow \mathcal{Q}(\mathcal{P}), \quad\{f, g\} \mapsto \mathcal{Q}(\{f, g\})=-i[\mathcal{Q}(f), \mathcal{Q}(g)] \in \mathcal{Q}(\mathcal{P}) \tag{25}
\end{equation*}
$$

where we have set $\hbar=1$. Requiring that $\mathcal{Q}$ is function-preserving, that is $\mathcal{Q}(F(q, p))=F(\mathcal{Q}(q), \mathcal{Q}(p))$ for any real function $F$ as usually required for any quantization map, we can now directly write down
the quantum version of the generator for the one-parameter family (i.e., time-dependent) of canonical transformations $\Gamma_{\zeta}$ on $T^{*} \Sigma$ and its exponential:

$$
\begin{equation*}
\mathcal{Q}(\mathcal{G}):=\hat{\mathcal{G}}=\frac{1}{2} \ln (\xi)\left(\hat{q} \hat{p}+\hat{p} \hat{q}+h(\xi, \dot{\zeta}) \hat{q}^{2}\right) \tag{26}
\end{equation*}
$$

where $\hat{q}, \hat{p}$ denote elements of the abstract operator algebra $\mathcal{Q}(\mathcal{P})$. For later convenience we quantize the inverse of $\Gamma_{\xi}$ and hence the inverse map, that is due to the minus sign in the quantization prescription and to be closer to existing results in the literature, since the mapping to the autonomous Hamiltonian is classically achieved by the inverse of $\Phi$ :

$$
\mathcal{Q}\left(\Gamma_{\xi}^{-1}\right)=\exp \{i[\mathcal{Q}(\mathcal{G}), .]\}=\exp \{i[\hat{\mathcal{G}}, .]\}=\exp \left\{i \operatorname{ad}_{\hat{\mathcal{G}}}\right\}=: \operatorname{Ad}_{\hat{\Gamma}_{\xi^{\prime}}}
$$

with 'ad' and 'Ad' denoting the adjoint representation of the Lie algebra and the corresponding Lie group, respectively. Now since we want to define the action of $\hat{\Gamma}_{\xi}$ on some Hilbert space we need a representation that maps the abstract operators into the set of linear operators on a Hilbert space respecting the commutator relations of the abstract algebra, that is $\pi: \mathcal{Q}(\mathcal{P}) \rightarrow \mathcal{L}(\mathcal{H})$ such that $\pi\left(\mathcal{Q}\left(\mathbb{1}_{\mathcal{P}}\right)\right)=\mathbb{1}_{\mathcal{H}}, \pi(\mathcal{Q}(\{q, p\}))=-i[\pi(\mathcal{Q}(q)), \pi(\mathcal{Q}(p))]$ as well as $\pi(\mathcal{Q}(\{q, q\}))=$ $-i[\pi(\mathcal{Q}(q)), \pi(\mathcal{Q}(q))]$ and $\pi(\mathcal{Q}(\{p, p\}))=-i[\pi(\mathcal{Q}(p)), \pi(\mathcal{Q}(p))]$. If not otherwise stated we will work with the standard Schrödinger position representation given by $\left(\pi, \mathcal{H}=L_{2}(\mathbb{R}, d x)\right)$ with

$$
\begin{array}{ll}
\pi_{q}(\mathcal{Q}(q))=\pi_{q}(\hat{q}): \mathcal{S}(\mathbb{R}) \rightarrow \mathcal{S}(\mathbb{R}), \quad\left(\pi_{q}(\hat{q}) \Psi\right)(q)=q \Psi(q) \\
\pi_{q}(\mathcal{Q}(p))=\pi_{q}(\hat{p}): \mathcal{S}(\mathbb{R}) \rightarrow \mathcal{S}(\mathbb{R}), \quad\left(\pi_{q}(\hat{p}) \Psi\right)(q)=-i \frac{d \Psi}{d q}(q)
\end{array}
$$

Here $\mathcal{S}(\mathbb{R})$ denotes the space of Schwartz functions on $\mathbb{R}$. Given the representation we can define the action of $\hat{\Gamma}_{\xi}$ on both operators and elements $\Psi$ in $\mathcal{S}(\mathbb{R})$ lying dense in $L_{2}(\mathbb{R}, d q)$ according to the prescription:

$$
\begin{equation*}
\pi_{q}(\hat{O}) \mapsto \operatorname{Ad}_{\hat{\Gamma}_{\zeta}}\left(\pi_{q}(\hat{O})\right):=\hat{\Gamma}_{\xi} \pi_{q}(\hat{O}) \hat{\Gamma}_{\xi}^{+}, \quad \Psi \mapsto \hat{\Gamma}_{\zeta} \Psi:=\sum_{n=0}^{\infty} \frac{\left(i \pi_{q}(\hat{\mathcal{G}})\right)^{n}}{n!} \Psi \tag{27}
\end{equation*}
$$

where we used the abbreviation $\hat{\Gamma}_{\xi}:=\pi_{q}\left(\hat{\Gamma}_{\xi}\right)$ to keep our notation compact. Let us briefly check that the the adjoint action of $\hat{\Gamma}_{\xi}$ on $\pi_{q}(\hat{q})$ and $\pi_{q}(\hat{p})$ is consistent. We have:

$$
\begin{equation*}
\operatorname{Ad}_{\hat{\Gamma}_{\tilde{\xi}}}\left(\pi_{q}(\hat{q})\right)=\sum_{n=0}^{\infty} \frac{\left(-i^{2}\right)^{n}}{n!}(\ln (\xi))^{n} \pi_{q}(\hat{q})=\xi \pi_{q}(\hat{q}) \tag{28}
\end{equation*}
$$

where the iterated commutator $\left[\pi_{q}(\hat{A}), \pi_{q}(\hat{B})\right]_{(n)}$ is defined similarly to the iterated Poisson bracket with an identity at the zeroth order. For $\pi_{q}(\hat{p})$ we get as expected:

$$
\begin{equation*}
\operatorname{Ad}_{\hat{\Gamma}_{\tilde{\zeta}}}\left(\pi_{q}(\hat{p})\right)=\sum_{n=0}^{\infty} \frac{i^{2 n}}{n!}(\ln (\xi))^{n} \pi_{q}(\hat{p})+\sum_{n=0}^{\infty} \frac{\left(i^{2}\right)^{2 n+1}}{(2 n+1)!}(\ln (\xi))^{2 n+1} h(\xi, \dot{\zeta}) \pi_{q}(\hat{q})=\frac{\pi_{q}(\hat{p})}{\xi}+\dot{\zeta} \pi_{q}(\hat{q}) \tag{29}
\end{equation*}
$$

which precisely corresponds to the inverse of the transformation of $q$ and $p$ generated by the classical Hamiltonian vector field $X_{\mathcal{G}}$. As discussed in Section 2.3, the dynamics of the classical theory is generated by the physical Hamiltonian $H(\mathbf{q}, \mathbf{p}, t)$. Thus, we can directly consider the corresponding Schrödinger equation in the one dimensional case that is given by

$$
i \frac{\partial}{\partial t} \Psi(q, t)=\frac{1}{2}\left(\pi_{q}(\hat{p})^{2}+\omega^{2}(t) \pi_{q}(\hat{q})^{2}\right) \Psi(q, t)
$$

and unitarily equivalent to the corresponding Heisenberg equations for $\pi_{q}(q)$ and $\pi_{q}(p)$. If we apply the transformation induced by $\Gamma_{\xi}$ on the Hamiltonian and $\Psi$, which is the natural choice since classically, the replacement of $\mathbf{q}, \mathbf{p}$ in terms of $\mathbf{Q}, \mathbf{P}$ (the inverse extended map $\Phi$ ) achieved our aim of mapping $H(t)$ to $H_{0}$, we end up with:

$$
\begin{align*}
& \hat{\Gamma}_{\zeta}\left(\frac{1}{2}\left(\pi_{q}(\hat{p})^{2}+\omega^{2}(t) \pi_{q}(\hat{q})^{2}\right)-i \frac{\partial}{\partial t}\right) \hat{\Gamma}_{\xi}^{\dagger} \hat{\Gamma}_{\xi} \Psi(q, t)=0 \\
& \Longleftrightarrow \quad\left[\frac{1}{2} \hat{\Gamma}_{\xi}\left(\pi_{q}(\hat{p})^{2}+\omega^{2}(t) \pi_{q}(\hat{q})^{2}\right) \hat{\Gamma}_{\xi}^{\dagger}-i \hat{\Gamma}_{\xi} \frac{\partial \hat{\Gamma}_{\xi}^{+}}{\partial t}-i \frac{\partial}{\partial t}\right] \hat{\Gamma}_{\xi} \Psi(q, t)=0 \\
& \Longleftrightarrow \quad\left[\frac{1}{2}\left(\frac{\pi_{q}(\hat{p})^{2}}{\xi^{2}}+\xi\left(\omega^{2}(t) \xi+\ddot{\xi}\right) \pi_{q}(\hat{q})^{2}\right)-i \frac{\partial}{\partial t}\right] \hat{\Gamma}_{\xi} \Psi(q, t)=0 \\
& \Longleftrightarrow \quad\left[\frac{1}{2 \tilde{\xi}^{2}}\left(\pi_{q}(\hat{p})^{2}+\omega_{0}^{2} \pi_{q}(\hat{q})^{2}\right)-i \frac{\partial}{\partial t}\right] \hat{\Gamma}_{\zeta} \Psi(q, t)=0  \tag{30}\\
& \Longleftrightarrow \quad\left[\frac{1}{\xi^{2}} \hat{H}_{0}-i \frac{\partial}{\partial t}\right] \hat{\Gamma}_{\xi} \Psi(q, t)=0, \tag{31}
\end{align*}
$$

with $\hat{H}_{0}:=\frac{1}{2}\left(\pi_{q}(\hat{p})^{2}+\omega_{0}^{2} \pi_{q}(\hat{q})^{2}\right)$. In the second step, we used the $t$-derivative of the one-parameter family of transformations $\hat{\Gamma}_{\zeta}^{\dagger}$, which has already been derived in References [14,17]. We can rediscover their result by using the explicit form of the generator $\pi_{q}(\hat{\mathcal{G}})$ using (26) and a Baker-CampbellHausdorff decomposition of $\hat{\Gamma}_{\xi}$ in the position representation. Later a similar but slightly generalized procedure for the occupation number representation will be discussed in Section 3.2. We realize that $\hat{H}_{0}$ in Equation (31) does not carry any explicit time dependence, hence we can construct a solution of the Schrödinger equation in (31) by integration. Further note that the inverse square of the time scaling function $\xi(t)$ precisely corresponds to the Lagrange multiplier $\lambda(s)=\mathrm{d} t / \mathrm{d} s$ that is involved in the extended classical Hamiltonian (14). Given this result we can now give an explicit solution of the Schrödinger equation as was already shown in Reference [17]:

$$
\begin{equation*}
\Psi(q, t)=\hat{\Gamma}_{\xi}^{\dagger} \exp \left\{-i \pi_{q}\left(\hat{H}_{0}\right) \int_{t_{0}}^{t} \frac{\mathrm{~d} \tau}{\tilde{\xi}^{2}(\tau)}\right\} \hat{\Gamma}_{\xi, 0} \Psi\left(q, t_{0}\right), \quad \Psi\left(q, t_{0}\right) \in \mathcal{S}(\mathbb{R})_{t_{0}} \tag{32}
\end{equation*}
$$

with $\mathcal{S}(\mathbb{R})_{t_{0}}$ denoting a one-parameter family of Schwarz spaces, each corresponding to a different initial time $t_{0}$. In a cosmological context, this behavior is a very natural one, as the instantaneous vacuum on cosmological backgrounds shows an analogous behavior. Using that $\hat{I}_{L R}(t)=\hat{\Gamma}_{\xi}^{\dagger} \hat{H}_{0} \hat{\Gamma}_{\xi}$, the time evolution in Equation (32) can also be rewritten as:

$$
\begin{equation*}
\hat{U}\left(t_{0}, t\right)=\hat{\Gamma}_{\xi}^{\dagger} \exp \left\{-i \pi_{q}\left(\hat{H}_{0}\right) \int_{t_{0}}^{t} \frac{\mathrm{~d} \tau}{\xi^{2}(\tau)}\right\} \hat{\Gamma}_{\xi, 0}=\exp \left\{-i \pi_{q}\left(\hat{I}_{L R}\right) \int_{t_{0}}^{t} \frac{\mathrm{~d} \tau}{\xi^{2}(\tau)}\right\} \hat{\Gamma}_{\xi}^{\dagger} \hat{\Gamma}_{\xi, 0} \tag{33}
\end{equation*}
$$

At this point let us further discuss the result in the quantum theory: Firstly, the integrand in the exponential corresponds exactly to our time-rescaling transformation in (11) that we naturally obtained in the extended phase space approach of the classical theory. Secondly, if we compare the result here to that in Reference [13], they use the eigenstates of the Lewis-Riesenfeld invariant multiplied by a phase factor to construct the solutions of the time-dependent Schrödinger equation. Now, if $\hat{\Gamma}_{\S}^{+} \hat{\Gamma}_{\xi, 0} \Psi\left(q, t_{0}\right)$ corresponds to an eigenstate of the Lewis-Riesenfeld invariant, then this reproduces precisely the phase factor that was introduced in Reference [13] in a rather ad hoc manner. In fact, it can be easily shown that $\hat{\Gamma}_{\tilde{\zeta}}^{+} \Psi_{0}\left(q, t_{0}\right)$ for the time-independent vacuum $\Psi_{0}$ corresponds to the time-dependent vacuum state of the Lewis-Riesenfeld invariant as we will see later. The expression in Equation (33) corresponds to the unique time evolution operator, that is the Dyson series associated to the time-dependent Hamiltonian $\hat{H}(t)$, since it satisfies identical initial conditions. Moreover, $\hat{U}\left(t_{0}, t\right)$ is closely related to
the unitary operator found in Reference [14] (see the equation above (3.15) in that reference). In our framework, it is very natural to find the time-independent Hamiltonian in the central exponential operator on the left-hand-side of (33). The reason for this is twofold: Firstly, the extended canonical transformation $\Phi$ maps the Hamiltonian $\hat{H}(t)$ into the time-independent one $\hat{H}_{0}$ by transforming the Schrödinger equation via $\hat{\Gamma}_{\bar{\zeta}}$. Secondly, the time-rescaling that is used in the extended phase space appears as a Lagrange multiplier in the extended Hamiltonian constraint and consequently as the integrand in the time-evolution operator. Lastly, let us mention that compared to Reference [14] we use a slightly different Ermakov equation here because the prefactor of $\xi^{-3}(t)$ in the Ermakov equation in (5) corresponds to the squared frequency $\omega_{0}^{2}$ of the time-independent oscillator. In the prospects of a field theoretical treatment of this transformation, it is rather unnatural to map every time-dependent mode $\omega_{\mathbf{k}}(t)$ onto the Minkowski case $\omega_{\mathbf{k}}^{(0)}=1$ for all $\mathbf{k}$ as done in Reference [14]. As we will discuss later on, our choice of mapping $\omega_{\mathbf{k}}(t)$ onto $\omega_{\mathbf{k}}^{(0)}=k$ is of advantage when we analyze the implementation of the unitary map on the bosonic Fock space in Section 4.

### 3.2. Baker-Campbell-Hausdorff Decomposition

Explicit calculations involving the evolution operator derived in the last section turn out to be rather tedious, even for simple initial conditions. This is due to the structure of the exponential in $\hat{\Gamma}_{\xi}^{\dagger}$ and the associated generator, respectively. As we will show in this section, we can perform a generalized Baker-Campbell-Hausdorff $(\mathrm{BCH})$ decomposition of the operator $\hat{\Gamma}_{\S}$ that brings it into a form that is more suitable for actual practical computations. For this purpose it is of advantage to change the representation and henceforth work in the occupation number basis, that is with the usual ladder operators defined as (where we omit the explicit mentioning of the representation from now on):

$$
\begin{equation*}
\pi_{q}(\hat{q})=\frac{1}{\sqrt{2 \omega_{0}}}\left(\hat{A}^{\dagger}+\hat{A}\right), \quad \pi_{q}(\hat{p})=i \sqrt{\frac{\omega_{0}}{2}}\left(\hat{A}^{\dagger}-\hat{A}\right), \quad\left[\hat{A}, \hat{A}^{\dagger}\right]=\mathbb{1}_{\mathcal{H}} \tag{34}
\end{equation*}
$$

where we set as before $\hbar=1$ and $m=1$. Inserting these identities into the generator $\pi_{q}(\hat{\mathcal{G}})$ from (26) and $\hat{\Gamma}_{\bar{\zeta}}$, we obtain (again without the explicit representation):

$$
\begin{align*}
\hat{\Gamma}_{\xi} & =\exp \left\{\frac{i}{2} \ln (\xi)\left(i\left(\hat{A}^{\dagger} \hat{A}^{\dagger}-\hat{A} \hat{A}\right)+\frac{h(\xi)}{2 \omega_{0}}\left(\hat{A}^{\dagger} \hat{A}^{\dagger}+\hat{A}^{\dagger} \hat{A}+\hat{A} \hat{A}^{\dagger}+\hat{A} \hat{A}\right)\right)\right\} \\
& =\exp \left\{\frac{1}{2} \ln (\xi)\left(\left(1+\frac{i h(\xi)}{2 \omega_{0}}\right) \hat{A} \hat{A}-\left(1-\frac{i h(\xi)}{2 \omega_{0}}\right) \hat{A}^{\dagger} \hat{A}^{\dagger}+\frac{i h(\xi)}{\omega_{0}}\left(\hat{A}^{\dagger} \hat{A}+\frac{\mathbb{1}}{2}\right)\right)\right\}  \tag{35}\\
& =\exp \left\{\bar{\alpha}(\xi) \frac{\hat{A} \hat{A}}{2}-\alpha(\xi) \frac{\hat{A}^{\dagger} \hat{A}^{\dagger}}{2}+i \lambda(\xi)\left(\hat{A}^{\dagger} \hat{A}+\frac{1}{2}\right)\right\} \\
& =: \exp \left\{\bar{\alpha}(\bar{\xi}) \hat{\sigma}_{-}-\alpha(\xi) \hat{\sigma}_{+}+i \lambda(\xi) \hat{\sigma}_{3}\right\},
\end{align*}
$$

where we made the following redefinitions for later notational convenience:

$$
\begin{equation*}
\hat{\sigma}_{+}:=\frac{1}{2} \hat{A}^{\dagger} \hat{A}^{\dagger}, \quad \hat{\sigma}_{-}:=\frac{1}{2} \hat{A} \hat{A}, \quad \hat{\sigma}_{3}:=\hat{A}^{\dagger} \hat{A}+\frac{\mathbb{1}}{2}, \quad\left[\hat{\sigma}_{3}, \hat{\sigma}_{ \pm}\right]= \pm 2 \hat{\sigma}_{ \pm}, \quad\left[\hat{\sigma}_{-}, \hat{\sigma}_{+}\right]=\hat{\sigma}_{3} . \tag{36}
\end{equation*}
$$

The coefficients are in fact explicitly time-dependent functions $\alpha(\xi), \lambda(\xi)$, where the time dependency is carried by the solution $\xi$ of the Ermakov Equation (5) as we have seen in the discussion of the classical setup. They are defined as:

$$
\begin{equation*}
\alpha=\ln (\xi)\left(1-\frac{i h(\xi)}{2 \omega_{0}}\right), \quad \lambda=\frac{h(\xi)}{2 \omega_{0}} \ln (\xi), \quad|\alpha|^{2}>\lambda^{2} \forall \xi: \mathbb{R} \supseteq \mathbb{I} \rightarrow \mathbb{R} \tag{37}
\end{equation*}
$$

After this replacement the resulting expression for $\hat{\Gamma}_{\xi}$ takes the form of a generalized, time-dependent squeezing operation. The commutation relations in Equation (36) are those of $\mathfrak{s l}(2, \mathbb{R})$, which was already evident in the classical sector of the theory. It is straightforward to see that the standard Baker-Campbell-Hausdorff decomposition does not work, since the iterated commutator structure leads to infinitely many non-vanishing contributions in the well-known formula. However, a BCH decomposition of $\operatorname{SL}(2, \mathbb{R})$ elements has been performed using analytic techniques as shown in Reference [30]. This was done by introducing a parametric rescaling of $\hat{\Gamma}_{\xi}$ and allowing a corresponding dependence of the coefficient functions in the decomposition on this parameter. In our case, a rescaling of the original $\hat{\Gamma}_{\xi}$ leads to:

$$
\begin{equation*}
\hat{\Gamma}_{\xi}(\mu):=\exp \{\mu \hat{\mathcal{G}}\}=\exp \left\{\mu\left(\bar{\alpha}(\xi) \hat{\sigma}_{-}-\alpha(\xi) \hat{\sigma}_{+}+i \lambda(\xi) \hat{\sigma}_{3}\right)\right\} \tag{38}
\end{equation*}
$$

with an arbitrary rescaling by some parameter $\mu \in \mathbb{R}$. Let us denote the decomposed version of $\hat{\Gamma}_{\xi}(\mu)$ by $\tilde{\Gamma}_{\xi}(\mu)$, with a semicolon representing a parametric dependence:

$$
\begin{equation*}
\tilde{\hat{\Gamma}}_{\xi}(\mu)=: \exp \left\{\beta_{+}(\xi ; \mu) \hat{\sigma}_{+}\right\} \exp \left\{\gamma(\xi ; \mu) \hat{\sigma}_{3}\right\} \exp \left\{\beta_{-}(\xi ; \mu) \hat{\sigma}_{-}\right\} \tag{39}
\end{equation*}
$$

Then we aim at determining the coefficient functions $\beta_{+}(\xi ; \mu), \gamma(\xi ; \mu)$ and $\beta_{-}(\xi ; \mu)$ such that we have $\hat{\Gamma}_{\xi}(\mu)=\tilde{\hat{\Gamma}}_{\xi}(\mu)$. This rescaling allows us to differentiate $\hat{\Gamma}_{\xi}(\mu)$ and $\tilde{\Gamma}_{\xi}(\mu)$ with respect to $\mu$. Considering this we start with a consistency requirement for $\hat{\Gamma}_{\xi}(\mu)$ and $\tilde{\hat{\Gamma}}_{\xi}(\mu)$ given by:

$$
\begin{equation*}
\left(\frac{\partial}{\partial \mu} \hat{\Gamma}_{\tilde{\zeta}}(\mu)\right)\left(\hat{\Gamma}_{\tilde{\xi}}(\mu)\right)^{+}=\left(\frac{\partial}{\partial \mu} \tilde{\hat{\Gamma}}_{\tilde{\zeta}}(\mu)\right)\left(\tilde{\hat{\Gamma}}_{\tilde{\xi}}(\mu)\right)^{\dagger} . \tag{40}
\end{equation*}
$$

In the next step we will omit the arguments of the coefficient functions for the sake of a more compact notation. Explicitly evaluating the differentials and using the unitarity of $\hat{\Gamma}_{\xi}$, we end up with three contributions. A closer look reveals that these contributions contain the adjoint action of $\hat{\Gamma}_{\tilde{\xi}}$ onto the three generators of the algebra in (36), which can be easily computed due to the simple structure of their commutators. The linear independence of the generators then leads to a coupled system of differential equations for the coefficient functions:

$$
\begin{align*}
\bar{\alpha} & =\exp \{-2 \gamma\} \frac{\partial \beta_{-}}{\partial \mu}  \tag{41}\\
i \lambda & =\frac{\partial \gamma}{\partial \mu}-\beta_{+} \exp \{-2 \gamma\} \frac{\partial \beta_{-}}{\partial \mu}  \tag{42}\\
\alpha & =2 \beta_{+} \frac{\partial \gamma}{\partial \mu}-\frac{\partial \beta_{+}}{\partial \mu}-\beta_{+}^{2} \exp \{-2 \gamma\} \frac{\partial \beta_{-}}{\partial \mu} \tag{43}
\end{align*}
$$

Performing a number of substitutions, this system of differential equations can be cast into the form of a complex Riccati-type ordinary differential equation, for more details we refer the reader to the explicit computations done in Reference [30]. An appropriate ansatz for this equation yields a solution, subsequent resubstitution then leads to the desired BCH coefficient functions of the normal-ordered decomposition of $\hat{\Gamma}_{\xi}$. A similar procedure can be performed for the normal and anti-normal ordering of both $\hat{\Gamma}_{\xi}$ and $\hat{\Gamma}_{\xi}^{\dagger}$, respectively, while we have chosen that $\hat{\sigma}_{3}$ remains in the middle for computational convenience. Although depending on the given initial state $\Psi\left(q, t_{0}\right)$ at our disposal, the most useful forms of the coefficients (or operator orderings, respectively) regarding computational convenience are given by:

$$
\begin{aligned}
& \delta_{+}(\mu)=+\frac{\alpha \operatorname{sh}(\Delta \mu)}{\Delta \operatorname{ch}(\Delta \mu)+i \lambda \operatorname{sh}(\Delta \mu)} \\
& \delta_{-}(\mu)=-\frac{\bar{\alpha} \operatorname{sh}(\Delta \mu)}{\Delta \operatorname{ch}(\Delta \mu)+i \lambda \operatorname{sh}(\Delta \mu)} \\
& v(\mu)=\underbrace{-\ln \left(\operatorname{ch}(\Delta \mu)+\frac{i \lambda}{\Delta} \operatorname{sh}(\Delta \mu)\right)}_{\text {normal ordering of } \hat{\Gamma}_{\tilde{\zeta}}^{\dagger}}, \\
& \beta_{+}(\mu)=-\frac{\alpha \operatorname{sh}(\Delta \mu)}{\Delta \operatorname{ch}(\Delta \mu)-i \lambda \operatorname{sh}(\Delta \mu)} \\
& \beta_{-}(\mu)=+\frac{\bar{\alpha} \operatorname{sh}(\Delta \mu)}{\Delta \operatorname{ch}(\Delta \mu)-i \lambda \operatorname{sh}(\Delta \mu)} \\
& \gamma(\mu)=\underbrace{-\ln \left(\operatorname{ch}(\Delta \mu)-\frac{i \lambda}{\Delta} \operatorname{sh}(\Delta \mu)\right)}_{\text {normal ordering of } \hat{\mathrm{P}}_{\tilde{\zeta}}}, \\
& \tau_{+}(\mu)=+\frac{\alpha \operatorname{sh}(\Delta \mu)}{\Delta \operatorname{ch}(\Delta \mu)-i \lambda \operatorname{sh}(\Delta \mu)} \\
& \tau_{-}(\mu)=-\frac{\bar{\alpha} \operatorname{sh}(\Delta \mu)}{\Delta \operatorname{ch}(\Delta \mu)-i \lambda \operatorname{sh}(\Delta \mu)} \\
& \rho(\mu)=\underbrace{\ln \left(\operatorname{ch}(\Delta \mu)-\frac{i \lambda}{\Delta} \operatorname{sh}(\Delta \mu)\right)}_{\text {anti-normal ordering of } \hat{\Gamma}_{\tilde{\zeta}}^{+}} . \\
& \varepsilon_{+}(\mu)=-\frac{\alpha \operatorname{sh}(\Delta \mu)}{\Delta \operatorname{ch}(\Delta \mu)+i \lambda \operatorname{sh}(\Delta \mu)} \\
& \varepsilon_{-}(\mu)=+\frac{\bar{\alpha} \operatorname{sh}(\Delta \mu)}{\Delta \operatorname{ch}(\Delta \mu)+i \lambda \operatorname{sh}(\Delta \mu)} \\
& \iota(\mu)=\underbrace{\ln \left(\operatorname{ch}(\Delta \mu)+\frac{i \lambda}{\Delta} \operatorname{sh}(\Delta \mu)\right)}_{\text {anti-normal ordering of } \hat{\Gamma}_{\tilde{\zeta}}} .
\end{aligned}
$$

with $\Delta^{2}:=|\alpha|^{2}-\lambda^{2}$ and $\Delta^{2}>0$ for all real solutions $\xi(t)$ of the Ermakov Equation (5). By fixing the parameter $\mu=1$, we recover the unitary transformation we initially started with. Let us note that for an initially time-independent Hamiltonian, the decomposed transformation reproduces the identity operator, as expected. This is due to the fact that in this case $\xi(t)=1$, which in turn leads to a vanishing generator. Furthermore one can explicitly check that the adjoints of the decompositions of $\hat{\Gamma}_{\xi}$ and $\hat{\Gamma}_{\xi}^{\dagger}$ are the decompositions of the adjoints, which illustrates mutual consistency and conservation of unitarity among the obtained results. To briefly summarize this chapter, we have used analytical techniques to perform a decomposition of the exponentiated generator in (35) into three individual contributions. Due to the fact that we are working with unitary representations of the algebra of non-compact Lie group with mutually non-commuting elements, this result is nontrivial and enables the realization of computations in a compact form. Examples of applications of the Baker-Campbell-Hausdorff decomposition of $\hat{\Gamma}_{\xi}$ can be found in Sections 3.3 and 6, respectively.

### 3.3. Time-Dependent Bogoliubov Maps

In this section we will show that the transformation induced by the operator $\hat{\Gamma}_{\xi}$ can be understood as a time-dependent Bogoliubov transformation when applied to the ladder operators. Given the action of $\hat{\Gamma}_{\xi}$ on the elementary position and momentum operators, it can naturally be extended to the ladder operators as well. The same applies also to the adjoint action, which is however tedious to evaluate in the original form of the generator. Due to the possibility of decomposing the operator $\hat{\Gamma}_{\xi}$ and its adjoint, we can take advantage of the result in the last section and compute the action on $\hat{A}$ and $\hat{A}^{\dagger}$ with a normal and anti-normal ordered decomposition, respectively.

Using the commutator structure of the generators in (36), we obtain:

$$
\begin{align*}
\operatorname{Ad}_{\hat{\Gamma}_{\tilde{\xi}}}(\hat{A}) & =e^{-\gamma(\xi)}\left(\hat{A}-\beta_{+}(\xi) \hat{A}^{\dagger}\right),  \tag{44}\\
\operatorname{Ad}_{\hat{\Gamma}_{\xi}}\left(\hat{A}^{\dagger}\right) & =e^{l(\xi)}\left(\hat{A}^{\dagger}+\varepsilon_{-}(\xi) \hat{A}\right),  \tag{45}\\
\operatorname{Ad}_{\hat{\Gamma}_{\xi}^{\dagger}}(\hat{A}) & =e^{-v(\xi)}\left(\hat{A}-\delta_{+}(\xi) \hat{A}^{\dagger}\right),  \tag{46}\\
\operatorname{Ad}_{\hat{\Gamma}_{\xi}^{+}}\left(\hat{A}^{\dagger}\right) & =e^{\rho(\xi)}\left(\hat{A}^{\dagger}+\tau_{-}(\xi) \hat{A}\right), \tag{47}
\end{align*}
$$

with the corresponding coefficient functions derived in the preceding section. These functions carry an explicit time dependence via $\xi(t)$, which is a solution of the Ermakov Equation (5) with the time-dependent frequency of the initial Hamiltonian. In fact, the transformations of the ladder operators in (47) look already close to that of a time-dependent Bogoliubov transformation. Whether this is indeed the case depends on the coefficient functions involved and will be analyzed in the following. For this purpose, let us rewrite the action of $\hat{\Gamma}_{\xi}$ on these operators as a $2 \times 2$ matrix representation, considering the Equations (44)-(47):

$$
\left(\begin{array}{ll}
g(\xi, \dot{\zeta}) & \bar{h}(\xi, \dot{\xi})  \tag{48}\\
h(\xi, \dot{\zeta}) & \bar{g}(\xi, \dot{\zeta})
\end{array}\right)\binom{\hat{A}}{\hat{A}^{+}}=\binom{g(\xi, \dot{\xi}) \hat{A}+\bar{h}(\xi, \dot{\xi}) \hat{A}^{\dagger}}{h(\xi, \dot{\xi}) \hat{A}+\bar{g}(\xi, \dot{\zeta}) \hat{A}^{\dagger}}:=\binom{\hat{B}}{\hat{B}^{\dagger}},
$$

with the additional requirement that if $\left[\hat{A}, \hat{A}^{\dagger}\right]=\mathbb{1}_{\mathcal{H}}$, then similarly $\left[\hat{B}, \hat{B}^{\dagger}\right]=\mathbb{1}_{\mathcal{H}}$ needs to hold, usually required for a Bogoliubov transformation. In order to achieve this, we need to impose the condition that the determinant of the matrix on the left-hand side of (48) involving $g(\xi, \dot{\xi})$ and $h(\xi, \dot{\xi})$ is equal to one, which amounts to:

$$
\left[\hat{B}, \hat{B}^{+}\right]=\mathbb{1}_{\mathcal{H}} \quad \Longleftrightarrow \quad|g(\xi, \dot{\xi})|^{2}-|h(\xi, \dot{\xi})|^{2}=1
$$

Applying this to the transformation in (44), we get:

$$
\left(\begin{array}{lc}
g(\xi, \dot{\xi}) & \bar{h}(\xi, \dot{\xi}) \\
h(\xi, \dot{\xi}) & \bar{g}(\xi, \dot{\xi})
\end{array}\right)=\left(\begin{array}{cc}
e^{-\gamma(\xi)} & -e^{-\gamma(\xi)} \beta_{+}(\xi) \\
-e^{-\bar{\gamma}(\xi) \bar{\beta}_{+}(\xi)} & e^{-\bar{\gamma}(\xi)}
\end{array}\right) \Longrightarrow e^{-(\gamma+\bar{\gamma})}\left(1-\left|\beta_{+}\right|^{2}\right) \stackrel{!}{=} 1
$$

Given the explicit functional form of the BCH coefficients, it can be easily shown that $\hat{\Gamma}_{\xi}$ indeed describes a time-dependent Bogoliubov transformation and the expression above equals one. For all remaining cases this can be also shown using the same method. We are now in a situation where we can formulate the time evolution of $\hat{A}, \hat{A}^{\dagger}$ in the Heisenberg picture, using the time-evolution operator $\hat{U}\left(t_{0}, t\right)$. It consists of the aforementioned Bogoliubov map together with an exponential operator involving the Lewis-Riesenfeld invariant or the autonomous Hamiltonian, respectively. The additional exponent also carries the information of the time-rescaling encoded in the function $\xi(t)$ and hence is sensitive to the underlying spacetime geometry. In the following, we introduce the following notation for the coefficient functions $\beta_{+}(\xi(t))=\beta_{+}(\xi)$ and $\beta_{+}\left(\xi\left(t_{0}\right)\right):=\beta_{+}\left(\xi_{0}\right)$ involved in the decomposition of $\hat{\Gamma}_{\xi}$ and $\hat{\Gamma}_{\xi, 0}$, respectively. Carefully applying $\hat{U}\left(t_{0}, t\right)$ and collecting everything together, we obtain:

$$
\begin{align*}
\hat{A}_{H}\left(t_{0}, t\right) & =\exp \left\{-\left(\gamma(\xi)+i \omega_{0} \int_{t_{0}}^{t} \frac{\mathrm{~d} \tau}{\tilde{\xi}^{2}(\tau)}+v\left(\xi_{0}\right)\right)\right\}\left(\hat{A}-\delta_{+}\left(\xi_{0}\right) \hat{A}^{+}\right) \\
& -\exp \left\{-\left(\gamma(\xi)-i \omega_{0} \int_{t_{0}}^{t} \frac{\mathrm{~d} \tau}{\bar{\xi}^{2}(\tau)}+\bar{v}\left(\xi_{0}\right)\right)\right\} \beta_{+}(\xi)\left(\hat{A}^{+}-\bar{\delta}_{+}\left(\xi_{0}\right) \hat{A}\right)  \tag{49}\\
\hat{A}_{H}^{\dagger}\left(t_{0}, t\right) & =\exp \left\{-\left(\bar{\gamma}(\xi)-i \omega_{0} \int_{t_{0}}^{t} \frac{\mathrm{~d} \tau}{\bar{\xi}^{2}(\tau)}+\bar{v}\left(\xi_{0}\right)\right)\right\}\left(\hat{A}^{\dagger}-\bar{\delta}_{+}\left(\xi_{0}\right) \hat{A}\right) \\
& -\exp \left\{-\left(\bar{\gamma}(\xi)+i \omega_{0} \int_{t_{0}}^{t} \frac{\mathrm{~d} \tau}{\xi^{2}(\tau)}+v\left(\xi_{0}\right)\right)\right\} \bar{\beta}_{+}(\xi)\left(\hat{\xi}-\delta_{+}\left(\xi_{0}\right) \hat{A}^{\dagger}\right) . \tag{50}
\end{align*}
$$

Although the expressions (49) and (50) look rather complicated at first, as expected they reduce to $\hat{A}, \hat{A}^{\dagger}$ in the limit $t \rightarrow t_{0}$. This can be seen by replacing $t$ by $t_{0}$ in the expression above and using the definitions of the Baker-Campbell-Hausdorff coefficients from Section 3.2. One finally observes that all contributions apart from $\hat{A}$ or $\hat{A}^{\dagger}$, respectively, cancel upon inserting the definition of $\Delta$ and using the fact that $\cosh ^{2}(\Delta)-\sinh ^{2}(\Delta)=1$. In principle, these results allow to compute expectation values for various initial conditions and investigate the behavior of these operators for the single-mode Mukhanov-Sasaki equation. We will discuss some application of this framework in Section 6, where we consider the derived unitary map for the single-mode Mukhanov-Sasaki equation in the context of quasi-de Sitter spacetimes. Prior to that, in the next section we will discuss whether the results obtained so far can be carried over to field theory, that is whether the obtained unitary map can be extended to the bosonic Fock space.

## 4. Implementing the Time-Dependent Canonical Transformation as a Unitary Map on the Bosonic Fock Space

For the reason that we were able to construct a unitary map for the toy model of the single-model Mukhanov-Sasaki Hamiltonian, the next obvious step is to aim at a unitary implementation of the time evolution operator $\hat{U}\left(t_{0}, t\right)$ on the full Fock space $\mathcal{F}$. Since every mode of the Mukhanov-Sasaki equation is a time-dependent harmonic oscillator, we need to treat every mode separately and with a different frequency, depending on the absolute value of $\mathbf{k}$. Hence it is natural to equip the solution of the Ermakov equation, which also differs from mode to mode for precisely this reason, with a corresponding mode label, which in turn carries over to the time-dependent Bogoliubov transformation $\hat{\Gamma}_{\tilde{\zeta}}$. In the conventional formalism, the Mukhanov-Sasaki Hamiltonian and the mode expansion of the Mukhanov-Sasaki variable and its conjugate momentum are of the form:

$$
\begin{align*}
\hat{H}(\eta) & =\frac{1}{2} \int \mathrm{~d}^{3} x\left(\hat{\pi}_{v}^{2}(\eta, \mathbf{x})+\left(\partial_{a} \hat{v}(\eta, \mathbf{x})\right)\left(\partial^{a} \hat{v}(\eta, \mathbf{x})\right)-\frac{z^{\prime \prime}(\eta)}{z(\eta)} \hat{v}^{2}(\eta, \mathbf{x})\right),  \tag{51}\\
\hat{v}(\eta, \mathbf{x}) & =\int \frac{\mathrm{d}^{3} k}{(2 \pi)^{3}}\left(v_{\mathbf{k}}(\eta) \hat{a}_{\mathbf{k}} \exp \{i \mathbf{k} \cdot \mathbf{x}\}+\bar{v}_{\mathbf{k}}(\eta) \hat{a}_{\mathbf{k}}^{+} \exp \{-i \mathbf{k} \cdot \mathbf{x}\}\right),  \tag{52}\\
\hat{\pi}_{v}(\eta, \mathbf{x}) & =\int \frac{\mathrm{d}^{3} k}{(2 \pi)^{3}}\left(\partial_{0} v_{\mathbf{k}}(\eta) \hat{a}_{\mathbf{k}} \exp \{i \mathbf{k} \cdot \mathbf{x}\}+\partial_{0} \bar{v}_{\mathbf{k}}(\eta) \hat{a}_{\mathbf{k}}^{+} \exp \{-i \mathbf{k} \cdot \mathbf{x}\}\right), \tag{53}
\end{align*}
$$

with $\partial_{0}$ denoting a derivative with respect to conformal time $\eta, a(\eta)$ is the scale factor, $\mathcal{H}$ is the conformal Hubble function and $\bar{\phi}$ stands for the homogeneous and isotropic part of the inflaton scalar field. Given the canonical commutator $\left[\hat{v}(\eta, \mathbf{x}), \hat{\pi}_{v}(\eta, \mathbf{y})\right]=i \delta^{(3)}(\mathbf{x}, \mathbf{y}) \mathbb{1}_{\mathcal{H}}$ together with the mode expansion of $\hat{v}(\eta, \mathbf{x})$ and $\hat{\pi}_{v}(\eta, \mathbf{x})$ as well as the following choice for the Wronskian

$$
\begin{equation*}
W\left(v_{\mathbf{k}}, \bar{v}_{\mathbf{k}}\right):=v_{\mathbf{k}} \bar{v}_{\mathbf{k}}^{\prime}-v_{\mathbf{k}}^{\prime} \bar{v}_{\mathbf{k}}=i \tag{54}
\end{equation*}
$$

the corresponding annihilation and creation operators satisfy the commutator algebra

$$
\left[\hat{a}_{\mathbf{k}}, \hat{a}_{\mathbf{m}}^{\dagger}\right]=(2 \pi)^{3} \delta^{(3)}(\mathbf{k}, \mathbf{m}) \mathbb{1}_{\mathcal{H}}
$$

where all remaining commutators vanish. Compared to the one-particle case we obtain an additional factor of $(2 \pi)^{3}$ here, which in principle needs to be considered when deriving the corresponding Bogoliubov coefficients in (44)-(47) for the field theory case. In order to avoid to include appropriate powers of $2 \pi$ in the derivation of the Bogoliubov coefficients, as an intermediate step we rescale the creation and annihilation operators such that they satisfy a commutator algebra that involves just the $\delta$-function. This yields:

$$
\begin{equation*}
\hat{A}_{\mathbf{k}}:=(2 \pi)^{-\frac{3}{2}} \hat{a}_{\mathbf{k}}, \quad \hat{A}_{\mathbf{k}}^{+}:=(2 \pi)^{-\frac{3}{2}} \hat{a}_{\mathbf{k}}^{+}, \quad\left[\hat{A}_{\mathbf{k}}, \hat{A}_{\mathbf{m}}^{+}\right]=\delta^{(3)}(\mathbf{k}, \mathbf{m}) \mathbb{1}_{\mathcal{H}} . \tag{55}
\end{equation*}
$$

Note that we consider a quantization of the inflaton perturbation in the context of quantum field theory on a curved background, where the background quantities are considered as external quantities and we thus neglect any backreaction effects.

Now we can let the Bogoliubov transformation act on the rescaled operators $\hat{A}_{\mathbf{k}}, \hat{A}_{\mathbf{k}}^{+}$and all results obtained in the previous Section 3.3 can be easily carried over to the field theoretic case, where the Bogoliubov transformation maps $\hat{A}_{\mathbf{k}}, \hat{A}_{\mathbf{k}}^{\dagger}$ to a new set of creation and annihilation operators $\hat{B}_{\mathbf{k}}, \hat{B}_{\mathbf{k}}^{+}$that fulfill the same rescaled commutation relation. Due to the linearity of the Bogoliubov transformation, the rescaling affects both sides of the equation and thus can be easily removed and the standard algebra we started with is restored. In the field theory the generator in the exponential of $\hat{\Gamma}_{\xi}^{\mathbf{k}}$ is smeared with the Baker-Campbell-Hausdorff coefficient functions that act as the smearing functions. The action on the operators $\hat{A}_{\mathbf{k}}, \hat{A}_{\mathbf{k}}^{+}$is then diagonal, because at each order of the iterated commutator, the to be found Dirac distributions can be absorbed into the integral involved due to the smearing. Hence, the generalization of Bogoliubov coefficients we obtained in the one-particle case in (48) to the field theory case just consists of equipping them with a mode label. The questions that still needs to answered is whether the so defined extension of $\hat{\Gamma}_{\xi}^{\mathbf{k}}$ to Fock space describes a unitary map on the latter. Fortunately, there exists a criterion whether a given Bogoliubov transformation can be unitarily implemented on Fock space, called the Shale-Stinespring condition. A review on the Shale-Stinespring condition with a sketched proof can be for example found in Reference [31]. The theorem essentially states that the anti-linear part of the Bogoliubov transformation under consideration needs to be a Hilbert-Schmidt operator. In our case, this condition carries over to the product of the off-diagonal coefficients in Equation (48) being bounded when integrated over all of $\mathbb{R}^{3}$ :

$$
\begin{equation*}
\int_{\mathbb{R}^{3}} \mathrm{~d}^{3} k h_{\mathbf{k}}\left(\xi, \xi^{\prime}\right) \bar{h}_{\mathbf{k}}\left(\xi, \xi^{\prime}\right)<\infty, \quad \bar{h}_{\mathbf{k}}\left(\xi, \xi^{\prime}\right)=-\exp \left\{-\gamma\left(\xi_{\mathbf{k}}\right)\right\} \beta_{+}\left(\xi_{\mathbf{k}}\right) \tag{56}
\end{equation*}
$$

where $\gamma\left(\xi_{\mathbf{k}}\right)$ and $\beta_{+}\left(\xi_{\mathbf{k}}\right)$ are the Baker-Campbell-Hausdorff coefficients from the decomposition in Section $3.2, \xi_{\mathbf{k}}(t)$ is the mode-dependent solution of the Ermakov equation and $\xi_{\mathbf{k}}^{\prime}$ is the derivative with respect to conformal time. At this point the advantage of rescaling the operator algebra becomes evident, since we can copy our results from previous computations of the Bogoliubov coefficients. A discussion on the initial conditions regarding the solutions $\xi_{\mathbf{k}}(t)$ can be found in Section 6 below, which will provide the basis for the investigations of the finiteness of the integral over the anti-linear part of $\hat{\Gamma}_{\tilde{\xi}}^{\mathbf{k}}$. Explicitly inserting the coefficients while still keeping $\xi_{\mathbf{k}}(\eta)$ in the arguments and considering the rescaled operators such that they satisfy the same commutator algebra as in Section 3.3 leads to:

$$
\left|h_{\mathbf{k}}\left(\xi, \xi^{\prime}\right)\right|^{2}=\left(\operatorname{ch}^{2}\left(\Delta_{\mathbf{k}}\right)+\frac{\lambda_{\mathbf{k}}^{2}}{\Delta_{\mathbf{k}}^{2}} \operatorname{sh}^{2}\left(\Delta_{\mathbf{k}}\right)\right) \frac{\left|\alpha_{\mathbf{k}}\right|^{2} \operatorname{sh}^{2}\left(\Delta_{\mathbf{k}}\right)}{\Delta_{\mathbf{k}}^{2} \operatorname{ch}^{2}\left(\Delta_{\mathbf{k}}\right)+\lambda_{\mathbf{k}}^{2} \operatorname{sh}^{2}\left(\Delta_{\mathbf{k}}\right)}=\frac{\left|\alpha_{\mathbf{k}}\right|^{2} \operatorname{sh}^{2}\left(\Delta_{\mathbf{k}}\right)}{\left|\alpha_{\mathbf{k}}\right|^{2}-\lambda_{\mathbf{k}}^{2}}
$$

Given the former definition of $\alpha, \lambda$ and $\Delta$ we consider the extension of these quantities to the multi-mode case given by $\Delta_{\mathbf{k}}=\sqrt{\left|\alpha_{\mathbf{k}}\right|^{2}-\lambda_{\mathbf{k}}^{2}}$. Inserting the explicit form of $\alpha$ and $\lambda$ from Equation (37) we end up with:

$$
\Delta_{\mathbf{k}}^{2}=\left|\alpha_{\mathbf{k}}\right|^{2}-\lambda_{\mathbf{k}}^{2}=\left|\ln \left(\xi_{\mathbf{k}}\right)\left(1-\frac{i h\left(\xi_{\mathbf{k}}\right)}{2\left(\omega_{\mathbf{k}}^{(0)}\right)^{2}}\right)\right|^{2}-\left(\frac{h\left(\xi_{\mathbf{k}}\right)}{2\left(\omega_{\mathbf{k}}^{(0)}\right)^{2}} \ln \left(\xi_{\mathbf{k}}\right)\right)^{2}=\ln ^{2}\left(\xi_{\mathbf{k}}\right)
$$

Note that $\ln ^{2}\left(\xi_{\mathbf{k}}\right)>0$ for all modes $\mathbf{k} \in \mathbb{R}^{3}$ with $\|\mathbf{k}\| \neq 0$ and all conformal times $\eta \in \mathbb{R}_{-} \backslash\{0\}$, from which we can conclude that $\Delta_{\mathbf{k}}=\ln \left(\xi_{\mathbf{k}}\right)$ since we already know that $\Delta_{\mathbf{k}}>0$ holds. Explicitly substituting the definitions of $\alpha_{k}, \lambda_{k}$ and $\Delta_{k}$ into $v_{k}(\xi, \dot{\xi})$, we arrive at the following integral for the de Sitter case with $\xi(\eta)$ as derived in the succeeding Section 6:

$$
\begin{aligned}
\int_{\mathbb{R}^{3}} \mathrm{~d}^{3} k\left|h_{\mathbf{k}}\left(\xi, \xi^{\prime}\right)\right|^{2} & =\int_{\mathbb{R}^{3}} \mathrm{~d}^{3} k\left(1+\frac{1}{\left(\omega_{\mathbf{k}}^{(0)}\right)^{2}}\left[\frac{\xi_{\mathbf{k}}(\eta) \xi_{\mathbf{k}}^{\prime}(\eta)}{1-\xi_{\mathbf{k}}^{2}(\eta)}\right]^{2}\right)\left(\frac{1}{2} \frac{\xi_{\mathbf{k}}^{2}(\eta)-1}{\xi_{\mathbf{k}}(\eta)}\right)^{2} \\
& =\frac{1}{4} \int_{\mathbb{R}^{3}} \mathrm{~d}^{3} k\left[\left(\frac{\tilde{\xi}_{\mathbf{k}}^{2}(\eta)-1}{\xi_{\mathbf{k}}(\eta)}\right)^{2}+\left(\frac{\xi_{\mathbf{k}}^{\prime}(\eta)}{\omega_{\mathbf{k}}^{(0)}}\right)^{2}\right] \\
& =\frac{1}{4} \int_{\mathbb{R}^{3}} \mathrm{~d}^{3} k\left[\left(\frac{(k \eta)^{2}}{1+(k \eta)^{2}} \frac{1}{(k \eta)^{4}}\right)+\frac{1}{k^{2}}\left(\frac{(k \eta)^{2}}{1+(k \eta)^{2}} \frac{1}{k^{4} \eta^{6}}\right)\right]
\end{aligned}
$$

This expression allows us to consider a simple power-counting procedure of the individual contributions. For large $k$, the first term behaves as $k^{-4}$ whereas the second term decays as $k^{-6}$, so there is no divergence in the ultraviolet. For small $k$ we observe the first term to be proportional to $k^{-2}$ and the second contribution to $k^{-4}$, which leads to an infrared divergence of the latter, which in turn shows that the integral above is not finite. Consequently, the Shale-Stinespring condition is not satisfied in our case and the Bogoliubov transformation $\hat{\Gamma}_{\S}$ cannot be unitarily implemented on Fock space by simply extending the toy model of the single-mode case to the multi-mode case due to 'infinite particle production' between mutually different vacuum states. Interestingly, there is no issue with the ultraviolet here but just in the infrared sector, showing that next to the large $k$ behavior one also needs to check whether there are occurring singularities in the infrared, as they can equally add a diverging contributions to the number operator expectation value with respect to different vacua. It is not obvious to us that this aspect has been considered in the recent work of Reference [15], where a similar Bogoliubov transformation is used on Fock space. As can be seen form our analysis, the behavior of the BCH coefficients is different for small $k$ than it is for large $k$, hence it is not obvious that even if the Bogoliubov coefficients are finite for large $k$ this is a sufficient check in order to conclude that the Bogoliubov transformation under consideration can be unitarily implemented on Fock space.

As discussed before at the end of Section 3.1, the most common transformation in the literature in the context of the Lewis-Riesenfeld invariant is the one where the time-dependent Hamiltonian is mapped to the Hamiltonian of a harmonic oscillator with frequency $\omega_{k}^{(0)}=1$. For this reason we also analyze what happens to the Shale-Stinespring condition if we do not require the time-independent frequency to be just $\omega_{\mathbf{k}}^{(0)}=k$ but unity instead. This changes the solution $\xi_{\mathbf{k}}(\eta)$ by an additional factor of $k^{-\frac{1}{2}}$ if we impose similar initial conditions, that is $\xi_{\mathbf{k}}^{(s q)}(\eta)=k^{-\frac{1}{2}} \xi_{\mathbf{k}}(\eta)$ and leads to the residual squeezing transformation in $\hat{\Gamma}_{\xi}^{\mathrm{k}}$ in the limit of past conformal infinity already mentioned in Section 3.1. Considering this modification in $\xi_{\mathbf{k}}^{s q}$ compared to $\xi_{\mathbf{k}}$, we can also analyze whether the Shale-Stinespring conditions is satisfied here. We have:

$$
\begin{aligned}
\int_{\mathbb{R}^{3}} \mathrm{~d}^{3} k\left|h_{\mathbf{k}}\left(\xi^{(s q)}, \xi_{\mathbf{k}}^{(s q) \prime}\right)\right|^{2} & =\frac{1}{4} \int_{\mathbb{R}^{3}} \mathrm{~d}^{3} k\left[\left(\frac{\left(\xi_{\mathbf{k}}^{(s q)}(\eta)\right)^{2}-1}{\xi_{\mathbf{k}}^{(s q)}(\eta)}\right)^{2}+\left(\xi_{\mathbf{k}}^{(s q) \prime}(\eta)\right)^{2}\right] \\
& =\frac{1}{4} \int_{\mathbb{R}^{3}} \mathrm{~d}^{3} k\left[\left(\xi_{\mathbf{k}}^{(s q)}\right)^{-2}\left(\frac{1}{k^{3} \eta^{2}}-\frac{k-1}{k}\right)^{2}+\frac{1}{k}\left(\frac{(k \eta)^{2}}{1+(k \eta)^{2}} \frac{1}{k^{4} \eta^{6}}\right)\right] \\
& =\frac{1}{4} \int_{\mathbb{R}^{3}} \mathrm{~d}^{3} k\left[k\left(\frac{(k \eta)^{2}}{1+(k \eta)^{2}}\right)\left(\frac{1}{k^{3} \eta^{2}}-\frac{k-1}{k}\right)^{2}+\frac{1}{k}\left(\frac{(k \eta)^{2}}{1+(k \eta)^{2}} \frac{1}{k^{4} \eta^{6}}\right)\right] .
\end{aligned}
$$

We apply a similar power counting to the two terms involved in the last line separately. For small $k$ the second summand in that line decays as $k^{-3}$, whereas it is proportional to $k^{-5}$ in the limit of large $k$, which yields a finite contribution in the ultraviolet and an infrared divergence. Similarly, in the small $k$ region at lowest order, the first summand behaves as $k^{-3}$ and thus is divergent in the infrared. Furthermore, it increases linearly in $k$ in the large $k$ limit causing a divergence in the ultraviolet. As a consequence, also the transformation associated with $\tilde{\xi}_{\mathbf{k}}^{(s q)}$ is not unitarily implementable on Fock space, just as it was the case with $\xi_{\mathbf{k}}$. However, there is a subtle distinction between the two cases. For $\xi_{\mathbf{k}}$ we found that the infrared modes lead to a divergence, whereas this time both small and large values of $\|\mathbf{k}\|$ are problematic. Let us understand a bit more in detail why it is expected that the infrared modes can be problematic in the case of the map corresponding to $\xi_{\mathbf{k}}$. This map transforms the time-dependent harmonic oscillator Hamiltonian with frequency $\omega_{\mathbf{k}}^{2}(\eta)=k^{2}-\frac{z^{\prime \prime}(\eta)}{z(\eta)}$ into the Hamiltonian of the harmonic oscillator with constant frequency $\omega_{\mathbf{k}}^{(0)}=k$. Hence, for $\mathbf{k}=0$ the latter corresponds to the Hamiltonian of a free particle because here the frequency just vanishes. This aspect has not been carefully taken into account in the map constructed so far. Therefore, in the next section we will discuss how the map constructed up to now could be modified for the low $\|\mathbf{k}\|$ modes such that the infrared singularity can be avoided. For the map corresponding to $\xi_{\mathbf{k}}$, this attempt is possible because the problematic behavior of these modes constitutes only a compact domain in the space of modes, in contrast to the additional ultraviolet divergence involved in the map associated with $\xi_{\mathbf{k}}^{(s q)}$. For this purpose, we will introduce the so-called Arnold transformation that has been used already in Reference [16] at the quantum level, which is designed to perform a mapping to the free particle Hamiltonian.

## Proposal of a Modified Map for the Infrared Modes: The Arnold Transformation

In the previous section we have observed that the map $\hat{\Gamma}_{\zeta}$ that maps the time-dependent harmonic oscillator system onto the system of a harmonic oscillator with constant frequency $\omega_{\mathbf{k}}^{(0)}=k$ with $k:=\|\mathbf{k}\|$ is not a unitary operator on Fock space due to an infrared divergence that occurs in the off-diagonal trace of the Bogoliubov coefficients for the infrared modes. Given the fact that no ultraviolet singularities arise, the strategy we will follow in this section is to consider a modification of the map induced by $\hat{\Gamma}_{\zeta}$ for a finite spherical neighbourhood $1 \gg\left\|\mathbf{k}_{\epsilon}\right\|>0$ of the infrared modes in such a way that no infrared singularities occur. As mentioned above, the natural target Hamiltonian we should map to in the case of the zero mode is the Hamiltonian of a free particle. At the classical level this so-called Arnold transformation [32] was introduced in order to transform a generic second-order differential equation, that physically describes a driven harmonic oscillator with time-dependent friction coefficient and time-dependent frequency, into the differential equation corresponding to the motion of a free particle. Its implementation as a unitary map at the quantum level has been investigated for instance in Reference [16]. From our approach we can make an immediate connection to this formalism by going back to Equation (15) that has played an important role in deriving our classical transformation. Now if we aimed at mapping the original time-dependent Hamiltonian $H(\eta)$ onto the free particle Hamiltonian, $\xi(\eta)$ would need to satisfy the harmonic equation of motion with the
frequency $\omega_{\mathbf{k}}(\eta)$ for each mode instead of the Ermakov equation, as it was presented in our case before. As already discussed in Reference [16], one can recover the Ermakov equation when considering three physical systems, a time-dependent and a time-independent harmonic oscillator together with the free particle. Then one constructs the two Arnold transformations that relate the time-dependent and the time-independent harmonic oscillator to the free particle. From combining one of these Arnold transformation with the inverse of the second one, one obtains a map that relates the systems of the time-dependent harmonic oscillator with the time-independent one via a time-rescaling. For more details regarding this aspect we refer the reader to the presentation in Reference [16]. In order to be able to discuss the approach from Reference [16] and ours in parallel, we will denote the time-rescaling function associated with the Arnold transformation by $\Theta_{\mathbf{k}_{\epsilon}}(\eta)$. The non-zero $\left\|\mathbf{k}_{\epsilon}\right\|$ modes lead to the well-known solutions of the Mukhanov-Sasaki equation for finite $\|\mathbf{k}\|$, whereas for the $\mathbf{k}=0$ mode we need to find appropriate solutions. By construction, $\Theta_{\mathbf{k}_{e}}(\eta)$ satisfies the Ermakov equation with vanishing $\omega_{\mathbf{k}}^{(0)}$, that is the time-dependent harmonic oscillator equation of the associated mode, given by:

$$
\Theta_{\mathbf{k}_{e}}^{\prime \prime}(\eta)+\omega_{\mathbf{k}_{e}}^{2}(\eta) \Theta_{\mathbf{k}_{e}}(\eta)=0,
$$

where we are interested in the case where $\omega_{\mathbf{k}_{\epsilon}}(\eta)$ is determined by the Mukhanov-Sasaki equation. If we compare the time rescaling in Equation (11) with the one given in Reference [16], we obtain an exact agreement if we take into account that the Wronskians of two solutions of the time-dependent and time-independent harmonic oscillator, respectively, are constant and can be chosen to be identical. Since in our work the physical system under consideration is described by a time-dependent harmonic oscillator (that is, the Mukhanov-Sasaki equation), let us first consider this equation for arbitrary modes $\mathbf{k}$ and prior to any gauge-fixing:

$$
\begin{equation*}
v_{\mathbf{k}}^{\prime \prime}(\eta)+\left(\|\mathbf{k}\|^{2}-\frac{z^{\prime \prime}(\eta)}{z(\eta)}\right) v_{\mathbf{k}}(\eta)=0 \tag{57}
\end{equation*}
$$

For the particular case of a quasi-de Sitter spacetime, the explicit form of this equation can be given in terms of the so-called slow-roll parameters. The Friedmann equations together with the Klein-Gordon equation describing the dynamics of the background scalar field $\phi$ on a slow-rolling quasi-de Sitter background can be used to rewrite the Mukhanov-Sasaki equation in a convenient way. For this purpose we define a set of three slow-roll parameters $\varepsilon, \tau$ and $\kappa$, that describe the fractional change of $\dot{H}$ per Hubble time, the fractional chance of $\varepsilon$ per Hubble time as well as the fractional change of $\tau$ per Hubble time, respectively:

$$
\varepsilon=-\frac{\dot{H}}{H^{2}}, \quad \tau=\frac{\dot{\varepsilon}}{\varepsilon H}, \quad \kappa=\frac{\dot{\tau}}{\tau H},
$$

where a dot denotes a derivative with respect to cosmological time in these expressions. Inserting the Klein-Gordon equation and using the Friedmann equations along with an assumed subdominance of the second-order derivatives of $\phi$, we can rewrite $z(\eta)$ and its derivatives in terms of $\varepsilon, \tau$ and $\kappa$. By truncating the resulting expressions after the first order in the slow-roll parameters, the time-dependent part of the frequency $\omega_{k}(\eta)$ becomes:

$$
z=\frac{a^{2} \varepsilon}{4 \pi}, \quad \frac{z^{\prime}}{z}=\mathcal{H}\left(1+\frac{\tau}{2}\right), \quad \frac{z^{\prime \prime}}{z}=\frac{1}{\eta^{2}}(1+\varepsilon)^{2}\left(2-\varepsilon+\frac{3 \tau}{2}\right) \approx \frac{4 v^{2}-1}{4 \eta^{2}}, \quad v=\frac{3}{2}+\varepsilon+\frac{\tau}{2} .
$$

Thus, the Mukhanov-Sasaki equation up to first order in the slow-roll parameters for a quasi-de Sitter background reads:

$$
\begin{equation*}
v_{\mathbf{k}}^{\prime \prime}(\eta)+\left(\|\mathbf{k}\|^{2}-\frac{4 v^{2}-1}{4 \eta^{2}}\right) v_{\mathbf{k}}(\eta)=0 \tag{58}
\end{equation*}
$$

Given the equation above we can read off the time-dependent frequency that we considered for the time-dependent harmonic oscillator in our single-mode toy model approach. This is also precisely the equation that $\Theta(\eta)$ needs to satisfy for a given but finite $\left\|\mathbf{k}_{\epsilon}\right\|$. Let us emphasize that the solutions to Equation (58) need to be computed separately for vanishing and non-vanishing $\|\mathbf{k}\|$, respectively. The real-valued solutions for $\|\mathbf{k}\|>0$ are given by the Bessel functions of first and second kind, for details the reader is referred to Section 6. If we consider the limiting case of $\mathbf{k}=0$ in the context of the quantum Arnold transformation, we obtain the following linear differential equation with time-dependent coefficients for the rescaling function $\Theta_{\mathbf{k}_{\varepsilon}}(\eta)$, omitting the label for the zero mode:

$$
\Theta^{\prime \prime}(\eta)-\frac{4 v^{2}-1}{4 \eta^{2}} \Theta(\eta)=0 \quad \Longleftrightarrow \quad \eta^{2} \Theta^{\prime \prime}(\eta)-\left(v^{2}-\frac{1}{4}\right) \Theta(\eta)=0 \quad \text { for } \quad\|\mathbf{k}\|=0
$$

This differential equation with time-dependent coefficients can be transformed into an equation with constant coefficients, which then again can be solved by means of the substitution $y=\ln (|\eta|)$ and an exponential ansatz of this new variable incorporating the dependence on the effective slow-roll parameter $v$. The general solution of this differential equation is given by:

$$
\begin{equation*}
\Theta(\eta)=c_{1}|\eta|^{r}+c_{2}|\eta|^{s}, \quad \text { with } \quad r, s=\frac{1}{2}\left(1 \pm \sqrt{4 v^{2}}\right) \quad \text { for } \quad v^{2}>0 \tag{59}
\end{equation*}
$$

From this solution we readily obtain two linearly independent solutions $\Theta_{1}, \Theta_{2}$ that can be used to construct the Arnold transformation for the $\mathbf{k}=0$ mode. Note that the differential equation above can be also solved for $v=0$ or $v^{2}<0$, respectively. However, according to the parameter space of the slow-roll parameters in Reference [33], this range is not physically reasonable and hence we only use the result for strictly positive, real-valued slow-roll parameters. Due to the range of conformal time $\left(\eta \in \mathbb{R}_{-} \backslash\{0\}\right)$, the relevant solution here is the growing branch proportional to $|\eta|^{s}$ with $s<0$, since the decreasing branch diverges in the limit of past conformal infinity. This then coincides with the choice of the final time-rescaling transformation suggested in Reference [16]. We reconsider the form of the transformation $\hat{\Gamma}_{\tilde{\zeta}}$ and insert the corresponding solution for $\Theta_{\mathbf{k}_{\varepsilon}}(\eta)$ to obtain an analogous transformation $\hat{\Gamma}_{\Theta_{\mathbf{k} e}}$ by means of which we can transform the Schrödinger equation similar to Equation (31) and according to:

$$
i \frac{\partial}{\partial t} \Psi(q, t)=\frac{1}{2}\left(\pi_{q}(\hat{p})^{2}+\omega_{\mathbf{k}_{e}}^{2}(t) \pi_{q}(\hat{q})^{2}\right) \Psi(q, t) \quad \Longleftrightarrow \quad\left(\frac{1}{2 \Theta_{\mathbf{k}_{e}}^{2}} \pi_{q}(\hat{p})^{2}-i \frac{\partial}{\partial t}\right) \hat{\Gamma}_{\Theta_{\mathbf{k}_{e}}} \Psi(q, t)=0 .
$$

This means that $\hat{\Gamma}_{\Theta_{\mathbf{k}_{\varepsilon}}}$ maps the time-dependent Hamiltonian for the $\mathbf{k}_{\epsilon}$ mode into the time-independent Hamiltonian of the free particle modulo a rescaling of the momentum operator. It is important to emphasize that this unitary map can only be performed at the level of the full Schrödinger equation, as otherwise the spectrum of the two related operators would have to be equivalent, which is clearly not the case for the time-dependent harmonic oscillator and the free particle. It is the time-derivative in the Schrödinger equation that is crucial for removing the term proportional to $\pi_{q}(\hat{q})^{2}$ altogether. Furthermore we would like to stress that the time rescaling function $\Theta_{\mathbf{k}_{e}}$ is different for $\left\|\mathbf{k}_{\epsilon}\right\|>0$ and $\left\|\mathbf{k}_{\epsilon}\right\|=0$, respectively. In the first case, depending on the imposed initial conditions, it is given by the Bessel functions of first and second kind $J_{v}\left(-\mathbf{k}_{\epsilon} \eta\right)$ and $Y_{v}\left(-\mathbf{k}_{\epsilon} \eta\right)$. In the latter case, $\Theta_{\mathbf{k}_{\varepsilon}}$ corresponds to the above power-law solution. Unfortunately, there are some drawbacks of the implementation of the quantum Arnold transformation with the help of $\hat{\Gamma}_{\Theta_{\mathbf{k} \varepsilon}}$. Firstly, the limit of past
conformal infinity is not well-defined in terms of the generator $\hat{\mathcal{G}}$ as depicted in (26), for neither of the two cases. This especially means that we do not get an asymptotic identity map for an already free particle (i.e., the $\left\|\mathbf{k}_{\epsilon}\right\|=0$ case in the limit of past conformal infinity) as we do with the initially time-independent harmonic oscillator in the case of the original transformation $\hat{\Gamma}_{\xi}$. Secondly, the attempt to relate the free particle with a Lewis-Riesenfeld type invariant does not work as smoothly as in the case of the previous map. If we construct a similar invariant in this case here for the initially time-dependent oscillator Hamiltonian, it can be trivially factorized and has the following form:

$$
\begin{equation*}
I_{L R}=\frac{1}{2} \hat{\Gamma}_{\Theta_{\mathbf{k}_{e}}}^{\dagger} \pi_{q}(\hat{p})^{2} \hat{\Gamma}_{\Theta_{\mathbf{k}_{e}}}=\frac{1}{2}\left(\Theta_{\mathbf{k}_{e}} \pi_{q}(\hat{p})-\Theta_{\mathbf{k}_{e}}^{\prime} \pi_{q}(\hat{q})\right)^{2}=\hat{a}_{\mathbf{k}_{e}}^{\dagger} \hat{a}_{\mathbf{k}_{e}} \quad \hat{a}_{\mathbf{k}_{e}}=\frac{i}{\sqrt{2}}\left(\Theta_{\mathbf{k}_{e}} \pi_{q}(\hat{p})-\Theta_{\mathbf{k}_{e}}^{\prime} \pi_{q}(\hat{q})\right) . \tag{60}
\end{equation*}
$$

This quantity has for example been already obtained in Reference [17] as a quantum invariant based on orthogonal functions in a similar context. It is immediate that the above factorization is in this sense pathological, as one can immediately see that the occurring operators $\hat{\mathrm{a}}_{\mathbf{k}_{e}}, \hat{a}_{\mathbf{k}_{e}}^{\dagger}$ can not be interpreted as ladder operators due to $\left[\hat{a}_{\mathbf{k}_{e}}, \hat{a}_{\mathbf{k}_{\epsilon}}^{+}\right]=0$, since they only differ by a global sign. This can be also seen by looking at the original invariant (24) which has an additional term proportional to $\hat{q}^{2} \tilde{\xi}^{-2}$ that is absent in the case of the Arnold transformation for $\mathbf{k}_{\epsilon}$ by construction, simply because of the lack of a term proportional to $\pi_{q}(\hat{q})$ in the transformed free particle Hamiltonian. Nevertheless, the transformation $\hat{\Gamma}_{\Theta_{\mathbf{k}_{\varepsilon}}}$ is unitary for all finite times $\eta$ and all considered modes. However, due to the non-preservation of the commutator structure between $\hat{a}_{\mathbf{k}_{e}}$ and $\hat{a}_{\mathbf{k}_{e}}^{\dagger}$, it is not a Bogoliubov transformation, hence it does not qualify as an infrared continuation of the map $\hat{\Gamma}_{\S}$ used throughout this work.

In summary, it was not possible to find a transformation similar to $\hat{\Gamma}_{\zeta}$ for the infrared modes. Regarding predictions in inflationary comsology, we are naturally interested in the large $k$ modes, which are properly implementable in the context of our symplectic transformation. Hence, as an alternative to the proposed maps for the infrared, we suggest the identity map as a proper choice, that is:

$$
\hat{\Gamma}_{\xi}:=\left\{\begin{array}{lc}
\exp \left(-i\left[\int_{V_{\epsilon}} \mathrm{d}^{3} k \hat{\mathcal{G}}\left(\xi_{\mathbf{k}}, \dot{\zeta}_{\mathbf{k}}\right), \cdot\right]\right) & \text { for }\|\mathbf{k}\|>\left\|\mathbf{k}_{\epsilon}\right\|,  \tag{61}\\
\mathbb{1}_{\mathcal{H}} & \text { for }\|\mathbf{k}\| \leq\left\|\mathbf{k}_{\epsilon}\right\|,
\end{array}\right.
$$

where $V_{\epsilon}:=\left\{\mathbf{k} \in \mathbb{R}^{3}:\|\mathbf{k}\|>\left\|\mathbf{k}_{\epsilon}\right\|\right\}$ is the smearing domain and $\hat{\mathcal{G}}_{\mathbf{k}}$ denotes the mode-dependent generator of the Bogoliubov transformation depicted in Equation (26) and especially in (35) in terms of annihilation and creation operators, respectively. This is possible and well-defined since the occurring coefficients in the generator are smooth for $\|\mathbf{k}\|>\left\|\mathbf{k}_{\epsilon}\right\|$ and moreover lie in $L^{1}\left(V_{\epsilon}, \mathrm{d}^{3} k\right)$ as can be checked by explicit integration. The reasons for choosing the identity map are twofold. Firstly, this trivially constitutes a Bogoliubov transformation with the off-diagonal coefficients in (48) vanishing, rendering the Shale-Stinespring integral finite, thus allowing for unitary implementability of $\hat{\Gamma}_{\xi}^{\mathrm{k}}$ on Fock space. Secondly, the functions multiplying the off-diagonal elements in the Mukhanov-Sasaki Hamiltonian remain unchanged compared to the standard case, which means that they can be neglected for sufficiently early times. This is due to the fact that the effective friction term in the equation of motion for these functions is subdominant in this regime. For details the reader is referred to the discussion in the succeeding section.

## 5. Relation of the Lewis-Riesenfeld Invariant Approach to the Bunch-Davies Vacuum and Adiabatic Vacua

In the context of the results of the previous sections, it is a natural question whether there exists a relation of the mode functions obtained in the framework of the formalism in this work and the ones obtained in the standard approach in cosmology. As we will show by taking time-rescaling transformation into account, we can relate the solutions $\xi_{k}$ of the Ermakov equation to the mode
functions associated with the Bunch-Davies vacuum and other adiabatic vacua. For this purpose we consider the following form of the Mukhanov-Sasaki mode function

$$
\begin{equation*}
v_{\mathbf{k}}(\eta)=N_{\mathbf{k}} \tilde{\xi}_{\mathbf{k}}(\eta) \exp \left\{-i \omega_{\mathbf{k}}^{(0)} \int^{\eta} \frac{\mathrm{d} \tau}{\tilde{\zeta}_{\mathbf{k}}^{2}(\tau)}\right\}, \tag{62}
\end{equation*}
$$

corresponding to a polar representation of the complex mode $v_{k}$ into a real function $\xi_{k}$ and a complex phase that was in a similar form already mentioned in Reference [15]. $N_{\mathbf{k}}$ is time-independent for each mode, $\xi_{\mathbf{k}}(\eta)$ remains arbitrary at this point and $\omega_{\mathbf{k}}^{(0)}$ can take the values $k$ or 1 depending on the choice of map that is considered. We want to show that the Mukhanov-Sasaki equation

$$
\begin{equation*}
v_{\mathbf{k}}^{\prime \prime}(\eta)+\omega_{\mathbf{k}}^{2}(\eta) v_{\mathbf{k}}(\eta)=0 \tag{63}
\end{equation*}
$$

expressed in terms of the polar representation exactly coincides with the Ermakov equation. Starting from this polar representation of the mode functions we compute the second derivative and reinsert it into the Mukhanov-Sasaki equation to obtain:

$$
\begin{equation*}
v_{\mathbf{k}}^{\prime \prime}(\eta)=N_{\mathbf{k}} \exp \left\{-i \omega_{\mathbf{k}}^{(0)} \int^{\eta} \frac{\mathrm{d} \tau}{\xi_{\mathbf{k}}^{2}(\tau)}\right\}\left(\xi_{\mathbf{k}}^{\prime \prime}-i \omega_{\mathbf{k}}^{(0)} \frac{\xi_{\mathbf{k}}^{\prime}}{\xi_{\mathbf{k}}^{2}}+i \omega_{\mathbf{k}}^{(0)} \frac{\xi_{\mathbf{k}}^{\prime}}{\xi_{\mathbf{k}}^{2}}-\frac{\left(\omega_{\mathbf{k}}^{(0)}\right)^{2}}{\xi_{\mathbf{k}}^{3}}\right) \tag{64}
\end{equation*}
$$

We realize that summands involving $\xi_{\mathbf{k}}^{\prime}$ cancel each other and the Mukhanov-Sasaki equation can be rewritten as:

$$
\begin{equation*}
\xi_{\mathbf{k}}^{\prime \prime}+\omega_{\mathbf{k}}^{2}(\eta) \xi_{\mathbf{k}}-\frac{\left(\omega_{\mathbf{k}}^{(0)}\right)^{2}}{\xi_{\mathbf{k}}^{3}}=0 \quad \Longleftrightarrow \quad v_{\mathbf{k}}^{\prime \prime}(\eta)+\omega_{\mathbf{k}}^{2}(\eta) v_{\mathbf{k}}(\eta)=0 \tag{65}
\end{equation*}
$$

That is, we recover the Ermakov equation for the radial part of the polar representation in Equation (62). The polar representation of the mode functions can also be obtained if we consider how the Fourier modes transform under the time-dependent canonical transformation that relates the time-dependent and time-independent harmonic oscillator. The mode functions in the system of the harmonic oscillator written as a function of conformal time are given by $u_{\mathbf{k}}(\eta)=N_{\mathbf{k}} \exp (-$ $\left.i \omega_{\mathbf{k}}^{(0)} \int^{\eta} \frac{d \tau}{\bar{\xi}_{\mathbf{k}}^{2}(\tau)}\right)$. Here $u_{\mathbf{k}}(T)$ satisfies the standard harmonic oscillator differential equation with respect to the time variable $T$. Using that for each mode we have $T_{\mathbf{k}}^{\prime}=\xi_{\mathbf{k}}^{-2}$, one can easily derive the corresponding differential equation that $u_{\mathbf{k}}(\eta)$ fulfills with respect to conformal time $\eta$. Now the time-dependent canonical transformation rescales the spatial coordinate by $\xi_{\mathbf{k}}^{-1}$. Considering this as well as the fact that the mode $u_{\mathbf{k}}(\eta)$ depends on $k$ only, the corresponding Fourier mode after the transformation is given by $v_{\mathbf{k}}(\eta)=\xi_{\mathbf{k}} u_{\mathbf{k}}(\eta)$, yielding again the polar representation of the Fourier mode shown in (62), where we used how the Fourier transform changes under a scaling of the coordinates.

A second way to obtain this result is via the explicit form of the Bogoliubov transformation associated with the time-dependent canonical transformation. We denote the time-dependent annihilation and creation operators of the harmonic oscillator system by $\hat{b}_{\mathbf{k}}(T)=u_{\mathbf{k}}(T) \hat{b}_{\mathbf{k}}$ and $\hat{b}_{\mathbf{k}}^{\dagger}(T)=\bar{u}_{\mathbf{k}}(T) \hat{b}_{\mathbf{k}}^{\dagger}$ respectively, where the time-dependent annihilation and creation operators satisfy the Heisenberg equation associated with the Hamiltonian of the harmonic oscillator. Once more considering the relation between $T$ and $\eta$ for each mode, we can also understand $\hat{b}_{\mathbf{k}}(\eta)$ and $\hat{b}_{\mathbf{k}}^{\dagger}(\eta)$ as operator-valued functions of conformal time $\eta$. The mode expansion in the system of the time-dependent harmonic oscillator can be written in terms of time-dependent annihilation and creation operators $\hat{a}_{\mathbf{k}}(\eta)=v_{\mathbf{k}}(\eta) \hat{a}_{\mathbf{k}}$ and $\hat{a}_{\mathbf{k}}^{\dagger}(\eta)=\bar{v}_{\mathbf{k}}(\eta) \hat{a}_{\mathbf{k}}^{\dagger}$ which both satisfy the Heisenberg equation associated to the Mukhanov-Sasaki Hamiltonian. As shown in Section 4, the time-dependent canonical
transformation corresponds to a time-dependent Bogoliubov map at the quantum level. In the notation of the last section, this relates the two sets of annihilation and creation operators as follows ${ }^{3}$ :

$$
\hat{a}_{\mathbf{k}}(\eta)=g_{\mathbf{k}}\left(\xi, \xi^{\prime}\right) \hat{b}_{\mathbf{k}}(\eta)+\bar{h}_{\mathbf{k}}\left(\xi, \xi^{\prime}\right) \hat{b}_{\mathbf{k}}^{\dagger}(\eta), \quad \hat{a}_{\mathbf{k}}^{\dagger}(\eta)=\bar{g}_{\mathbf{k}}\left(\xi, \xi^{\prime}\right) \hat{b}_{\mathbf{k}}^{\dagger}(\eta)+h_{\mathbf{k}}\left(\xi, \xi^{\prime}\right) \hat{b}_{\mathbf{k}}(\eta) .
$$

The explicit form of these coefficients is given by:

$$
\begin{equation*}
g_{\mathbf{k}}\left(\xi, \xi^{\prime}\right)=\frac{1}{2}\left(\xi_{\mathbf{k}}+\frac{1}{\xi_{\mathbf{k}}}\right)+\frac{i}{2 \omega_{\mathbf{k}}^{(0)}} \xi^{\prime}, \quad h_{\mathbf{k}}\left(\xi, \xi^{\prime}\right)=\frac{1}{2}\left(\xi_{\mathbf{k}}-\frac{1}{\xi_{\mathbf{k}}}\right)-\frac{i}{2 \omega_{\mathbf{k}}^{(0)}} \xi^{\prime} . \tag{66}
\end{equation*}
$$

Given this time-dependent Bogoliubov map, the Fourier modes in the two systems are related via

$$
\begin{equation*}
v_{\mathbf{k}}(\eta)=\left(g_{\mathbf{k}}\left(\xi, \xi^{\prime}\right)+h_{\mathbf{k}}\left(\xi, \xi^{\prime}\right)\right) u_{\mathbf{k}}=\xi_{\mathbf{k}} u_{\mathbf{k}}(\eta)=N_{\mathbf{k}} \xi_{\mathbf{k}} \exp \left\{-i \omega_{\mathbf{k}}^{(0)} \int^{\eta} \frac{\mathrm{d} \tau}{\xi_{\mathbf{k}}^{2}(\tau)}\right\} \tag{67}
\end{equation*}
$$

Hence, we again recover the polar representation of the Fourier mode. At this point we did not yet clarify the purpose of the $N_{\mathbf{k}}$, which is intricately connected with the commutator algebra of annihilation and creation operators as we will see. Recall the well-known (off-diagonal) form of the Mukhanov-Sasaki Hamiltonian if we insert the mode expansions into the Hamiltonian density:

$$
\begin{equation*}
H=\int \frac{\mathrm{d}^{3} k}{(2 \pi)^{3}}\left[F_{\mathbf{k}}(\eta) \hat{a}_{\mathbf{k}} \hat{a}_{-\mathbf{k}}+\bar{F}_{\mathbf{k}}(\eta) \hat{a}_{\mathbf{k}}^{\dagger} \hat{a}_{-\mathbf{k}}^{\dagger}+E_{\mathbf{k}}(\eta)\left(2 \hat{a}_{\mathbf{k}}^{\dagger} \hat{a}_{\mathbf{k}}+(2 \pi)^{3} \delta^{(3)}(0)\right)\right] \tag{68}
\end{equation*}
$$

where we used the isotropy of the mode functions due to the high degree of symmetry of the spacetime, the invariance of the measure under reflection and the following definitions:

$$
\begin{equation*}
F_{\mathbf{k}}(\eta):=\left(v_{\mathbf{k}}^{\prime}\right)^{2}+\omega_{\mathbf{k}}^{2}(\eta) v_{\mathbf{k}}^{2}, \quad E_{\mathbf{k}}(\eta):=v_{\mathbf{k}}^{\prime} \bar{v}_{\mathbf{k}}^{\prime}+\omega_{\mathbf{k}}^{2}(\eta) v_{\mathbf{k}} \bar{v}_{\mathbf{k}} . \tag{69}
\end{equation*}
$$

Regarding the normalization of the mode functions $v_{\mathbf{k}}$, we can transfer this condition to the polar representation given in Equation (62) by just inserting the definition into the Wronskian. This removes the dependence on $\xi_{\mathbf{k}}$ completely and we can explicitly give a relation between $N_{\mathbf{k}}$ and the Wronskian of the original mode functions:

$$
\begin{equation*}
W\left(v_{\mathbf{k}}, \bar{v}_{\mathbf{k}}\right)=2 i \omega_{\mathbf{k}}^{(0)} N_{\mathbf{k}}^{2} . \tag{70}
\end{equation*}
$$

This is not surprising upon closer inspection. Recall that the $\omega_{\mathbf{k}}^{(0)}$ in the Ermakov equation corresponds to the time-independent frequency in the transformed Schrödinger equation. We conveniently chose to map the Mukhanov-Sasaki frequency into just the k-dependent part, completely removing the time dependence. This has the effect that $\hat{\Gamma}_{\xi}$ becomes the identity transformation for the case of an initially time-independent oscillator, whereas we would obtain a residual squeezing if we mapped every mode to unity. This freedom of choice is reflected in the explicit form of the normalization constant $N_{\mathbf{k}}$, which depends on the choice of the oscillator frequency in the target system in order to preserve the normalization of the mode functions and hence the standard commutator algebra of annihilation and creation operators. Given the Mukhanov-Sasaki Hamiltonian in the form of annihilation and creation operators in (68), we can discuss the assumptions for the initial condition regarding the Fourier modes associated with the Bunch-Davies vacuum and

[^63]the ones obtained in our work and compare them, consequently. First, we rewrite the Fourier mode associated to the Bunch-Davies vacuum given by
\[

$$
\begin{equation*}
v_{\mathbf{k}}^{\mathrm{BD}}(\eta)=\frac{1}{\sqrt{2 k}}\left(1-\frac{i}{k \eta}\right) e^{-i k \eta} \tag{71}
\end{equation*}
$$

\]

in the polar representation as shown in (62) for our general solution. This yields:

$$
\begin{equation*}
v_{\mathbf{k}}^{\mathrm{BD}}(\eta)=i\left|v_{\mathbf{k}}^{\mathrm{BD}}\right| \exp \left\{-i \omega_{\mathbf{k}}^{(0)} \int^{\eta} \frac{\mathrm{d} \tau}{\xi_{\mathbf{k}}^{2}(\tau)}\right\}=\frac{i}{\sqrt{2 k}} \sqrt{1+\frac{1}{(k \eta)^{2}}} \exp \left\{-i \omega_{\mathbf{k}}^{(0)} \int^{\eta} \frac{\mathrm{d} \tau}{\xi_{\mathbf{k}}^{2}(\tau)}\right\} \tag{72}
\end{equation*}
$$

which corresponds exactly to the $\tilde{\xi}_{\mathbf{k}}^{(s q)}$ that we obtained from the Ermakov equation by requiring appropriate initial conditions for $\xi_{k}$ which carry over to initial conditions on the Fourier mode and the additional factor $i$ comes from the phase of (71) compared to the one arising from the integral.

As far as the Hamiltonian diagonalization (HD) of the Mukhanov-Sasaki Hamiltonian is concerned, one diagonalizes this Hamiltonian instantaneously at some time $\eta_{0}$ which requires the coefficients $F_{\mathbf{k}}$ and $\bar{F}_{\mathbf{k}}$ to vanish at $\eta_{0}$. In addition it can be shown that the state satisfying this requirement also minimizes the energy at that time $\eta_{0}$, so that requiring both does not yield to further conditions on the state. If the requirement $F_{\mathbf{k}}=0$ and the normalization of the Wronskian $W\left(v_{\mathbf{k}}, \bar{v}_{\mathbf{k}}\right)$ to $W\left(v_{\mathbf{k}}, \bar{v}_{\mathbf{k}}\right)=i$ is satisfied, we choose the following initial conditions for the model:

$$
\begin{equation*}
\operatorname{HD}(\mathrm{I}) \quad\left|v_{\mathbf{k}}\right|\left(\eta_{0}\right)=\frac{1}{\sqrt{2 \omega_{\mathbf{k}}\left(\eta_{0}\right)}} \quad \text { and } \quad \operatorname{HD}(\mathrm{II}) \quad v_{\mathbf{k}}^{\prime}\left(\eta_{0}\right)=-i \omega_{\mathbf{k}}\left(\eta_{0}\right) v_{\mathbf{k}}\left(\eta_{0}\right) \tag{73}
\end{equation*}
$$

If we consider the specefic choice $\eta_{0} \rightarrow-\infty$ in this context we exactly end up with the initial conditions usually chosen to obtain the Bunch-Davies vacuum:

$$
\begin{equation*}
\mathrm{BD}(\mathrm{I}) \quad\left|v_{\mathbf{k}}\right|(-\infty)=\frac{1}{\sqrt{2 k}} \quad \text { and } \quad \mathrm{BD}(\mathrm{II}) \quad v_{\mathbf{k}}^{\prime}(-\infty)=-i k v_{\mathbf{k}}(-\infty) \tag{74}
\end{equation*}
$$

where we used that $\omega_{k}=k$ at $\eta_{0} \rightarrow-\infty$, meaning that the modes become the standard Minkowski modes in this limit. Looking closer into the condition $F_{\mathbf{k}}=0$ we can rewrite this non-linear differential equations as:

$$
\begin{equation*}
F_{\mathbf{k}}=0 \quad \Longleftrightarrow \quad v_{\mathbf{k}}^{\prime}(\eta)\left(v_{\mathbf{k}}^{\prime \prime}-\left(\frac{\omega_{\mathbf{k}}^{\prime}(\eta)}{\omega_{\mathbf{k}}(\eta)}\right) v_{\mathbf{k}}^{\prime}(\eta)+\omega_{\mathbf{k}}^{2}(\eta) v_{\mathbf{k}}(\eta)\right)=0 \tag{75}
\end{equation*}
$$

We realize that $F_{\mathbf{k}}=0$ at all times $\eta$ requires that $v_{k}$ satisfies a differential equations that looks like the Mukhanov-Sasaki equation but with an additional friction term included. For a constant frequency $\omega_{\mathbf{k}}$ the friction term vanishes, which for the case of de Sitter where $\omega_{\mathbf{k}}^{2}(\eta)=k^{2}-\frac{2}{\eta^{2}}$ is given in the limit of large $k$. For de Sitter the friction coefficient reads $\frac{\omega_{\mathbf{k}}^{\prime}}{\omega_{\mathbf{k}}}=\frac{2}{\eta} \frac{1}{(k \eta)^{2}-2}$ and thus, depending on the values of $k$ and $\eta$ it will not always be negligible, which is the reason why in the case of Bunch-Davies one can only achieve an instantaneous Hamiltonian diagonalization. This is due to the fact that $v_{k}$ satisfies the Mukhanov-Sasaki equation and at the same time needs to fulfill $F_{\mathbf{k}}=0$, generally being in conflict already for the simple case of a de Sitter universe. Note that in our work the Hamiltonian diagonalization of the Mukhanov-Sasaki Hamiltonian can be obtained for each instant in time and is not obtained by setting $F_{\mathbf{k}}(\eta)$ equal to zero but by a time-dependent unitary transformation that involves also a time-rescaling. Now since we fixed our initial condition in the limit $\eta \rightarrow-\infty$ and, as we will show below, the solution we obtained satisfies the differential equation for adiabatic vacua
without any approximation, it is very natural that our initial conditions at $\eta_{0}=-\infty$ are given by the following:

$$
\begin{equation*}
\text { LR (I) } \quad\left|v_{\mathbf{k}}\left(\eta_{0}\right)\right|=\left|N_{\mathbf{k}} \xi_{\mathbf{k}}\left(\eta_{0}\right)\right|=\frac{1}{\sqrt{2 k}} \quad \text { and } \quad \mathrm{LR}(\mathrm{II}) \quad v_{\mathbf{k}}^{\prime}\left(\eta_{0}\right)=-i \omega_{\mathbf{k}}^{(0)} v_{\mathbf{k}}\left(\eta_{0}\right), \tag{76}
\end{equation*}
$$

where we used again the same normalization of the Wronskian for the condition LR (II) and that $\lim _{\eta_{0} \rightarrow-\infty} \xi_{\mathbf{k}}\left(\eta_{0}\right)=1$. Thus the initial conditions obtained here coincide with the initial conditions one chooses for adiabatic vacua to any order as well as the ones chosen for the Bunch-Davies vacuum where we fix them in the large $k$ limit and for $\eta_{0} \rightarrow-\infty$. However, in our work the latter was necessary in order that the unitary operator that implements the Bogoliubov transformation (see Equation (35)) becomes the identity operator for an already time-independent harmonic oscillator and is hence considerably natural. Now let us discuss how the results obtained in our work are related to the notion of adiabatic vacua. In the framework of adiabatic vacua one uses the following ansatz for the mode functions:

$$
\begin{equation*}
v_{\mathbf{k}}(\eta)=\frac{1}{\sqrt{W_{\mathbf{k}}}} \exp \left\{-i \int^{\eta} \mathrm{d} \tilde{\eta} W_{\mathbf{k}}(\tilde{\eta})\right\} \tag{77}
\end{equation*}
$$

where $W_{\mathbf{k}}(\eta)$ is defined through the following differential equation

$$
\begin{equation*}
W_{\mathbf{k}}^{2}(\eta)=\omega_{\mathbf{k}}^{2}(\eta)-\frac{1}{2}\left(\frac{W_{\mathbf{k}}^{\prime \prime}(\eta)}{W_{\mathbf{k}}(\eta)}-\frac{3}{2}\left(\frac{W_{\mathbf{k}}^{\prime}(\eta)}{W_{\mathbf{k}}(\eta)}\right)^{2}\right) \tag{78}
\end{equation*}
$$

where $\omega_{\mathbf{k}}(\eta)$ is the time-dependent frequency, so in our case the one involved in the Mukhanov-Sasaki Hamiltonian. If we compare the ansatz in (77) with the form of the solution for the Mukhanov-Sasaki equation in (62), we realize that we can map the two expression for $v_{\mathbf{k}}$ into each other by the substitution $\xi_{\mathbf{k}}:=\left(\omega_{\mathbf{k}}^{(0)}\right)^{\frac{1}{2}} W_{\mathbf{k}}^{-\frac{1}{2}}$, where we choose $\omega_{\mathbf{k}}^{(0)}=k$ and $\omega_{\mathbf{k}}^{(0)}=1$, respectively to consider the case where the Mukhanov-Sasaki Hamiltonian is mapped to the harmonic oscillator with frequency $k$ and 1, respectively. As shown above, rewritten in terms of $\xi_{\mathbf{k}}$ the Mukhanov-Sasaki equation merges into the Ermakov equation. Hence, if we express the Ermakov equation in terms of $W_{\mathbf{k}}$ we can rewrite the Mukhanov-Sasaki equation in terms of $W_{\mathbf{k}}$. For this we consider the second derivative $\xi_{\mathbf{k}}^{\prime \prime}$ expressed in terms of $W_{\mathbf{k}}$. We obtain:

$$
\xi_{\mathbf{k}}^{\prime \prime}=-\frac{\sqrt{\omega_{\mathbf{k}}^{(0)}}}{2}\left(\frac{W_{\mathbf{k}}^{\prime \prime}(\eta)}{W_{\mathbf{k}}^{\frac{3}{2}}(\eta)}-\frac{3}{2} \frac{\left(W_{\mathbf{k}}^{\prime}(\eta)\right)^{2}}{W_{\mathbf{k}}^{\frac{5}{2}}(\eta)}\right)
$$

Reinserting this back into the Ermakov equation yields:

$$
\begin{equation*}
-\frac{\sqrt{\omega_{\mathbf{k}}^{(0)}}}{2}\left(\frac{W_{\mathbf{k}}^{\prime \prime}(\eta)}{W_{\mathbf{k}}^{\frac{3}{2}}(\eta)}-\frac{3}{2} \frac{\left(W_{\mathbf{k}}^{\prime}(\eta)\right)^{2}}{W_{\mathbf{k}}^{\frac{5}{2}}(\eta)}\right)+\omega_{\mathbf{k}}^{2}(\eta) \frac{\sqrt{\omega_{\mathbf{k}}^{(0)}}}{W_{\mathbf{k}}^{\frac{1}{2}}(\eta)}-\frac{\left(\omega_{\mathbf{k}}^{(0)}\right)^{2}}{\left(\omega_{\mathbf{k}}^{(0)}\right)^{\frac{3}{2}}} W_{\mathbf{k}}^{\frac{3}{2}}(\eta)=0 \tag{79}
\end{equation*}
$$

Multiplying the entire equation by $\left(\omega_{\mathbf{k}}^{(0)}\right)^{-\frac{1}{2}} W_{\mathbf{k}}^{\frac{1}{2}}$ we end up with:

$$
\begin{equation*}
W_{\mathbf{k}}^{2}=\omega_{\mathbf{k}}^{2}-\frac{1}{2}\left(\frac{W_{\mathbf{k}}^{\prime \prime}(\eta)}{W_{\mathbf{k}}(\eta)}-\frac{3}{2}\left(\frac{W_{\mathbf{k}}^{\prime}(\eta)}{W_{\mathbf{k}}(\eta)}\right)^{2}\right) \tag{80}
\end{equation*}
$$

and this agrees precisely with the defining differential equation for $W_{\mathbf{k}}$ in (78). The adiabatic condition required for the modes in this context carries over to a condition on the large $\mathbf{k}$ behavior of the function $\xi_{\mathbf{k}}$, being a solution of the Ermakov equation. As usual for adiabatic vacua, they do depend on the chosen extension to the infraed sector. In the formalism presented in this work this arbitrariness is encoded in the choice of how the unitary transformation is modified for the modes $\mathbf{k}$ with $\|\mathbf{k}\| \leq$
$\left\|\mathbf{k}_{\epsilon}\right\|$. From this we can conclude that the ansatz for adiabatic vacua and the framework of the Lewis-Riesenfeld invariant leads to equivalent solutions for possible vacuum states if one reformulates the adiabatic condition in terms of the the solution $\xi$ of the Ermakov equation. Furthermore, we can understand our solution obtained for quasi-de Sitter and de Sitter in this context now. For the modes associated with the Mukhanov-Sasaki equation on a de Sitter background, the adiabatic condition needs to be satisfied for $k^{2} \gg \eta^{-2}$, that is $k \eta \gg 1$. Using the explicit solution for $\xi$ in the case of de Sitter given by $\xi_{\mathbf{k}}=\left(1+\frac{1}{(k \eta)^{2}}\right)^{\frac{1}{2}}$ we obtain $\lim _{k \eta \rightarrow \infty} \xi_{\mathbf{k}}=1$. This corresponds to $\lim _{k \eta \rightarrow \infty} W_{\mathbf{k}}=\omega_{\mathbf{k}}^{(0)}=k$, where we only considered the map with $\omega_{\mathbf{k}}^{(0)}=k$ here because the second one with $\omega_{\mathbf{k}}^{(0)}=1$ was not unitarily implementable on Fock space. In the case of de Sitter, the integral can be easily computed and the solution is given by

$$
\begin{equation*}
v_{\mathbf{k}}(\eta)=\frac{1}{\sqrt{2 k}} \sqrt{1+\frac{1}{(k \eta)^{2}}} e^{-i k \eta} e^{i \arctan (k \eta)} \tag{81}
\end{equation*}
$$

In case the solution for $W_{\mathbf{k}}$ cannot be determined in a simple manner, one uses a WKB approximation for the integral involved in the adiabatic ansatz in (77), yielding adiabatic vacua of a certain order at which the expansion is truncated, see for instance [34,35] for applications. However, since we have determined an analytical solution for the Ermakov equation for $\omega_{\mathbf{k}}^{(0)}=k$ we did not get an approximate solution for $W_{\mathbf{k}}$ up to some adiabatic order and obtained the full solution for $W_{\mathbf{k}}$. This way of relating the two formalisms also provides the possibility to have a very clear interpretation of the Fourier mode associated with the Bunch-Davies vacuum in the Lewis-Riesenfeld invariant formalism. Now comparing the phase factors of Fourier modes associated with the Bunch-Davies vacuum with the ones obtained from the ansatz for the adiabatic vacua in (77), we realize the following: The Fourier modes we obtain from the Lewis-Riesenfeld invariant formalism, that agree with the conventional one, can be understood as an adiabatic vacuum of non-linear adiabatic order, that is without any truncation, using the relation between the Ermakov equation and the defining differential equation for adiabatic vacua. Considering the solution in (81) in the limit $k \eta \gg 1$, we realize that these modes merge into the standard Minkowski modes up to an irrelevant phase and thus satisfy the adiabatic condition. Note that we have chosen the normalization of the Wronskian in such a way that the final mode functions $v_{k}$ agree, regardless of whether we chose the map that relates the MS system with a harmonic oscillator to have frequency $\omega_{k}^{(0)}=k$ or $\omega_{k}^{(0)}=1$, respectively. However, our analysis shows that on Fock space, the map that intertwines between the harmonic oscillator with $\omega_{k}^{(0)}=1$ and the Mukhanov-Sasaki equation cannot be implemented unitarily due to ultraviolet divergences and thus the latter choice cannot be obtained in a natural way in the Lewis-Riesenfeld formalism. For the reason that the solution in (81) was obtained from a unitary transformation that maps the Mukhanov-Sasaki Hamiltonian into the harmonic oscillator Hamiltonian for all modes $\mathbf{k}$ with $\|\mathbf{k}\|>\left\|\mathbf{k}_{\epsilon}\right\|$, we can interpret this adiabatic vacuum as the natural one associated to this unitary transformation.

We summarize these results of the last two sections in Figure 1 below. We have seen that we can obtain a solution of the Mukhanov-Sasaki equation at the level of the mode functions (and find the associated vacuum) by means of the solution of the Ermakov equation $\xi_{\mathbf{k}}(\eta)$ combined together with a time-dependent phase that corresponds to the time rescaling from the classical theory in Equation (11). In our formalism we have the freedom of choosing the target frequency $\omega_{\mathbf{k}}^{(0)}$ as we map our Hamiltonian, where we considered two different choices in this work here. One natural choice is to just remove the time dependence and keep the time-independent $\mathbf{k}^{2}$ term in the frequency, which gives a transformation that is implementable for all but the infrared modes, where one can choose to modify the map appropriately as has been discussed above. It is in this sense natural to do so, since in the limit at past conformal infinity, this transformation is the identity as one would expect. Contrary to that, mapping all frequencies to unity results in a residual squeezing at very
early times and most importantly in an ultraviolet divergence in the integral of the Shale-Stinespring condition. Using our results it can be shown that the non-squeezed adiabatic vacua are unitarily inequivalent to the generalized Bunch-Davies vacuum because the time-independent squeezing map that relates a harmonic oscillator with frequency $\omega_{\mathbf{k}}^{(0)}=k$ to the one with frequency $\omega_{\mathbf{k}}^{(0)}=1$ cannot be implemented as a unitary operator on Fock space.


Figure 1. Graphical summary of the two different maps analyzed on Fock space.

## 6. Applications

### 6.1. Solution of the Ermakov Equation on Quasi-de Sitter Spacetime

In the following we will derive and investigate a specific solution to the Ermakov equation on a quasi-de Sitter background. This leaves us with the opportunity to simplify this solution to the case of de Sitter, where the solution is known and perform a quantitative comparison of the behavior of $\xi(\eta)$ for these two spacetimes. Our starting point is again the Mukhanov-Sasaki equation shown in (58), which will be restated for the reader's convenience:

$$
v_{\mathbf{k}}^{\prime \prime}(\eta)+\left(\|\mathbf{k}\|^{2}-\frac{4 v^{2}-1}{4 \eta^{2}}\right) v_{\mathbf{k}}(\eta)=0
$$

Naturally, in the limit of vanishing slow-roll parameters $\varepsilon, \tau$ and $\kappa$ the equation merges into the Mukhanov-Sasaki equation on de Sitter, that is, we find that $v^{2}-\frac{1}{4} \rightarrow 2$ as expected. Next, we will bring the equation into a slightly different but also frequently used form. This is done by multiplying the entire equation by $\eta^{2}$, which is possible since $\eta$ ranges from $-\infty$ to 0 , both obviously excluded. Further, we introduce new functions $w(-k \eta)$ with $k=\|\mathbf{k}\|$ that are related to the original mode functions by $w(-k \eta)=\frac{v_{\mathbf{k}}}{\sqrt{-\eta}}$. This leads to the following differential equation for $w(-k \eta)$ :

$$
\begin{equation*}
\chi^{2} \frac{d^{2} w(-\chi)}{d \chi^{2}}+\chi \frac{d w(-\chi)}{d \chi}+\left(\chi^{2}-v^{2}\right) w(-\chi)=0, \quad \chi=k \eta, \tag{82}
\end{equation*}
$$

This is an advantage because (82) precisely corresponds to the generalized Bessel differential equation with a well-studied framework of solution techniques. Primarily, we are interested in a
set of two linearly independent solutions of this equation in order to construct a solution for the Ermakov equation following the path taken in Reference [36]. The most general solution to the Bessel equation is given in terms of Bessel functions $J_{v}(-k \eta), Y_{v}(-k \eta)$ of the first and second kind, respectively. These can be rewritten in terms of Hankel functions $H_{v}^{(1)}(-k \eta), H_{v}^{(2)}(-k \eta)$ of the first and second kind, which are given by:

$$
\begin{equation*}
H_{v}^{(1)}(-k \eta):=J_{v}(-k \eta)+i Y_{v}(-k \eta), \quad H_{v}^{(2)}(-k \eta):=J_{v}(-k \eta)-i Y_{v}(-k \eta) \tag{83}
\end{equation*}
$$

These functions form a linearly independent set of solutions to Equation (82). Introducing constants $\alpha, \beta \in \mathbb{C}$ we can give a general solution to the Mukhanov-Sasaki equation on quasi-de Sitter by means of resubstituting $v_{\mathbf{k}}=\sqrt{-\eta} w(-k \eta)$ and inserting the previously found basis of solutions for the Bessel equation:

$$
v_{\mathbf{k}}(\eta)=\sqrt{-\eta}\left(\alpha H_{v}^{(1)}(-k \eta)+\beta H_{v}^{(2)}(-k \eta)\right)
$$

Now we follow Reference [36] and can start to construct a (unique) solution of the Ermakov equation with either the use of $J_{v}(-k \eta), Y_{v}(-k \eta)$ or $H_{v}^{(1)}(-k \eta), H_{v}^{(2)}(-k \eta)$, respectively. This can be achieved by the following procedure, which can be straightforwardly verified by direct computation. We have

$$
\begin{equation*}
\xi_{\mathbf{k}}(\eta)=\sqrt{A_{\mathbf{k}} u_{\mathbf{k}}^{2}+2 B_{\mathbf{k}} u_{\mathbf{k}} v_{\mathbf{k}}+C_{\mathbf{k}} v_{\mathbf{k}^{\prime}}^{2}} \quad A_{\mathbf{k}} C_{\mathbf{k}}-B_{\mathbf{k}}^{2}=\|\mathbf{k}\|^{2} W\left(u_{\mathbf{k}}, v_{\mathbf{k}}\right)^{-2 \prime} \tag{84}
\end{equation*}
$$

where $u_{\mathbf{k}}, v_{\mathbf{k}}$ are two linearly independent solutions of the Ermakov equation and $W\left(u_{\mathbf{k}}, v_{\mathbf{k}}\right)$ denotes the Wronskian determinant. As an additional 'initial' condition next to the Wronskian, we impose the well-definedness of the solution in the limit of past conformal infinity where for each mode the Mukhanov-Sasaki equation reduces to an harmonic oscillator with constant frequency. The function $\xi_{\mathbf{k}}$ should also solve the Ermakov equation in this limiting case of constant frequency. Consequently, we can insert the linear independent solutions (83) into formula in (84) and investigate the behavior for $\eta \rightarrow-\infty$. Analyzing the asymptotic behavior of the Bessel functions (and correspondingly Hankel functions) according to Reference [37], we get:

$$
\begin{aligned}
& H_{v}^{(1)}(-k \eta) \sim \sqrt{-\frac{2}{\pi k \eta}} \exp \left\{-i\left(k \eta+\frac{\pi}{4}(2 v+1)\right)\right\} \quad \text { for } \quad|\eta| \gg 1, \\
& H_{v}^{(2)}(-k \eta) \sim \sqrt{-\frac{2}{\pi k \eta}} \exp \left\{+i\left(k \eta+\frac{\pi}{4}(2 v+1)\right)\right\} \quad \text { for } \quad|\eta| \gg 1 .
\end{aligned}
$$

We realize that in this limit the summand under the square root in (84) is only well-defined for vanishing coefficients $A_{\mathbf{k}}, C_{\mathbf{k}}$ such that only the mixed term remains. In order to determine the coefficient $B_{\mathrm{k}}$ we need to find an expression for the Wronskian determinant of Hankel functions, which is non-trivial to obtain in a straightforward manner. However, we know that the Wronskian of solutions of the harmonic oscillator equation is constant in time and we have an relation for the asymptotic behavior of the Hankel functions. Given this we have

$$
\begin{equation*}
W\left(\sqrt{-\eta} H_{v}^{(1)}(-k \eta), \sqrt{-\eta} H_{v}^{(2)}(-k \eta)\right)=-\eta W\left(H_{v}^{(1)}(-k \eta), H_{v}^{(2)}(-k \eta)\right) . \tag{85}
\end{equation*}
$$

As the next step, let us rewrite the derivative with respect to conformal time of $W\left(H_{v}^{(1)}(-k \eta), H_{v}^{(2)}(-k \eta)\right)$ in terms of a differential equation by the use of its anti-symmetry and the Bessel differential Equation (82) obeyed by $H_{v}^{(1)}, H_{v}^{(2)}$ :

$$
\begin{equation*}
W^{\prime}\left(H_{v}^{(1)}, H_{v}^{(2)}\right)=-\frac{1}{\eta} W\left(H_{v}^{(1)}, H_{v}^{(2)}\right) \quad \Longrightarrow \quad W\left(H_{v}^{(1)}(-k \eta), H_{v}^{(2)}(-k \eta)\right) \propto \frac{D_{\mathbf{k}}}{\eta}, \tag{86}
\end{equation*}
$$

where we allowed for that the constant $D_{\mathbf{k}}$ can vary for each mode. Note that the proportionality of the Wronskian of the Hankel functions in (86) is in accordance with the fact that it is conserved on solutions of the Mukhanov-Sasaki equation, as seen in Equation (85). Finally, after insertion of the asymptotic behavior of the Hankel functions, we find:

$$
W\left(H_{v}^{(1)}(-k \eta), H_{v}^{(2)}(-k \eta)\right) \sim \frac{4 i}{\pi \eta} \quad \text { for } \quad|\eta| \gg 1 \quad \Longrightarrow \quad D_{\mathbf{k}}=\frac{4 i}{\pi}
$$

Note that the Wronskian is purely imaginary, which is expected due to the negative sign of the $B_{\mathbf{k}}^{2}$ term in the condition presented in the second equation in (84) for the coefficients. If we had chosen a different route and had taken Bessel instead of Hankel functions, we would have to choose $B_{\mathbf{k}}=0$ for consistency and with a corresponding purely real Wronskian determinant. As a final result, we can determine $B_{\mathbf{k}}$ :

$$
\begin{equation*}
W\left(\sqrt{-\eta} H_{v}^{(1)}(-k \eta), \sqrt{-\eta} H_{v}^{(2)}(-k \eta)\right)=-\eta \frac{4 i}{\pi \eta}=-\frac{4 i}{\pi}=\mathrm{const} \quad \Longrightarrow \quad B_{\mathbf{k}}=-\frac{k \pi}{4} \tag{87}
\end{equation*}
$$

Due to the requirement that the transformation induced by $\Gamma_{\xi}$ should be unitary, we need $B_{\mathbf{k}}$ to be chosen such that the final solution $\xi_{\mathbf{k}}(\eta)$ is real, which is always possible in this case due to the involved squares:

$$
\begin{equation*}
\xi_{\mathbf{k}}(\eta)=\sqrt{-\frac{k \pi \eta}{2} H_{v}^{(1)}(-k \eta) H_{v}^{(2)}(-k \eta)}=\sqrt{-\frac{k \pi \eta}{2}\left(\left(J_{v}(-k \eta)\right)^{2}+\left(Y_{v}(-k \eta)\right)^{2}\right)} \tag{88}
\end{equation*}
$$

Another important aspect is the correct limit at past conformal infinity, which we can immediately deduce from the asymptotic forms of the Hankel functions above. This suggests that for each Fourier mode $\tilde{\xi}_{\mathbf{k}}(\eta)$ solves the Ermakov equation in the case where the Mukhanov-Sasaki frequency becomes a constant $\omega_{\mathbf{k}}^{(0)}:=\lim _{\eta \rightarrow-\infty} \omega_{\mathbf{k}}(\eta)=\|\mathbf{k}\|$, that is:

$$
\lim _{\eta \rightarrow-\infty} \xi_{\mathbf{k}}(\eta)=\lim _{\eta \rightarrow-\infty} \sqrt{-\frac{k \pi \eta}{2} \frac{2}{\pi k|\eta|}}=\lim _{\eta \rightarrow-\infty} \sqrt{-\operatorname{sgn}(\eta)}=1
$$

At this point we still need to investigate whether given the solution $\xi_{k}(\eta)$ on quasi-de Sitter we can rediscover the solution for de Sitter in the case of vanishing slow-roll parameters. For this purpose, we consider the half-integer expressions for the Bessel functions:

$$
\begin{aligned}
& J_{n+\frac{1}{2}}(x)=(-1)^{n} \sqrt{\frac{2}{\pi}} x^{n+\frac{1}{2}}\left(\frac{\mathrm{~d}}{x \mathrm{~d} x}\right)^{n} \frac{\sin (x)}{x} \quad \forall n \in \mathbb{N}, \\
& Y_{n+\frac{1}{2}}(x)=(-1)^{n+1} \sqrt{\frac{2}{\pi}} x^{n+\frac{1}{2}}\left(\frac{\mathrm{~d}}{x \mathrm{~d} x}\right)^{n} \frac{\cos (x)}{x} \quad \forall n \in \mathbb{N} .
\end{aligned}
$$

Form this we obtain an expression for $\xi_{\mathbf{k}}(\eta)$ on de Sitter where $v=3 / 2$ :

$$
\xi_{\mathbf{k}}^{(d S)}=\sqrt{-\frac{k \pi \eta}{2}\left(\left(\sqrt{\frac{2}{\pi}} \frac{k \eta \cos (k \eta)-\sin (k \eta)}{(-k \eta)^{\frac{3}{2}}}\right)^{2}+\left(\sqrt{\frac{2}{\pi}} \frac{k \eta \sin (k \eta)+\cos (k \eta)}{(-k \eta)^{\frac{3}{2}}}\right)^{2}\right)}=\sqrt{1+\frac{1}{(k \eta)^{2}}}
$$

which of course retains the same limit at past conformal infinity as the more complicated solution for non-vanishing slow-roll parameters. The solution $\tilde{\xi}_{\mathbf{k}}^{(d S)}(\eta)$ can be obtained in full analogy to the procedure outlined above using the well-known solution for the Mukhanov-Sasaki frequency on de Sitter. Depending on the particular choice of basis for the space of solutions, one needs to eliminate either of the coefficients in (84) due to the required well-definedness of the limiting case $|\eta| \rightarrow \infty$. The outcome precisely corresponds to $\xi_{\mathbf{k}}^{(d S)}(\eta)$ found in the limit above.

### 6.2. Eigenstates of the Lewis-Riesenfeld Invariant

As a test scenario for the formalism outlined in this work we construct and analyze the explicitly time-dependent eigenstates of the Lewis-Riesenfeld invariant. This will happen at the level of a quantum mechanical toy-model and serve the purpose of exhibiting the mathematical convenience of the formalism as well as the (squeezing) properties of the unitary transformation obtained in the context of the Lewis-Riesenfeld invariant. These eigenstates can be easily found by applying the previously obtained (inverse) Bogoliubov transformation $\hat{\Gamma}_{\xi}^{\dagger}$ to the defining property of the vacuum, that is $\hat{A}|0\rangle=0$. We obtain:

$$
\hat{\Gamma}_{\xi}^{\dagger} \hat{A} \hat{\Gamma}_{\zeta} \hat{\Gamma}_{\S}^{\dagger}|0\rangle=\operatorname{Ad}_{\hat{\Gamma}_{\xi}^{\dagger}}(\hat{A}) \hat{\Gamma}_{\xi}^{\dagger}|0\rangle=e^{-v(\xi)}\left(\hat{A}-\delta_{+}(\xi) \hat{A}^{\dagger}\right) \hat{\Gamma}_{\xi}^{\dagger}|0\rangle=: \hat{B} \hat{\Gamma}_{\xi}^{\dagger}|0\rangle=0,
$$

with the BCH coefficients $v(\xi)$ and $\delta_{+}(\xi)$ determined in Section 3.2. That is, the vacuum state of the Bogoliubov transformed annihilation operator $\hat{B}$ corresponds to the unitarily transformed initial vacuum state. Recall that $\hat{\Gamma}_{\xi}$ was capable of relating the time-independent Hamiltonian $\hat{H}_{0}$ and the Lewis-Riesenfeld invariant $\hat{I}_{L R}$ via the adjoint action, in other words, the Lewis-Riesenfeld invariant factorizes in terms of $\hat{B}, \hat{B}^{\dagger}$. Reexpressing the operators above in position representation we end up with a first-order differential equation for the transformed vacuum state. Understandably, this equation contains explicitly time-dependent coefficients due to the explicit time dependence of the Bogoliubov transformation. We obtain the following solution for the ground state $\Psi_{0}(q, \eta)$ :

$$
\begin{equation*}
\Psi_{0}(q, \eta)=\left(\frac{\omega_{0}}{\pi \xi^{2}(\eta)}\right)^{\frac{1}{4}} \exp \left\{\left(\frac{i}{2} \frac{\xi^{\prime}(\eta)}{\xi(\eta)}-\frac{\omega_{0}}{2 \xi^{2}(\eta)}\right) q^{2}\right\} \tag{89}
\end{equation*}
$$

where $\xi^{\prime}(\eta)$ denotes the derivative with respect to conformal time, we again used that the mass $m=1$ here and conveniently have set $\hbar=1$ as before. The first excited state can be obtained from $\operatorname{Ad}_{\hat{\Gamma}_{\zeta}^{\dagger}}\left(\hat{A}^{\dagger}\right) \hat{\Gamma}_{\xi}^{\dagger}|0\rangle=\hat{B}^{\dagger} \hat{\Gamma}_{\xi}^{\dagger}|0\rangle$ and is found to be:

$$
\begin{equation*}
\Psi_{1}(q, \eta)=\left(\frac{\omega_{0}}{\pi \xi^{2}(\eta)}\right)^{\frac{1}{4}} \sqrt{\frac{2 \omega_{0}}{\xi^{2}(\eta)}} q \exp \left\{\left(\frac{i}{2} \frac{\xi^{\prime}(\eta)}{\xi(\eta)}-\frac{\omega_{0}}{2 \xi^{2}(\eta)}\right) q^{2}\right\} . \tag{90}
\end{equation*}
$$

Note that for a time-independent frequency $\omega(\eta)=\omega_{0}$ the solution merges into the standard quantum harmonic oscillator since $\hat{I}_{L R}$ and $\hat{H}_{0}$ coincide in this limit by construction due to $\xi(\eta)=$ $\xi_{0}=1$. The details of the underlying spacetime, that is, what determines the values of the various slow-roll parameters enters through the solution $\xi(\eta)$ of the Ermakov equation, which is sensitive to the background via the Mukhanov-Sasaki frequency $\omega(\eta)$ and consequently through the real index $v$ of the Hankel and Bessel functions in the final solution in Equation (88). The plots in Figure 2 display the absolute squares of the solutions in Equations (89) and (90), respectively, at two different conformal times.

Considering the explicit form of the generator of the Bogoliubov transformation $\hat{\Gamma}_{\tilde{\xi}}$, we realize that it represents a generalized squeezing operator with explicitly time-dependent coefficient functions. These coefficient functions on the other hand are sensitive to the background spacetime via the Ermakov equation and consequently the Mukhanov-Sasaki frequency $\omega_{\mathbf{k}}(\eta)$ involved in Equation (58). In this way it is expected that the eigenstates of the Lewis-Riesenfeld invariant, which are, up to
a phase, eigenstates of the single-mode time-dependent Mukhanov-Sasaki Hamiltonian, show a time-dependent spread which approaches the time-independent case for very large absolute values of conformal time $|\eta| \gg 1$, that is, close to the Big Bang.


Figure 2. Single-mode probability densities $\left|\Psi_{0}(q, \eta)\right|^{2}$ (upper line) and $\left|\Psi_{1}(q, \eta)\right|^{2}$ (lower line) according to the solutions in (89) and (90) on quasi-de Sitter for three different values of the effective slow-roll parameter $v$ from Equation (58), including de Sitter with $v=3 / 2$ at two different conformal times and with $\omega_{0}=k=1$. The used slow-roll parameters are to be understood as an example, consider Reference [33] for the allowed parameter space and constraints on them according to the Planck mission.

A comparison with the work in Reference [38] bears a strong resemblance to the eigenstate of the Lewis-Riesenfeld invariant found there, however let us compare the results from Reference [38] and ours in more detail. Firstly, the derivation in Reference [38] is performed in cosmological time, whereas we have made the transition to conformal time beforehand, so the explicit occurrences of the scale factor are absent in our work. Secondly, when having a closer look at the Ermakov equation in Reference [38] it becomes evident that in the context of the canonical transformation $\Gamma_{\xi}$, the time-independent frequency of the Hamiltonian $H_{0}$ is unity. As a consequence, this means for the case of field theory that every mode with $\omega_{\mathrm{k}}(\eta)$ would be mapped to exactly the same frequency $\omega_{\mathbf{k}}^{(0)}=1$, which modifies the solution of the Ermakov equation by an additional $k^{-\frac{1}{2}}$, leading to an ultraviolet divergence in the Shale-Stinespring condition (56) and diminishing the ability to implement it by a separate treatment of the infrared modes with $\|\mathbf{k}\| \leq\left\|\mathbf{k}_{\epsilon}\right\|$. Thirdly, the authors in Reference [38]
claim that the creation- and annihilation operators that decompose the time dependent Hamiltonian are related to the ones associated with the Lewis-Riesenfeld invariant via a Bogoliubov transformation. According to our analysis, while this is true, their relation is more subtle: As it is true that $H(t)$ can be mapped into $I_{L R}$ in the classical theory by means of an extended symplectic map (which in a sense corresponds to a Bogoliubov transformation quantum mechanically), this might not be straightforwardly implementable in the quantum theory even on the one-particle Hilbert space. It can be implemented if and only if the time-rescaling function is chosen such that $\xi(t)^{-2}$ has an analytic anti-derivative, which is for example the case on a de Sitter background. The exponential sandwiched between $\hat{\Gamma}_{\xi}^{\dagger}$ and $\hat{\Gamma}_{\xi, 0}$ in (33) can then be rewritten as the exponential of an analytic function in the time operator, conjugate to the momentum operator $\hat{p}_{t}$. This is the reason why we perform a reduced phase space quantization of Dirac observables, where this problem is absent, rather than Dirac quantization. Consequently, the transformation $\hat{\Gamma}_{\S}$ acts as a one-parameter (i.e., time-dependent) family of unitary transformations on the reduced (physical) phase space. This transformation is suitable for transforming the Hamiltonian within the Schrödinger equation into the independent one $\hat{H}_{0}$, which again can be related to the invariant $\hat{I}_{L R}$ by means of a time-dependent Bogoliubov transformation.

## 7. Conclusions

In this work we used the method of the Lewis-Riesenfeld invariant in order to analyze in which sense the dynamical properties of the Mukhanov-Sasaki equation select possible candidates for initial states in the context of inflation. We started in the classical theory and rederived a time-dependent canonical transformation that relates the system of a time-dependent harmonic oscillator to the one of a time-independent harmonic oscillator, where in our case the explicit time-dependence is determined by the frequency involved in the Mukhanov-Sasaki equation. Using this map, the entire time dependence of the oscillator can be removed leading to a simplification as far as finding solutions for the time-dependent system is concerned. As a first step, this was done for systems with finitely many degrees of freedom using an extended phase space in which time and its corresponding momentum are part of the phase space, following the work in Reference [11]. This has the advantage that the time rescaling involved in this transformation can be naturally embedded in the framework of the extended phase space, whereas in early work such as Reference [13], the corresponding phase factor needs to be introduced with a less clear physical motivation. The ansatz we used employed techniques introduced in Reference [11] and was based on an idea from Reference [12], which was generalized to arbitrary even and finite phase space dimensions. This transformation revealed the relationship between the Lewis-Riesenfeld invariant, the time-dependent and time-independent harmonic oscillator Hamiltonian already implicitly used in Reference [13].

Since at the level of the extended phase space the system of the time-dependent harmonic oscillator is a constrained system, we could choose between Dirac and reduced quantization in order to later extract the physical sector of the quantum theory. Because the time rescaling included in the canonical transformation involves an integral over a time interval, a Dirac quantization might be problematic if an analytic expression for the anti-derivative does not exist. In order to circumvent this problem, we chose reduced phase space quantization for which it was necessary to construct Dirac observables and consider the physical phase space according to the methods introduced in References [18,19]. Fortunately, the Dirac observables satisfy the standard canonical algebra so that representations thereof can be easily found. Their dynamics is generated by the Dirac observable associated with the time-dependent Hamiltonian that consequently becomes the physical Hamiltonian of the system. As a preparation for the quantum theory, we constructed the associated generator of the canonical transformation on the physical phase space, giving rise to a corresponding flow that represents the canonical transformation on the physical degrees of freedom. A crucial ingredient for the construction of the Lewis-Riesenfeld invariant as well as the corresponding canonical transformation that removes the time dependence from the Hamiltonian is a time-dependent auxiliary function $\xi(t)$ that has to satisfy the Ermakov differential equation. This requirement ensures that the Lewis-Riesenfeld
invariant is a quadratic polynomial in the elementary configuration and momentum variables, that can be interpreted as a Dirac observable in the extended phase space because it commutes with the first class constraint. Given a solution of the Ermakov equation, we can use it to construct the canonical transformation on the finite dimensional physical phase space, whose generator is shown in (23).

For the quantum theory we first restricted our analysis to the case of finitely many degrees of freedom and as a special case considered the one-particle Hilbert space. All results obtained in this context can be easily generalized to more but finite degrees of freedom. On the one-particle Hilbert space, the time-dependent canonical transformation can be implemented as a unitary operator $\hat{\Gamma}_{\xi}$ whose explicit form is given in (27). With the help of $\hat{\Gamma}_{\xi}$ we can remove the explicit time dependence of the Schrödinger equation, analogous to the treatment in Reference [17] and map it to a Schrödinger equation involving a time-independent harmonic oscillator Hamiltonian. In this way we further obtain a time evolution operator $\hat{U}\left(t_{0}, t\right)$ which can be shown to correspond to the Dyson series of the time-dependent theory, consisting of three individual unitary operators. When having a closer look at the occurring exponentials, there is an obvious explanation of the required additional phase factor in the solutions of the Schrödinger equation in Reference [13], amounting to some function multiplying either the exponentiated time-independent Hamiltonian or the Lewis-Riesenfeld invariant, depending on the relative ordering we chose in $\hat{U}\left(t_{0}, t\right)$. The immediate effect of the time-rescaling $\xi(t)$ becomes evident in this exponential, as the relative phase is sensitive to the background spacetime. Each of the operators in $\hat{U}\left(t_{0}, t\right)$ corresponds to an exponentiated unitary representation of the $\mathfrak{s l}(2, \mathbb{R})$ Lie algebra, as can be shown by explicitly evaluating the Lie brackets of the generators. For practical computations and later applications, we used a generalized Baker-Campbell-Hausdorff decomposition of unitary representations of non-compact groups shown in Reference [30] to decompose $\hat{\Gamma}_{\xi}$ into normal- or anti-normal ordered contributions, respectively. This gave us the possibility to rewrite the unitary transformation $\hat{\Gamma}_{\tilde{\xi}}$ on the one-particle Hilbert space as an explicitly time-dependent Bogoliubov transformation, where the time dependence enters through the solution $\xi(t)$ of the Ermakov equation.

This was an important preparation for the generalization to the field theory context we were mainly interested in in this work. The crucial criterion for the existence of a unitary implementation of a Bogoliubov transformation on the Fock space is the Shale-Stinespring condition [31], which essentially denotes that the product of off-diagonal entries of the Bogoliubov map needs to be Hilbert-Schmidt. As our results show a straightforward generalization to Fock space where the time-dependent oscillator is described by the Mukhanov-Sasaki equation and the target system is for each mode a harmonic oscillator with constant frequency does not work because either infrared or infrared and ultraviolet divergences occur, leading to a violation of the Shale-Stinespring condition. Here we considered two common choices used in the existing literature, where the constant frequency is either $\omega_{\mathbf{k}}^{(0)}=k$ or $\omega_{\mathbf{k}}^{(0)}=1$ respectively, which corresponds to two slightly different Ermakov equations in our case. Both choices yield an infrared divergence caused by the infrared modes, whereas for the second choice in addition an ultraviolet divergence occurs. If we compare our results obtained with the existing results in the literature, the work in Reference [15] takes as the starting point a charged massive scalar field in a de Sitter space time and hence the Ermakov equation in this case includes an additional friction term and cannot directly be compared to our result. The author of Reference [15] also uses the map to a harmonic oscillator with frequency $\omega_{\mathbf{k}}^{(0)}=k$ and also obtains no ultraviolet divergences for his slightly different map. However, as far as we can see, a careful analysis of the Shale-Stinespring condition is not presented in Reference [15] and thus we expect that, similar to our case, infrared singularities are present. In Reference [14] the map with constant frequency $\omega_{\mathbf{k}}^{(0)}=1$ was considered and in agreement with our results, they also obtain an ultraviolet divergence for the operator $\hat{\Gamma}_{\tilde{\zeta}}$. In their work the theory is defined on a torus allowing them to isolate the zero mode and exclude it from their analysis, hence no infrared divergences occur. Thus, we can conclude that the second choice, where the target frequency is chosen to be $\omega_{\mathrm{k}}^{(0)}=1$, cannot be implemented unitarily on Fock space, whereas for the first choice there might be a chance to find a unitary implementation for the first case
with target frequency $\omega_{\mathbf{k}}^{(0)}=k$ if we are able to consistently modify the map for the infrared modes such that the infrared divergence are no longer present. One possibility can be to also formulate a model where the spatial slices have the topology of a torus chosen in such a way that experimentally one cannot distinguish between a model whose spatial slices have the topology of a torus and one with non compact spatial slices. In this case we could also exlucde the zero mode and modify the map for this specific mode in a way that the Shale-Stinespring condition is satisfied. The corresponding Bolgoliubov transformation can then be defined for all but the zero mode. Note that this case further allows to identify the background with the zero mode, as it is for example usually done in hybrid loop quantum cosmology, see for instance Reference [39]. However, if we stick to non-compact spatial slices we have to consider a slightly different strategy.

As possible solutions in this direction we discussed the quantum Arnold transformation introduced in Reference [16]. The goal was to apply it to the modes below a certain infrared cutoff, that is for the sphere with $\|\mathbf{k}\| \leq\left\|\mathbf{k}_{\epsilon}\right\|$ in Fourier space. We found that the Arnold transformation cannot be understood as a Bogoliubov map, since it renders the creation and annihilation operators in the transformed picture equal up to a global sign. A closer look at the involved terms shows that the reason for this pathological behavior is the absence of a the $q^{2}$ contribution in the Lewis-Riesenfeld invariant. It is precisely this aspect that disrupts the commutator algebra and hence does not qualify as an infrared extension of $\hat{\Gamma}_{\tilde{\zeta}}$. Our proposal for an infrared extension is to use the identity map within the cutoff region, the reasons are twofold. Firstly, the identity map can be trivially regarded as a Bogoliubov transformation that exists on this sector of the Fock space. Secondly, by not altering the form of the Hamiltonian in the infrared regime, the off-diagonal terms remain as in the standard case, which means that they are subdominant for very early times where $k \eta \ll 1$. Hence, by adopting this strategy we are able to define a unitarily implementable Bogoliubov transformation on the entire Fock space as depicted in Equation (61), that performs a Hamiltonian diagonalization on all modes with norm greater than the infrared cutoff $\left\|\mathbf{k}_{\epsilon}\right\|$.

In Section 5 we showed how the solution of the Ermakov equation can be used to construct a solution of the Mukhanov-Sasaki equation and as expected, the time-rescaling plays a pivotal role here. If we rewrite the solution to the Mukhanov-Sasaki equation in a polar representation as shown in (62), the Mukhanov-Sasaki equation requires that the real part in the polar representation needs to be a solution of the Ermakov equation, opening a clear connection between the two formalisms. Following this route further, we can also recover the defining differential equation for adiabatic vacua from the Ermakov equation, meaning that if we have a solution of the Ermakov equation given, from this we can easily construct a non-linear solution of the adiabatic vacua differential equation, where non-linear refers to the fact that it is a full solution without truncating the solution at any adiabatic order. The adiabatic condition usually required in this context carries over to a condition on the solution of the Ermakov equation for each mode. This in turn can be directly related to specific properties of the unitary map corresponding to the time-dependent canonical transformation between the time-dependent and time-indepdendent harmonic oscillator. Hence, there is an interesting interplay between the characteristic properties of the unitary map and the choice of adiabatic vacua. Considering this and the fact that we set our initial condition at the limit of conformal past infinity, the Lewis-Riesenfeld method leads to mode functions that can be interpreted as a non-squeezed adiabatic vacuum of non-linear order, that is without performing any truncation. The property of being non-squeezed reflects our freedom of choice of mapping to a target frequency $\omega_{\mathbf{k}}^{(0)}=k$ that causes no residual squeezing if we apply the unitary operator to an already time-independent harmonic oscillator. Furthermore, the time rescaling involved in the mode function becomes $e^{-i k \eta}$ in the limit of large (negative) conformal times, showing that the mode function obtained here are compatible with the condition used in the Bunch-Davies case.

Finally, in Section 6 we have illustrated how the formalism we used throughout this work can be used in terms of computing eigenstates of the Lewis-Riesenfeld invariant associated to a particular system. In our case, this was a time-dependent harmonic oscillator corresponding to the

Mukhanov-Sasaki equation on a quasi-de Sitter spacetime for a single mode. Together with the construction of these eigenstates via $\hat{\Gamma}_{\xi}$, we outlined how to find a solution $\xi(\eta)$ of the Ermakov equation with this particular time-dependent frequency $\omega(\eta)$ corresponding to the background geometry of quasi-de Sitter. This was done by using the asymptotic behavior of the Hankel functions (which solve the Mukhanov-Sasaki equation on quasi-de Sitter analytically) and the fact that the Wronskian of two linearly independent solutions of this equation is a constant. Finally, we provided a visualization of the time-dependent squeezing operation $\hat{\Gamma}_{\zeta}$ in terms of the probability densities of two time-dependent eigenstates of $\hat{I}_{L R}$ for different values of the slow-roll parameters, which precisely correspond to the probability densities of solutions of the Schrödinger equation of the associated time-dependent Hamiltonian $H(t)$. As far as the computation of the power spectrum is concerned, we do not expect new insights from our obtained results because what enters into the computation is the final Fourier mode that we constructed in both cases in such a way that the results agree with the standard result for the Mukhanov-Sasaki mode. Our results however, give new insights on whether there exists a time-independent harmonic oscillator Hamiltonian associated with the Mukhanov-Sasaki Hamiltonian that is unitarily equivalent in the field theory context. In future work we want to analyze applications of this formalism to other than quasi de Sitter spacetimes. This requires in particular to find solutions of the Ermakov equation in this more general case and analyze whether the corresponding transformation can be implemented unitarily. Furthermore, we plan to investigate in future research how the transformation in the classical theory on the extended phase space can be lifted to the field theory context. This might be realizable in the framework of the Gaussian dust model presented in Reference [26] where the dust fields can be used as reference fields for physical temporal and spatial coordinates.

Author Contributions: All authors contributed equally to this work.
Funding: This research was partly funded by the Heinrich-Böll Foundation.
Acknowledgments: M.K. and K.G. would like to thank Hanno Sahlmann for illuminating and productive discussions during the project as well as Beatriz Elizaga Navascués and Thomas Thiemann for fruitful discussions towards the end of this work.

Conflicts of Interest: The authors declare no conflict of interest.

## References

1. Mukhanov, V.F.; Feldman, H.A.; Brandenberger, R.H. Theory of cosmological perturbations. Part 1. Classical perturbations. Part 2. Quantum theory of perturbations. Part 3. Extensions. Phys. Rept. 1992, 215, 203-333. [CrossRef]
2. Mukhanov, V. Physical Foundations of Cosmology; Cambridge University Press: Cambridge, UK, 2005.
3. Langlois, D. Hamiltonian formalism and gauge invariance for linear perturbations in inflation. Class. Quantum Gravity 1994, 11, 389-407. [CrossRef]
4. Giesel, K.; Herzog, A. Gauge invariant canonical cosmological perturbation theory with geometrical clocks in extended phase-space-A review and applications. Int. J. Mod. Phys. D 2018, 27, 1830005. [CrossRef]
5. Giesel, K.; Herzog, A.; Singh, P. Gauge invariant variables for cosmological perturbation theory using geometrical clocks. Class. Quantum Gravity 2018, 35, 155012. [CrossRef]
6. Giesel, K.; Singh, P.; Winnekens, D. Dynamics of Dirac observables in canonical cosmological perturbation theory. Class. Quantum Gravity 2019, 36, 085009. [CrossRef]
7. Danielsson, U.H. On the consistency of de Sitter vacua. J. High Energy Phys. 2002, 2002, 025. [CrossRef]
8. Armendariz-Picon, C.; Lim, E.A. Vacuum choices and the predictions of inflation. J. Cosmol. Astropart. Phys. 2003, 2003, 006. [CrossRef]
9. Handley, W.; Lasenby, A.; Hobson, M. Novel quantum initial conditions for inflation. Phys. Rev. D 2016, 94, 024041. [CrossRef]
10. Fulling, S.A. Remarks on positive frequency and hamiltonians in expanding universes. Gen. Relativ. Gravit. 1979, 10, 807-824. [CrossRef]
11. Struckmeier, J. Hamiltonian dynamics on the symplectic extended phase space for autonomous and non-autonomous systems. J. Phys. A Math. Gen. 2005, 38, 1257. [CrossRef]
12. Garcia-Chung, A.; Ruiz, D.G.; Vergara, J.D. Dirac's method for time-dependent Hamiltonian systems in the extended phase space. arXiv preprint 2017, arXiv:1701.07120.
13. Hartley, J.G.; Ray, J.R. Coherent states for the time-dependent harmonic oscillator. Phys. Rev. D 1982, 25, 382. [CrossRef]
14. Gómez-Vergel, D.; Villaseñor, E. The time-dependent quantum harmonic oscillator revisited: Applications to Quantum Field Theory. Ann. Phys. 2009, 324, 1360-1385. [CrossRef]
15. Robles-Perez, S. Invariant vacuum. Phys. Lett. B 2017, 774, 608-615. [CrossRef]
16. Guerrero, J.; López-Ruiz, F.F. The quantum Arnold transformation and the Ermakov-Pinney equation. Phys. Scr. 2013, 87, 038105. [CrossRef]
17. Guasti, M.F.; Moya-Cessa, H. Solution of the Schrödinger equation for time-dependent 1D harmonic oscillators using the orthogonal functions invariant. J. Phys. A Math. Gen. 2003, 36, 2069. [CrossRef]
18. Dittrich, B. Partial and complete observables for Hamiltonian constrained systems. Gen. Relativ. Gravit. 2007, 39, 1891-1927. [CrossRef]
19. Thiemann, T. Reduced phase space quantization and Dirac observables. Class. Quantum Gravity 2006, 23, 1163-1180. [CrossRef]
20. Rovelli, C. Partial Observables. Phys. Rev. D 2002, 65, 124013. [CrossRef]
21. Rovelli, C. What is observable in classical and quantum gravity? Class. Quantum Gravity 1991, 8, 297. [CrossRef]
22. Giesel, K.; Hofmann, S.; Thiemann, T.; Winkler, O. Manifestly Gauge-Invariant General Relativistic Perturbation Theory. I. Foundations. Class. Quantum Gravity 2010, 27, 055005. [CrossRef]
23. Giesel, K.; Hofmann, S.; Thiemann, T.; Winkler, O. Manifestly Gauge-invariant general relativistic perturbation theory. II. FRW background and first order. Class. Quantum Gravity 2010, 27, 055006. [CrossRef]
24. Giesel, K.; Thiemann, T. Algebraic quantum gravity (AQG). IV. Reduced phase space quantisation of loop quantum gravity. Class. Quantum Gravity 2010, 27, 175009. [CrossRef]
25. Domagala, M.; Giesel, K.; Kaminski, W.; Lewandowski, J. Gravity quantized: Loop Quantum Gravity with a Scalar Field. Phys. Rev. D 2010, 82, 104038. [CrossRef]
26. Giesel, K.; Thiemann, T. Scalar Material Reference Systems and Loop Quantum Gravity. Class. Quantum Gravity 2015, 32, 135015. [CrossRef]
27. Husain, V.; Pawlowski, T. Time and a physical Hamiltonian for quantum gravity. Phys. Rev. Lett. 2012, 108, 141301. [CrossRef]
28. Han, Y.; Giesel, K.; Ma, Y. Manifestly gauge invariant perturbations of scalar-tensor theories of gravity. Class. Quantum Gravity 2015, 32, 135006. [CrossRef]
29. Giesel, K.; Vetter, A. Reduced Loop Quantization with four Klein-Gordon Scalar Fields as Reference Matter. Class. Quantum Gravity 2019, 36, 145002. [CrossRef]
30. Truax, D.R. Baker-Campbell-Hausdorff relations and unitarity of $\operatorname{SU}(2)$ and $\operatorname{SU}(1,1)$ squeeze operators. Phys. Rev. D 1985, 31, 1988-1991. [CrossRef]
31. Nam, P.T.; Napiórkowski, M.; Solovej, J.P. Diagonalization of bosonic quadratic Hamiltonians by Bogoliubov transformations. J. Funct. Anal. 2016, 270, 4340-4368. [CrossRef]
32. Arnold, V.I. Supplementary chapters to the theory of ordinary differential equations. In Geometrical Methods in the Theory of Ordinary Differential Equations; Nauka: Moscow, Russia, 1978; English translated by Springer: New York, NY, USA; Berlin, Germany, 1983.
33. Akrami, Y.; Arroja, F.; Ashdown, M.; Aumont, J.; Baccigalupi, C.; Ballardini, M.; Banday, A.J.; Barreiro, R.B.; Bartolo, N.; Basak, S.; et al. Planck 2018 results. X. Constraints on inflation. arXiv preprint 2018, arXiv:1807.06211.
34. Winitzki, S. Cosmological particle production and the precision of the WKB approximation. Phys. Rev. D 2005, 72, 104011. [CrossRef]
35. Casadio, R.; Finelli, F.; Luzzi, M.; Venturi, G. Improved WKB analysis of cosmological perturbations. Phys. Rev. D 2005, 71, 043517. [CrossRef]
36. Leach, P.; Andriopoulos, K. The Ermakov equation: A commentary. Appl. Anal. Discret. Math. 2008, 2, 145-157. [CrossRef]
37. Watson, G.N. A Treatise on the Theory of Bessel Functions; Cambridge University Press: Cambridge, UK, 1995.
38. Bertoni, C.; Finelli, F.; Venturi, G. Adiabatic invariants and scalar fields in a de Sitter space-time. Phys. Lett. A 1998, 237, 331-336. [CrossRef]
39. Elizaga Navascués, B.; Martín-Benito, M.; Mena Marugán, G.A. Hybrid models in loop quantum cosmology. Int. J. Mod. Phys. D 2016, 25, 1642007. [CrossRef]
(C) 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http:/ / creativecommons.org/licenses/by/4.0/).

## MDPI

St. Alban-Anlage 66
4052 Basel
Switzerland
Tel. +41 616837734
Fax +41 613028918
www.mdpi.com

Universe Editorial Office
E-mail: universe@mdpi.com
www.mdpi.com/journal/universe


MDPI
St. Alban-Anlage 66
4052 Basel
Switzerland
Tel: +41 616837734
Fax: +41 613028918
www.mdpi.com
MDPI


[^0]:    1 Here we use the notation $G \otimes G$ to denote the direct product of group actions as linear transformations of different indices of tensors.

[^1]:    2 In the local case, the well-known non-locality of the full effective action $\Gamma_{k \rightarrow 0}$ is expected to arise through resummation of quasi-local terms, i.e., terms with arbitrary high but positive powers of derivatives, see, e.g., [93]. If non-local terms, i.e., terms with negative powers of derivatives and/or fields are included in theory space as independent basis elements, predictivity is expected to break down, even at interacting fixed points, as these interaction terms have increasingly positive canonical dimension. Although there is no notion of quasilocality in spacetime in the tensor-model interactions, terms with negative powers of tensors are expected to suffer from the same problem. Moreover, terms with inverse powers of tensors do not directly provide an interpretation in terms of building blocks of geometry in a dual picture. In fact, if a "quasi-local" truncation of theory space is chosen, no interactions which cannot be written in a quasi-local form are generated by the flow at finite scales. Accordingly, this restriction of the theory space is both well-motivated as well as self-consistent.

[^2]:    3 In this review, we call tensor models 0-dimensional theories of random tensors. The kinetic term is a product of Kronecker deltas, i.e., there is no non-trivial kinetic operator which breaks the $O\left(N^{\prime}\right)^{\otimes d}$ (or $U\left(N^{\prime}\right)^{\otimes d}$ ) symmetry.

[^3]:    4 Please note that if the continuum limit in tensor models can be taken and provides a well-defined continuum space(time), this is equivalent to a version of quantum gravity being asymptotically safe. We stress that asymptotic safety is a general scenario for path integrals. As such it is not tied to one particular choice of configuration space and might even be realized in several distinct configuration spaces. Therefore, the continuum path integral corresponding to tensor models might well be one that includes a summation over (a subset of) topologies and is therefore not the same asymptotically safe gravity model that appears to exist according to continuum studies summing over metric fluctuations only.

[^4]:    5 For some couplings, however, the set of inequalities to be fulfilled for a well-defined large- $N$ limit also provide lower bounds. A consistent assignment of scaling dimension for a coupling therefore generically requires the inspection of several beta functions which depend on this coupling.

[^5]:    6 See Sections 6 and 7.
    7 An $n$-cell of a triangulation is an $n$-dimensional simplex that appears as an elementary building block of the triangulation of a $d$-dimensional pseudo-manifold. For instance, a 3-cell is a tetrahedron, a 2-cell a triangle, which appears in the boundary of a tetrahedron, a 1-cell an edge, which appears in the boundary of a triangle, and so on.

[^6]:    8 As discussed in [130] and adapted to tensor models in [65], the condition that the regulator diverges at $N \rightarrow N^{\prime} \rightarrow \infty$ imposes a bound on the anomalous dimension. For our regulator choice Equation (36) this is $\eta<r$.
    9 Please note that while symmetry-enhanced subspaces are invariant under the flow, this does not automatically imply that they must feature interacting fixed points; it can also be the case that the symmetry-enhanced hypersurface is a fixed surface of the flow.
    10 The color-permutation symmetry is still intact in the full theory space, as each such fixed point automatically comes with partners related by a color permutation.

[^7]:    11 We stress that if the continuum limit in the gravitational path integral can be taken, this requires asymptotic safety or asymptotic freedom to hold. In fact, to take the continuum limit in any path integral, while obtaining an interacting, and thus potentially interesting infrared limit, requires one of the two scenarios to hold. On the other hand, this does not imply that the universality class need be that of the Reuter fixed point, which is asymptotic safety of a path integral with a particular choice of configuration space. In principle, it might be that the asymptotic safety scenario is realized in mathematically and physically distinct ways in several different incarnations of the path integral for gravity. It is, therefore, important to keep in mind the distinction between asymptotic safety as a general scenario and asymptotically safe gravity defined by the Reuter fixed point.

[^8]:    (C)

    BY
    (c) 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http:/ /creativecommons.org/licenses/by/4.0/).

[^9]:    1 The rank of the tensors is fixed to five, and we denote it by $d$ to clarify the proof(s).
    2 The notations are similar to the ones used for the previous proof. The context however allows excluding any confusion.

[^10]:    1 This number is estimated by assuming that if extra dimensions of this size can not be experimentally excluded it gives a conservative upper limit on the scale at which quantum gravity would appear.

[^11]:    2 More precisely, the operator is the inverse d'Alembertian squared sandwiched by two Ricci scalars.

[^12]:    1 We use a vector notation for the configuration space variables and its Haar measure (We will also use the short-hand notation:

    $$
    \bar{\varphi}_{1} \cdot \varphi_{2}=\int \mathrm{d} \mathbf{g} \bar{\varphi}_{1}(\mathbf{g}) \varphi_{2}(\mathbf{g})
    $$

    for any two square-integrable functions $\varphi_{1}$ and $\varphi_{2}$ on $G^{d}$.)

    $$
    \mathbf{g}=\left(g_{1}, \ldots, g_{d}\right) \in G^{d}, \quad \mathrm{~d} \mathbf{g}=\mathrm{d} g_{1} \cdots \mathrm{~d} g_{d}
    $$

    2 A rank- $d$ tensor $T$ with index cardinality $N$ is a complex field on $d$ copies of the cyclic group $\mathbb{Z}_{N}$ :

    $$
    T: \mathbb{Z}_{N}^{\times d} \rightarrow \mathbb{C}
    $$

    which defines a state in $\mathcal{H}_{d, N}$ the space of
    tensors with fixed rank $d$ and index cardinality $N$. Neglecting the structure of the cyclic group, $\mathcal{H}_{d, N}$ is reduced to $\mathbb{C}^{N^{d}}$.

[^13]:    3 The analogy with a tensor state is apparent again for $G=Z_{N}$. Let $\mathcal{H}_{d, N}$ be the space of tensors with fixed rank $d$ and index cardinality $N$. Neglecting the structure of the cyclic group, $\mathcal{H}_{d, N}$ is reduced to $\mathbb{C}^{N^{d}}$. The linear structure, the scalar product and the completeness of $\mathbb{C}^{N^{d}}$ establish $\mathcal{H}_{d, N}$ to be a Hilbert space. A basis of $\mathcal{H}_{d, N}$ is chosen by $\left|i_{1}, \ldots, i_{d}\right\rangle$, defined as:

    $$
    \begin{equation*}
    \left\langle j_{1}, \ldots j_{d} \mid i_{1}, \ldots, i_{d}\right\rangle=\delta_{i_{1}, j_{1}} \cdot \ldots \cdot \delta_{i_{d}, j_{d}} \tag{7}
    \end{equation*}
    $$

[^14]:    5 When $\Gamma$ is closed, one further recognises $\Psi_{\Gamma}[\bar{\phi}, \phi]\left(\mathbf{g}_{\ell \in \Gamma}\right)$ to be equivalent to the cylindrical functions describing the quantum geometry of a closed spacial hypersurface in the kinematic Hilbert space of LQG [57].

[^15]:    6 The GFT vacuum amplitude in the same basis reads

    $$
    \begin{align*}
    Z_{0} & =C \operatorname{Tr}\left(: \mathrm{e}^{-\widehat{S} \mid \hat{\phi}, \widehat{\phi}+]}:\right)=C \operatorname{Tr}\left(: \mathrm{e}^{-\widehat{S} \mid \hat{\phi}, \widehat{\phi}+]}: \mathbb{1}_{\mathbb{F}}\right) \\
    & =\int \mathcal{D} \phi \mathcal{D} \bar{\phi} \delta_{\mathbb{C}}\left[\phi-\phi_{\mathrm{GF}}\right] \mathrm{e}^{-S[\phi, \bar{\phi}] .} \tag{40}
    \end{align*}
    $$

[^16]:    7 Note that, if we keep the indistinguishability condition, the calculation changes

    $$
    \begin{align*}
    & \mathbb{E}_{0}\left[\bigotimes_{v}\left(\left|\phi_{v}\right\rangle\left\langle\phi_{v}\right|\right)^{\otimes N}\right]=\mathcal{C} \sum_{\pi \in \mathcal{S}_{N V_{\Gamma}}} \mathbb{P}(\pi) \\
    = & \mathcal{C} \sum_{\pi \in \mathcal{S}_{N V_{\Gamma}}} \prod_{a=1}^{N} \prod_{n=1}^{V_{\Gamma}} \int \mathrm{d} h_{n a} \mathrm{~d} \mathbf{g}_{n a} \mathrm{~d}_{\mathbf{g}_{\pi(n a)}^{\prime}}^{\prime} \delta\left(h_{n a} \mathbf{g}_{n a} \mathbf{g}_{\pi(n a)}^{\prime}{ }^{-1}\right)\left|\mathbf{g}_{n a}\right\rangle\left\langle\mathbf{g}_{\pi(n a)}^{\prime}\right|, \tag{58}
    \end{align*}
    $$

[^17]:    8 A possibly deep relation between such universal regime and the universality proper of tensor models in the large $D$ regime (see e.g., [67]) has been pointed out and discussed in [18].

[^18]:    1 In fact, we have included a choice of lapse function $N=e^{3 \alpha}$.

[^19]:    2 For more details of this procedure in a different model, see [40].
    3 Please note that generally $T_{ \pm}\left(\tau_{e}^{i}\right) \neq E_{+}\left(\tau_{t}^{f}\right)$, despite the form (12).

[^20]:    4 We set $\hbar=1$.
    5 In the affine momentum representation, states are represented as $|\psi\rangle_{ \pm}^{e(t)}=\int_{-\infty}^{+\infty} \frac{\mathrm{d} p_{e}}{\left|p_{e}\right|} \tilde{\psi}_{ \pm}^{e(t)}\left(p_{e}\right)\left|p_{e}\right\rangle_{\text {aff }}$, where $\tilde{\psi}_{ \pm}^{e(t)}=$ $\sqrt{\left|p_{e}\right|} \psi_{ \pm}^{e(t)}$ and $\left\langle p_{e} \mid p_{e}^{\prime}\right\rangle_{\text {aff }}=\left|p_{e}\right| \delta\left(p_{e}-p_{e}^{\prime}\right)$. The inner product then reads $\langle\psi \mid \chi\rangle_{ \pm}^{e(t)}=\int_{-\infty}^{+\infty} \frac{\mathrm{d} p_{e}}{\mid p_{e}}\left[\tilde{\psi}_{ \pm}^{e(t)}\left(p_{e}\right)\right]^{*} \tilde{\chi}_{ \pm}^{e(t)}\left(p_{e}\right)$ and the configuration observables are represented as $\hat{E} \tilde{\psi}_{ \pm}^{e(t)}=i p_{e} \partial_{p_{e}} \tilde{\psi}_{ \pm}^{e(t)}$ and $\hat{e} \tilde{\psi}_{ \pm}^{e(t)}=\left(i \partial_{p_{e}}-\frac{i}{2 p_{e}}\right) \tilde{\psi}_{ \pm}^{e(t)}$. It is easy to check that this affine representation is equivalent to the canonical one above.

[^21]:    1 In the original works mentioned above, the framework is usually referred to as covariant or general relativistic statistical mechanics. However, we choose to call it background independent statistical mechanics as our applications to quantum gravity are evident of the fact that the main ideas and structures are general enough to be used in radically background independent systems devoid of any spacetime manifold or associated geometric structures.
    2 For a more detailed discussion of the comparison between these two characterisations, we refer the reader to [14]. The main idea is that the various proposals for generalised Gibbs equilibrium can be divided into these two categories. Which characterisation one chooses to use in a given situation depends on the information/description of the system that one has at hand. For instance, if the description includes a one-parameter flow of physical interest, then using the dynamical characterisation, i.e., satisfying the KMS condition with respect to it, will define equilibrium with respect to it. The procedures defining these two categories can thus be seen as 'recipes' for constructing a Gibbs state, and which one is more suitable depends on our knowledge of the system.

[^22]:    3 The algebraic KMS condition [21] is well known to provide a comprehensive characterisation of statistical equilibrium in systems of arbitrary sizes, as long as there exists a well-defined one-parameter dynamical group of automorphisms of the system. This latter point, of the required existence of a preferred time evolution of the system, is exactly the missing ingredient in our case, thus limiting its applicability.
    4 Even though this method relies on maximising the entropy similar to the thermodynamical characterisation, it is more restrictive than the latter, as is made clear in Section 2.2.
    5 We remark that except for this one work, all other studies in spacetime covariant statistical mechanics are carried out from the Gibbs ensemble point of view.

[^23]:    6 Local, in the sense of being observer-dependent (see Section 2.2).
    7 This is also the main ingredient of the thermal time hypothesis [1,2], which we return to below.
    8 However, as Jaynes points out in [19], these properties were relegated to side remarks in the past, not really considered to be fundamental to the theory or to the justifications for the methods of statistical mechanics.

[^24]:    9 In fact, in hindsight, we could already have anticipated a possible equilibrium description in terms of these constants, whose existence is assumed from the start.

[^25]:    10 By this we mean that the term $\left\langle d \mathcal{O}_{a}\right\rangle$, based on the same observables defining the generalised energies $U_{a}$, can be seen as reflecting some work done on the system. However, naturally, we do not expect or claim that this is all the work that is/can be performed on the system by external agencies. In other words, there could be other work contributions, in addition to the terms $d W_{a}$. A better understanding of work terms in this background independent setup, will also contribute to a better understanding of the generalised first law presented below.

[^26]:    11 Thus, not necessarily embedded into any continuum spatial manifold.
    12 In fact, the work in [35] is phrased in a language closer to the group field theory approach, but the structures are general enough to apply elsewhere, such as in spin foams, as evidenced in [44].
    13 For clarity, we note that the terminology used here is slightly different from that in [35]. Specifically, the dictionary between here $\leftrightarrow$ there is: combinatorial atom or particle $\leftrightarrow$ boundary patch; interaction/bulk vertex $\leftrightarrow$ spin foam atom; boundary node $\leftrightarrow$ boundary multivalent vertex $\bar{v}$; link or full link $\leftrightarrow$ boundary edge connecting two multivalent vertices $\bar{v}_{1}, \bar{v}_{2}$; half-link $\leftrightarrow$ boundary edge connecting a multivalent vertex $\bar{v}$ and a bivalent vertex $\hat{v}$. This minor difference is mainly due to a minor difference in the purpose for the same combinatorial structures. Here, we are in a setup where the accessible states are boundary states, for which a statistical mechanics is defined; and the case of interacting dynamics is considered as defining a suitable (amplitude) functional over the the boundary state space. On the other hand, the perspective in [35] is more in a spin foam constructive setting, so that modelling the 2-complexes as built out of fundamental spin foam atoms is more natural there.

[^27]:    14 An interesting aspect is that the bulk map is one-to-one, so that for every distinct bisected boundary graph, there is a unique interaction vertex which can be defined from it.
    15 This would generically be true for any second quantised operator [29].

[^28]:    16 A proper interpretation of these constraints is left for future work.
    17 This partition function will in general be ill-defined as expected. One reason is the operator norm unboundedness of the ladder operators.

[^29]:    1 In general, quantum variables associated with higher dimensional Hilbert spaces may be considered.

[^30]:    2 In order to prove it let us consider an asymmetric 1D random walk with probabilities $p=\frac{1}{16}$ (one of the basis states) and $q=1-p=\frac{15}{16}$ (rest of the 15 basis sates), for which $\frac{s}{n}=\sqrt{\frac{1}{16} \frac{15}{16} \frac{1}{n}} \approx \frac{1}{4 \sqrt{n}}$.

[^31]:    3 Performing an inverse mapping $\hat{h}_{x}^{\dagger}(\pi / 2)$ we can map the state $i|1\rangle$ back to $\hat{h}_{x}^{\dagger}(\pi / 2) i|1\rangle=-i \hat{X} i|1\rangle=|0\rangle$.

[^32]:    4 This statement is made under assumption that no ancilla qubits are required.

[^33]:    1 The introduction of discrete structures can be motivated to bypass the issue of perturbative non-renormalizability of GR within the continuum path integral formulation. Alternative points of view of dealing with this issue would be to assume the existence of a non-perturbative (i.e., interacting) fixed point for gravity in the UV as done by the asymptotic safety program [12-15] or to increase the amount of symmetries as compared to GR and QFT with the aim to regain perturbative renormalizability as proposed by string theory [16]. Yet another view, as presented by non-commutative geometry, is that above the Planck scale the concept of geometry collapses and spacetime is replaced by a non-commutative manifold [17-19].
    2 For previous articles giving a review account of the program, we refer to Refs. [40,41].
    3 Another way to relate GFT to cosmology was brought forward in Ref. [60]. This work is closer to canonical quantum cosmology (either Wheeler-DeWitt or loop quantum cosmology) in the sense that it is built on a minisuperspace model, i.e., symmetry reduction is applied before quantization and not afterwards as in the condensate program.

[^34]:    4 Notice that by attributing an additional combinatorial degree of freedom named color to the fields, one can guarantee that the terms of the perturbative expansion are free of topological pathologies [67-69].

[^35]:    5 A detailed discussion on the subtle differences in between the Fock space of GFT and the kinematical Hilbert space of LQG, which are mostly related to the absence of the so-called cylindrical consistency and equivalence in the former, is found in Ref. [84].
    6 The assumption of bosonic statistics is crucial for the condensate cosmology program where spacetime is thought to arise from a GFT condensate. To justify this choice of statistics from a fundamental point of view is an open problem, see Ref. [84] for a discussion and Refs. [67-69,85,86] for explorations into other statistics.
    7 We refer e.g., to Appendix C of Ref. [58] for an extensive discussion of this matter for the case of the volume operator.

[^36]:    8 Complementarily to the application of functional methods to study the notion of phases in this context, research on the algebraic foundations of GFT has shown the existence of representations which are unitarily inequivalent to the one of the GFT Fock space and that are potentially related to different phases of GFT models, in particular to condensate phases [92-95].

[^37]:    9 In principle, more complex composite states can be constructed so as to encode connectivity information in between GFT quanta and topological information to model e.g., spherical geometries [87,99,100].
    10 One may also take the view that the existence of a condensate phase transition is of less pronounced importance for such condensate states to be suitable non-perturbative states of physical relevance. We refer to Ref. [101] for a detailed discussion.

[^38]:    11 We comment below on an alternative notion of isotropy which has been explored so far in the literature. However, notice that such a reduction is a common simplification also applied in the closely related contexts of tensor models for quantum gravity [26-32] and lattice gravity approaches [33-36].

[^39]:    12 Notice that the term "mesoscopic" used here only refers to the number of quanta $N$ so far. Detailed studies must determine the exact range of $N$ for such a regime to hold true and relate it to a range of length scales in the future. Conversely, this would necessitate to study the regimes of very small and very large $N$ where the simple field coherent state ansatz is expected to be inapplicable.

[^40]:    13 We exemplify the link to the standard Friedmann equations of GR for a flat universe in proper time $t$ as compared to those in relational time $\phi$ via the first Friedmann equation, i.e.,

    $$
    \begin{equation*}
    H^{2}=\left(\frac{V^{\prime}}{3 V}\right)^{2}\left(\frac{\mathrm{~d} \phi}{\mathrm{~d} t}\right)^{2} \text { with } \pi_{\phi}=V \dot{\phi} \tag{30}
    \end{equation*}
    $$

    The second Friedmann equation can be rewritten in a similar way, see e.g., Ref. [53]. This makes transparent that the dynamical equations for the volume as derived by GR and the condensate program take the same form. Notice that the concept of proper time does not exist in the GFT context.
    14 This is akin to what is done in LQC, where one assumes that the links of the underlying spin network are all identically labeled, with $j=\frac{1}{2}$ being the most studied case [104,105]. We will present a possible dynamical mechanism leading to a single-spin condensate further below.
    15 In fact, these background dynamics are understood to generalize the effective dynamics of LQC which can be retained as a special case. We refer to Refs. $[113,114]$ where this point was further explored.
    16 In the given picture, the cosmological dynamics expressed by the expansion of the volume is vastly driven by a growing occupation number $[115,116]$. It should be remarked that this is a GFT realization of the lattice refinement of LQC $[104,105]$.

[^41]:    17 In Ref. [118] the relations between the condensate program and mimetic gravity were explored. Mimetic gravity is a Weyl-symmetric extension of GR [119] proposed to mimic the effects of cold dark matter within the context of modifications of GR. In the context of limiting curvature mimetic gravity, it is possible to realize non-singular bouncing cosmologies in the sense that it is possible to reproduce their background dynamics. This has been shown for the case of LQC [120] and very recently for the case of the effective dynamics of GFT condensates [118].
    18 We refer to Refs. [84,121] for a discussion touching on the subtle differences in between the Hilbert spaces of GFT and LQG especially relevant to the point of the zero-mode $j=0$.

[^42]:    19 For a recent attempt at imposing a quantum counterpart of the classical symmetry reduction in the LQG context, we refer to Refs. [122,123].

[^43]:    20 Notice that this proposal of incorporating inhomogeneities has recently been further developed using the separate universe approach to describe long-wavelength scalar perturbations [148].

[^44]:    21 A different and interesting take on regaining the continuum in spin foam models is presented by the spin foam coarse graining and renormalization program for which we refer to Refs. [149-157].

[^45]:    1 In loop quantum cosmology [15], the Hubble parameter is obtained from a component of the Ashtekar connection, which, as in the full theory of loop quantum gravity, is not represented directly as an operator, but only indirectly through holonomies [16,17]. In isotropic models, matrix elements of holonomies along straight lines are of the form $\exp (i \delta P)$, as it appears in (24). In loop quantum cosmology, going back to [18], the parameter $\delta$ has sometimes been related to the area spectrum in loop quantum gravity. However, this relationship is ad-hoc, and therefore, it is not surprising that no such role of $\delta$ can be seen in the present realization.

[^46]:    1 The original formulation of mimetic gravity of Ref. [30] relied on a singular disformal transformation [31] (see also Ref. [23]). An equivalent formulation with a Lagrange multiplier implementing the constraint (2) was given in Ref. [32]. The latter represents the starting point for further generalizations of the model considered in Refs. [21,33]. See also the review [34].
    2 Such a gauge choice corresponds to unit lapse and vanishing shift, i.e., $N=1$ and $N^{i}=0$.

[^47]:    3 See also Refs. [39,40].

[^48]:    4 We note that a different version of mimetic gravity is considered in Ref. [26] that agrees at the background level with the one presently considered. However, the two theories will differ in general at the level of perturbations.
    5 We observe that for models entailing a single bounce, the solution (16) is single-valued if regarded as a function of the pair $(\chi, \dot{\chi})$.
    6 The fact that the origin is a singular point in the parametrization adopted here should not be too surprising: in fact, it corresponds to the infinite volume limit of both contracting and expanding branches. In a flat universe these are clearly two disconnected regimes.

[^49]:    7 The order of the bounce is defined as the positive integer $n$ such that $a^{(2 n)}\left(t_{\mathrm{B}}\right)>0$ is the lowest-order non-vanishing derivative of the scale factor at the bounce [41].

[^50]:    8 It is worth remarking that $\alpha$ and $\beta$ are defined only up to arbitrary constant rescalings of the comoving volume $V_{0}$, which was set equal to one above. We have in general $V=V_{0} a^{3}$. Under the transformation $V_{0} \rightarrow k V_{0}$ with constant $k, \alpha$ and $\beta$ transform according to $\alpha \rightarrow k \alpha, \beta \rightarrow k^{2} \beta$. Thus, the scale invariance property of the standard Friedmann equation is preserved by the quantum corrections. In the GFT formalism such rescaling properties correspond to the invariance of the dynamics under constant rescalings of the number of quanta, cf. Ref. [5,6].

[^51]:    9 This must be contrasted with the case of bouncing models examined in Sections 3.2 and 4, where the coefficient of the quadratic term must satisfy an opposite inequality in order to guarantee that gravity becomes repulsive at the bounce.

[^52]:    10 It must be noted that the quadratic case is equivalent with the IR limit of projectable Hořava-Lifshitz gravity [54], see also Ref. [55].
    11 The situation is different in other versions of mimetic gravity, see e.g., [23] for a general analysis based on the DHOST formulation of (extended) mimetic gravity theories.

[^53]:    1 'Kinematic' here refers to the fact that the Gauss and the (spatial) diffeomorphism constraints have been solved whereas 'physical' would imply the solution of the Hamiltonian constraint as well. For a minisuperspace model, these distinctions are not very important since the only leftover symmetry of the system is time-reparameterization invariance.

[^54]:    2 Note that we choose this normalization at this point for historical reasons and to keep the resulting equations simple. However, we shall change this normalization later on to facilitate comparison with LQC.
    3 The reason why one traditionally has to consider a $k=1$ universe is because it is the only case which provides a potential barrier for the tunneling of the universe from nothing. In other words, from the Friedmann equation, only for the $k=1$ case can the right hand side go to zero for certain choices of matter (a flat potential or a pure cosmological constant). However, this can be generalized for LQC since one gets a "bounce" in all types of tolopologies for a FLRW universe. We intend to establish this generalization in future work.

[^55]:    4 Note the new normalization chosen here to facilitate comparison with LQC later on.

[^56]:    1 The fact that zero does not belong to the spectrum of the area operator in LQG is precisely the input from the full theory which gives a nontrivial quantum geometrical effect.

[^57]:    2 In fact, there is no well-defined infinitesimal quantum diffeomorphism constraint in LQG for the basis spin network states. Some progress in constructing it has been achieved in Reference [59].

[^58]:    ${ }^{3}$ We omitted the solution for $K_{r}$ because it is not used in our analysis.

[^59]:    4 Keep in mind that its exact value also depends on quantization ambiguities [46].
    5 We are considering $c=\hbar=1$, which implies having the Planck length as the inverse of the Planck energy $\ell_{P}=E_{P}^{-1}$.
    6 Energy-momentum dependent metrics, like in curved momentum space have been originally considered in [64].

[^60]:    7 In the present case, co-ordinate time must satisfy $t<r_{s}$.

[^61]:    1 In general we could also take into account a time dependent mass in the Hamiltonian, however in the case of the Mukhanov-Sasaki equation it is sufficient to set the mass parameter $m$ equal to $m=1$.

[^62]:    2 The symplectic form associated with the Poisson bracket $\{\ldots\}_{\text {ext }}$ on the extended phase space has the form $\Omega=d \tilde{q}^{a} \wedge d \tilde{p}_{a}+$ $d t \wedge d p_{t}$.

[^63]:    3 Note that the roles of $\hat{a}_{\mathbf{k}}, \hat{a}_{\mathbf{k}}^{+}$and $\hat{b}_{\mathbf{k}}, \hat{b}_{\mathbf{k}}^{+}$are interchanged in comparison to the one-particle case considered in (48) for notational convenience, whereas the coefficients are named analogously. Here the first set of operators belongs to the Mukhanov-Sasaki Hamiltonian, whereas the second set is associated to the time-independent harmonic oscillator. In contrast, in (48) the operators $\hat{B}, \hat{B}^{\dagger}$ belong to the time-dependent system, whereas $\hat{A}, \hat{A}^{\dagger}$ are associated with the time-independent harmonic oscillator.

