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M. Farid, K. Chaira, E. Marhrani, and M. Aamri study the fixed point theorems in Banach algebras. H.-C. Wu studies the fixed point theorem in a newly proposed informal complete metric space. Y. Sugimoto studies the square roots of diffeomorphisms.
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#### Abstract

In this paper, we prove convergence theorems for viscosity approximation processes involving $*$-nonexpansive multi-valued mappings in complete convex metric spaces. We also consider finite and infinite families of such mappings and prove convergence of the proposed iteration schemes to common fixed points of them. Our results improve and extend some corresponding results.
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## 1. Introduction

Many of the real world known problems that scientists are looking to solve are nonlinear. Therefore, translating linear version of such problems into their equivalent nonlinear version has a great importance. Mathematicians have tried to transfer the structure of covexity to spaces that are not linear spaces. Takahashi [1], Kirk [2,3], and Penot [4], for example, presented this notion in metric spaces. Takahashi [1] introduced the following notion of convexity in metric spaces:

Definition 1. ([1]) Let $(X, d)$ be a metric space and $I=[0,1]$. A mapping $W: X \times X \times I \rightarrow X$ is said to be a convex structure on $X$ if for each $x, y, u \in X$ and all $t \in I$,

$$
d(u, W(x, y, t)) \leq t d(u, x)+(1-t) d(u, y)
$$

A metric space $(X, d)$ together with a convex structure $W$ is called a convex metric space and is denoted by ( $X, W, d$ ).

A subset $C$ of $X$ is called convex if $W(x, y, t) \in C$, for all $x, y \in C$ and all $t \in I$.
Example 1. Let $X=M_{2}(\mathbb{R})$. For any $A=\left[\begin{array}{ll}a_{1} & a_{2} \\ a_{3} & a_{4}\end{array}\right]$ and $B=\left[\begin{array}{ll}b_{1} & b_{2} \\ b_{3} & b_{4}\end{array}\right]$
and $t \in I=[0,1]$, we define the mapping $W: X \times X \times I \rightarrow X$ by

$$
W(A, B, t)=\left[\begin{array}{ll}
t a_{1}+(1-t) b_{1} & t a_{2}+(1-t) b_{2} \\
t a_{3}+(1-t) b_{3} & t a_{4}+(1-t) b_{4}
\end{array}\right]
$$

and the metric $d: X \times X \rightarrow[0,+\infty)$ by

$$
d(A, B)=\Sigma_{i=1}^{4}\left|a_{i}-b_{i}\right|
$$

Then $(X, W, d)$ is a convex metric space.
Example 2. Let $X=\mathbb{R}^{2}$ with the metric

$$
d\left(\left(x_{1}, x_{2}\right),\left(y_{1}, y_{2}\right)\right)=\max \left\{\left|x_{1}-y_{1}\right|,\left|x_{2}-y_{2}\right|\right\}
$$

for any $\left(x_{1}, x_{2}\right),\left(y_{1}, y_{2}\right) \in X$ and define the mapping $W: X \times X \times[0,1] \rightarrow X$ by

$$
W\left(\left(x_{1}, x_{2}\right),\left(y_{1}, y_{2}\right), t\right)=\left(t x_{1}+(1-t) y_{1}, t x_{2}+(1-t) y_{2}\right)
$$

for each $\left(x_{1}, x_{2}\right),\left(y_{1}, y_{2}\right) \in X$ and $t \in[0,1]$. Then $(X, W, d)$ is a convex metric space.
Example 3. Let $X=C([0,1])$ be the metric space with the metric $d(f, g)=\int_{0}^{1}|f(x)-g(x)| d x$ and define $W: X \times X \times[0,1] \rightarrow X$ by $W(f, g, t)=t f+(1-t) g$, for all $f, g \in X$ and $t \in[0,1]$. Then $(X, W, d)$ is a convex metric space.

This notion of convex structure is a generalization of convexity in normed spaces and allows us to obtain results that seem to be possible only in linear spaces. One of its useful applications is the iterative approximation of fixed points in metric spaces. All of the sequences that are used in fixed point problems require linearity or convexity of the space. So, this concept of convexity helps us to define various iteration schemes and to solve fixed point problems in metric spaces. In recent years, many authors have established several results on the covergence of some iterative schemes using different contractive conditions in convex metric spaces. For more details, refer to [5-14].

Now, let us recall some definitions and concepts that will be needed to state our results:
Definition 2. ([15]) Let $(X, d)$ be a metric. A subset $D$ is called proximinal if for each $x \in X$ there exists an element $y \in D$ such that $d(x, y)=d(x, D)$, where $d(x, D)=\inf \{d(x, z): z \in D\}$.

We denote the family nonempty proximinal and bounded subsets of $D$ by $P(D)$ and the family of all nonempty closed and bounded subsets of $X$ by $C B(X)$.

For two bounded subsets $A$ and $B$ of a metric space $(X, d)$, the Pompeiu-Hausdorff metric between $A$ and $B$ is defined by

$$
H(A, B)=\max \left\{\sup _{x \in A} d(x, B), \sup _{y \in B} d(A, y)\right\}
$$

Definition 3. ([16]) Let $(X, d)$ be a metric space. A multi-valued mapping $T: X \rightarrow C B(X)$ is said to be nonexpansive if $H(T x, T y) \leq d(x, y)$, for all $x, y \in X$.
An element $p \in X$ is called a fixed point of $T$ if $p \in T(p)$. The set of all fixed points of $T$ are denoted by $F(T)$.
Definition 4. ([17]) Let $(X, d)$ be a metric space and $D$ be a nonempty subset of $X$. A multi-valued mapping $T: D \rightarrow C B(D)$ is called $*$-nonexpansive if for all $x, y \in D$ and $u_{x} \in T(x)$ with $d\left(x, u_{x}\right)=\inf \{d(x, z)$ : $z \in T(x)\}$, there exists $u_{y} \in T(y)$ with $d\left(y, u_{y}\right)=\inf \{d(y, w): w \in T(y)\}$ such that

$$
d\left(u_{x}, u_{y}\right) \leq d(x, y)
$$

It is clear that if $T$ is $a *$-nonexpansive map, then $P_{T}$ is a nonexpansive map, where $P_{T}$ for $T: D \rightarrow P(D)$ is defined by

$$
P_{T}(x)=\{y \in T(x): d(x, y)=d(x, T(x))\}
$$

for all $x \in D$.
Definition 5. ([16]) Let $(X, d)$ be a metric space. A multi-valued mapping $T: X \rightarrow C B(X)$ is said to satisfy condition (I) if there is a nondecreasing function $f:[0, \infty) \rightarrow[0, \infty)$ with $f(0)=0, f(r)>0$ for $r \in(0, \infty)$ such that $d(x, T(x)) \geq f(d(x, F(T)))$, for all $x \in X$.

First of all, Moudafi [18] introduced the viscosity approximation method for approximating the fixed point of nonexpansive mappings in Hilbert spaces. Since then, many authors have been extending and generalizing this result by using different contractive conditions on several spaces. For some new works in these fields, we can refer to [19-27]. Inspired and motivated by the research work going on in these fields, in this paper we investigate the convergence of some viscosity approximation processes for $*-$ nonexpansive multi-valued mappings in a complete convex metric spaces. The convergence theorems for finite and infinite family of such mappings are also presented. Our results can improve and extend the corresponding main theorems in the literature.

## 2. Main Results

At first, we present two lemmas that are used to prove our main result. Since the idea is similar to the one given in Lemmas 2.1 and 2.2 in [28], we only state the results without the proof:

Lemma 1. Let $\left\{u_{n}\right\}$ and $\left\{v_{n}\right\}$ be sequences in a convex metric space $(X, W, d)$ and $\left\{a_{n}\right\}$ be a sequence in $[0,1]$ such that $\lim \sup _{n} a_{n}<1$. Set

$$
d=\limsup _{n \rightarrow \infty} d\left(u_{n}, v_{n}\right) \text { or } d=\liminf _{n \rightarrow \infty} d\left(u_{n}, v_{n}\right)
$$

Let $u_{n+1}=W\left(v_{n}, u_{n}, a_{n}\right)$ for all $n \in \mathbb{N}$. Suppose that

$$
\limsup _{n \rightarrow \infty}\left(d\left(v_{n+1}, v_{n}\right)-d\left(u_{n+1}, u_{n}\right)\right) \leq 0
$$

and $d<\infty$.Then

$$
\liminf _{n \rightarrow \infty}\left|d\left(v_{n+k}, u_{n}\right)-\left(1+a_{n}+a_{n+1}+\ldots+a_{n+k-1}\right) d\right|=0,
$$

for all $k \in \mathbb{N}$.
Lemma 2. Let $\left\{u_{n}\right\}$ and $\left\{v_{n}\right\}$ be bounded sequences in a convex metric space $(X, W, d)$ and $\left\{a_{n}\right\}$ be a sequence in $[0,1]$ with $0<\liminf _{n} a_{n} \leq \limsup \sup _{n} a_{n}<1$. Suppose that $u_{n+1}=W\left(v_{n}, u_{n}, a_{n}\right)$ and

$$
\limsup _{n \rightarrow \infty}\left(d\left(v_{n+1}, v_{n}\right)-d\left(u_{n+1}, u_{n}\right)\right) \leq 0
$$

Then $\lim _{n \rightarrow \infty} d\left(v_{n}, u_{n}\right)=0$
Now, we state and prove the main theorem of this paper:
Theorem 1. Let $D$ be a nonempty, closed and convex subset of a complete convex metric space $(X, W, d)$ and $T: D \rightarrow P(D)$ be $a *$-nonexpansive multi-valued mapping with $F(T) \neq \varnothing$, such that $T$ satisfies condition (I). Suppose that $a_{n} \in[0,1]$ such that $0<\liminf _{n} a_{n} \leq \limsup _{n} a_{n}<1$ and $c_{n} \in(0,+\infty)$ such that $\lim _{n \rightarrow \infty} c_{n}=0$. Let $\left\{x_{n}\right\}$ be the Mann type iterative scheme defined by

$$
\begin{equation*}
x_{n+1}=W\left(z_{n}, x_{n}, a_{n}\right) \tag{1}
\end{equation*}
$$

where $d\left(z_{n+1}, z_{n}\right) \leq H\left(P_{T}\left(x_{n+1}\right), P_{T}\left(x_{n}\right)\right)+c_{n}$ for $z_{n} \in P_{T}\left(x_{n}\right)$. Then $\left\{x_{n}\right\}$ converges to a fixed point of $T$.

Proof. Take $p \in F(T)$. Then $p \in P_{T}(p)=\{p\}$ and we have

$$
\begin{aligned}
d\left(x_{n+1}, p\right) & =d\left(W\left(z_{n}, x_{n}, a_{n}\right), p\right) \\
& \leq a_{n} d\left(z_{n}, p\right)+\left(1-a_{n}\right) d\left(x_{n}, p\right) \\
& \leq a_{n} H\left(P_{T}\left(x_{n}\right), P_{T}(p)\right)+\left(1-a_{n}\right) d\left(x_{n}, p\right) \\
& \leq a_{n} d\left(x_{n}, p\right)+\left(1-a_{n}\right) d\left(x_{n}, p\right)=d\left(x_{n}, p\right) .
\end{aligned}
$$

Hence, $\left\{d\left(x_{n}, p\right)\right\}$ is a decreasing and bounded below sequence and thus $\lim _{n \rightarrow \infty} d\left(x_{n}, p\right)$ exists for any $p \in F(T)$. Therefore $\left\{x_{n}\right\}$ is bounded and so $\left\{z_{n}\right\}$ is bounded. On the other hand,

$$
d\left(z_{n+1}, z_{n}\right) \leq H\left(P_{T}\left(x_{n+1}\right), P_{T}\left(x_{n}\right)\right)+c_{n} \leq d\left(x_{n+1}, x_{n}\right)+c_{n} .
$$

Thus

$$
\limsup _{n \rightarrow \infty}\left(d\left(z_{n+1}, z_{n}\right)-d\left(x_{n+1}, x_{n}\right)\right) \leq 0
$$

Applying Lemma 2, we get

$$
\lim _{n \rightarrow \infty} d\left(z_{n}, x_{n}\right)=0
$$

Hence, we have $\lim _{n \rightarrow \infty} d\left(x_{n}, T\left(x_{n}\right)\right)=0$. Since $T$ satisfies condition (I), we conclude that $\lim _{n \rightarrow \infty} d\left(x_{n}, F(T)\right)=0$. Next, we show that $\left\{x_{n}\right\}$ is a Cauchy sequence. Since $\lim _{n \rightarrow \infty} d\left(x_{n}, F(T)\right)=0$, thus for $\varepsilon_{1}>0$, there exists $n_{1} \in \mathbb{N}$ such that for all $n \geq n_{1}$

$$
d\left(x_{n}, F(T)\right) \leq \frac{\varepsilon_{1}}{3} .
$$

Thus, there exists $p_{1} \in F(T)$ such that for all $n \geq n_{1}$,

$$
d\left(x_{n}, p_{1}\right) \leq \frac{\varepsilon_{1}}{2} .
$$

It follows that

$$
\begin{aligned}
d\left(x_{n+m}, x_{n}\right) & \leq d\left(x_{n+m}, p_{1}\right)+d\left(p_{1}, x_{n}\right) \leq d\left(x_{n}, p_{1}\right)+d\left(p_{1}, x_{n}\right) \\
& \leq \frac{\varepsilon_{1}}{2}+\frac{\varepsilon_{1}}{2}=\varepsilon_{1},
\end{aligned}
$$

for all $m, n \geq n_{1}$. Therefore $\left\{x_{n}\right\}$ is a Cauchy sequence and hence it is convergent. Let $\lim _{n \rightarrow \infty} x_{n}=p^{*}$. We will show that $p^{*}$ is a fixed point of $T$.
Since $\lim _{n \rightarrow \infty} x_{n}=p^{*}$, thus for given $\varepsilon_{2}>0$, there exists $n_{2} \in \mathbb{N}$ such that for all $n \geq n_{2}$,

$$
d\left(x_{n}, p^{*}\right) \leq \frac{\varepsilon_{2}}{4} .
$$

Moreover, $\lim _{n \rightarrow \infty} d\left(x_{n}, F(T)\right)=0$ implies that there exists a natural number $n_{3} \geq n_{2}$ such that for all $n \geq n_{3}$,

$$
d\left(x_{n}, F(T)\right) \leq \frac{\varepsilon_{2}}{12}
$$

and thus there exists $p_{2} \in F(T)$ such that for all $n \geq n_{3}$,

$$
d\left(x_{n}, p_{2}\right) \leq \frac{\varepsilon_{2}}{8} .
$$

Therefore

$$
\begin{aligned}
d\left(T\left(p^{*}\right), p^{*}\right) & \leq d\left(T\left(p^{*}\right), p_{2}\right)+d\left(p_{2}, T\left(x_{n_{3}}\right)\right)+d\left(T\left(x_{n_{3}}\right), p_{2}\right)+d\left(p_{2}, x_{n_{3}}\right)+d\left(x_{n_{3}}, p^{*}\right) \\
& \leq H\left(P_{T}\left(p^{*}\right), P_{T}\left(p_{2}\right)\right)+2 H\left(P_{T}\left(p_{2}\right), P_{T}\left(x_{n_{3}}\right)\right)+d\left(p_{2}, x_{n_{3}}\right)+d\left(x_{n_{3}}, p^{*}\right) \\
& \leq d\left(p^{*}, p_{2}\right)+2 d\left(p_{2}, x_{n_{3}}\right)+d\left(p_{2}, x_{n_{3}}\right)+d\left(x_{n_{3}}, p^{*}\right) \\
& \leq d\left(p^{*}, x_{n_{3}}\right)+d\left(x_{n_{3}}, p_{2}\right)+2 d\left(p_{2}, x_{n_{3}}\right)+d\left(p_{2}, x_{n_{3}}\right)+d\left(x_{n_{3}}, p^{*}\right) \\
& =2 d\left(x_{n_{3}}, p^{*}\right)+4 d\left(x_{n_{3}}, p_{2}\right) \leq \frac{\varepsilon_{2}}{2}+\frac{\varepsilon_{2}}{2}=\varepsilon_{2} .
\end{aligned}
$$

Thus, $p^{*} \in T\left(p^{*}\right)$ and therefore $p^{*}$ is a fixed point of $T$.
As a result of Theorem 1, Corollaries 1 and 2 are obtained:
Corollary 1. Let $D$ be a nonempty, closed and convex subset of a complete convex metric space $(X, W, d)$, $T: D \rightarrow P(D)$ be *-nonexpansive multi-valued mapping with $F(T) \neq \varnothing$ such that $T$ satisfies condition (I) and $f: D \rightarrow D$ be a contractive mapping with a contractive constant $k \in(0,1)$. Then the iterative sequence $\left\{x_{n}\right\}$ defined by

$$
x_{n+1}=W\left(z_{n}, f\left(x_{n}\right), a_{n}\right)
$$

where $z_{n} \in P_{T}\left(x_{n}\right)$ and $0<\liminf _{n} a_{n} \leq \limsup \sup _{n} a_{n}<1$, converges to a fixed point of $T$.
Corollary 2. Let $D$ be a nonempty, closed, and convex subset of a complete convex metric space $(X, W, d)$ and $T: D \rightarrow P(D)$ be $*$-nonexpansive multi-valued mapping with $F(T) \neq \varnothing$. Let $\left\{x_{n}\right\}$ be the Ishikawa type iterative scheme defined by

$$
\begin{aligned}
x_{n+1} & =W\left(z_{n}^{\prime}, x_{n}, a_{n}\right) \\
y_{n} & =W\left(z_{n}, x_{n}, b_{n}\right)
\end{aligned}
$$

where $z_{n}^{\prime} \in P_{T}\left(y_{n}\right), z_{n} \in P_{T}\left(x_{n}\right)$, and $\left\{a_{n}\right\},\left\{b_{n}\right\} \in[0,1]$. Then $\left\{x_{n}\right\}$ converges to a fixed point of $T$ if and only if $\lim _{n \rightarrow \infty} d\left(x_{n}, F(T)\right)=0$.

The above result can be generalized to the finite and infinite family of $*-$ nonexpansive multi-valued mappings:

Theorem 2. Let $D$ be a nonempty, closed, and convex subset of a complete convex metric space $(X, W, d)$ and $\left\{T_{i}: D \rightarrow P(D): i=1, \ldots, k\right\}$ be a finite family of $*-$ nonexpansive multi-valued mappings such that $F:=\cap_{i=1}^{k} F\left(T_{i}\right) \neq \varnothing$. Consider the iterative process defined by

$$
\begin{aligned}
y_{1 n} & =W\left(z_{1 n}, x_{n}, a_{1 n}\right) \\
y_{2 n} & =W\left(z_{2 n}, x_{n}, a_{2 n}\right) \\
\ldots & \\
y_{(k-1) n} & =W\left(z_{(k-1) n}, x_{n}, a_{(k-1) n}\right), \\
x_{n+1} & =W\left(z_{k n}, x_{n}, a_{k n}\right),
\end{aligned}
$$

where $a_{i n} \in[0,1]$ and $z_{i n} \in P_{T_{i}}\left(y_{(i-1) n}\right)\left(y_{0 n}=x_{n}\right)$, for all $n \in \mathbb{N}$ and $i=1,2, \ldots, k$. Then $\left\{x_{n}\right\}$ converges to a point in $F$ if and only if $\lim _{n \rightarrow \infty} d\left(x_{n}, F\right)=0$.

Proof. The necessity of conditions is obvious and we will only prove the sufficiency. Let $p \in F$. we have

$$
\begin{aligned}
d\left(y_{1 n}, p\right) & =d\left(W\left(z_{1 n}, x_{n}, a_{1 n}\right), p\right) \\
& \leq a_{1 n} d\left(z_{1 n}, p\right)+\left(1-a_{1 n}\right) d\left(x_{n}, p\right) \\
& \leq a_{1 n} H\left(P_{T_{1}}\left(x_{n}\right), P_{T_{1}}(p)\right)+\left(1-a_{1 n}\right) d\left(x_{n}, p\right) \\
& \leq a_{1 n} d\left(x_{n}, p\right)+\left(1-a_{1 n}\right) d\left(x_{n}, p\right)=d\left(x_{n}, p\right), \\
d\left(y_{2 n}, p\right) & =d\left(W\left(z_{2 n}, x_{n}, a_{2 n}\right), p\right) \\
& \leq a_{2 n} d\left(z_{2 n}, p\right)+\left(1-a_{2 n}\right) d\left(x_{n}, p\right) \\
& \leq a_{2 n} H\left(P_{T_{2}}\left(y_{1 n}\right), P_{T_{2}}(p)\right)+\left(1-a_{2 n}\right) d\left(x_{n}, p\right) \\
& \leq a_{2 n} d\left(y_{1 n}, p\right)+\left(1-a_{2 n}\right) d\left(x_{n}, p\right) \\
& \leq a_{2 n} d\left(x_{n}, p\right)+\left(1-a_{2 n}\right) d\left(x_{n}, p\right)=d\left(x_{n}, p\right), \\
d\left(y_{(k-1) n}, p\right) & =d\left(W\left(z_{(k-1) n}, x_{n}, a_{(k-1) n}\right), p\right) \\
& \leq a_{(k-1) n} d\left(z_{(k-1) n} p\right)+\left(1-a_{(k-1) n}\right) d\left(x_{n}, p\right) \\
& \leq a_{(k-1) n} H\left(P_{T_{k-1}}\left(y_{(k-2) n}\right), P_{T_{k-1}}(p)\right)+\left(1-a_{(k-1) n}\right) d\left(x_{n}, p\right) \\
& \leq a_{(k-1) n} d\left(y_{(k-2) n}, p\right)+\left(1-a_{(k-1) n}\right) d\left(x_{n}, p\right) \\
& \leq a_{(k-1) n} d\left(x_{n}, p\right)+\left(1-a_{(k-1) n}\right) d\left(x_{n}, p\right)=d\left(x_{n}, p\right) .
\end{aligned}
$$

Thus

$$
\begin{aligned}
d\left(x_{n+1}, p\right) & =d\left(W\left(z_{k n}, x_{n}, a_{k n}\right), p\right) \\
& \leq a_{k n} d\left(z_{k n}, p\right)+\left(1-a_{k n}\right) d\left(x_{n}, p\right) \\
& \leq a_{k n} H\left(P_{T_{k}}\left(y_{(k-1) n}\right), P_{T_{k}}(p)\right)+\left(1-a_{k n}\right) d\left(x_{n}, p\right) \\
& \leq a_{k n} d\left(y_{(k-1) n}, p\right)+\left(1-a_{k n}\right) d\left(x_{n}, p\right) \\
& \leq a_{k n} d\left(x_{n}, p\right)+\left(1-a_{k n}\right) d\left(x_{n}, p\right)=d\left(x_{n}, p\right) .
\end{aligned}
$$

Therefore, $\left\{d\left(x_{n}, p\right)\right\}$ is a decreasing sequence and so $d\left(x_{n+m}, p\right) \leq d\left(x_{n}, p\right)$, for all $n, m \in \mathbb{N}$. As in the proof of Theorem 1, $\left\{x_{n}\right\}$ is a Cauchy sequence and thus $\lim _{n \rightarrow \infty} x_{n}$ exists and equals to some $p^{*} \in D$. Again, with a similar process as in the proof of Theorem 1, we conclude that $p^{*} \in P_{T_{i}}(q)$ for all $i=1, \ldots, k$. Hence $p^{*} \in F$ and this completes the proof of theorem.

Theorem 3. Let $D$ be a nonempty, closed, and convex subset of a complete convex metric space $(X, W, d)$ and $\left\{T_{i}: D \rightarrow P(D): i=1, \ldots\right\}$ be an infinite family of $*-$ nonexpansive multi-valued mappings such that $F:=\cap_{i=1}^{\infty} F\left(T_{i}\right) \neq \varnothing$. Consider the iterative process defined by

$$
\begin{aligned}
x_{n+1} & =W\left(z_{n}^{\prime}, x_{n}, a_{n}\right) \\
y_{n} & =W\left(z_{n}, x_{n}, b_{n}\right)
\end{aligned}
$$

where $z_{n}^{\prime} \in P_{T_{n}}\left(y_{n}\right), z_{n} \in P_{T_{n}}\left(x_{n}\right)$ and $\left\{a_{n}\right\},\left\{b_{n}\right\} \in[0,1]$. Then $\left\{x_{n}\right\}$ converges to a point in $F$ if and only if $\lim _{n \rightarrow \infty} d\left(x_{n}, F\right)=0$.
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#### Abstract

In this paper, we prove some fixed point theorems for the nonlinear operator $A \cdot B+C$ in Banach algebra. Our fixed point results are obtained under a weak topology and measure of weak noncompactness; and we give an example of the application of our results to a nonlinear integral equation in Banach algebra.
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## 1. Introduction

Integral equations are involved in various scientific problems such as transport theory, the theory of radiative transfer, biomathematics, etc (see [1-6]). The use of these equations dates back to 1730 with Bernoulli in the study of oscillatory problems. With the development of functional analysis, more general results were obtained by L. Schwartz, H. Poincaré, I. Fredholm, and others.

The problems of the existence of solutions for an integral equation can then be resolved by searching fixed points for nonlinear operators in a Banach algebra. For this, many researchers have been interested in the case where the Banach algebra is endowed with its strong topology; however, few of them were interested to the existence of a fixed point for mappings acting on a Banach algebra equipped with its weak topology [7-11]; such a topology allows obtaining some generalizations of these results.

The history of fixed point theory in Banach algebra started in 1977 with R.W. Legget [12], who considered the existence of solutions for the equation:

$$
\begin{equation*}
x=x_{0}+x \cdot B x, \quad\left(x_{0}, x\right) \in X \times \Omega \tag{1}
\end{equation*}
$$

where $\Omega$ is a nonempty, bounded, closed, and convex subset of a Banach algebra $X$ and $B$ is a compact operator from $\Omega$ into $X$. Many authors $[10,11,13,14]$ generalized Equation (1) to the equation:

$$
\begin{equation*}
x=A x \cdot B x+C x, x \in \Omega \tag{2}
\end{equation*}
$$

where $\Omega$ is a nonempty, bounded, closed, and convex subset of a Banach algebra and $A, C: X \longrightarrow X$, $B: \Omega \longrightarrow X$ are nonlinear operators. Most of these authors have obtained the desired results through the study of the operator $\left(\frac{I-C}{A}\right)^{-1} B$.

This study was based mainly on the properties of operators $A, B, C$, and $\frac{I-C}{A}$ (cf. condensing, relatively weakly compact, etc.).

The study of nonlinear integral equations in Banach algebra via fixed point theory was in initiated by B.C. Dhage [15]. In 2005, B.C. Dhage [14] studied the existence of solutions for the equation:

$$
x=A x \cdot B x
$$

The results were obtained in the case of the norm topology on Banach algebra. In 2014, Banas et al. [8] proved some existence results of operator equations under the weak topology using the measure of weak noncompactness. In 2015, Ben Amar et al. used the De Blasi measure of non-compactness to obtain some generalizations of these results. In 2019, A.B. Amar et al. [16] established new fixed point theorems for the sum of two mappings in Banach space and showed that the condition «weakly condensing»can by relaxed by the assumption «countably weakly condensing».

In this paper, we use the measure of noncompactness to prove some fixed point results for a nonlinear operator of type $A B+C$ in a Banach algebra. We note that the condition «relatively weakly compact », which is not easy to verify, is not required in most results in [16]. Our results are formulated using the operator $I-\frac{I-C}{A}$ under the weak topology in a Banach algebra.

As an application, we discuss the existence of solutions for an abstract nonlinear integral equation in the Banach algebra $C([0,1], X)$; and an example of a nonlinear integral equation in the Banach algebra $C([0,1], \mathbb{R})$.

## 2. Preliminaries

Let $(X,\| \|)$ be a Banach space with zero element $\theta$. We denote respectively $P(X), P_{c v}(X), P_{b d}(X)$ and $P_{c l, c v}(X)$ the family of all nonempty subsets, nonempty and convex subsets, nonempty and bounded subsets, nonempty closed and convex subsets of $X$.
For any $\varepsilon>0$, we denote $B_{\varepsilon}$ the closed ball of $X$ centered at origin with radius $\varepsilon$. Moreover, we write $x_{n} \rightarrow x$ and $x_{n} \rightharpoonup x$ respectively to denote the strong convergence and the weak convergence of a sequence $\left\{x_{n}\right\}_{n}$ to $x$.
For a subset $K$ of $X$, we write $\bar{K}, \bar{K}^{w}$, conv $K$, and $\overline{\operatorname{conv}} K$, to denote the closure, the weak closure, the convex hull, and the closed convex hull of the subset $K$, respectively; and by $\mathcal{R}(T)$, the range of the operator $T$.

Definition 1. Let $\Omega$ be a nonempty subset of $X$. We say that a multivalued map $H: \Omega \rightarrow P(\Omega)$ has a weakly closed graph if the following property holds: if for every net $\left\{x_{\delta}\right\}_{\delta}$, with $x_{\delta}, x \in \Omega$ such that $x_{\delta} \rightarrow x$ and $\left\{y_{\delta}\right\}_{\delta}$ such that $y_{\delta} \in H x_{\delta}, y_{\delta} \rightarrow y$, then $H x \cap S(x, y) \neq \varnothing$; here, $S(x, y):=\{\lambda y+(1-\lambda) x ; \lambda \in[0,1]\}$.

We say that a map $H: \Omega \rightarrow P(\Omega)$ has a $w$-weakly closed graph in $\Omega \times X$ if it has a weakly closed graph in $\Omega \times X$ with respect to the weak topology.

Definition 2 ([9]). Let $X$ be a Banach space. An operator $T: X \rightarrow X$ is said to be weakly sequentially continuous on $X$ if for every sequence $\left\{x_{n}\right\}_{n}$ with $x_{n} \rightharpoonup x$, we have $T x_{n} \rightharpoonup T x$.

Note that $T$ is weakly sequentially continuous if and only if $I-T$ is weakly sequentially continuous.

Definition 3. Let $X$ be a Banach space. An operator $T: X \longrightarrow X$ is said to be weakly compact if $T(M)$ is relatively weakly compact for every bounded subset $M \subset X$.

Definition 4 ([17]). Let $\Omega$ be a nonempty weakly closed set of a Banach space $X$ and $T: \Omega \rightarrow X$ a weakly sequentially continuous operator. $T$ is said to be a weakly semi-closed operator at $\theta$ if the conditions $\left\{x_{n}\right\}_{n} \subset \Omega$,, $x_{n}-T x_{n} \rightarrow \theta$ imply that there exists $x \in \Omega$ such that $T x=x$.

We recall that a function $\omega: P_{b d}(X) \rightarrow[0,+\infty)$ is said to be a measure of weak noncompactness (MWNC) on $X$ if it satisfies the following properties.

1. For any bounded subsets $\Omega_{1}, \Omega_{2}$ of $X$, we have $\Omega_{1} \subseteq \Omega_{2}$ implies $\omega\left(\Omega_{1}\right) \leq \omega\left(\Omega_{2}\right)$.
2. $\omega(\overline{\operatorname{conv}}(\Omega))=\omega(\Omega)$, for all bounded subsets $\Omega \subset X$.
3. $\omega(\Omega \cup\{a\})=\omega(\Omega)$ for all $a \in X, \Omega \in P_{b d}(X)$.
4. $\omega(\Omega)=0$ if and only if $\Omega$ is relatively weakly compact in $X$.

The MWNC $\omega$ is said to be:

1. Positive homogeneous, if $\omega(\lambda \Omega)=\lambda \omega(\Omega)$, for all $\lambda>0$ and $\Omega \in P_{b d}(X)$.
2. Subadditive, if $\omega\left(\Omega_{1}+\Omega_{2}\right) \leq \omega\left(\Omega_{1}\right)+\omega\left(\Omega_{2}\right)$, for all $\Omega_{1}, \Omega_{2} \in P_{b d}(X)$.

As an example of MWNC, we have the De Blasi measure of weak noncompactness [18], defined on $P_{b d}(X)$ by:

$$
\mu(M)=\inf \left\{\varepsilon>0 ; \text { there exists } K \text { weakly compact such that : } M \subset K+B_{\varepsilon}\right\}
$$

it is well known that $\mu$ is homogenous, subadditive, and satisfies the set additivity property:

$$
\mu(M \cup N)=\max \{\mu(M), \mu(N)\}, \text { for all } M, N \in P_{b d}(X)
$$

For more properties of the MWNC, we refer to [19].
Let us formulate some other definitions needed in this paper.
Definition 5. Let $\Omega$ be a subset of a Banach space $X, \omega$ be an MWNC on $X$, and $0 \leq k<1$. Let $T$ be a mapping from $\Omega$ into $X$; we say that:

1. $\quad T$ is $k$ - $\omega$-contractive if $\omega(T(M)) \leq k \omega(M)$ for any bounded set $M \subset \Omega$;
2. $\quad T$ is $\omega$-condensing if $\omega(T(M))<\omega(M)$ for any bounded set $M \subset \Omega$ with $\omega(M)>0$;
3. $T$ is countably $k$ - $\omega$-contractive, if $\omega(T(M)) \leq k \omega(M)$ for any countable bounded set $M \subset \Omega$;
4. $\quad T$ is countably $\omega$-condensing if $\omega(T(M))<\omega(M)$ for any countable bounded set $M \subset \Omega$ with $\omega(M)>0$;
5. $\quad T$ is weakly countable one-set-contractive if $\omega(T(M)) \leq \omega(M)$ for any bounded set $M \subset \Omega$.

Clearly, every $k$ - $\omega$-contractive is countably $k$ - $\omega$-contractive, but the converse is not always true.
Definition 6. A mapping $T: \Omega \subset X \longrightarrow X$ is said to be:

1. Lipschitzian with the Lipschitz constant $k>0$ :

$$
\|T x-T y\| \leq k\|x-y\|, \text { for all } x, y \in \Omega .
$$

If $k=1, T$ is called nonexpansive, and if $k \in[0,1[, T$ is called a contraction.
2. Pseudocontractive if for each $r>0$, we have:

$$
\|x-y\| \leq\|r(T y-T x)+(1+r)(x-y)\|, \text { for all } x, y \in \Omega .
$$

3. Accretive if for each $\lambda \geq 0$, we have:

$$
\|x-y\| \leq\|x-y+\lambda(T x-T y)\|, \text { for all } x, y \in \Omega
$$

In addition, if $\mathcal{R}(I+\lambda T)=X$ for every $\lambda>0$, then $T$ is called $m$-accretive.
Note that $T$ is pseudocontractive if and only if $I-T$ is accretive.

Definition 7. An operator $T: \Omega \subseteq X \rightarrow X$ is called $\mathcal{D}$-Lipschitzian if there exists a continuous and nondecreasing function $\Phi_{T}:[0,+\infty) \rightarrow[0,+\infty)$ with $\Phi_{T}(0)=0$ such that:

$$
\|T x-T y\| \leq \Phi_{T}(\|x-y\|), \text { for all } x, y \in \Omega
$$

Sometimes, $\Phi_{T}$ is called a $\mathcal{D}$-function of $T$ on $X$. Moreover, if $\Phi_{T}(r)<r$ for all $r>0$, then the operator $T$ is called a nonlinear contraction with a contraction function $\Phi_{T}$.

Definition 8. An operator $T: \Omega \subseteq X \rightarrow X$ is said to be $\psi$-expansive if there exists a function $\psi:[0, \infty) \rightarrow[0, \infty)$ such that $\psi(0)=0, \psi(r)>r$ for any $r>0, \psi$ is either continuous or nondecreasing, and $\|T x-T y\| \geq \psi(\|x-y\|)$ for all $x, y \in \Omega$.

Definition 9. We say that $H: \Omega \subseteq X \rightarrow P(X)$ is countably $\omega$-condensing if $H(\Omega)$ is bounded on $X$ and $\omega(H(M))<\omega(M)$ for all countable bounded subsets $M$ of $\Omega$ with $\omega(M)>0$.

The following result is crucial:
Theorem 1 ([20]). Let X be a Banach space.
(i) Let $H$ be a bounded subset of $\mathcal{C}([0, T], X)$. Then:

$$
\sup _{t \in[0, T]} \mu(H(t)) \leq \mu(H)
$$

where $H(t)=\{x(t) ; x \in H\}$.
(ii) Let $H \subset \mathcal{C}([0, T], X)$ be bounded and equicontinuous. Then:

$$
\mu(H)=\sup _{t \in[0, T]} \mu(H(t))=\mu(H([0, T]))
$$

where $H([0, T])=\cup_{t \in[0, T]} H(t)$.
Here, $\mu$ is the De Blasi measure of weak noncompactness.
Lemma 1 ([21]). Let $X$ be a Banach space and $T: X \longrightarrow X$ a $k$-Lipschitzian map and weakly sequentially continuous. Then, for each bounded subset $S$ of $X$, we have:

$$
\mu(T(S)) \leq k \mu(S), \text { for all } x, y \in X
$$

here, $\mu$ is the De Blasi measure of weak noncompactness.
We recall that an algebra $X$ is a vector space endowed with an internal composition law denoted by «•», which is associative and bilinear. A normed algebra is an algebra endowed with a norm $\|$. satisfying the following property:

$$
\|x \cdot y\| \leq\|x\|\|y\|, \text { for all } x, y \in X
$$

A complete normed algebra is called a Banach algebra. For basic properties of Banach algebra, refer to [22].

In general, the product of two weakly sequentially continuous mappings on a Banach algebra is not necessarily weakly sequentially continuous.

Definition 10 ([9]). We will say that the Banach algebra $X$ satisfies condition $(\mathcal{P})$ if:

$$
(\mathcal{P})\left\{\begin{array}{l}
\text { For any sequences }\left\{x_{n}\right\}_{n} \text { and }\left\{y_{n}\right\}_{n} \text { in } X \text { such that } x_{n} \rightharpoonup x \text { and } y_{n} \rightharpoonup y, \\
\text { we have } x_{n} y_{n} \rightharpoonup x y .
\end{array}\right.
$$

Note that, every finite dimensional Banach algebra satisfies condition $(\mathcal{P})$. If $X$ satisfies condition $(\mathcal{P})$, then the space $C(K ; X)$ of all continuous functions from a compact Hausdorff space $K$ into $X$ is also a Banach algebra satisfying condition $(\mathcal{P})$ (see [9]).

Definition 11. Let $X$ be a Banach algebra. An operator $T: X \rightarrow X$ is called regular on $X$ if it maps $X$ into the set of all invertible elements of $X$.

In [16] (Theorem 3.1), Afif Ben Amar et al. proved the following result:
Theorem 2 ([16], Theorem 3.1). Let $\Omega$ be a nonempty closed convex subset of a Banach space $X$ and $\omega$ be an MWNC on X. Assume that $T: \Omega \rightarrow \Omega$ is a weakly sequentially continuous and countably $\omega$-condensing mapping with a bounded range. Then, $T$ has a fixed point.

Theorem 3 ([16], Theorem 3.3). Let $\Omega$ be a nonempty closed convex subset of a Banach space $X, \omega$ be a positive homogeneous MWNC on $X$, and $T: \Omega \rightarrow \Omega$ be weakly sequentially continuous, weakly countably one-set-contractive. In addition, assume that $T$ is weakly semi-closed at $\theta$ with a bounded range. Then, T has a fixed point.

Theorem 4 ([16], Theorem 3.2). Let $\Omega$ be a nonempty convex closed subset of a Banach space $E, U \subset E$ be a weakly open subset of $\Omega$ with $\theta \in U$, and $\omega$ be a subadditive MWNC on $E$. Assume $T: \bar{U}^{w} \longrightarrow X$ is a weakly sequentially continuous countably $\omega$-condensing map with $T\left(\bar{U}^{w}\right)$ bounded. Then, either $T$ has a fixed point or there exists $u \in \partial_{\Omega} U$ and $\left.\lambda \in\right] 0,1\left[\right.$ such that $u=\lambda T(u)\left(\partial_{\Omega} U\right.$ denotes the weak boundary of $U$ in $\Omega$ ).

The following lemma is useful for the sequel.
Lemma 2. Let $X$ be a Banach algebra satisfying condition ( $\mathcal{P}$ ). Then, for any bounded subset $M$ of $X$ and relatively weakly compact subset $K$ of $X$, we have $w(M K) \leq\|K\| w(M)$.

## 3. Results

Our first main result is a new version of Theorem 3.2 proven by Jeribi et al. in [23].
Theorem 5. Let $\Omega$ be a nonempty, bounded, closed, and convex subset of a Banach algebra $X$ and $\omega$ be a subadditive MWNC on $X$. Let $A, C: X \longrightarrow X$, and $B: \Omega \longrightarrow X$ be three operators that satisfy the following conditions:
(i) $\quad A$ is regular on $X$, and $\left(\frac{I-C}{A}\right)^{-1}$ exists on $B(\Omega)$,
(ii) $B$ and $\frac{I-C}{A}$ are weakly sequentially continuous,
(iii) $I-\frac{I-C^{A}}{A}$ is countably $\alpha$ - $\omega$-contractive on $\Omega$,
(iv) $B$ is countably $\beta$ - $\omega$-contractive,
(v) $x=A x \cdot B y+C x$, for all $y \in \Omega$ implies $x \in \Omega$.

Then, there exists $x \in \Omega$ such that $x=A x \cdot B x+C x$, whenever $\frac{\beta}{1-\alpha}<1$.
Proof. Note that $x=A x \cdot B x+C x, x \in \Omega$ if and only if $x$ is a fixed point for the operator $T:=\left(\frac{I-C}{A}\right)^{-1} B$.

Let $y \in \Omega$; from Assumption $(i)$, there is a unique $x_{y} \in X$ such that:

$$
\left(\frac{I-C}{A}\right) x_{y}=B y
$$

then:

$$
x_{y}=A x_{y} \cdot B y+C x_{y}
$$

by Condition $(v)$, we have $x_{y} \in \Omega$, and then, $T$ is well defined on $\Omega$.
By Theorem 2, it suffices to prove that the map $T$ is weakly sequentially continuous and countably $\omega$-condensing.

Let $\left\{x_{n}\right\}_{n}$ be a sequence in $\Omega$ such that $x_{n} \rightharpoonup x$; the set $\left\{x_{n}: n \in \mathbb{N}\right\}$ is relatively weakly compact; and since $B$ is weakly sequentially continuous, the set $\left\{B x_{n}: n \in \mathbb{N}\right\}$ is relatively weakly compact. Assume that $\omega\left(\left\{T x_{n}: n \in \mathbb{N}\right\}\right)>0$. Since:

$$
T=B+\left(I-\frac{I-C}{A}\right) T
$$

and $I-\frac{I-C}{A}$ is countably $\alpha-\omega$-contractive, we obtain:

$$
\begin{aligned}
\omega\left(\left\{T x_{n}: n \in \mathbb{N}\right\}\right) & \leq \omega\left(\left\{B x_{n}: n \in \mathbb{N}\right\}\right)+\omega\left(\left(I-\frac{I-C}{A}\right)\left(\left\{T x_{n}: n \in \mathbb{N}\right\}\right)\right) \\
& \leq \alpha \omega\left(\left\{T x_{n}: n \in \mathbb{N}\right\}\right) \\
& <\omega\left(\left\{T x_{n}: n \in \mathbb{N}\right\}\right)
\end{aligned}
$$

which is absurd. It follows that $\left\{T x_{n}: n \in \mathbb{N}\right\}$ is weakly relatively compact; hence, there exists a subsequence $\left\{x_{\sigma(n)}\right\}_{n}$ of $\left\{x_{n}\right\}_{n}$ such that $T x_{\sigma(n)} \rightharpoonup y$ for some $y \in \Omega$. Moreover, $\frac{I-C}{A}$ is weakly sequentially continuous; then, $I-\frac{I-C}{A}$ is weakly sequentially continuous, and then:

$$
\left(I-\frac{I-C}{A}\right) T x_{\sigma(n)} \rightharpoonup\left(I-\frac{I-C}{A}\right) y
$$

As we have $\left(I-\frac{I-C}{A}\right) T=-B+T$ and $-B x_{\sigma(n)}+T x_{\sigma(n)} \rightharpoonup-B x+y$, we obtain:

$$
-B x+y=y-\left(\frac{I-C}{A}\right) y
$$

which gives $T x=y$, and therefore, $T x_{\sigma(n)} \rightharpoonup T x$.
We claim that $T x_{n} \rightharpoonup T x$. Assume that there exists a subsequence $\left\{x_{\sigma_{1}(n)}\right\}_{n}$ of $\left\{x_{n}\right\}_{n}$ and a weak neighborhood $V^{w}$ of $T x$ such that $T x_{\sigma_{1}(n)} \notin V^{w}$ for all $n \in \mathbb{N}$. Since $\left\{x_{\sigma_{1}(n)}\right\}_{n}$ converge weakly to $x$, we may extract a subsequence $\left\{x_{\sigma_{1} \sigma_{2}(n)}\right\}_{n}$ of $\left\{x_{\sigma_{1}(n)}\right\}_{n}$ such that $T x_{\sigma_{1} \sigma_{2}(n)} \rightharpoonup T x$ and $T x_{\sigma_{1} \sigma_{2}(n)} \notin V^{w}$, which is absurd. Hence, $T x_{n} \rightharpoonup T x$; it follows that $T$ is weakly sequentially continuous.
$T$ is countably $\omega$-condensing. Indeed, let $M$ be a countably subset of $\Omega$ with $\omega(M)>0$; we have:

$$
\begin{aligned}
\omega(T(M)) & \leq \omega(B(M))+\omega\left(\left(I-\frac{I-C}{A}\right)(T(M))\right) \\
& \leq \beta \omega(M)+\alpha \omega(T(M))
\end{aligned}
$$

then $\omega(T(M)) \leq \frac{\beta}{1-\alpha} \omega(M)<\omega(M)$, which ends the proof.
Corollary 1. Let $\Omega$ be a nonempty, bounded, closed, and convex subset of a Banach algebra $X$ and $\omega$ be a subadditive MWNC on $X$. Let $C: X \longrightarrow X$ and $B: \Omega \longrightarrow X$ be two operators that satisfy the following conditions:
(i) $\quad(I-C)^{-1}$ exists on $B(\Omega)$,
(ii) $B$ and $I-C$ are weakly sequentially continuous,
(iii) $C$ is countably $\alpha-\omega$-contractive on $\Omega$,
(iv) $B$ is countably $\beta$ - $\omega$-contractive,
(v) $x=B y+C x$, for all $y \in \Omega$ implies $x \in \Omega$.

Then, there exists $x \in \Omega$ such that $x=B x+C x$, whenever $\frac{\beta}{1-\alpha}<1$.

## Remark 1.

1. Note that Hypothesis (ii) in Theorem 5 may be replaced by " $A, B$, and $C$ are weakly sequentially continuous", but the Banach algebra X must satisfy condition ( $\mathcal{P}$ ).
2. In Theorem 5, we do not require the conditions " $A$ satisfies condition ( $\mathcal{H} 1$ )" and " $A(\Omega)$ is relatively weakly compact", but in Theorem 3.2 in [23], these conditions are necessary.
3. In Theorem 5, Condition (i) may be replaced by
( $\widetilde{i i}) A$ is regular on $X$ and, $A$ and $C$ are nonlinear contractions on $X$ with contraction functions $\Phi_{A}$ and $\Phi_{C}$, respectively, and $L \Phi_{A}(r)+\Phi_{C}(r)<r$, for $r>0$ and $L=\|B(\Omega)\|$.

In the following result, we will use the notion of $\mathcal{D}$-Lipschitzian operators.
Theorem 6. Let $\Omega$ be a nonempty, bounded, closed, and convex subset of a Banach algebra $X$ satisfying condition $(\mathcal{P})$ and $\omega$ a subadditive MWNC on $X$. Let $A, C: X \longrightarrow X$, and $B: \Omega \longrightarrow X$ be three weakly sequentially continuous operators with the following conditions:
(i) $A$ is regular on $X$,
(ii) $I-\frac{I-C}{A}$ is countably $\alpha$ - $\omega$-contractive on $\Omega$,
(iii) $B$ is countably $\beta$ - $\omega$-contractive,
(iv) A and C are $\mathcal{D}$-Lipschitzian with the $\mathcal{D}$-function $\phi_{A}$ and $\phi_{C}$, respectively, and $L \phi_{A}(r)+\phi_{C}(r)<r$ for $r>0$ and $L=\|B(\Omega)\|$,
(v) $x=A x \cdot B y+C x$, for all $y \in \Omega$ implies $x \in \Omega$.

Then, there exists $x \in \Omega$ such that $x=A x \cdot B x+C x$, whenever $\frac{\beta}{1-\alpha}<1$.
Proof. Let $y \in \Omega$ and $F_{y}: X \longrightarrow X$ by $F_{y}(x)=A x \cdot B y+C x$.
For each $x, z \in X,(i v)$ gives:

$$
\begin{aligned}
\left\|F_{y}(x)-F_{y}(z)\right\| & \leq\|A x \cdot B y-A z \cdot B y\|+\|C x-C z\| \\
& \leq\|A x-A z\|\|B y\|+\|C x-C z\| \\
& \leq L \phi_{A}(\|x-z\|)+\phi_{C}(\|x-z\|) .
\end{aligned}
$$

By the Boyd-Wong fixed point theorem ([24]), the mapping $F_{y}$ has a unique fixed point $x_{y}$. Hence, the operator $T=\left(\frac{I-C}{A}\right)^{-1} B: \Omega \longrightarrow X$ is well defined; and by $(v)$, we have $T(\Omega) \subset \Omega$.

Let $\left\{x_{n}\right\}_{n}$ be a sequence in $\Omega$ such that $x_{n} \rightharpoonup x$; as seen in the proof of Theorem 5 , there exists a subsequence $\left\{x_{\sigma_{1}(n)}\right\}_{n}$ of $\left\{x_{n}\right\}_{n}$ such that $T x_{\sigma_{1}(n)} \rightharpoonup y$ for some $y \in \Omega$. Since:

$$
T=A T \cdot B+C T
$$

and $A, B$, and $C$ are weakly sequentially continuous, we obtain:

$$
T x_{\sigma_{1}(n)}=A\left(T x_{\sigma_{1}(n)}\right) \cdot B x_{\sigma_{1}(n)}+C\left(T x_{\sigma_{1}(n)}\right) \rightharpoonup y=A y \cdot B x+C y
$$

Thus, $y=T x$, and then, $T_{\sigma_{1}(n)} \rightharpoonup T x$. As above, we can prove that $T x_{n} \rightharpoonup T x$; and then, $T$ is weakly sequentially continuous. By Theorems 2 and $5, T$ is countably $\omega$-condensing.

Remark 2. Note that the hypothesis " $A$ and $C$ are weakly sequentially continuous" in Theorem 6 can be replaced by " $\frac{I-C}{A}$ is weakly sequentially continuous", and in this case, the condition $(\mathcal{P})$ is not required.

Theorem 7. Let $\Omega$ be a nonempty, closed, convex, and bounded subset of a Banach algebra $X$ and $\omega$ be a subadditive MWNC on $X$. Let $A, C: X \longrightarrow X$, and $B: \Omega \longrightarrow X$ be three operators satisfying the following conditions:
(i) A is regular on $X$, and $B$ is weakly sequentially continuous,
(ii) $\frac{I-C}{A}$ is $\psi$-expansive, accretive, and continuous,
(iii) $I-\frac{I-C}{A}$ is countably $\alpha-\omega$-contractive on $\Omega$,
(iv) $B$ is countably $\beta$ - $\omega$-contractive,
(v) $x=A x \cdot B y+C x$, for all $y \in \Omega$ implies $x \in \Omega$.

Then, there exists $x \in \Omega$ such that $x=A x \cdot B x+C x$, whenever $\frac{\beta}{1-\alpha}<1$.
Proof. For $y \in \Omega$, we define the mapping $F_{y}: X \longrightarrow X$ by:

$$
F_{y}(x)=\left(I-\frac{I-C}{A}\right) x+B y
$$

Since $\frac{I-C}{A}$ is continuous and accretive, $I-\frac{I-C}{A}$ is continuous and pseudocontractive, and $F_{y}$ is continuous and pseudocontractive.

Moreover, we have:

$$
\left\|\left(I-F_{y}\right) x-\left(I-F_{y}\right) z\right\|=\left\|\left(\frac{I-C}{A}\right) x-\left(\frac{I-C}{A}\right) z\right\|
$$

for all $x, z \in \Omega$, and $\frac{I-C}{A}$ is $\psi$-expansive. Then, $I-F_{y}$ is $\psi$-expansive, continuous, and accretive. It follows that $I-F_{y}$ is $m$-accretive (see [25], Corollary 3.2). By [26], Theorem 8 , we deduce that $I-F_{y}$ is surjective. Then, there exists an $x \in X$ such that $\theta=\left(I-F_{y}\right) x$. It follows that:

$$
x=F_{y}(x)=\left(I-\frac{I-C}{A}\right) x+B y
$$

which implies $B y=\left(\frac{I-C}{A}\right) x \in\left(\frac{I-C}{A}\right)(X)$. We conclude by Theorem 5.
In the following result, we present a nonlinear alternative of the Leary-Schauder type in Banach algebra.

Theorem 8. Let $\Omega$ be a nonempty, bounded, closed, and convex subset of a Banach algebra $X, U$ be a weakly open subset of $\Omega$ with $\theta \in U$, and $\omega$ be a subadditive MWNC on $X$. Let $A, C: X \longrightarrow X$, and $B: \bar{U}^{w} \longrightarrow X$ be three operators satisfying the following conditions:
(i) $\quad A$ is regular on $X$, and $\left(\frac{I-C}{A}\right)^{-1}$ exists on $B(\Omega)$,
(ii) $B$ and $\frac{I-C}{A}$ are weakly sequentially continuous,
(iii) $I-\frac{I-C}{A}$ is countably $\alpha$ - $\omega$-contractive on $\Omega$,
(iv) $B$ is countably $\beta$ - $\omega$-contractive,
(v) $x=A x \cdot B y+C x$, for all $y \in \bar{U}^{w}$ implies $x \in \Omega$.

Then, either:
(i) there exists $x \in U$ such that $x=A x \cdot B x+C x$, or
(ii) there exists $u \in \partial_{\Omega} U$ and $\left.\lambda \in\right] 0,1\left[\right.$ such that $u=\lambda A\left(\frac{u}{\lambda}\right) \cdot B u+\lambda C\left(\frac{u}{\lambda}\right)$,
where $\partial_{\Omega} U$ denotes the weak boundary of $U$ in $\Omega$ and $\frac{\alpha}{1-\beta}<1$.

Proof. Let $T:=\left(\frac{I-C}{A}\right)^{-1} B$; Condition (vi) implies $T\left(\bar{U}^{w}\right) \subset \Omega$, and $T$ is weakly sequentially continuous and countably $\omega$-condensing. Theorem 4 implies that $T$ has a fixed point in $U$, or there exists $u \in \partial_{\Omega} U$ and $\left.\lambda \in\right] 0,1[$ such that $u=\lambda T(u)$, then either there exists $x \in U$ such that $x=A x \cdot B x+C x$, or there exists $u \in \partial_{\Omega} U$ and $\left.\lambda \in\right] 0,1\left[\right.$ such that $u=\lambda A\left(\frac{u}{\lambda}\right) \cdot B u+\lambda C\left(\frac{u}{\lambda}\right)$.

Corollary 2. Let $\Omega$ be a nonempty, bounded, closed, and convex subset of a Banach algebra $X, U$ be a weakly open subset of $\Omega$ with $\theta \in U$, and $\omega$ be a subadditive MWNC on $X$. Let $C: X \longrightarrow X$ and $B: \bar{U}^{w} \longrightarrow X$ be two operators that satisfy the following conditions:
(i) $(I-C)^{-1}$ exists on $B(\Omega)$,
(ii) $B$ and $I-C$ are weakly sequentially continuous,
(iii) $C$ is countably $\alpha$ - $\omega$-contractive on $\Omega$,
(iv) $B$ is countably $\beta$ - $\omega$-contractive,
(v) $x=B y+C x$, for all $y \in \bar{U}^{w}$ implies $x \in \Omega$.

Then,
(i) either there exists $x \in U$ such that $x=B x+C x$, or
(ii) there exists $u \in \partial_{\Omega} U$ and $\left.\lambda \in\right] 0,1\left[\right.$ such that $u=\lambda B u+\lambda C\left(\frac{u}{\lambda}\right)$,
where $\partial_{\Omega} U$ denotes the weak boundary of $U$ in $\Omega$, and $\frac{\alpha}{1-\beta}<1$.
Remark 3. In Theorem 8, Condition (i) may be replaced by
$(\widetilde{i}) \frac{I-C}{A}$ is $\psi$-expansive and $B x \in\left(\frac{I-C}{A}\right)(X)$, for all $x \in \Omega$.
Theorem 9. Let $\Omega$ be a nonempty, closed, convex, and bounded subset of a Banach algebra $X, U$ be a weakly open subset of $\Omega$ with $\theta \in U$ and $\omega$ be a subadditive MWNC on $X$. Let $A, C: X \longrightarrow X$, and $B: \bar{U}^{w} \longrightarrow X$ be three operators satisfying the following conditions:
(i) $A$ is regular on $X$,
(ii) $B$ and $\frac{I-C}{A}$ are weakly sequentially continuous,
(iii) $\frac{I-C}{A}$ is $\psi$-expansive, accretive, and continuous,
(iv) $I-\frac{I-C}{A}$ is countably $\alpha$ - $\omega$-contractive on $\Omega$,
(v) $B$ is countably $\beta$ - $\omega$-contractive,
(vi) $\quad x=A x \cdot B y+C x$, for all $y \in \bar{U}^{w}$ implies $x \in \Omega$.

Then, either:
(i) there exists $x \in \Omega$ such that $x=A x \cdot B x+C x$, or
(ii) there exists $u \in \partial_{\Omega} U$ and $\left.\lambda \in\right] 0,1\left[\right.$ such that $u=\lambda A\left(\frac{1}{\lambda} u\right) \cdot B u+C\left(\frac{1}{\lambda} u\right)$.
where $\partial_{\Omega} U$ denotes the weak boundary of $U$ in $\Omega$, and $\frac{\alpha}{1-\beta}<1$.
Proof. Define $T: \Omega \longrightarrow \Omega$ by $T x=\left(\frac{I-C}{A}\right)^{-1} B x$. As seen in the proof of Theorem 7, the operator $T$ is well defined; moreover, $T$ is weakly sequentially continuous and countably $\omega$-condensing, and by (vi), we have $T\left(\bar{U}^{w}\right) \subset \Omega$; we conclude by Theorem 4 .

Remark 4. If we take $A$ is the unit element in the Banach algebra $X$, we obtain Theorem 3.9 in [16].
In the following result, the operator $\frac{I-C}{A}$ is not invertible.
Theorem 10. Let $\Omega$ be a nonempty, bounded, closed, and convex subset of a Banach algebra $X$ and $\omega$ be a subadditive MWNC on $X$. Let $A, C: X \longrightarrow X$, and $B: \Omega \longrightarrow X$ be three operators that satisfy the following conditions:
(i) $A$ is regular,
(ii) $I-\frac{I-C}{A}$ is countably $\alpha$ - $\omega$-contractive on $\Omega$,
(iii) $B$ is countably $\beta$ - $\omega$-contractive,
(iv) for every net $\left\{x_{\delta}\right\}_{\delta}, x_{\delta} \in \Omega$, if $x_{\delta} \rightharpoonup x, x \in \Omega$, then, $B x_{\delta} \rightharpoonup B x$ and $\left(\frac{I-C}{A}\right) x_{\delta} \rightharpoonup\left(\frac{I-C}{A}\right) x$,
(v) for every net $\left\{x_{\delta}\right\}_{\delta}, x_{\delta} \in \Omega$, if $\left(\frac{I-C}{A}\right) x_{\delta} \rightharpoonup y, y \in \Omega$, then there exists a weakly convergent subset of $\left\{x_{\delta}\right\}_{\delta}$,
(vi) $\left(\frac{I-C}{A}\right)^{-1} B x$ is convex, for all $x \in \Omega$;
(vii) $\quad B x \in\left(\frac{I-C}{A}\right)(X)$ for all $x \in \Omega$ and $x=A x \cdot B y+C x$, for all $y \in \Omega$ implies $x \in \Omega$.

Then, there exists $x \in \Omega$ such that $x=A x \cdot B x+C x$, whenever $\frac{\beta}{1-\alpha}<1$.
Proof. By (vii), the multivalued mapping:

$$
\begin{aligned}
H: \Omega & \longrightarrow P(\Omega) \\
x & \longmapsto H x=\left(\frac{I-C}{A}\right)^{-1} B x
\end{aligned}
$$

is well defined.
Step 1. $H$ has a $\omega$-weakly closed graph in $\Omega \times \Omega$.
Let $\left\{x_{\delta}\right\}_{\delta}$ and $\left\{y_{\delta}\right\}_{\delta}$ be nets in $\Omega$ such that $x_{\delta} \rightharpoonup x \in \Omega, y_{\delta} \rightharpoonup y \in \Omega$ and $y_{\delta} \in H x_{\delta}$.
Since $\left(\frac{I-C}{A}\right) y_{\delta}=B x_{\delta}$, we obtain $\left(\frac{I-C}{A}\right) y_{\delta} \rightarrow\left(\frac{I-C}{A}\right) y$ and $B x_{\delta} \rightarrow B x$; it follows that $\left(\frac{I-C}{A}\right) y=B x$ and then $y \in H x$; which gives:

$$
y \in S(x, y)=\{\lambda y+(1-\lambda) x: \lambda \in[0,1]\}
$$

then, $H x \cap S(x, y) \neq \varnothing$, and $H$ has a $\omega$-weakly closed graph.
Step 2. By Step 1, $H x$ is closed, for all $x \in \Omega$, and by ( $v i$ ), $H(\Omega) \subset P_{c l, c v}(\Omega)$.
Step 3. H maps weakly compact sets into relatively weakly compact sets.
Let $K$ be a weakly compact set in $\Omega$, and let $\left\{y_{n}\right\}_{n}$ be a sequence in $H(K)$; choose $\left\{x_{n}\right\}_{n}$ in $K$ such that $y_{n} \in H x_{n}$ for all $n \in \mathbb{N}$ and $\left\{x_{\sigma_{1}(n)}\right\}_{n}$ a subsequence of $\left\{x_{n}\right\}_{n}$ such that $x_{\sigma_{1}(n)} \rightharpoonup x$. By (iv), $\left(\frac{I-C}{A}\right) y_{\sigma_{1}(n)}=B x_{\sigma_{1}(n)} \rightharpoonup B x$, and $(v)$ implies that $\left\{y_{n}\right\}_{n}$ has a weakly convergent subsequence. Then, by the Eberlein-Šmulian theorem [27], $H(K)$ is relatively weakly compact.

Step 4. $H$ is countably $\omega$-condensing.
Let $M$ be a countable subset of $\Omega$ with $\omega(M)>0$; we have:

$$
\left(\frac{I-C}{A}\right)(H x)=\{B x\}, \text { for all } x \in M
$$

then, for all $y \in H x$ we have:

$$
\left(\frac{I-C}{A}\right) y=B x
$$

hence:

$$
y=B x+\left(I-\frac{I-C}{A}\right) y ;
$$

consequently:

$$
H x \subset B x+\left(I-\frac{I-C}{A}\right)(H x), \text { for all } x \in M
$$

then:

$$
H(M) \subset B(M)+\left(I-\frac{I-C}{A}\right)(H(M))
$$

and:

$$
\begin{aligned}
\omega(H(M)) & \leq \omega(B(M))+\omega\left(\left(I-\frac{I-C}{A}\right)(H(M))\right) \\
& \leq \beta \omega(M)+\alpha \omega(H(M))
\end{aligned}
$$

It follows that $\omega\left((H(M)) \leq \frac{\beta}{1-\alpha} \omega(M)<\omega(M)\right.$; and then, $H$ is countably $\omega$-condensing. By Theorem 3.18 in [16], we conclude that $H$ has a fixed point in $\Omega$.

The following result requires the condition "relatively weakly compact" and where $\frac{\beta}{1-\alpha} \leq 1$.
Theorem 11. Let $\Omega$ be a nonempty, bounded, closed, and convex subset of a Banach algebra $X$ and $\omega$ be a positive homogenous MWNC on $X$. Let $A, C: X \longrightarrow X$, and $B: \Omega \longrightarrow X$ be three operators that satisfy the following conditions:
(i) $\quad A$ is regular on $X$, and $\left(\frac{I-C}{A}\right)^{-1}$ exists on $B(\Omega)$,
(ii) $B$ and $\frac{I-C}{A}$ are weakly sequentially continuous,
(iii) $\left(I-\frac{I-C}{A}\right)(\Omega)$ is relatively weakly compact,
(iv) $B$ is countably $\beta$ - $\omega$-contractive,
(v) If $\left\{x_{n}\right\}_{n}$ is a sequence in $\Omega$ such that $(I-B) x_{n} \rightharpoonup x$, then $\left\{x_{n}\right\}_{n}$ has a weakly convergent subsequence,
(vi) $I-\frac{I-C}{A}$ is countably $\alpha$ - $\omega$-contractive on $\Omega$,
(vii) $x=A x \cdot B y+C x$, for all $y \in \Omega$ implies $x \in \Omega$.

Then, there exists $x \in \Omega$ such that $x=A x \cdot B x+C x$, whenever $\frac{\beta}{1-\alpha} \leq 1$.
Proof. Let $x \in \Omega$, and consider:

$$
\begin{aligned}
T: \Omega & \longrightarrow \Omega \\
x & \longmapsto T x=\left(\frac{I-C}{A}\right)^{-1} B x ;
\end{aligned}
$$

by $(i)$ and (vii), it is clear that $T$ is well defined.
We will show that $T$ satisfies the conditions of Theorem 3. From the proof of Theorem 5, we can see that $T$ is weakly sequentially continuous, and then, it suffices to prove that $T$ is weakly countably one-set-contractive and semi-closed at $\theta$.

Let $M$ be a countably subset of $\Omega$; we have:

$$
T=B+\left(I-\frac{I-C}{A}\right) T
$$

then:

$$
\begin{aligned}
\omega(T(M)) & \leq \omega(B(M))+\omega\left(\left(I-\frac{I-C}{A}\right)(T(M))\right) \\
& \leq \beta \omega(M)+\alpha \omega(T(M))
\end{aligned}
$$

and so:

$$
\omega(T(M)) \leq \frac{\beta}{1-\alpha} \leq \omega(M)
$$

therefore, $T$ is weakly countably one-set-contractive.
Now, let $\left\{x_{n}\right\}_{n}$ be a sequence in $\Omega$ such that $(I-T) x_{n} \rightarrow \theta$.

$$
y_{n}=(I-T) x_{n}=x_{n}-B x_{n}-\left(I-\frac{I-C}{A}\right) T x_{n}
$$

By (iii), there exists a subsequence $\left\{x_{\sigma_{1}(n)}\right\}_{n}$ of $\left\{x_{n}\right\}_{n}$ such that $\left(I-\frac{I-C}{A}\right) T x_{\sigma_{1}(n)} \rightharpoonup y$; and then, $(I-B) x_{\sigma_{1}(n)}=y_{\sigma_{1}(n)}+\left(I-\frac{I-C}{A}\right) T x_{\sigma_{1}(n)} \rightharpoonup y$. By $(v)$, we conclude that there exists a subsequence $\left\{x_{\sigma_{1} \sigma_{2}(n)}\right\}_{n}$ of $\left\{x_{\sigma_{1}(n)}\right\}_{n}$, which converges to some element $x$. Since $(I-T) x_{\sigma_{1} \sigma_{2}(n)} \rightarrow \theta$ and $T$ is weakly sequentially continuous, we obtain $T x=x$, and then, $T$ is weakly semi-closed at $\theta$.

Let $\Omega$ be a nonempty closed and convex subset of a Banach algebra $X$, and let $A, C: X \longrightarrow X$, and $B: \Omega \longrightarrow X$ be three operators. For any $D \subseteq \Omega$, we set (see [28]):

$$
\mathcal{F}(A, C, B, D)=\{x \in X: x=A x \cdot B y+C x, y \in D\}
$$

If $A=1_{X}$ and $C=0$, we obtain $\mathcal{F}\left(1_{X}, 0, B, D\right)=B(D)$.
Theorem 12. Let $X$ be a Banach algebra satisfying condition $(\mathcal{P})$ and $\Omega$ be a nonempty, closed, convex, and bounded subset of $X ; \omega$ is an MWNC on $X$. Let $A, C: X \longrightarrow X$, and $B: \Omega \longrightarrow X$ be three operators satisfying the following conditions:
(i) $A$ is regular on $X$, and $B$ is weakly sequentially continuous,
(ii) $I-\frac{I-C}{A}$ is a contraction on $\Omega$,
(iii) $\omega(\mathcal{F}(A, C, B, D))<\omega(D)$, for any countably subset $D$ of $\Omega$ with $\omega(D)>0$,
(iv) $\mathcal{F}(A, C, B, \Omega) \subset \Omega$,
(v) If $\left\{x_{n}\right\} \subset \mathcal{F}(A, C, B, \Omega)$, then $\left\{A x_{n}\right\}_{n}$ and $\left\{C x_{n}\right\}_{n}$ have weakly convergent subsequences (converging respectively to $y$ and $z$ ), and if $x_{n} \rightharpoonup x$, we have $y=A x$ and $z=C x$.

Then, there exists $x \in \Omega$ such that $x=A x \cdot B x+C x$.

Proof. For $y \in \Omega$, we define the mapping:

$$
\begin{aligned}
F_{y}: X & \longrightarrow X \\
x & \longmapsto F_{y}(x)=\left(I-\frac{I-C}{A}\right) x+B y
\end{aligned}
$$

(ii) implies that $F_{y}$ is a contraction; then, $F_{y}$ has a unique fixed point $\tau(y) \in X$; we have $\tau(y)=\left(I-\frac{I-C}{A}\right) \tau(y)+B y$ or equivalently $\tau(y)=A \tau(y) \cdot B y+C \tau(y)$; which shows that $\tau(y) \in \mathcal{F}(A, C, B, \Omega)$. It follows that $\tau(\Omega) \subset \Omega$.

Let $M$ be a countable subset of $\Omega$ such that $\omega(M)>0$; we have:

$$
\begin{aligned}
\tau(M) & =\{\tau(x): x \in M\} \\
& =\{\tau(x)=A(\tau(x)) \cdot B x+C(\tau(x)): x \in M\} \\
& =\{\tau(x): \tau(x) \in \mathcal{F}(A, C, B, M)\} \\
& \subseteq \mathcal{F}(A, C, B, M)
\end{aligned}
$$

Hence, $\omega(\tau(M)) \leq \omega(\mathcal{F}(A, C, B, M))<\omega(M)$; then, $\tau$ is countably $\omega$-condensing.
Moreover, $\tau$ is weakly sequentially continuous. Indeed, let $\left\{x_{n}\right\}_{n}$ be a sequence in $\Omega$ such that $x_{n} \rightharpoonup x$; since $B$ is weakly sequentially continuous, we have $B x_{n} \rightharpoonup B x$, and since $\left\{\tau\left(x_{n}\right)\right\}_{n} \subset \mathcal{F}(A, C, B, \Omega)$, there exists a subsequence $\left\{\tau\left(x_{\sigma_{1}(n)}\right)\right\}_{n}$ and $\left\{\tau\left(x_{\sigma_{2}(n)}\right)\right\}_{n}$ of $\left\{\tau\left(x_{n}\right)\right\}_{n}$ such that $A \tau\left(x_{\sigma_{1}(n)}\right) \rightharpoonup y$ and $C \tau\left(x_{\sigma_{2}(n)}\right) \rightharpoonup z$. It follows that:

$$
\tau\left(x_{\sigma_{1} \sigma_{2}(n)}\right)=A \tau\left(x_{\sigma_{1} \sigma_{2}(n)}\right) \cdot B x_{\sigma_{1} \sigma_{2}(n)}+C \tau\left(x_{\sigma_{1} \sigma_{2}(n)}\right) \rightharpoonup y \cdot B x+z .
$$

With (v), we obtain $A(y \cdot B x+z)=y$ and $C(y \cdot B x+z)=z$; and then, $y \cdot B x+z=A(y \cdot B x+z) \cdot B x+C(y \cdot B x+z)$.

The uniqueness of the fixed point implies that $\tau(x)=y \cdot B x+z$; and therefore, $\tau\left(x_{\sigma_{1} \sigma_{2}(n)}\right) \rightharpoonup \tau(x)$. We claim that $\tau\left(x_{n}\right) \rightharpoonup \tau(x)$. For this, assume that there exists a weak neighborhood $V$ of $\tau(x)$ and a subsequence $\left\{x_{\varphi_{1}(n)}\right\}_{n}$ of $\left\{x_{n}\right\}_{n}$ such that $x_{\varphi_{1}(n)} \notin V$ for all $n \in \mathbb{N}$. Since $x_{\varphi_{1}(n)} \rightharpoonup x$, we can extract a subsequence $\left\{x_{\varphi_{1} \varphi_{2}(n)}\right\}_{n}$ of $\left\{x_{\varphi_{1}(n)}\right\}_{n}$ such that $\tau\left(x_{\varphi_{1} \varphi_{2}(n)}\right) \rightharpoonup \tau(x)$. This is not possible, since $x_{\varphi_{1} \varphi_{2}(n)} \notin V$ for all $n \in \mathbb{N}$. We conclude that $\tau$ is weakly sequentially continuous. By Theorem 2, there exists $x \in \Omega$ such that $x=\tau(x)=A x \cdot B x+C x$.

If $A=1_{X}$ in Theorem 12, we obtain Theorem 3.11 in [16].
Theorem 13. Let $\Omega$ be a nonempty, closed, convex, and bounded subset of a Banach algebra $X ; \omega$ is an MWNC on $X$. Let $A, C: X \longrightarrow X$, and $B: \Omega \longrightarrow X$ be three operators that satisfy the following conditions:
(i) $A$ is regular on $X$, and $\frac{I-C}{A}$ is one-to-one,
(ii) $I-\frac{I-C}{A}$ is nonexpansive,
(iii) $B$ and $\frac{I-C}{A}$ are weakly sequentially continuous,
(iv) $\quad \omega(\mathcal{F}(A, C, B, D))<\omega(D)$, for any countably subset $D$ of $\Omega$ with $\omega(D)>0$,
(v) $\left(I-\frac{I-C}{A}\right) x+B y \in \Omega$ for all $x, y \in \Omega$,
(vi) If $\left\{x_{n}\right\}_{n} \subset \Omega$ such that $\left\{\left(\frac{I-C}{A}\right) x_{n}\right\}_{n}$ is weakly convergent, then the sequence $\left\{x_{n}\right\}_{n}$ has a weakly convergent subsequence.

Then, there exists $x \in \Omega$ such that $x=A x \cdot B x+C x$.
Proof. Let $y \in \Omega$, and define $F_{y}: \Omega \longrightarrow X$ by:

$$
F_{y}(x)=\left(I-\frac{I-C}{A}\right) x+B y
$$

By (ii), $F_{y}$ is nonexpansive, and by $(v)$, we have $F(\Omega) \subset \Omega$. Then, by ([29], Theorem 2.15), there exists a sequence $\left\{x_{n}\right\}_{n}$ in $\Omega$ such that $\left\|x_{n}-F_{y}\left(x_{n}\right)\right\| \longrightarrow 0$, and then, $\left(\frac{I-C}{A}\right) x_{n} \longrightarrow B y$. Using (vi), we can extract a subsequence $\left\{x_{\sigma_{1}(n)}\right\}_{n}$ of $\left\{x_{n}\right\}_{n}$ such that $x_{\sigma_{1}(n)} \rightharpoonup x \in \Omega$, and then, $\left(\frac{I-C}{A}\right) x_{\sigma_{1}(n)} \rightharpoonup\left(\frac{I-C}{A}\right) x$; then:

$$
B y=\left(\frac{I-C}{A}\right) x \in\left(\frac{I-C}{A}\right)(\Omega)
$$

which implies $B(\Omega) \subset\left(\frac{I-C}{A}\right)(\Omega)$.
Define $T: \Omega \longrightarrow \Omega$ by $T x=\left(\frac{I-C}{A}\right)^{-1} B x$. Let $D \subseteq \Omega$ and $x \in D$; the equality $T x=A(T x) \cdot B x+C(T x)$ implies that $T x \in \mathcal{F}(A, C, B, D)$; then:

$$
T(D) \subset \mathcal{F}(A, C, B, D)
$$

for any subset $D$ of $\Omega$.
The assumption $(i v)$ implies that $T$ is countably $\omega$-condensing. Moreover, $T$ is weakly sequentially continuous. Indeed, let $\left\{x_{n}\right\}_{n}$ be a sequence such that $x_{n} \rightharpoonup x_{\text {; }}$ we have $B x_{n} \rightharpoonup B x$; then, $\left(\frac{I-C}{A}\right) T x_{n} \rightharpoonup B x$. By $(v i)$, there exists a subsequence $\left\{x_{\sigma_{2}(n)}\right\}_{n}$ such that $T x_{\sigma_{2}(n)} \rightharpoonup y \in \Omega$; thus, $\left(\frac{I-C}{A}\right) T x_{\sigma_{2}(n)} \rightharpoonup\left(\frac{I-C}{A}\right) y$, which leads to $\left(\frac{I-C}{A}\right) y=B x$, and so, $T x_{\sigma_{2}(n)} \rightharpoonup T x$. As in the proof of Theorem 5, we can prove that $T x_{n} \rightharpoonup T x$, and we apply Theorem 2 to end the proof.

Remark 5. If we take $A=1_{X}$ in Theorem 13, we obtain Theorem 3.13 in [16].

## 4. Application

Let $X$ be a real Banach algebra satisfying condition $(\mathcal{P})$; we denote $E=C([0,1], X)$ the Banach space of all $X$-valued continuous functions defined on $[0,1]$, endowed with the norm $\|x\|_{\infty}=\sup _{t \in[0,1]}\|x(t)\|$. In this section, we discuss the following abstract nonlinear quadratic integral equation ((FIE)) (see [30]):

$$
x(t)=K(t, x(\xi(t)))+T x(t)\left(q(t)+\int_{0}^{\sigma(t)} g(s, x(\eta(s))) d s\right), t \in J=[0,1]
$$

where $q: J \longrightarrow X, g, K: J \times X \longrightarrow X, \xi, \sigma, \eta: J \longrightarrow J$, and $T: E \longrightarrow E$. Note that $E$ is a Banach algebra satisfying condition $(\mathcal{P})$ and the integral in (FIE) is the Pettis integral, while the solutions of (FIE) are in E. Make the following assumptions for (FIE):

## Hypothesis 1 (H1).

(i) The functions $\xi, \sigma, \eta: J \longrightarrow J$ are continuous, and $\sigma$ is nondecreasing,
(ii) the function $q: J \longrightarrow X$ is continuous,

Hypothesis 2 (H2).
(i) for all $t \in[0,1], K(t,):. X \longrightarrow X$ is weakly sequentially continuous,
(ii) for each $u \in X, K(., u): J \longrightarrow X$ is continuous,
(iii) there is a continuous function $\delta: J \longrightarrow[0,+\infty)$ with bound $\Delta=\sup _{t \in J}|\delta(t)|$ such that $\|K(t, x(t))-K(t, y(t))\| \leq \delta(t)\|x(t)-y(t)\|$ for all $x, y \in E$ and $t \in[0,1]$,

Hypothesis 3 (H3). The operator $T: E \longrightarrow E$ satisfies:
(i) there is a continuous function $\gamma: J \longrightarrow[0,+\infty)$ with bound $\Gamma=\sup _{t \in J}|\gamma(t)|$ such that $\|T x(t)-T y(t)\| \leq \gamma(t)\|x(t)-y(t)\|$, for all $x, y \in E$ and $t \in[0,1]$,
(ii) $T$ is weakly sequentially continuous on $E$,
(iii) $\quad T$ is regular on $E ; \frac{1_{E}}{T}$ is well defined on $E ; \frac{1_{E}}{T}$ is weakly compact; and there exists $m_{0} \in[0,1)$ such that $\sup _{x \in E}\left\|1_{E}-\frac{1_{E}}{T x}\right\|_{\infty} \leq m_{0}$, where $1_{E}$ represents the unit element in the Banach algebra $E$,

## Hypothesis 4 (H4).

(i) for each continuous $x:[0,1] \longrightarrow X$, the function $s \longmapsto g(s, x(s))$ is weakly measurable on $[0,1]$, and for almost every $t \in[0,1]$, the map $u \longmapsto g(t, u)$ is weakly sequentially continuous on $X$,
(ii) there are a function $\phi \in L^{1}\left([0,1], \mathbb{R}^{+}\right)$and a continuous nondecreasing function $\vartheta:[0,+\infty) \longrightarrow[0,+\infty)$ such that:

$$
\|g(s, u)\| \leq \phi(s) \vartheta(\|u\|) \text { a.e for all } s \in[0,1], \text { and all } u \in X
$$

(iii) there is a constant $0 \leq \beta<1$ such that:

$$
\mu(g([0,1] \times W)) \leq \beta \mu(W)
$$

for any countably bounded subset $W$ of $X$,
Hypothesis 5 (H5). There is a constant $r>0$ such that $Q \Gamma+\Delta<1$, where:

$$
Q=Q_{1}+\vartheta(r) \int_{0}^{1} \phi(s) d s \quad \text { with } Q_{1}=\sup _{t \in J}\|q(t)\|
$$

Now, we are in a position to state our main result of this section:
Theorem 14. Assume that Hypotheses (H1)-(H5) hold and $r_{0}=\frac{L+Q\|T 0\|_{\infty}}{1-\Delta-Q T} \leq r$ with $L=\sup _{t \in[0,1]}\|K(t, 0)\|$; then (FIE) has a solution in $C([0,1], X)$ whenever $m_{0}+\Delta\left(1+m_{0}\right)<1$ and $\frac{\beta}{1-\left(m_{0}+\Delta\left(1+m_{0}\right)\right)}<1$.

Proof. The integral equation (FIE) may be written in the form:

$$
x(t)=A x(t) \cdot B x(t)+C x(t)
$$

where:

$$
\begin{aligned}
B x(t) & =q(t)+\int_{0}^{\sigma(t)} g(s, x(\eta(s))) d s \\
A x(t) & =T x(t) \\
C x(t) & =K(t, x(\xi(t))) .
\end{aligned}
$$

Let $\Omega=\left\{x \in C([0,1], X):\|x\|_{\infty} \leq r_{0}\right\}$; note that $\Omega$ is a closed, convex, and bounded subset of $E$. We will show that the mappings $A, B$, and $C$ verify all the conditions of Theorem 6 .

Step 1. We show that $A$ and $C$ are Lipschitzian. First, we verify that the mapping $C$ is well defined. Let $x \in E$, and let $\left\{t_{n}\right\}_{n}$ be a sequence in $J$ such that $t_{n} \rightarrow t \in J$. We have:

$$
\begin{aligned}
\left\|C x\left(t_{n}\right)-C x(t)\right\| & =\left\|K\left(t_{n}, x\left(\xi\left(t_{n}\right)\right)\right)-K(t, x(\xi(t)))\right\| \\
& \leq\left\|K\left(t_{n}, x\left(\xi\left(t_{n}\right)\right)\right)-K\left(t_{n}, x(\xi(t))\right)\right\|+\left\|K\left(t_{n}, x(\xi(t))\right)-K(t, x(\xi(t)))\right\| \\
& \leq \delta(t)\left\|x\left(\xi\left(t_{n}\right)\right)-x(\xi(t))\right\|+\| K\left(t_{n}, x(\xi(t))-K(t, x(\xi(t)) \|\right. \\
& \leq \Delta\left\|x\left(\xi\left(t_{n}\right)\right)-x(\xi(t))\right\|+\| K\left(t_{n}, x(\xi(t))-K(t, x(\xi(t)) \| .\right.
\end{aligned}
$$

Since $K(., x)$ is continuous and $\xi$ is continuous, then $\left\|C x\left(t_{n}\right)-C x(t)\right\| \rightarrow 0$; we conclude that $C x \in E$. Now, let $x, y \in E$ and $t \in J$; we have:

$$
\|C x(t)-C y(t)\| \leq \delta(t)\|x(\xi(t))-y(\xi(t))\|,
$$

then:

$$
\|C x-C y\|_{\infty} \leq \Delta\|x-y\|_{\infty},
$$

and we have:

$$
\begin{aligned}
\|A x(t)-A y(t)\| & =\|T x(t)-T y(t)\| \\
& \leq \gamma(t)\|x(t)-y(t)\|
\end{aligned}
$$

then:

$$
\|A x-A y\|_{\infty} \leq \Gamma\|x-y\|_{\infty} .
$$

Thus, $A$ and $C$ are Lipschitzians with the Lipschitz constants $\Delta$ and $\Gamma$, respectively.
Step 2. From the assumption (H3)(ii), the mapping $A$ is weakly sequentially continuous on $E$. Now, we show that $C$ is weakly sequentially continuous on $E$; for this, let $\left\{x_{n}\right\}_{n}$ in $E$ such that $x_{n} \rightharpoonup x \in E$, then $\left\{x_{n}\right\}_{n}$ is bounded on $E$; from Dobrokov's theorem ([31], p. 36), we get for all $t \in[0,1], x_{n}(t) \rightharpoonup x(t)$. Since $K(t,$.$) is weakly sequentially continuous for all t \in[0,1]$, we get $C x_{n}(t) \rightharpoonup C x(t)$. Again, from Dobrokov's theorem, we deduce that $C x_{n} \rightharpoonup C x$, then $C$ is weakly sequentially continuous on $E$. Now, we prove that $B$ is weakly sequentially continuous. Firstly, we verify that if $x \in \Omega$, then $B x \in E$. Let $x \in \Omega$ and $t, t^{\prime} \in[0,1]$, such that $t \leq t^{\prime}$; without loss of generality, we may assume that $B x(t)-B x\left(t^{\prime}\right) \neq 0$. Using the Hahn-Banach
theorem, we get that there exists $x^{*} \in X^{*}$ such that $x^{*}\left(B x(t)-B x\left(t^{\prime}\right)\right)=\left\|B x(t)-B x\left(t^{\prime}\right)\right\|$ and $\left\|x^{*}\right\|_{*}=1$; hence:

$$
\begin{aligned}
\left\|B x(t)-B x\left(t^{\prime}\right)\right\| & =x^{*}\left(B x(t)-B x\left(t^{\prime}\right)\right) \\
& =x^{*}\left(q(t)-q\left(t^{\prime}\right)\right)+\int_{\sigma(t)}^{\sigma\left(t^{\prime}\right)} x^{*}(g(s, x(\eta(s)))) d s \\
& \leq \sup _{t \in J}\left\|q(t)-q\left(t^{\prime}\right)\right\|+\vartheta\left(\|x\|_{\infty}\right) \int_{\sigma(t)}^{\sigma\left(t^{\prime}\right)} \phi(s) d s \\
& \leq \sup _{t \in J}\left\|q(t)-q\left(t^{\prime}\right)\right\|+\vartheta\left(r_{0}\right) \int_{\sigma(t)}^{\sigma\left(t^{\prime}\right)} \phi(s) d s ;
\end{aligned}
$$

consequently, $B x \in E$. As $q$ and $\sigma$ are uniformly continuous on the compact $[0,1]$, we get that $B(\Omega)$ is an equicontinuous family of functions. Now, we show that $B$ is weakly sequentially continuous on $\Omega$. Let $\left\{x_{n}\right\}_{n}$ be a sequence in $\Omega$ such that $x_{n} \rightharpoonup x \in \Omega$, then we get for all $t \in[0,1], x_{n}(t) \rightharpoonup x(t)$. Furthermore, for $n \in \mathbb{N}$ and $x^{*} \in X^{*}:$

$$
x^{*}\left(B x_{n}(t)\right)=x^{*}(q(t))+\int_{0}^{\sigma(t)} x^{*}\left(g\left(s, x_{n}(\eta(s))\right)\right) d s, \quad \text { for all } t \in J
$$

From (H1) (i) and (H4)(i), we have $x^{*}\left(g\left(s, x_{n}(\eta(s))\right)\right) \rightarrow x^{*}(g(s, x(\eta(s))))$ for all $s \in[0,1]$. The Lebesgue dominated convergence theorem yields:

$$
\int_{0}^{\sigma(t)} x^{*}\left(g\left(s, x_{n}(\eta(s))\right)\right) d s \longrightarrow \int_{0}^{\sigma(t)} x^{*}(g(s, x(\eta(s)))) d s
$$

then $B x_{n}(t) \rightharpoonup B x(t)$; by Dobrokov's theorem ([31], p. 36), we get $B x_{n} \rightharpoonup B x$.
Step 3. $B$ i countably $\beta$ - $\omega$-contractive. First, we show that $B(\Omega)$ is bounded. Let $x \in \Omega$ and $t \in[0,1]$. Without loss of generality, we may assume that $B x(t) \neq 0$. Using the Hahn-Banach theorem, we deduce that there exists $x^{*} \in X^{*}$ such that $x^{*}(B x(t))=\|B x(t)\|$ and $\left\|x^{*}\right\|_{*}=1$. Hence,

$$
\begin{aligned}
\|B x(t)\| & =x^{*}(B x(t)) \\
& =x^{*}(q(t))+\int_{0}^{\sigma(t)} x^{*}(g(s, x(\eta(s)))) d s \\
& \leq \sup _{t \in J}\|q(t)\|+\int_{0}^{1}\|g(s, x(\eta(s)))\| d s \\
& \leq Q_{1}+\vartheta(r) \int_{0}^{1} \phi(s) d s=Q
\end{aligned}
$$

then $B(\Omega)$ is bounded.
Now, let $V$ be a countably bounded subset of $\Omega$; for each $t \in[0,1]$, we have by ([32], Theorem 3 ):

$$
\begin{aligned}
\mu(B(V)(t)) & \leq \mu\left(\left\{\int_{0}^{\sigma(t)} g(s, x(\eta(s))) d s: x \in V\right\}\right) \\
& \leq \mu(\sigma(t) \overline{c o}\{g(s, x(\eta(s))): x \in V, s \in[0,1]\}) \\
& \leq \mu(g([0,1] \times V([0,1]))) \\
& \leq \beta \mu(V([0,1])) \\
& \leq \beta \sup _{t \in J} \mu(V(t)) \\
& \leq \beta \mu(V)
\end{aligned}
$$

because $V$ is bounded, then we can apply Theorem 1 .
Since $V(B)$ is bounded and equicontinuous, again, by Theorem 1, we get:

$$
\mu(B(V)) \leq \beta \mu(V)
$$

Consequently, $B$ is countably $\beta$ - $\mu$-contractive.
Step 4. Now, we prove that $I-\frac{I-C}{A}$ is countably $\alpha^{\prime}-\mu$-contractive where $\alpha^{\prime}=m_{0}+\Delta\left(1+m_{0}\right)$. Firstly, for all $x \in E$ by Step 1, we have $C x \in E$, and by (H3)(iii), we have $\frac{1}{A x} \in E$; hence, $\left(I-\frac{I-C}{A}\right) x \in E$. Now, let $x \in \Omega$; we have:

$$
\begin{aligned}
\left\|\left(I-\frac{I-C}{A}\right) x\right\|_{\infty} & =\left\|x-\frac{x-C x}{A x}\right\|_{\infty} \\
& \leq\left\|1_{E}-\frac{1_{E}}{A x}\right\|_{\infty}\|x\|_{\infty}+\left\|\frac{1_{E}}{A x}\right\|_{\infty}\|C x\|_{\infty} \\
& \leq m_{0} r_{0}+\left(1+m_{0}\right)\left(\Delta r_{0}+L\right)
\end{aligned}
$$

then $\left(I-\frac{I-C}{A}\right)(\Omega)$ is bounded. Now, let $V$ be a bounded subset of $\Omega$ such that $\mu(V)>0$; note that for all $x \in V$, we have:

$$
\begin{aligned}
\left(I-\frac{I-C}{A}\right) x & =x-\frac{x-C x}{A x} \\
& =\left(1_{E}-\frac{1_{E}}{A x}\right) \cdot x+\frac{1_{E}}{A x} \cdot C x
\end{aligned}
$$

then:

$$
\left(I-\frac{I-C}{A}\right)(V) \subset\left(1_{E}-\frac{1_{E}}{A(V)}\right) \cdot V+\frac{1_{E}}{A(V)} \cdot C(V),
$$

because $\frac{1_{E}}{A}$ is weakly compact; then, by the assumption (H3)(iii), we get:

$$
\begin{aligned}
\mu\left(\left(I-\frac{I-C}{A}\right)(V)\right) & \leq \mu\left(\left(1_{E}-\frac{1_{E}}{A(V)}\right) \cdot V\right)+\mu\left(\frac{1_{E}}{A(V)} \cdot C(V)\right) \\
& \leq\left\|1_{E}-\frac{1_{E}}{A(V)}\right\|_{\infty} \mu(V)+\left\|\frac{1_{E}}{A(V)}\right\|_{\infty} \mu(C(V))
\end{aligned}
$$

because $C$ is $\Delta$-Lipschitzian and weakly sequentially continuous; by Lemma 1 , we get $\mu(C(V)) \leq \Delta \mu(V)$, then

$$
\mu\left(\left(I-\frac{I-C}{A}\right)(V)\right) \leq\left\|1_{E}-\frac{1_{E}}{A(V)}\right\|_{\infty} \mu(V)+\left\|\frac{1_{E}}{A(V)}\right\|_{\infty} \Delta \mu(V)
$$

then:

$$
\begin{aligned}
\mu\left(\left(I-\frac{I-C}{A}\right)(V)\right) & \leq m_{0} \mu(V)+\left(1+m_{0}\right) \Delta \mu(V) \\
& \leq \alpha^{\prime} \mu(V)
\end{aligned}
$$

where $\alpha^{\prime}=m_{0}+\Delta\left(1+m_{0}\right)<1$; then, $I-\frac{I-C}{A}$ is countably $\alpha^{\prime}-\mu$-contractive.
Step 5. We show that for all $x \in E$ and $y \in \Omega$, if $x=A x \cdot B y+C x$, then $x \in \Omega$. We have for all $t \in[0,1]$ :

$$
x(t)=A x(t) \cdot B y(t)+C x(t)
$$

then,

$$
\begin{aligned}
\|x(t)\| & \leq\|C x(t)\|+\|A x(t) \cdot B y(t)\| \\
& \leq\|C x(t)\|+\|A x(t)\|\|B y(t)\| \\
& \leq \Delta\|x(t)\|+L+Q(\Gamma\|x(t)\|+\|A 0\|)
\end{aligned}
$$

then,

$$
\|x(t)\| \leq \frac{L+Q\|A 0\|}{1-\Delta-Q \Gamma}=r_{0}
$$

hence,

$$
\|x\|_{\infty} \leq r_{0}
$$

consequently, $x \in \Omega$.
Applying Theorem 6, we get a fixed point for $A \cdot B+C$ and hence a solution to (FIE) in $E$.

## 5. Example

Consider the Banach algebra $E=\mathcal{C}([0,1], \mathbb{R})$ of all continuous real-valued functions on $J=[0,1]$, with norm $\|x\|_{\infty}=\sup _{t \in[0,1]}|x(t)|$. In this case, $X=\mathbb{R}$, and $E$ is a Banach algebra satisfying condition $(\mathcal{P})$ and reflexive. Let $b:[0,1] \longrightarrow X$ be a continuous and nonnegative function such that $\sup _{t \in J}|b(t)|=\frac{1}{4}$. We consider the following nonlinear integral equation:

$$
\begin{equation*}
x(t)=\frac{1}{4} t^{3} x\left(\frac{t^{2}}{2}\right)+\left(1+\int_{0}^{t} \frac{b(s)}{1+|x(s)|} d s\right) \cdot\left(\sqrt{t}+\int_{0}^{t} \frac{s^{2}}{20} \frac{|x(s)| \cdot x(s)}{e^{|x(s)|}} d s\right), t \in J . \tag{3}
\end{equation*}
$$

To show that (3) has a solution in $E$, we will verify that all conditions of Theorem 14 are satisfied.
Define $K:[0,1] \times \mathbb{R} \longrightarrow \mathbb{R}$, by $K(t, x(t))=\frac{1}{4} t^{3} x\left(\frac{t^{2}}{2}\right)$ (in this case $\xi(t)=\frac{t^{2}}{2}$ ). For all $t \in[0,1]$, the function $K(t,):. X \longrightarrow X$ is continuous (then weakly sequentially continuous, because $X=\mathbb{R}$ ), and for all $x \in X$, the function $K(., x): J \longrightarrow X$ is continuous. Now, let $x, y \in E$ and $t \in[0,1]$; we have:

$$
|K(t, x(t))-K(t, y(t))| \leq \delta(t)|x(t)-y(t)|
$$

where the function $\delta: t \mapsto \frac{1}{4} t^{3}$ is continuous with bound $\Delta=\sup _{t \in J}|\delta(t)|=\frac{1}{4}$.
Next, we introduce the function $T: E \longrightarrow E$ such that $T x(t)=1+\int_{0}^{t} \frac{b(s)}{1+|x(s)|} d s$ for all $t \in J$. As seen in Step 2 in the proof of Theorem 14, the operator $T$ is weakly sequentially continuous, regular on $E$, and $\frac{1_{E}}{T}$ is well defined on $E$. Let $x \in E$ and $t \in[0,1]$; we have:

$$
\left|1-\frac{1}{T x(t)}\right|=\frac{\int_{0}^{t} \frac{b(s)}{1+|x(s)|} d s}{1+\int_{0}^{t} \frac{b(s)}{1+|x(s)|} d s} \leq \int_{0}^{1} b(s) d s \leq \frac{1}{4}
$$

thus, $\sup _{x \in X}\left\|1_{E}-\frac{1_{E}}{T x}\right\|_{\infty} \leq m_{0}$, where $m_{0}=\frac{1}{4}$.
Moreover, $\frac{1_{E}}{T}$ is weakly compact on $E$; indeed, let $x \in E$, and let $t, t^{\prime} \in J$ such that $t \leq t^{\prime}$. Without loss of generality, we may assume that $\left(\frac{1_{E}}{T}\right) x(t)-\left(\frac{1_{E}}{T}\right) x\left(t^{\prime}\right) \neq 0$. Using the Hahn-Banach theorem, we deduce that there exists $x^{*} \in X^{*}$ such that $x^{*}\left(\left(\frac{1_{E}}{T}\right) x(t)-\left(\frac{1_{E}}{T}\right) x\left(t^{\prime}\right)\right)=$ $\left|\left(\frac{1_{E}}{T}\right) x(t)-\left(\frac{1_{E}}{T}\right) x\left(t^{\prime}\right)\right|$ and $\left\|x^{*}\right\|_{*}=1$, hence,

$$
\left|\left(\frac{1_{E}}{T}\right) x(t)-\left(\frac{1_{E}}{T}\right) x\left(t^{\prime}\right)\right| \leq \frac{1}{4}\left|t-t^{\prime}\right|
$$

then $\left(\frac{1_{E}}{T}\right)(E)$ is weakly equicontinuous. Now, let $\left\{x_{n}\right\}_{n}$ be a sequence in $E$, and fix $t \in J$; we have:

$$
\left|\left(\frac{1_{E}}{T}\right) x_{n}(t)\right|=\left|\frac{1}{1+\int_{0}^{t} \frac{b(s)}{1+\left|x_{n}(t)\right|} d s}\right| \leq 1
$$

therefore, $\left\{\left(\frac{1_{E}}{T}\right) x_{n}(t)\right\}_{n}$ is weakly equi-bounded. Let $t \in J$; since $X=\mathbb{R}$ is reflexive, then by [33], the set $\left\{\left(\frac{1_{E}}{T}\right) x_{n}(t): n \in \mathbb{N}\right\}$ is weakly relatively sequentially compact. The Arzela-Ascoli theorem implies that there exists a subsequence $\left\{\left(\frac{1_{E}}{T}\right) x_{\sigma(n)}\right\}_{n}$ such that $\left(\frac{1_{E}}{T}\right) x_{\sigma(n)} \rightharpoonup\left(\frac{1_{E}}{T}\right) x \in E$; then, $\left(\frac{1_{E}}{T}\right)(E)$ is relatively weakly compact. Therefore, $\frac{1_{E}}{T}$ is weakly compact.

Let $x, y \in E$ and $t \in[0,1]$; we have:

$$
\begin{aligned}
|T x(t)-T y(t)| & \leq \int_{0}^{t} b(s)(|x(s)-y(s)|) d s \\
& \leq \gamma(t)\|x-y\|_{\infty}
\end{aligned}
$$

where $\gamma: t \mapsto \frac{t}{4}$ is continuous with bound $\Gamma=\sup _{t \in J}|\gamma(t)|=\frac{1}{4}$.
Finally, we define $g:[0,1] \times X \longrightarrow X$, by $g(s, x(s))=\frac{s^{2}}{20} \frac{|x(s)| \cdot x(s)}{e^{|x(s)|}}$. For each $u \in X$, the function $g(., u):[0,1] \longrightarrow X$ is weakly measurable on $[0,1]$, and for almost every $t \in[0,1]$, the function $g(t,):. X \longrightarrow X$ is continuous (then weakly sequentially continuous). Furthermore, we have:

$$
|g(s, u)| \leq \vartheta(|u|) \phi(s) \text { a.e for all } s \in[0,1], \text { and all } u \in X,
$$

where $\phi(s)=s^{2}$ and $\vartheta(v)=\frac{v}{20}$ for all $v \in[0,+\infty)$ since $e^{|z|} \geq|z|$ for all $z \in X$.
Moreover, if $W$ is a countably bounded subset of $X$, we have:

$$
\begin{aligned}
\mu(g([0,1] \times W)) & =\mu(\{g(s, u): u \in W \text { and } s \in[0,1]\}) \\
& \leq \mu\left(\left\{\left(\frac{1}{20} \frac{s^{2} \cdot|u|}{e^{|u|}}\right) \cdot u: u \in W \text { and } s \in[0,1]\right\}\right) \\
& \leq \mu\left(\left[0, \frac{1}{5}\right] \cdot W\right) \\
& \leq \frac{1}{5} \mu(W)
\end{aligned}
$$

Then:

$$
\mu(g([0,1] \times W)) \leq \beta \mu(W), \text { where } \beta=\frac{1}{5}
$$

We set $q:[0,1] \longrightarrow[0,+\infty)$, such that $q(t)=\sqrt{t}$; we have that $q$ is continuous and $Q_{1}=\sup _{t \in J}|q(t)|=1$.

If we take $r=4$, we get $Q=Q_{1}+\vartheta(4) \int_{0}^{1} \phi(s) d s=\frac{16}{15}$ and $Q \Gamma+\Delta=\frac{31}{60}<1$ (then, for all $s \in \mathbb{R}^{+}$, $Q \phi_{A}(s)+\phi_{C}(s)=Q \Gamma s+\Delta s<s$ where $\phi_{A}(s)=\Gamma s$ and $\left.\phi_{C}(s)=\Delta s\right)$.
Now, we have $\|T 0\|_{\infty}=\sup _{t \in J}\left|1+\int_{0}^{t} b(s) d s\right| \leq \frac{5}{4}$ and $r_{0}=\frac{L+Q\|T 0\|_{\infty}}{1-\Delta-Q T} \leq \frac{80}{29}$, then $r_{0} \leq r$, $m_{0}+\left(1+m_{0}\right) \cdot \Delta=\frac{9}{16}<1$ and $\frac{\beta}{1-\left(m_{o}+\left(1+m_{o}\right) \cdot \Delta\right)}=\frac{16}{35}<1$.

Theorem 14 proves the existence of a solution to Equation (3).

## 6. Conclusions

In this paper, we proved some fixed point theorems for the nonlinear operator $A \cdot B+C$ in a Banach algebra under a weak topology and with the help of the measure of weak noncompactness. Our results improved and generalized some interesting fixed point theorems in the literature. Our examples
showed that the results in this paper can be applied to prove the existence of the solution of a nonlinear integral equation in Banach algebra.
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#### Abstract

In this work, we investigate the existence of solutions for the particular type of the eighth-order boundary value problem. We prove our results using classical version of Leray-Schauder nonlinear alternative fixed point theorem. Also we produce a few examples to illustrate our results.
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## 1. Introduction

Eighth-order differential equations govern the physics of some hydrodynamic stability problems. Chandrasekhar [1] proved that when an infinite horizontal layer of fluid is heated from below and under the action of rotation, instability sets in. When the instability sets in as overstability, the problem is modeled by an eighth-order ordinary differential equation for which the existence and uniqueness of the solution can be found in the book [2]. Many authors used different numerical methods to study higher order boundary value problems. For example, Reddy [3] presented a finite element method involving the Petrov-Galerkin method with quintic B-splines as basis functions and septic B-splines as weight functions to solve a general eighth-order boundary value problem with a particular case of boundary conditions. Prorshouhi et al. [4] presented a variational iteration method for the solution of a special case of eighth- order boundary value problems. Ballem and Kasi Viswanadham [5] presented a simple finite element method which involves the Galerkin approach with septic B-splines as basis functions to solve the eighth- order two-point boundary value problems. Graef et al. [6] applied the Guo-Krasnosel'skii fixed point theorem to solve the higher-order nonlinear boundary value problem. Graef et al. [7] used various fixed point theorems to give some existence results for a nonlinear $n$ th-order boundary value problem with nonlocal conditions. Hussin and Mandangan [8] solved linear and nonlinear eighth-order boundary value problems using a differential transformation method. Kasi Viswanadham and Ballem [9] presented a finite element method involving the Galerkin method with quintic B-splines as basis functions to solve a general eighth-order two-point boundary value problem. Liu et al. [10] used the Leggett-Williams fixed point theorem to establish existence results for solutions to the m-point boundary
value problem for a second- order differential equation under multipoint boundary conditions. Napoli and Abd-Elhameed [11] analyzed a numerical algorithm for the solution of eighth-order boundary value problems. Noor and Mohyud-Din [12] implemented a relatively new analytical technique-the variational iteration decomposition method for solving the eighth-order boundary value problems. Xiaoyong and Fengying [13] used the collocation method based on the second kind Chebyshev wavelets to find the numerical solutions for the eighth-order initial and boundary value problems. Some basic fixed point theorems on altering distance functions and on $G$-metric spaces were discussed in [14], and also some fixed point results in cone metric spaces were collectively given in [15]. Metric fixed point theory and metrical fixed point theory results were discussed in [16,17]. Deng et al. [18] generalized some results using measure of noncompactness. Omid et al. [19] studied differential equations with the conformable derivatives. Todorčević [20] presented harmonic quasiconformal mappings and hyperbolic type metrics defined on planar and multidimensional domains. Recently Zouaoui Bekri [21] studied sixth-order nonlinear boundary value problem using the Leray-Schauder alternative theorem. Ma [22] has given the existence and uniqueness theorems based on the Leray-Schauder fixed point theorem for some fourth-order nonlinear boundary value problems. Zvyagin and Baranovskii [23] have constructed a topological characteristic to investigate a class of controllable systems. Ahmad and Ntouyas [24] conferred some existence results based on some standard fixed point theorems and Leray-Schauder degree theory for an $n$ th-order nonlinear differential equation with four-point nonlocal integral boundary conditions. Motivated by these study, we investigate the existence of solutions for the eighth-order boundary value problem.

$$
\left\{\begin{array}{l}
y^{(8)}(x)=\phi\left(x, y(x), y^{\prime \prime}(x)\right), \quad 0<x<1  \tag{1}\\
y(0)=y^{\prime}(0)=y^{\prime \prime}(0)=y^{\prime \prime \prime}(0)=y^{(4)}(1)=y^{(5)}(1)=y^{(6)}(1)=y^{(7)}(1)=0,
\end{array}\right.
$$

where $\phi \in C([0,1] \times \mathbb{R} \times \mathbb{R}, \mathbb{R})$ and $\mathbb{R}=(-\infty, \infty)$.

## 2. Preliminaries

We consider the following eighth-order boundary value problem under the assumption that $\phi \in C([0,1] \times \mathbb{R} \times \mathbb{R}, \mathbb{R}) . E=C([0,1])$ with the norm

$$
\|y\|=\max \left\{|y|_{\infty},\left|y^{\prime \prime}\right|_{\infty}\right\} \text { where }|y|_{\infty}=\max _{0 \leq x \leq 1}|y(x)| \text { for any } y \in E
$$

The following Lemma is used to prove our main theorem.
Lemma 1. (By Lemma 1 in [25]) Let $f \in C[0,1]$. Then the following eighth-order boundary value problem

$$
\left\{\begin{array}{l}
y^{(8)}(x)=f(x), \quad 0<x<1  \tag{2}\\
y(0)=y^{\prime}(0)=y^{\prime \prime}(0)=y^{\prime \prime \prime}(0)=y^{(4)}(1)=y^{(5)}(1)=y^{(6)}(1)=y^{(7)}(1)=0
\end{array}\right.
$$

has the integral formulation

$$
y(x)=\int_{0}^{1} G(x, s) f(s) d s
$$

where $G:[0,1] \times[0,1] \longrightarrow[0, \infty)$ is the Green's function given by

$$
G(x, s)=\frac{1}{5040} \begin{cases}x^{4}\left[(s-x)^{3}+4 s(s-x)^{2}+10 s^{2}(3 s-x)\right], & 0 \leq x<s \leq 1  \tag{3}\\ s^{4}\left[(x-s)^{3}+4 x(x-s)^{2}+10 x^{2}(3 x-s)\right], & 0 \leq s<x \leq 1\end{cases}
$$

Proof. Consider $y^{(8)}(x)=0$ for $0 \leq x \leq 1$. Then,

$$
y(x)=A+B x+C x^{2}+D x^{3}+E x^{4}+F x^{5}+G x^{6}+H x^{7}
$$

so that the Green's function is of the form

$$
G(x, s)=\frac{1}{5040}\left\{\begin{array}{c}
\alpha_{1}+\alpha_{2} x+\alpha_{3} x^{2}+\alpha_{4} x^{3}+\alpha_{5} x^{4}+\alpha_{6} t^{5}+\alpha_{7} t^{6}+\alpha_{8} 7^{7}, \quad 0 \leq x<s \leq 1  \tag{4}\\
\beta_{1}+\beta_{2}(1-x)+\beta_{3}(1-x)^{2}+\beta_{4}(1-x)^{3}+\beta_{5}(1-x)^{4} \\
+\beta_{6}(1-x)^{5}+\beta_{7}(1-x)^{6}+\beta_{8}(1-x)^{7}, \quad 0 \leq s<x \leq 1
\end{array}\right.
$$

where $\alpha_{i}$ and $\beta_{i}$ are continuous functions for $i=1, \ldots . ., 8$.
From the boundary conditions we have,

$$
G(0, s)=\frac{\partial G(0, s)}{\partial x}=\frac{\partial^{2} G(0, s)}{\partial x^{2}}=\frac{\partial^{3} G(0, s)}{\partial x^{3}}=0
$$

i.e.,

$$
\alpha_{1}=\alpha_{2}=\alpha_{3}=\alpha_{4}=0
$$

and

$$
\frac{\partial^{4} G(1, s)}{\partial x^{4}}=\frac{\partial^{5} G(1, s)}{\partial x^{5}}=\frac{\partial^{6} G(1, s)}{\partial x^{6}}=\frac{\partial^{7} G(1, s)}{\partial x^{7}}=0
$$

i.e.,

$$
\beta_{5}=\beta_{6}=\beta_{7}=\beta_{8}=0
$$

We deduce the Green's function for the problem is,

$$
G(x, s)=\frac{1}{5040}\left\{\begin{array}{l}
\alpha_{5} x^{4}+\alpha_{6} x^{5}+\alpha_{7} x^{6}+\alpha_{8} x^{7}, \tag{5}
\end{array} \quad 0 \leq x<s \leq 1, ~\left(\beta_{2}(1-x)+\beta_{3}(1-x)^{2}+\beta_{4}(1-x)^{3}, \quad 0 \leq s<x \leq 1 .\right.\right.
$$

Since $G$ satisfied continuity conditions up to the sixth-order and jump discontinuity at the seventh-order by -1 , we get,

$$
\left\{\begin{array}{l}
\beta_{1}+\beta_{2}(1-s)+\beta_{3}(1-s)^{2}+\beta_{4}(1-s)^{3}-\alpha_{5} s^{4}-\alpha_{6} s^{5}-\alpha_{7} s^{6}-\alpha_{8} s^{7}=0,  \tag{6}\\
-\beta_{2}-2 \beta(1-s)-3 \beta(1-s)^{2}-4 \alpha_{5} s^{3}-5 \alpha_{6} s^{4}-6 \alpha_{7} s^{5}-7 \alpha_{8} s^{6}=0 \\
2 \beta_{3}+6 \beta_{4}(1-s)-12 \alpha_{5} s^{2}-20 \alpha_{6} s^{3}-30 \alpha_{7} s^{4}-42 \alpha_{8} s^{5}=0, \\
-6 \beta_{4}-24 \alpha_{5} s-60 \alpha_{6} s^{2}-120 \alpha_{7} s^{3}-210 \alpha_{8} s^{4}=0, \\
-24 \alpha_{5}-120 \alpha_{6} s-360 \alpha_{7} s^{2}-840 \alpha_{8} s^{3}=0, \\
-120 \alpha_{6}-720 \alpha_{7} s-2520 \alpha_{8} s^{2}=0, \\
-720 \alpha_{7}-5040 \alpha_{8} s=0, \\
-5040 \alpha_{8}=1 .
\end{array}\right.
$$

By solving the above system, we can find the coefficients $\beta_{1}, \beta_{2}, \beta_{3}, \beta_{4}, \alpha_{5}, \alpha_{6}, \alpha_{7}, \alpha_{8}$,
i.e., $\quad \beta_{1}=-\frac{s^{7}}{5040}+\frac{s^{6}}{720}-\frac{s^{5}}{240}+\frac{s^{4}}{144}, \quad \beta_{2}=-\frac{s^{6}}{720}+\frac{s^{5}}{120}-\frac{s^{4}}{48}, \quad \beta_{3}=-\frac{s^{5}}{240}+\frac{s^{4}}{48}, \quad \beta_{4}=-\frac{s^{4}}{144}$,
$\alpha_{5}=\frac{s^{3}}{144}, \alpha_{6}=-\frac{s^{2}}{240}, \alpha_{7}=\frac{s}{720}, \quad \alpha_{8}=-\frac{1}{5040}$.

And finally, substituting these coefficients in Equation (5) we arrive to the expression of a Green's function

$$
G(x, s)=\frac{1}{5040} \begin{cases}x^{4}\left[(s-x)^{3}+4 s(s-x)^{2}+10 s^{2}(3 s-x)\right], & 0 \leq x<s \leq 1  \tag{7}\\ s^{4}\left[(x-s)^{3}+4 x(x-s)^{2}+10 x^{2}(3 x-s)\right], & 0 \leq s<x \leq 1\end{cases}
$$

Lemma 2. For all $(x, s) \in[0,1] \times[0,1]$, we have

$$
0 \leq G(x, s) \leq G(s, s)
$$

Proof. The proof is obvious, so we leave it.
Define the integral operator $T: E \longrightarrow E$ by
$T(y(x))=\frac{1}{5040} \int_{0}^{x} s^{4}\left[(x-s)^{3}+4 x(x-s)^{2}+10 x^{2}(3 x-s)\right] f(s) d s+$

$$
\frac{1}{5040} \int_{x}^{1} x^{4}\left[(s-x)^{3}+4 s(s-x)^{2}+10 s^{2}(3 s-x)\right] f(s) d s
$$

By Lemma 1, the boundary value problem (Equation (1)) has a solution iff the operator $T$ has a fixed point in $E$. Hence to find the solution of a given boundary value problem, it is enough to find the fixed point for the operator $T$ in $E$. Since $T$ is compact and hence $T$ is completely continuous.

Theorem 1. [26,27] Let $(E,\|\|$.$) be a Banach space, U \subset E$ be an open bounded subset such that $0 \in U$ and $T: \bar{U} \longrightarrow E$ be a completely continuous operator. Then
(1) either $T$ has a fixed point in $\bar{U}$, or
(2) there exist an element $x \in \partial U$ and a real number $\lambda>1$ such that $\lambda x=T(x)$.

## 3. Main Results

In this section, we prove some important results which will help to prove the existence of a nontrivial solution for the eighth-order boundary value problem in Equation (1). Consider $\phi \in C([0,1] \times \mathbb{R} \times \mathbb{R}, \mathbb{R})$

Theorem 2. Suppose that $\phi(x, 0,0) \neq 0$ and there exist nonnegative functions $p, q, r \in L^{1}[0,1]$ such that

$$
|\phi(x, y, z)| \leq p(x)|y|+q(x)|z|+r(x), \quad \text { a.e. }(x, y, z) \in[0,1] \times \mathbb{R} \times \mathbb{R}
$$

and

$$
\frac{1}{720} \int_{0}^{1}\left[5 s^{7}+s^{6}+5 s^{4}\right][p(s)+q(s)] d s<1 .
$$

Then the boundary value problem (Equation (1)) has at least one nontrivial solution $y^{*} \in C([0,1])$.
Proof. Let

$$
\begin{gathered}
A=\frac{1}{720} \int_{0}^{1}\left[5 s^{7}+s^{6}+5 s^{4}\right][p(s)+q(s)] d s, \\
B=\frac{1}{720} \int_{0}^{1}\left[5 s^{7}+s^{6}+5 s^{4}\right] r(s) d s .
\end{gathered}
$$

By hypothesis, we have $A<1$. Since $\phi(x, 0,0) \neq 0$, there exists an interval $[a, b] \subset[0,1]$ such that $\min _{a \leq x \leq b}|\phi(x, 0,0)|>0$ and as $r(x) \geq|\phi(x, 0,0)|$ a.e. $x \in[0,1]$. Hence $B>0$.

Let $L=B(1-A)^{-1}$ and $U=\{y \in E:\|y\|<L\}$. Assume that $y \in \partial U$ and $\lambda>1$ are such that $T y=\lambda y$.

Then

$$
\begin{aligned}
& \lambda L=\lambda\|y\|=\|T y\| \\
& =\max _{0 \leq x \leq 1}|(T y)(x)| \\
& \leq \frac{1}{5040} \int_{0}^{x} s^{4}\left[(x-s)^{3}+4 x(x-s)^{2}+10 x^{2}(3 x-s)\right]\left|\phi\left(s, y(s), y^{\prime \prime}(s)\right)\right| d s \\
& +\frac{1}{5040} \int_{x}^{1} x^{4}\left[(s-x)^{3}+4 s(s-x)^{2}+10 s^{2}(3 s-x)\right]\left|\phi\left(s, y(s), y^{\prime \prime}(s)\right)\right| d s \\
& \leq \frac{1}{5040} \max _{0 \leq x \leq 1} \int_{0}^{x} s^{4}\left[(x-s)^{3}+4 x(x-s)^{2}+10 x^{2}(3 x-s)\right]\left|\phi\left(s, y(s), y^{\prime \prime}(s)\right)\right| d s \\
& +\frac{1}{5040} \max _{0 \leq x \leq 1} \int_{x}^{1} x^{4}\left[(s-x)^{3}+4 s(s-x)^{2}+10 s^{2}(3 s-x)\right]\left|\phi\left(s, y(s), y^{\prime \prime}(s)\right)\right| d s \\
& =\frac{1}{5040} \int_{0}^{1} s^{4}\left[(1-s)^{3}+4(1-s)^{2}+10(3-s)\right]\left|\phi\left(s, y(s), y^{\prime \prime}(s)\right)\right| d s \\
& +\frac{1}{5040} \int_{0}^{1} s^{4}\left[s^{3}+4 s(s)^{2}+10 s^{2}(3 s)\right]\left|\phi\left(s, y(s), y^{\prime \prime}(s)\right)\right| d s \\
& =\frac{1}{5040} \int_{0}^{1}\left[34 s^{7}+7 s^{6}-21 s^{5}+35 s^{4}\right]\left|\phi\left(s, y(s), y^{\prime \prime}(s)\right)\right| d s \\
& \leq \frac{1}{5040} \int_{0}^{1}\left[35 s^{7}+7 s^{6}+35 s^{4}\right]\left|\phi\left(s, y(s), y^{\prime \prime}(s)\right)\right| d s \\
& \leq \frac{1}{720} \int_{0}^{1}\left[5 s^{7}+s^{6}+5 s^{4}\right]\left[p(s)|y(s)|+q(s)\left|y^{\prime \prime}(s)\right|+r(s)\right] d s \\
& \leq \frac{1}{720} \int_{0}^{1}\left[5 s^{7}+s^{6}+5 s^{4}\right]\left[p(s) \max _{0 \leq s \leq 1}|y(s)|+q(s) \max _{0 \leq s \leq 1}\left|y^{\prime \prime}(s)\right|+r(s)\right] d s \\
& \leq \frac{1}{720} \int_{0}^{1}\left[5 s^{7}+s^{6}+5 s^{4}\right]\left[p(s)|y|_{\infty}+q(s)\left|y^{\prime \prime}\right|_{\infty}+r(s)\right] d s
\end{aligned}
$$

$$
\begin{aligned}
& \leq \frac{1}{720} \int_{0}^{1}\left[5 s^{7}+s^{6}+5 s^{4}\right][p(s)\|y\|+q(s)\|y\|+r(s)] d s \\
& =\frac{1}{720} \int_{0}^{1}\left[5 s^{7}+s^{6}+5 s^{4}\right][p(s)+q(s)]\|y\|+\frac{1}{720} \int_{0}^{1}\left[5 s^{7}+s^{6}+5 s^{4}\right] r(s) d s \\
& =A\|y\|+B=A L+B
\end{aligned}
$$

Hence, $\lambda L \leq A L+B$

$$
\lambda \leq A+\frac{B}{L}=A+\frac{B}{B(1-A)^{-1}}=A+(1-A)=1
$$

which is a contradiction, since $\lambda>1$, hence by Theorem $1, T$ has a fixed point $y^{*} \in \bar{U}$. Since $\phi(x, 0,0) \neq 0$, the boundary value problem (Equation (1)) has a nontrivial solution $y^{*} \in E$.

Theorem 3. Let $\phi(x, 0,0) \neq 0$ and there exist nonnegative functions $p, q, r \in L^{1}[0,1]$ such that

$$
|\phi(x, y, z)| \leq p(x)|y|+q(x)|z|+r(x) \quad \text { a.e. }(x, y, z) \in[0,1] \times \mathbb{R} \times \mathbb{R}
$$

Assume that one of the conditions given below is satisfied
(1) There exists a constant $k>-5$ such that

$$
\begin{aligned}
& p(s)+q(s) \leq \frac{720(8+k)(7+k)(5+k)}{11 k^{2}+148 k+495} s^{k}, \quad \text { a.e. } 0 \leq s \leq 1, \\
& \mu\left\{s \in[0,1]: p(s)+q(s)<\frac{720(8+k)(7+k)(5+k)}{11 k^{2}+148 k+495} s^{k}\right\}>0
\end{aligned}
$$

where $\mu=$ measure.
(2) There exists a constant $k>-1$ such that

$$
\begin{aligned}
& p(s)+q(s) \leq \frac{6 \prod_{i=1}^{8}(k+i)}{k^{3}+21 k^{2}+152 k+594}(1-s)^{k}, \quad \text { a.e. } 0 \leq s \leq 1, \\
& \mu\left\{s \in[0,1]: p(s)+q(s)<\frac{6 \prod_{i=1}^{8}(k+i)}{k^{3}+21 k^{2}+152 k+594}(1-s)^{k}\right\}>0
\end{aligned}
$$

where $\mu=$ measure.
(3) There exists $a$ constant $a>1$ such that

$$
\int_{0}^{1}[p(s)+q(s)]^{a} d s<\left[\frac{1}{\frac{1}{144}\left(\frac{1}{7 b+1}\right)^{\frac{1}{b}}+\frac{1}{720}\left(\frac{1}{6 b+1}\right)^{\frac{1}{b}}+\frac{1}{144}\left(\frac{1}{4 b+1}\right)^{\frac{1}{b}}}\right]^{a}, \quad\left(\frac{1}{a}+\frac{1}{b}=1\right)
$$

Then the boundary value problem (1) has at least one nontrivial solution $y^{*} \in E$.

Proof. To prove this theorem it is enough to prove $A<1$.
Let

$$
A=\frac{1}{720} \int_{0}^{1}\left[5 s^{7}+s^{6}+5 s^{4}\right][p(s)+q(s)] d s
$$

(1) Consider,

$$
\begin{aligned}
A & =\frac{1}{720} \int_{0}^{1}\left[5 s^{7}+s^{6}+5 s^{4}\right][p(s)+q(s)] d s \\
& <\frac{720(8+k)(7+k)(5+k)}{11 k^{2}+148 k+495}\left[\frac{1}{720} \int_{0}^{1}\left(5 s^{7}+s^{6}+5 s^{4}\right) s^{k} d s\right] \\
& =\frac{720(8+k)(7+k)(5+k)}{11 k^{2}+148 k+495}\left[\frac{1}{720} \int_{0}^{1}\left(5 s^{7+k}+s^{6+k}+5 s^{4+k}\right) d s\right] \\
& =\frac{720(8+k)(7+k)(5+k)}{11 k^{2}+148 k+495}\left[\frac{1}{720}\left(\frac{5}{8+k}+\frac{1}{7+k}+\frac{5}{5+k}\right)\right] \\
& =\frac{720(8+k)(7+k)(5+k)}{11 k^{2}+148 k+495}\left[\frac{11 k^{2}+148 k+495}{720(8+k)(7+k)(5+k)}\right]
\end{aligned}
$$

Thus, $A<1$.
(2) In this case, we have

$$
\begin{aligned}
A & =\frac{1}{720} \int_{0}^{1}\left[5 s^{7}+s^{6}+5 s^{4}\right][p(s)+q(s)] d s \\
& <\frac{6 \prod_{i=1}^{8}(k+i)}{k^{3}+21 k^{2}+152 k+594}\left[\frac{1}{720} \int_{0}^{1}\left(5 s^{7}+s^{6}+5 s^{4}\right)(1-s)^{k} d s\right] \\
& <\frac{6 \prod_{i=1}^{8}(k+i)}{k^{3}+21 k^{2}+152 k+594} \\
& <\frac{\left[\frac{1}{720} \int_{0}^{1} 5 s^{7}(1-s)^{k} d s+\int_{0}^{1} s^{6}(1-s)^{k} d s+\int_{0}^{1} 5 s^{4}(1-s)^{k} d s\right]}{\left[k^{3}+21 k^{2}+152 k+594\right]} \frac{1}{720}\left[\frac{120}{\prod_{i=1}^{5}(k+i)}+\frac{720}{\prod_{i=1}^{7}(k+i)}+\frac{720 \times 35}{\prod_{i=1}^{8}(k+i)}\right] \\
& =\frac{6 \prod_{i=1}^{8}(k+i)}{k^{3}+21 k^{2}+152 k+594}\left[\frac{k^{3}+21 k^{2}+152 k+594}{6 \prod_{i=1}^{8}(k+i)}\right]=1
\end{aligned}
$$

Therefore, $A<1$.
(3) By Hölder inequality, we have

$$
\begin{aligned}
A & \leq\left[\int_{0}^{1}(p(s)+q(s))^{a} d s\right]^{\frac{1}{a}} \cdot\left[\frac{1}{144}\left(\int_{0}^{1}\left(s^{7}\right)^{b} d s\right)^{\left(\frac{1}{b}\right)}+\frac{1}{720}\left(\int_{0}^{1}\left(s^{6}\right)^{b} d s\right)^{\left(\frac{1}{b}\right)}+\frac{1}{144}\left(\int_{0}^{1}\left(s^{4}\right)^{b} d s\right)^{\left(\frac{1}{b}\right)}\right] \\
A & \leq\left[\int_{0}^{1}(p(s)+q(s))^{a} d s\right]^{\frac{1}{a}} \cdot\left[\frac{1}{144}\left(\frac{1}{7 b+1}\right)^{\frac{1}{b}}+\frac{1}{720}\left(\frac{1}{6 b+1}\right)^{\frac{1}{b}}+\frac{1}{144}\left(\frac{1}{4 b+1}\right)^{\frac{1}{b}}\right] \\
& <\left(\frac{1}{\frac{1}{144}\left(\frac{1}{7 b+1}\right)^{\frac{1}{b}}+\frac{1}{720}\left(\frac{1}{6 b+1}\right)^{\frac{1}{b}}+\frac{1}{144}\left(\frac{1}{4 b+1}\right)^{\frac{1}{b}}}\right] \\
& =\left[\frac{1}{144}\left(\frac{1}{7 b+1}\right)^{\frac{1}{b}}+\frac{1}{720}\left(\frac{1}{6 b+1}\right)^{\frac{1}{b}}+\frac{1}{144}\left(\frac{1}{4 b+1}\right)^{\frac{1}{b}}\right]
\end{aligned}
$$

## 4. Examples

Here we have given some examples to verify the above results.

## Example 1. Consider,

$$
\left\{\begin{array}{l}
y^{(8)}(x)=\frac{x^{5}}{2} y \sin \sqrt{y}+\frac{\sqrt{x}}{3} y^{\prime \prime} \cos y^{\prime \prime}-5+e^{2 x}, \quad 0 \leq x \leq 1 \\
y(0)=y^{\prime}(0)=y^{\prime \prime}(0)=y^{\prime \prime \prime}(0)=0 \\
y^{(4)}(1)=y^{(5)}(1)=y^{(6)}(1)=y^{(7)}(1)=0
\end{array}\right.
$$

Set

$$
\begin{gathered}
\phi(x, y, z)=\frac{x^{5}}{2} y \sin \sqrt{y}+\frac{\sqrt{x}}{3} z \cos z-5+e^{2 x} \\
p(x)=\frac{x^{5}}{2}, \quad q(x)=\frac{\sqrt{x}}{3}, \quad r(x)=5+e^{2 x}
\end{gathered}
$$

One can easily verify that $p, q, r \in L^{1}[0,1]$ are nonnegative functions, and

$$
\begin{aligned}
|\phi(x, y, z)| & =\left|\frac{x^{5}}{2} y \sin \sqrt{y}+\frac{\sqrt{x}}{3} z \cos z-5+e^{2 x}\right| \\
& \leq p(x)|y|+q(x)|z|+r(x), \quad \text { a.e. }(x, y, z) \in[0,1] \times \mathbb{R} \times \mathbb{R}
\end{aligned}
$$

Also,

$$
\begin{aligned}
A & =\frac{1}{720} \int_{0}^{1}\left[5 s^{7}+s^{6}+5 s^{4}\right][p(s)+q(s)] d s \\
& =\frac{1}{720} \int_{0}^{1}\left[5 s^{7}+s^{6}+5 s^{4}\right]\left(\frac{s^{5}}{2}+\frac{s^{\frac{1}{2}}}{3}\right) d s \\
& =\frac{1}{720} \int_{0}^{1}\left[\frac{5}{2} s^{12}+\frac{5}{3} s^{\frac{15}{2}}+\frac{s^{11}}{2}+\frac{s^{\frac{13}{2}}}{3}+\frac{5}{2} s^{9}+\frac{5}{3} s^{\frac{9}{2}}\right] d s \\
& =\frac{899251}{630115200}<1 .
\end{aligned}
$$

Thus, by Theorem 2, the boundary value problem (Equation (1)) has at least one nontrivial solution $y^{*} \in E$.
Example 2. Consider the problem,

$$
\left\{\begin{array}{l}
y^{(8)}(x)=\frac{y^{4}}{\left(5+4 y^{3}\right) \sqrt{x}} \cos y+\frac{4\left(y^{\prime \prime}\right)^{3}}{7 \sqrt{x}}+\frac{2 y^{\prime \prime}}{\sqrt{x}}-\cos \sqrt{x}, \quad 0 \leq x \leq 1 \\
y(0)=y^{\prime}(0)=y^{\prime \prime}(0)=y^{\prime \prime \prime}(0)=0 \\
y^{(4)}(1)=y^{(5)}(1)=y^{(6)}(1)=y^{(7)}(1)=0
\end{array}\right.
$$

Set

$$
\begin{gathered}
\phi(x, y, z)=\frac{y^{4}}{\left(5+4 y^{3}\right) \sqrt{x}} \cos y+\frac{4 z^{3}}{7 \sqrt{x}}+\frac{2 z}{\sqrt{x}}-\cos \sqrt{x} \\
p(x)=\frac{1}{5 \sqrt{x}}, \quad q(x)=\frac{4}{7 \sqrt{x}}+\frac{2}{\sqrt{x}}, \quad r(x)=\cos \sqrt{x}
\end{gathered}
$$

One can easily verify that $p, q, r \in L^{1}[0,1]$ are nonnegative functions, and

$$
\begin{aligned}
|\phi(x, y, z)| & =\left|\frac{y^{4}}{\left(5+4 y^{3}\right) \sqrt{x}} \cos y+\frac{4 z^{3}}{7 \sqrt{x}}+\frac{2 z}{\sqrt{x}}-\cos \sqrt{x}\right| \\
& \leq p(x)|y|+q(x)|z|+r(x), \quad \text { a.e. }(x, y, z) \in[0,1] \times \mathbb{R} \times \mathbb{R} .
\end{aligned}
$$

Let $k=-\frac{1}{2}>-5$. Then,

$$
\frac{720(8+k)(7+k)(5+k)}{11 k^{2}+148 k+495}=\frac{631800}{1695}
$$

hence,

$$
\begin{gathered}
p(s)+q(s)=\frac{1}{5 \sqrt{s}}+\frac{4}{7 \sqrt{s}}+\frac{2}{\sqrt{s}}=\frac{97}{35} s^{-\frac{1}{2}}<\frac{631800}{1695} s^{-\frac{1}{2}} \\
\mu\left\{s \in[0,1]: p(s)+q(s)<\frac{720(8+k)(7+k)(5+k)}{11 k^{2}+148 k+495} s^{k}\right\}>0
\end{gathered}
$$

where $\mu=$ measure. Thus by the Theorem 3 assumption (1), the boundary value problem (Equation (2)) has at least one nontrivial solution $y^{*} \in E$.

Example 3. Consider the problem,

$$
\left\{\begin{array}{l}
y^{(8)}(x)=\frac{y^{3}}{4\left(3+y^{4}\right) \sqrt[3]{(1-x)^{2}}} \sin y+\frac{\left(y^{\prime \prime}\right)^{2}}{\left(5+y^{\prime \prime}\right) \sqrt[3]{(1-x)^{2}}}+e^{2 x}+\sin 3 x, \quad 0 \leq x \leq 1 \\
y(0)=y^{\prime}(0)=y^{\prime \prime}(0)=y^{\prime \prime \prime}(0)=0 \\
y^{(4)}(1)=y^{(5)}(1)=y^{(6)}(1)=y^{(7)}(1)=0
\end{array}\right.
$$

Set

$$
\begin{gathered}
\phi(x, y, z)=\frac{y^{3}}{4\left(3+y^{4}\right) \sqrt[3]{(1-x)^{2}}} \sin y+\frac{z^{2}}{(5+z) \sqrt[3]{(1-x)^{2}}}+e^{2 x}+\sin 3 x \\
p(x)=\frac{1}{4 \sqrt[3]{(1-x)^{2}}}, \quad q(x)=\frac{1}{5 \sqrt[3]{(1-x)^{2}}}, \quad r(x)=e^{2 x}+\sin 3 x
\end{gathered}
$$

Here we can easily prove that $p, q, r \in L^{1}[0,1]$ are nonnegative functions, and

$$
\begin{aligned}
|\phi(x, y, z)| & =\left|\frac{y^{3}}{4\left(3+y^{4}\right) \sqrt[3]{(1-x)^{2}}} \sin y+\frac{z^{2}}{(5+z) \sqrt[3]{(1-x)^{2}}}+e^{2 x}+\sin 3 x\right| \\
& \leq p(x)|y|+q(x)|z|+r(x), \quad \text { a.e. }(x, y, z) \in[0,1] \times R \times R .
\end{aligned}
$$

Take $k=-\frac{2}{3}>-1$. Then

$$
\frac{6 \prod_{i=1}^{8}(k+i)}{k^{3}+21 k^{2}+152 k+594}=\frac{24344320}{548613}
$$

Therefore,

$$
\begin{aligned}
p(s)+q(s) & =\frac{1}{4 \sqrt[3]{(1-s)^{2}}}+\frac{1}{5 \sqrt[3]{(1-s)^{2}}} \\
& =\frac{9}{20}(1-s)^{-\frac{2}{3}} \\
& <\frac{24344320}{548613}(1-s)^{-\frac{2}{3}} \\
\mu\{s \in[0,1]: p(s)+q(s) & \left.<\frac{6 \prod_{i=1}^{8}(k+i)}{k^{3}+21 k^{2}+152 k+594}(1-s)^{-\frac{2}{3}}\right\}>0
\end{aligned}
$$

where $\mu=$ measure. Therefore, by Theorem 3 assumption (2), the boundary value problem (Equation (3)) has at least one nontrivial solution $y^{*} \in E$.

Example 4. Consider the problem,

$$
\left\{\begin{array}{l}
y^{(8)}(x)=\frac{\sqrt[4]{2+x}}{1+y^{2}} y e^{\sin x}+\frac{3 \sqrt[4]{2+x}}{\left(5+\left(y^{\prime \prime}\right)^{2}\right)} \cos y^{\prime \prime}+e^{-x} \cos x-\sin 2 x, \quad 0 \leq x \leq 1 \\
y(0)=y^{\prime}(0)=y^{\prime \prime}(0)=y^{\prime \prime \prime}(0)=0 \\
y^{(4)}(1)=y^{(5)}(1)=y^{(6)}(1)=y^{(7)}(1)=0
\end{array}\right.
$$

Set

$$
\begin{aligned}
& \phi(x, y, z)=\frac{\sqrt[4]{2+x}}{1+y^{2}} y e^{\sin x}+\frac{3 \sqrt[4]{2+x}}{\left(5+z^{2}\right)} \cos z+e^{-x} \cos x-\sin 2 x \\
& p(x)=\sqrt[4]{2+x}, \quad q(x)=3 \sqrt[4]{2+x}, \quad r(x)=e^{-x} \cos x+\sin 2 x
\end{aligned}
$$

Here we can easily prove that $p, q, r \in L^{1}[0,1]$ are nonnegative functions, and

$$
\begin{aligned}
|\phi(x, y, z)| & =\left|\frac{\sqrt[4]{2+x}}{1+y^{2}} y e^{\sin x}+\frac{3 \sqrt[4]{2+x}}{\left(5+z^{2}\right)} \cos z+e^{-x} \cos x-\sin 2 x\right| \\
& \leq p(x)|y|+q(x)|z|+r(x), \quad \text { a.e. }(x, y, z) \in[0,1] \times \mathbb{R} \times \mathbb{R}
\end{aligned}
$$

Let $a=4>b=\frac{4}{3}>1$. We have that $\frac{1}{a}+\frac{1}{b}=1$. Then

$$
\int_{0}^{1}(p(s)+q(s))^{a} d s=\int_{0}^{1}[4 \sqrt[4]{2+s}]^{4} d s=640
$$

Also, we have

$$
\begin{aligned}
{\left[\frac{1}{\frac{1}{144}\left(\frac{1}{7 b+1}\right)^{\frac{1}{b}}+\frac{1}{720}\left(\frac{1}{6 b+1}\right)^{\frac{1}{b}}+\frac{1}{144}\left(\frac{1}{4 b+1}\right)^{\frac{1}{b}}}\right]^{a} } & =\left[\frac{1}{\frac{1}{144}\left(\frac{3}{31}\right)^{\frac{3}{4}}+\frac{1}{720}\left(\frac{1}{9}\right)^{\frac{3}{4}}+\frac{1}{144}\left(\frac{3}{19}\right)^{\frac{3}{4}}}\right]^{4} \\
& \approx 9406732117.3529 .
\end{aligned}
$$

Therefore,

$$
\int_{0}^{1}(p(s)+q(s))^{a} d s<9406732117.3529
$$

Further, by Theorem 3 assumption (3), the boundary value problem (Equation (4)) has at least one nontrivial solution $y^{*} \in E$.

## 5. Conclusions

In this paper, we obtain the results to prove the existence of positive solution for the eighth-order boundary value problem with the help of the classical version of Leray-Schauder alternative fixed point theorem. By applying these results, one can easily verify that whether the given boundary value problem is solvable or not.
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#### Abstract

The concept of informal vector space is introduced in this paper. In informal vector space, the additive inverse element does not necessarily exist. The reason is that an element in informal vector space which subtracts itself cannot be a zero element. An informal vector space can also be endowed with a metric to define a so-called informal metric space. The completeness of informal metric space can be defined according to the similar concept of a Cauchy sequence. A new concept of fixed point and the related results are studied in informal complete metric space.
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## 1. Introduction

The basic operations in (conventional) vector space are vector addition and scalar multiplication. Based on these two operations, the vector space should satisfy some required conditions (eight axioms in total) by referring to [1-5]. However, some spaces cannot comply with all of the axioms given in vector space. For example, the space consisting of all subsets of $\mathbb{R}$ cannot satisfy all of the axioms in vector space ( $\mathrm{Wu}[6]$ ). Also, the space consisting of all fuzzy numbers in $\mathbb{R}$ cannot satisfy all of the axioms in vector space, where the addition and scalar multiplication of fuzzy sets are considered (Wu [7]). The main reason is that the additive inverse element does not exist.

Let $S$ and $T$ be two subsets of $\mathbb{R}$. The addition and scalar multiplication for the subsets of $\mathbb{R}$ are defined by

$$
S+T=\{s+t: s \in S \text { and } t \in T\} \text { and } k S=\{k s: s \in S\} \text { for any } k \in \mathbb{R}
$$

Let $\mathcal{X}$ denote the family of all subsets of $\mathbb{R}$. Given any $S \in \mathcal{X}$, the subtraction $S-S$ by itself is given by

$$
S-S=\left\{s_{1}-s_{2}: s_{1}, s_{2} \in S\right\},
$$

which cannot be the zero element in $\mathcal{X}$. Therefore, in this paper, we propose the concept of null set for the purpose of playing the role of a zero element in the so-called informal vector space. Since the informal metric space is a completely new concept, there are no available, relevant references for this topic. The readers may instead refer to the monographs [1-5] on topological vector spaces and the monographs [8-10] on functional analysis.

In this paper, we propose the concept of informal vector space that can include the space consisting of all bounded and closed intervals in $\mathbb{R}$ and the space consisting of all fuzzy numbers in $\mathbb{R}$. We also introduce the concept of null set that can be regarded as a kind of "zero element" of informal vector space. When the null set is degenerated as a singleton set $\{\theta\}$, an informal vector space will turn into a conventional vector space with the zero element $\theta$. In other words, the results obtained in
this paper can be reduced to the results in conventional vector space when the null set is taken to be a singleton set.

Based on the concept of null set, we can define the concept of almost identical elements in informal vector space. We can also endow a metric to the informal vector space defining the so-called informal metric space. This kind of metric is completely different from the conventional metric defined in vector space, since it involves the null set and almost identical concept. The most important triangle inequality is still included in an informal metric space. Based on this metric, the concepts of limit and class limit of a sequence in informal metric space are defined herein. Under this setting, we can similarly define the concept of a Cauchy sequence, which can be used to define the completeness of informal metric space. The main aim of this paper was to establish the so-called near-fixed point in informal, complete metric space, where the near fixed point is based on the almost identical concept. We shall also claim that if the null set is degenerated as a singleton set, then the concept of near a fixed point is identical to the concept of a (conventional) fixed point.

In Sections 2 and 3, the concept of informal vector space and informal metric space are proposed. The interesting properties are derived in order to study the new type of fixed point theorems. In Section 4, according to the informal metric, the concept of a Cauchy sequence is similarly defined. The completeness of informal metric space is also defined according to the concept of Cauchy sequences. In Section 5, we present many new types of fixed point theorems that are established using the almost identical concept in informal metric space.

## 2. Informal Vector Spaces

Let $X$ be a universal set, and let $\mathbb{F}$ be a scalar field. We assume that $X$ is endowed with the vector addition $x \oplus y$ and scalar multiplication $\alpha x$ for any $x, y \in X$ and $\alpha \in \mathbb{F}$. In this case, we call $X$ a universal set over $\mathbb{F}$. In the conventional vector space over $\mathbb{F}$, the additive inverse element of $x$ is denoted by $-x$, and it can also be shown that $-x=-1 x$. In this paper, we shall not consider the concept of inverse elements. However, for convenience, we still adopt $-x=-1 x$.

For $x, y \in X$, the substraction $x \ominus y$ is defined by $x \ominus y=x \oplus(-y)$, where $-y$ means the scalar multiplication $(-1) y$. For any $x \in X$ and $\alpha \in \mathbb{F}$, we have to mention that $(-\alpha) x \neq-\alpha x$ and $\alpha(-x) \neq-\alpha x$ in general, unless $\alpha(\beta x)=(\alpha \beta) x$ for any $\alpha, \beta \in \mathbb{F}$. In this paper, this law will not always be assumed to be true.

Example 1. Let $C$ be a subset of complex plane $\mathbb{C}$ defined by

$$
C=\{a+b i: a, b \in \mathbb{R} \text { satisfying } a \leq b\}
$$

The usual addition and scalar multiplication in $\mathbb{C}$ are defined by

$$
(a+b i)+(c+d i)=(a+c)+(b+d) i \text { and } k(a+b i)=k a+k b i \text { for } k \in \mathbb{R} .
$$

Given any $z=a+b i \in C$, its additive inverse in $\mathbb{C}$ denoted by $-z$ is

$$
-z=(-1) z=-a-b i
$$

We see that $-z \notin C$. Therefore, the subset $C$ is not closed under the above scalar multiplication. In other words, the subset C cannot form a vector space. However, if the scalar multiplication in the subset $C$ is defined by

$$
k(a+b i)= \begin{cases}k a+k b i & \text { if } k \geq 0 \\ k b+k a i & \text { if } k<0\end{cases}
$$

then the subset $C$ is closed under the above addition and this new scalar multiplication. In this case, we shall consider the subset $C$ as an informal vector space that will be defined below.

Example 2. Let $\mathcal{I}$ be the set of all closed intervals in $\mathbb{R}$. The addition is given by

$$
[a, b] \oplus[c, d]=[a+c, b+d]
$$

and the scalar multiplication is given by

$$
k[a, b]= \begin{cases}{[k a, k b]} & \text { if } k \geq 0 \\ {[k b, k a]} & \text { if } k<0\end{cases}
$$

We see that $\mathcal{I}$ cannot be a (conventional) vector space, since the inverse element cannot exist for any non-degenerated closed interval. On the other hand, the distributive law for scalar addition does not hold true in $\mathcal{I}$; that is, the equality $(\alpha+\beta) x=\alpha x \oplus \beta x$ cannot hold true for any $x \in \mathcal{I}$ and $\alpha, \beta \in \mathbb{R}$. This shows another reason why $\mathcal{I}$ cannot be a (conventional) vector space.

Definition 1. Let $X$ be a universal set over the scalar field $\mathbb{F}$. We define the null set of $X$ as follows

$$
\Omega=\{x \ominus x: x \in X\}
$$

We say that the null set $\Omega$ satisfies the neutral condition if and only if $\omega \in \Omega$ implies $-\omega \in \Omega$.
Example 3. Continued from Example 1, for any $z=a+b i \in C$, we have

$$
z \ominus z=z+(-1) z=(a+b i)+(-b-a i)=(a-b)+(b-a) i \in C
$$

Therefore, the null set $\Omega$ is given by

$$
\Omega=\{-k+k i: k \in \mathbb{R} \text { and } k \geq 0\}=\left\{-k+k i: k \in \mathbb{R}_{+}\right\} .
$$

Now we are in a position to define the concept of informal vector space.
Definition 2. Let $X$ be a universal set over $\mathbb{F}$. We say that $X$ is an informal vector space over $\mathbb{F}$ if and only if the following conditions are satisfied:

- $\quad 1 x=x$ for any $x \in X ;$
- $\quad x=y$ implies $x \oplus z=y \oplus z$ and $\alpha x=\alpha y$ for any $x, y, z \in X$ and $\alpha \in \mathbb{F}$;
- The commutative and associative laws for vector addition hold true in $X$; that is, $x \oplus y=y \oplus x$ and $(x \oplus y) \oplus z=x \oplus(y \oplus z)$ for any $x, y, z \in X$.

Definition 3. Let $X$ be an informal vector space over $\mathbb{F}$ with the null set $\Omega$. Given any $x, y \in X$, we say that $x$ and $y$ are almost identical if and only if any one of the following conditions is satisfied:

- $x=y$;
- There exists $\omega \in \Omega$ such that $x=y \oplus \omega$ or $x \oplus \omega=y$;
- There exists $\omega_{1}, \omega_{2} \in \Omega$ such that $x \oplus \omega_{1}=y \oplus \omega_{2}$.

In this case, we write $x \stackrel{\Omega}{=} y$.

Remark 1. Suppose that the informal vector space $X$ over $\mathbb{F}$ with the null set $\Omega$ contains the zero element $\theta$; that is, $x=x \oplus \theta=\theta \oplus x$ for any $x \in X$. Then, we can simply say that $x \xlongequal[=]{=} y$ if and only if $\omega_{1}, \omega_{2} \in \Omega$ exists, such that $x \oplus \omega_{1}=y \oplus \omega_{2}$ (i.e., only the third condition is satisfied), since the first and second conditions can be rewritten as the third condition by adding the zero element $\theta$. We also remark that if we want to discuss some properties based on $x \xlongequal[=]{\Omega}$, it suffices to consider the third condition $x \oplus \omega_{1}=y \oplus \omega_{2}$, even though $X$ does not contain the zero element $\theta$. The reason is that the same arguments are still applicable for the first and second conditions.

According to the binary relation $\xlongequal{\Omega}$, for any $x \in X$, we define the class

$$
\begin{equation*}
[x]=\{y \in X: x \xlongequal{\Omega} y\} . \tag{1}
\end{equation*}
$$

The family of all classes $[x]$ for $x \in X$ is denoted by $[X]$. For $y \in[x]$, it is not necessarily that the class $[y]$ is equal to the class $[x]$, unless the binary relation $\xlongequal{\Omega}$ is an equivalence relation.

Proposition 1. Let $X$ be an informal vector space over $\mathbb{F}$ with the null set $\Omega$. If $\Omega$ is closed under the vector addition, then the binary relation $\xlongequal{\Omega}$ is an equivalence relation.

Proof. For any $x \in X, x=x$ implies $x \xlongequal{\Omega} x$, which shows the reflexivity. According to the definition of the binary relation $\xlongequal{\Omega}$, the symmetry is obvious. Regarding the transitivity, for $x \xlongequal{\Omega} y$ and $y \xlongequal{\Omega} z$, we want to claim $x \stackrel{\Omega}{=} z$. From Remark 1, it suffices to just consider the cases of

$$
x \oplus \omega_{1}=y \oplus \omega_{2} \text { and } y \oplus \omega_{3}=z \oplus \omega_{4}
$$

for some $\omega_{i} \in \Omega$ for $i=1, \cdots, 4$. By the associative and commutative laws for vector addition, we have

$$
x \oplus \omega_{1} \oplus \omega_{3}=y \oplus \omega_{3} \oplus \omega_{2}=z \oplus \omega_{4} \oplus \omega_{2}
$$

which shows $x \stackrel{\Omega}{=} z$, since $\Omega$ is closed under the vector addition. This completes the proof.
Let $X$ be an informal vector space over $\mathbb{F}$ with the null set $\Omega$ such that $\Omega$ is closed under the vector addition. Proposition 1 says that the classes defined in (1) form the equivalence classes. It is clear to see that $y \in[x]$ implies $[x]=[y]$. In other words, the family of all equivalence classes form a partition of the whole set $X$.

We also need to remark that the space $[X]$ is still not a (conventional) vector space. The reason is that not all of the axioms taken in the vector space will be satisfied in $[X]$, since the original space $X$ does not satisfy all of the axioms in the vector space. For example, we consider the informal vector space $\mathcal{I}$ over $\mathbb{R}$ from Example 2. The quotient set $[\mathcal{I}]$ cannot be a real vector space, since

$$
(\alpha+\beta)[x] \neq \alpha[x]+\beta[x]
$$

for $\alpha \beta<0$. The reason is that $(\alpha+\beta) x \neq \alpha x+\beta x$ for $x \in \mathcal{I}$ and $\alpha \beta<0$.

## 3. Informal Metric Spaces

Now, we are in a position to introduce the concept of the so-called informal metric space.
Definition 4. Let $X$ be an informal vector space over $\mathbb{F}$ with the null set $\Omega$. For the non-negative, real-valued function d defined on $X \times X$, we consider the following conditions:
(i) $d(x, y)=0$ if and only if $x \xlongequal{\Omega} y$ for all $x, y \in X$;
( $\left.i^{\prime}\right) \quad d(x, y)=0$ if and only if $x=y$ for all $x, y \in X$;
(ii) $d(x, y)=d(y, x)$ for all $x, y \in X$;
(iii) $d(x, y) \leq d(x, z)+d(z, y)$ for all $x, y, z \in X$.

Different kinds of metric spaces are defined below.

- The pair $(X, d)$ is called a pseudo-metric space if and only if d satisfies conditions (ii) and (iii).
- The pair $(X, d)$ is called a metric space if and only if d satisfies conditions ( $i^{\prime}$ ), (ii), and (iii).
- The pair $(X, d)$ is called a informal metric space if and only if $d$ satisfies conditions (i), (ii), and (iii).
(iv) We say that $d$ satisfies the null super-inequality if and only if, for any $\omega_{1}, \omega_{2} \in \Omega$ and $x, y, z \in X$, we have

$$
d\left(x \oplus \omega_{1}, y \oplus \omega_{2}\right) \geq d(x, y), \quad d\left(x \oplus \omega_{1}, y\right) \geq d(x, y) \text { and } d\left(x, y \oplus \omega_{2}\right) \geq d(x, y)
$$

(iv') We say that d satisfies the null sub-inequality if and only if, for any $\omega_{1}, \omega_{2} \in \Omega$ and $x, y \in X$, we have

$$
d\left(x \oplus \omega_{1}, y \oplus \omega_{2}\right) \leq d(x, y), \quad d\left(x \oplus \omega_{1}, y\right) \leq d(x, y) \text { and } d\left(x, y \oplus \omega_{2}\right) \leq d(x, y)
$$

(iv") We say that $d$ satisfies the null equality if and only if, for any $\omega_{1}, \omega_{2} \in \Omega$ and $x, y \in X$, we have

$$
d\left(x \oplus \omega_{1}, y \oplus \omega_{2}\right)=d(x, y), \quad d\left(x \oplus \omega_{1}, y\right)=d(x, y) \quad \text { and } \quad d\left(x, y \oplus \omega_{2}\right)=d(x, y)
$$

Example 4. Continued from Example 2, we take $X=\mathcal{I}$ that consists of all bounded and closed intervals, which is not a vector space. For $I_{1}=\left[a_{1}^{L}, a_{1}^{U}\right]$ and $I_{2}=\left[a_{2}^{L}, a_{2}^{U}\right]$ in $\mathcal{I}$, we define a nonnegative real-valued functiond for $\mathcal{I} \times \mathcal{I}$ by

$$
d\left(I_{1}, I_{2}\right)=\left|a_{1}^{L}+a_{1}^{U}-a_{2}^{L}-a_{2}^{U}\right|
$$

Suppose that

$$
d\left(I_{1}, I_{2}\right)=\left|a_{1}^{L}+a_{1}^{U}-a_{2}^{L}-a_{2}^{U}\right|=0
$$

We cannot obtain $I_{1}=I_{2}$. Therefore, condition ( $i^{\prime}$ ) in Definition 4 is not satisfied, which says that $(\mathcal{I}, d)$ cannot be a (standard) metric space. However, using the basic arithmetics, we can obtain $I_{1} \xlongequal{\Omega} I_{2}$. For any $I_{1}, I_{2}, I_{3}$ in $\mathcal{I}$, it is not difficult to show that

$$
d\left(I_{1}, I_{2}\right)=d\left(I_{2}, I_{1}\right) \text { and } d\left(I_{1}, I_{2}\right) \leq d\left(I_{1}, I_{3}\right)+d\left(I_{3}, I_{2}\right)
$$

Therefore $(\mathcal{I}, d)$ is indeed an informal metric space. Moreover, we are going to claim that d also satisfies the null equality. We first note that the null set $\Omega$ in $\mathcal{I}$ is given by

$$
\Omega=\{[-k, k]: k \geq 0\}
$$

For any $k_{1}, k_{2} \in \mathbb{R}_{+}$, i.e., $\omega_{1}=\left[-k_{1}, k_{1}\right], \omega_{2}=\left[-k_{2}, k_{2}\right] \in \Omega$, we have

$$
\begin{aligned}
d\left(I_{1} \oplus \omega_{1}, I_{2} \oplus \omega_{2}\right)= & d\left(\left[a_{1}^{L}, a_{1}^{U}\right] \oplus\left[-k_{1}, k_{1}\right],\left[a_{2}^{L}, a_{2}^{U}\right] \oplus\left[-k_{2}, k_{2}\right]\right) \\
& =d\left(\left[a_{1}^{L}-k_{1}, a_{1}^{U}+k_{1}\right],\left[a_{2}^{L}-k_{2}, a_{2}^{U}+k_{2}\right]\right) \\
& =\left|\left(a_{1}^{L}-k_{1}+a_{1}^{U}+k_{1}\right)-\left(a_{2}^{L}-k_{2}+a_{2}^{U}+k_{2}\right)\right| \\
& =\left|\left(a_{1}^{L}+a_{1}^{U}\right)-\left(a_{2}^{L}+a_{2}^{U}\right)\right| \\
& =d\left(\left[a_{1}^{L}, a_{1}^{U}\right],\left[a_{2}^{L}, a_{2}^{U}\right]\right)=d\left(I_{1}, I_{2}\right)
\end{aligned}
$$

which shows that d indeed satisfies the null equality.

## 4. Cauchy Sequences

In this section, we are going to introduce the concepts of Cauchy sequences and completeness in the informal metric space. We first introduce the concept of limit in the informal metric space.

Definition 5. Let $X$ be an informal vector space over $\mathbb{F}$ with the null set $\Omega$, and let $(X, d)$ be a pseudo-metric space. The sequence $\left\{x_{n}\right\}_{n=1}^{\infty}$ in $X$ is said to be convergent if and only if

$$
\lim _{n \rightarrow \infty} d\left(x_{n}, x\right)=0 \text { for some } x \in X
$$

The element $x$ is called the limit of the sequence $\left\{x_{n}\right\}_{n=1}^{\infty}$.
The sense of uniqueness of limit will be different for the metric space and informal metric space. Let $\left\{x_{n}\right\}_{n=1}^{\infty}$ be a sequence in $(X, d)$. If there exists $x, y \in X$ such that

$$
\lim _{n \rightarrow \infty} d\left(x_{n}, x\right)=0=\lim _{n \rightarrow \infty} d\left(x_{n}, y\right)
$$

then, by the triangle inequality (iii) in Definition 4, we have

$$
\begin{equation*}
0 \leq d(x, y) \leq d\left(x, x_{n}\right)+d\left(x_{n}, y\right) \rightarrow 0+0=0 \text { as } n \rightarrow \infty, \tag{2}
\end{equation*}
$$

which says that $d(x, y)=0$.

- Suppose that $(X, d)$ is a metric space. By condition ( $i^{\prime}$ ) in Definition 4, we see that $x=y$. This shows the uniqueness.
- Suppose that $(X, d)$ is an informal metric space. By condition (i) in Definition 4, we see that $x \xlongequal{\Omega} y$. Recall that if $\Omega$ is closed under the vector addition, then we can consider the equivalence classes. In this case, we also see that $y$ is in the equivalence class $[x]$.

On the other hand, we further assume that $d$ satisfies the null equality. If $\left\{x_{n}\right\}_{n=1}^{\infty}$ is a sequence in $X$ such that $d\left(x_{n}, x\right) \rightarrow 0$ as $n \rightarrow \infty$, then, for any $y \in[x]$, i.e., $x \oplus \omega_{1}=y \oplus \omega_{2}$ for some $\omega_{1}, \omega_{2} \in \Omega$, we also have $d\left(x_{n}, y\right) \rightarrow 0$ as $n \rightarrow \infty$, as shown below:

$$
0 \leq d\left(x_{n}, y\right)=d\left(x_{n}, \omega_{2} \oplus y\right)=d\left(x_{n}, \omega_{1} \oplus x\right)=d\left(x_{n}, x\right) \rightarrow 0 \text { as } n \rightarrow \infty
$$

Therefore, we propose the following definition.
Definition 6. Let $(X, d)$ be an informal pseudo-metric space with the null set $\Omega$. If $\left\{x_{n}\right\}_{n=1}^{\infty}$ is a sequence in $X$ such that

$$
\lim _{n \rightarrow \infty} d\left(x_{n}, x\right)=0
$$

for some $x \in X$, then the class $[x]$ is called the class limit of $\left\{x_{n}\right\}_{n=1}^{\infty}$. We also write

$$
\lim _{n \rightarrow \infty} x_{n}=[x] \text { or } x_{n} \rightarrow[x]
$$

Proposition 2. Let $(X, d)$ be an informal pseudo-metric space with the null set $\Omega$ such that $\Omega$ is closed under the vector addition. Then, the class limit in the informal metric space is unique.

Proof. Let $\left\{x_{n}\right\}_{n=1}^{\infty}$ be a convergent sequence in $X$ with the class limits $[x]$ and $[y]$. According to the definition, we have

$$
\lim _{n \rightarrow \infty} d\left(x_{n}, x\right)=0 \text { and } \lim _{n \rightarrow \infty} d\left(x_{n}, y\right)=0
$$

Using (2), it follows that $d(x, y)=0$, which also implies $y \in[x]$, i.e., $[x]=[y]$. This shows the uniqueness in the sense of class limit.

Definition 7. Let $(X, d)$ be an informal metric space.

- A sequence $\left\{x_{n}\right\}_{n=1}^{\infty}$ in $X$ is called a Cauchy sequence if and only if, given any $\epsilon>0, N \in \mathbb{N}$ exists, such that $d\left(x_{n}, x_{m}\right)<\epsilon$ for all $n>N$ and $m>N$.
- A subset $M$ of $X$ is said to be complete if and only if every Cauchy sequence in $M$ is convergent to some element in $M$.

Proposition 3. Every convergent sequence in an informal metric space is a Cauchy sequence.

Example 5. Continued from Example 4, we see that $(\mathcal{I}, d)$ is an informal metric space such that $d$ satisfies the null equality. We are going to claim that $(\mathcal{I}, d)$ is complete. Given a sequence $\left\{I_{n}\right\}_{n=1}^{\infty}$ in the informal metric space $(\mathcal{I}, d)$ by $I_{n}=\left[a_{n}^{L}, a_{n}^{U}\right]$ for $n=1,2, \cdots$, suppose that $\left\{I_{n}\right\}_{n=1}^{\infty}$ is a Cauchy sequence. Then, given any $\epsilon>0$, for sufficiently large $n$ and $m$, we have

$$
\begin{equation*}
\epsilon>d\left(I_{n}, I_{m}\right)=d\left(\left[a_{n}^{L}, a_{n}^{U}\right],\left[a_{m}^{L}, a_{m}^{U}\right]\right)=\left|\left(a_{n}^{L}+a_{n}^{U}\right)-\left(a_{m}^{L}+a_{m}^{U}\right)\right| . \tag{3}
\end{equation*}
$$

Let $a_{n}=a_{n}^{L}+a_{n}^{U}$. Then, the expression (3) shows that $\left\{a_{n}\right\}_{n=1}^{\infty}$ is a Cauchy sequence in $\mathbb{R}$. The completeness of $\mathbb{R}$ says that $a \in \mathbb{R}$ exists, satisfying $\left|a_{n}-a\right|<\epsilon$ for sufficiently large $n$. Now we define a bounded closed interval $\left[a^{L}, a^{U}\right]$ satisfying $a^{L}+a^{U}=a$. Then

$$
d\left(\left[a_{n}^{L}, a_{n}^{U}\right],\left[a^{L}, a^{U}\right]\right)=\left|\left(a_{n}^{L}+a_{n}^{U}\right)-\left(a^{L}+a^{U}\right)\right|=\left|a_{n}-a\right|<\epsilon
$$

for a sufficiently large $n$, which says that the sequence $\left\{I_{n}\right\}_{n=1}^{\infty}$ converges to $\left[a^{L}, a^{U}\right]$. Therefore, we conclude that the space $(\mathcal{I}, d)$ is complete.

## 5. Near Fixed Point Theorems

Let $X$ be a universal set, and let $T: X \rightarrow X$ be a function from $X$ into itself. We say that $x \in X$ is a fixed point if and only if $T(x)=x$. The well-known Banach contraction principle presents the fixed point of function $T$ when $X$ is taken to be a complete metric space. We shall study the Banach contraction principle when $X$ is taken to be an informal complete metric space.

Definition 8. Let $X$ be an informal vector space over $\mathbb{F}$ with a null set $\Omega$, and let $T: X \rightarrow X$ be a function defined on X into itself. A point $x \in \mathrm{X}$ is called a near fixed point of $T$ if and only if $T(x) \xlongequal{\Omega} x$.

Example 6. Continued from Example 5, we see that the null set $\Omega$ in $(\mathcal{I}, d)$ is given by

$$
\Omega=\{[-k, k]: k \geq 0\},
$$

which is closed under the vector addition. Let $T:(\mathcal{I}, d) \rightarrow(\mathcal{I}, d)$ be a function from $\mathcal{I}$ into itself. Suppose that $\left[a^{L}, a^{U}\right]$ is a near fixed point of $T$, i.e., $T\left(\left[a^{L}, a^{U}\right]\right) \xlongequal[=]{\Omega}\left[a^{L}, a^{U}\right]$. By definition, nonnegative numbers $k_{1}$ and $k_{2}$ exist such that one of the following equalities is satisfied:

- $\quad T\left(\left[a^{L}, a^{U}\right]\right) \oplus\left[-k_{1}, k_{1}\right]=\left[a^{L}, a^{u}\right] ;$
- $\quad T\left(\left[a^{L}, a^{U}\right]\right)=\left[a^{L}, a^{U}\right] \oplus\left[-k_{1}, k_{1}\right] ;$
- $\quad T\left(\left[a^{L}, a^{U}\right]\right) \oplus\left[-k_{1}, k_{1}\right]=\left[a^{L}, a^{U}\right] \oplus\left[-k_{2}, k_{2}\right]$,
where $\left[-k_{1}, k_{1}\right]$ and $\left[-k_{2}, k_{2}\right]$ are in the null set $\Omega$.
Remark 2. We have the following observations.
- By definition, we see that $T(x) \xlongequal{\varrho} x$ if and only if $\omega_{1}, \omega_{2} \in \Omega$ exist, such that $T(x)=x, T(x) \oplus \omega_{1}=x$, or $T(x)=x \oplus \omega_{1}$ or $T(x) \oplus \omega_{1}=x \oplus \omega_{2}$.
- If the informal vector space $X$ owns a zero element $\theta$, then the (conventional) fixed point is also a near fixed point.
- If the informal vector space $X$ turns into a (conventional) vector space over $\mathbb{F}$, then the concepts of near fixed point and (conventional) fixed point are equivalent.

Definition 9. Let $(X, d)$ be an informal metric space. A function $T:(X, d) \rightarrow(X, d)$ is called a contraction of $X$ if and only if there is a real number $0<\alpha<1$ such that

$$
d(T(x), T(y)) \leq \alpha d(x, y)
$$

for any $x, y \in X$.
Example 7. Continued from Example 4, suppose that $T$ is a contraction of $\mathcal{I}$. Then, a real number $0<\alpha<1$ exists, such that

$$
\left.d\left(T\left(\left[a_{1}^{L}, a_{1}^{U}\right]\right), T\left(a_{2}^{L}, a_{2}^{U}\right]\right)\right) \leq \alpha \cdot d\left(\left[a_{1}^{L}, a_{1}^{U}\right],\left[a_{2}^{L}, a_{2}^{U}\right]\right)
$$

for any $\left[a_{1}^{L}, a_{1}^{U}\right],\left[a_{2}^{L}, a_{2}^{U}\right] \in \mathcal{I}$. In particular, we take $\overline{\mathcal{I}}$ to be a collection of all subintervals of $[0,1]$. Now, we take $T: \overline{\mathcal{I}} \rightarrow \overline{\mathcal{I}}$ by

$$
\begin{aligned}
T\left(\left[a^{L}, a^{U}\right]\right) & =\frac{1}{3}\left[a^{L}, a^{U}\right] \otimes\left[a^{L}, a^{U}\right] \\
& =\frac{1}{3}\left[\min \left\{a^{L} a^{L}, a^{L} a^{U}, a^{U} a^{U}\right\}, \max \left\{a^{L} a^{L}, a^{L} a^{U}, a^{U} a^{U}\right\}\right]=\frac{1}{3}\left[a^{L} a^{L}, a^{U} a^{U}\right]
\end{aligned}
$$

where $a^{L}, a^{U} \in[0,1]$. From Example 4, we have

$$
\begin{aligned}
\left.d\left(T\left(\left[a_{1}^{L}, a_{1}^{U}\right]\right), T\left(a_{2}^{L}, a_{2}^{U}\right]\right)\right) & =d\left(\frac{1}{3}\left[a_{1}^{L} a_{1}^{L}, a_{1}^{U} a_{1}^{U}\right], \frac{1}{3}\left[a_{2}^{L} a_{2}^{L}, a_{2}^{U} a_{2}^{U}\right]\right) \\
& =\frac{1}{3}\left|a_{1}^{L} a_{1}^{L}+a_{1}^{U} a_{1}^{U}-a_{2}^{L} a_{2}^{L}-a_{2}^{U} a_{2}^{U}\right| \\
& =\frac{1}{3}\left|\left(a_{1}^{L}+a_{2}^{L}\right)\left(a_{1}^{L}-a_{2}^{L}\right)+\left(a_{1}^{U}+a_{2}^{U}\right)\left(a_{1}^{U}-a_{2}^{U}\right)\right| \\
& \leq \frac{2}{3}\left|\left(a_{1}^{L}-a_{2}^{L}\right)+\left(a_{1}^{U}-a_{2}^{U}\right)\right|\left(\text { since } a_{1}^{L}, a_{1}^{U}, a_{2}^{L}, a_{2}^{U} \in[0,1]\right) \\
& =\frac{2}{3} d\left(\left[a_{1}^{L}, a_{1}^{U}\right],\left[a_{2}^{L}, a_{2}^{U}\right]\right),
\end{aligned}
$$

which says that $T$ is a contraction of $\overline{\mathcal{I}}$.
Given any initial element $x_{0} \in X$, we define the iterative sequence $\left\{x_{n}\right\}_{n=1}^{\infty}$ using the function $T$ as follows:

$$
\begin{equation*}
x_{1}=T\left(x_{0}\right), \quad x_{2}=T\left(x_{1}\right)=T^{2}\left(x_{0}\right), \cdots, x_{n}=T^{n}\left(x_{0}\right) \tag{4}
\end{equation*}
$$

Under some suitable conditions, we are going to show that the sequence $\left\{x_{n}\right\}_{n=1}^{\infty}$ can converge to a near fixed point.

Theorem 1. Let $(X, d)$ be an informal complete metric space with the null set $\Omega$ such that $d$ satisfies the null equality. Suppose that $\Omega$ is closed under the vector addition, and that the function $T:(X, d) \rightarrow(X, d)$ is a contraction of $X$. Then $T$ has a near fixed point $x \in X$ satisfying $T(x) \stackrel{\Omega}{=} x$. More precisely, the near fixed point $x$ can be obtained by the following limit

$$
d\left(x_{n}, x\right) \rightarrow 0 \text { as } n \rightarrow \infty,
$$

where the sequence $\left\{x_{n}\right\}_{n=1}^{\infty}$ is generated by the iteration (4). Moreover, we have the following properties.

- There is a unique equivalence class $[x]$ satisfying that if $\bar{x} \notin[x]$, then $\bar{x}$ cannot be a near fixed point, which shows the sense of uniqueness.
- Suppose that $\bar{x} \in[x]$. Then $\bar{x}$ is also a near fixed point of $T$ satisfying $T(\bar{x}) \xlongequal{\Omega} \bar{x}$ and $[\bar{x}]=[x]$.
- Suppose that $\bar{x}$ is a near fixed point of $T$. Then $\bar{x} \in[x]$; i.e., $[\bar{x}]=[x]$. In other words, if $x$ and $\bar{x}$ are the near fixed points of $T$, then $x \xlongequal{\Omega} \bar{x}$.

Proof. Proposition 1 says that the family of all classes $[x]$ for $x \in X$ forms the equivalence classes. Given any initial element $x_{0} \in X$, we can generate the iterative sequence $\left\{x_{n}\right\}_{n=1}^{\infty}$ using (4). We want to claim that $\left\{x_{n}\right\}_{n=1}^{\infty}$ is a Cauchy sequence. Since $T$ is a contraction of $X$, we have

$$
\begin{aligned}
d\left(x_{m+1}, x_{m}\right) & =d\left(T\left(x_{m}\right), T\left(x_{m-1}\right)\right) \leq \alpha d\left(x_{m}, x_{m-1}\right) \\
& =\alpha d\left(T\left(x_{m-1}\right), T\left(x_{m-2}\right)\right) \leq \alpha^{2} d\left(x_{m-1}, x_{m-2}\right) \\
& \leq \cdots \leq \alpha^{m} d\left(x_{1}, x_{0}\right) .
\end{aligned}
$$

For $n<m$, using the triangle inequality, we obtain

$$
\begin{aligned}
d\left(x_{m}, x_{n}\right) & \leq d\left(x_{m}, x_{m-1}\right)+d\left(x_{m-1}, x_{m-2}\right)+\cdots+d\left(x_{n+1}, x_{n}\right) \\
& \leq\left(\alpha^{m-1}+\alpha^{m-2}+\cdots+\alpha^{n}\right) \cdot d\left(x_{1}, x_{0}\right) \\
& =\alpha^{n} \cdot \frac{1-\alpha^{m-n}}{1-\alpha} \cdot d\left(x_{1}, x_{0}\right) .
\end{aligned}
$$

Since $0<\alpha<1$, we have $1-\alpha^{m-n}<1$ in the numerator, which says that

$$
d\left(x_{m}, x_{n}\right) \leq \frac{\alpha^{n}}{1-\alpha} \cdot d\left(x_{1}, x_{0}\right) \rightarrow 0 \text { as } n \rightarrow \infty
$$

This shows that $\left\{x_{n}\right\}_{n=1}^{\infty}$ is indeed a Cauchy sequence. The completeness says that $x \in X$ exists, satisfying $d\left(x_{n}, x\right) \rightarrow 0$, i.e., $x_{n} \rightarrow[x]$ from Definition 6 and Proposition 2.

Now, we want to claim that any point $\bar{x} \in[x]$ is a near fixed point. We first have $\bar{x} \oplus \omega_{1}=x \oplus \omega_{2}$ for some $\omega_{1}, \omega_{2} \in \Omega$. According to the triangle inequality and using the fact of contraction of $X$, we obtain

$$
\begin{aligned}
d(\bar{x}, T(\bar{x})) & =d\left(\bar{x} \oplus \omega_{1}, T(\bar{x})\right) \text { (since } d \text { satisfies the null equality) } \\
& \leq d\left(\bar{x} \oplus \omega_{1}, x_{m}\right)+d\left(x_{m}, T(\bar{x})\right) \\
& =d\left(\bar{x} \oplus \omega_{1}, x_{m}\right)+d\left(T\left(x_{m-1}\right), T(\bar{x})\right) \\
& \leq d\left(\bar{x} \oplus \omega_{1}, x_{m}\right)+\alpha d\left(x_{m-1}, \bar{x}\right) \\
& =d\left(\bar{x} \oplus \omega_{1}, x_{m}\right)+\alpha d\left(x_{m-1}, \bar{x} \oplus \omega_{1}\right) \text { (since } d \text { satisfies the null equality) } \\
& =d\left(x \oplus \omega_{2}, x_{m}\right)+\alpha d\left(x_{m-1}, x \oplus \omega_{2}\right) \\
& =d\left(x, x_{m}\right)+\alpha d\left(x_{m-1}, x\right) \text { (since } d \text { satisfies the null equality), }
\end{aligned}
$$

which implies $d(\bar{x}, T(\bar{x}))=0$ as $m \rightarrow \infty$. We conclude that $T(\bar{x}) \xlongequal{\Omega} \bar{x}$ for any point $\bar{x} \in[x]$.
Now, we assume that there is another near fixed point $\bar{x}$ of $T$ satisfying $\bar{x} \notin[x]$, i.e., $\bar{x} \xlongequal{\Omega} T(\bar{x})$. Then

$$
\bar{x} \oplus \omega_{1}=T(\bar{x}) \oplus \omega_{2} \text { and } x \oplus \omega_{3}=T(x) \oplus \omega_{4}
$$

for some $\omega_{i} \in \Omega, i=1, \cdots, 4$. Since $T$ is a contraction of $X$ and $d$ satisfies the null equality, we obtain

$$
d(\bar{x}, x)=d\left(\bar{x} \oplus \omega_{1}, x \oplus \omega_{3}\right)=d\left(T(\bar{x}) \oplus \omega_{2}, T(x) \oplus \omega_{4}\right)=d(T(\bar{x}), T(x)) \leq \alpha d(\bar{x}, x),
$$

which implies $d(\bar{x}, x)=0$, since $0<\alpha<1$. Therefore, we obtain $\bar{x} \xlongequal{\Omega} x$, which contradicts $\bar{x} \notin[x]$. This says that any $\bar{x} \notin[x]$ cannot be a near fixed point. Equivalently, if $\bar{x}$ is a near fixed point of $T$, then $\bar{x} \in[x]$. This completes the proof.

Example 8. Continued from Example 5, we see that $(\mathcal{I}, d)$ is a complete informal metric space, such that $d$ satisfies the null equality. Suppose that $T$ is a contraction of $\mathcal{I}$. Then, there exists a real number $0<\alpha<1$ such that

$$
\left.d\left(T\left(\left[a_{1}^{L}, a_{1}^{U}\right]\right), T\left(a_{2}^{L}, a_{2}^{U}\right]\right)\right) \leq \alpha \cdot d\left(\left[a_{1}^{L}, a_{1}^{U}\right],\left[a_{2}^{L}, a_{2}^{U}\right]\right)
$$

for any $\left[a_{1}^{L}, a_{1}^{U}\right],\left[a_{2}^{L}, a_{2}^{U}\right] \in \mathcal{I}$. Given any initial element $I_{0}=\left[a_{0}^{L}, a_{0}^{U}\right] \in \mathcal{I}$, we can generate the iterative sequence $\left\{I_{n}\right\}_{n=1}^{\infty}$ using the function $T$, where $I_{n}=\left[a_{n}^{L}, a_{n}^{U}\right]$, as follows:

$$
I_{1}=T\left(I_{0}\right), \quad I_{2}=T\left(I_{1}\right)=T^{2}\left(I_{0}\right), \cdots, I_{n}=T^{n}\left(I_{0}\right)
$$

that is,

$$
\left[a_{1}^{L}, a_{1}^{U}\right]=T\left(\left[a_{0}^{L}, a_{0}^{U}\right]\right), \quad\left[a_{2}^{L}, a_{2}^{U}\right]=T\left(\left[a_{1}^{L}, a_{1}^{U}\right]\right)=T^{2}\left(\left[a_{0}^{L}, a_{0}^{U}\right]\right), \cdots,\left[a_{n}^{L}, a_{n}^{U}\right]=T^{n}\left(\left[a_{0}^{L}, a_{0}^{U}\right]\right)
$$

Using Theorem 1, the near fixed point $I=\left[a^{L}, a^{U}\right]$ is obtained by the limit

$$
d\left(I_{n}, I\right)=d\left(\left[a_{n}^{L}, a_{n}^{U}\right],\left[a^{L}, a^{U}\right]\right) \rightarrow 0 \text { as } n \rightarrow \infty .
$$

Definition 10. Let $(X, d)$ be an informal metric space with the null set $\Omega$, and let $\Omega$ be closed under the vector addition. A function $T:(X, d) \rightarrow(X, d)$ is called $a$ weakly strict contraction of $X$ if and only if the following conditions are satisfied:

- $\quad x \xlongequal{\Omega} y$, i.e., $[x]=[y]$ implies $d(T(x), T(y))=0$;
- $\quad x \neq y$, i.e., $[x] \neq[y]$ implies $d(T(x), T(y))<d(x, y)$.

We see that if $T$ is a contraction of $X$, then it is also a weakly strict contraction of $X$.
Theorem 2. Let $(X, d)$ be an informal, complete metric space with the null set $\Omega$, and let $\Omega$ be closed under the vector addition. Suppose that the function $T:(X, d) \rightarrow(X, d)$ is a weakly strict contraction of $X$. If $\left\{T^{n}\left(x_{0}\right)\right\}_{n=1}^{\infty}$ forms a Cauchy sequence for some $x_{0} \in X$, then $T$ has a near fixed point $x \in X$ satisfying $T(x) \stackrel{\Omega}{=} x$. More precisely, the near fixed point $x$ can be obtained by the following limit

$$
d\left(T^{n}\left(x_{0}\right), x\right) \rightarrow 0 \text { as } n \rightarrow \infty
$$

Assume further that $d$ satisfies the null equality. Then, we also have the following properties.

- There is a unique equivalence class $[x]$ satisfying that if $\bar{x} \notin[x]$ then $\bar{x}$ cannot be a near fixed point, which shows the sense of uniqueness.
- Suppose that $\bar{x} \in[x]$. Then $\bar{x}$ is also a near fixed point of $T$, satisfying $T(\bar{x}) \xlongequal{\Omega} \bar{x}$ and $[\bar{x}]=[x]$.
- Suppose that $\bar{x}$ is a near fixed point of T. Then $\bar{x} \in[x]$; i.e., $[\bar{x}]=[x]$. In other words, if $x$ and $\bar{x}$ are the near fixed points of $T$, then $x \xlongequal{\Omega} \bar{x}$.

Proof. The assumption says that $\left\{T^{n}\left(x_{0}\right)\right\}_{n=1}^{\infty}$ is a Cauchy sequence. Since $X$ is complete, it follows that $x \in X$ exists, such that $d\left(T^{n}\left(x_{0}\right), x\right) \rightarrow 0$. From Definition 6 and Proposition 2, we see that $T^{n}\left(x_{0}\right) \rightarrow[x]$. Now, given any $\epsilon>0$, there exists an integer $N$, such that $d\left(T^{n}\left(x_{0}\right), x\right)<\epsilon$ for $n \geq N$. Two cases will be considered.

- Suppose that $T^{n}\left(x_{0}\right) \xlongequal{\Omega} x$. Since $T$ is a weakly strict contraction of $X$, it follows that

$$
d\left(T^{n+1}\left(x_{0}\right), T(x)\right)=0<\epsilon
$$

- Suppose that $T^{n}\left(x_{0}\right) \stackrel{\Omega}{\neq x}$. Since $T$ is a weakly strict contraction of $X$, we have

$$
d\left(T^{n+1}\left(x_{0}\right), T(x)\right)<d\left(T^{n}\left(x_{0}\right), x\right)<\epsilon \text { for } n \geq N
$$

Therefore, we conclude that $d\left(T^{n+1}\left(x_{0}\right), T(x)\right) \rightarrow 0$. The triangle inequality says that

$$
d(T(x), x) \leq d\left(T(x), T^{n+1}\left(x_{0}\right)\right)+d\left(T^{n+1}\left(x_{0}\right), x\right) \rightarrow 0 \text { as } n \rightarrow \infty
$$

Therefore, we obtain $d(T(x), x)=0$, i.e., $T(x) \xlongequal{\Omega} x$. This shows that $x$ is a near fixed point.
Now, we assume further that $d$ satisfies the null equality. We want to show that each point $\bar{x} \in[x]$ is a near fixed point of $T$. Since $\bar{x} \stackrel{\Omega}{=} x$, we have $\bar{x} \oplus \omega_{1}=x \oplus \omega_{2}$ for some $\omega_{1}, \omega_{2} \in \Omega$. The null equality says that

$$
d\left(T^{n}\left(x_{0}\right), \bar{x}\right)=d\left(T^{n}\left(x_{0}\right), \bar{x} \oplus \omega_{1}\right)=d\left(T^{n}\left(x_{0}\right), x \oplus \omega_{2}\right)=d\left(T^{n}\left(x_{0}\right), x\right) \rightarrow 0 \text { as } n \rightarrow \infty
$$

Therefore, we can also obtain $d\left(T^{n+1}\left(x_{0}\right), T(\bar{x})\right) \rightarrow 0$ as $n \rightarrow \infty$ by using the above argument. On the other hand, the triangle inequality also says that

$$
d(\bar{x}, T(\bar{x})) \leq d\left(\bar{x}, T^{n+1}\left(x_{0}\right)\right)+d\left(T^{n+1}\left(x_{0}\right), T(\bar{x})\right) \rightarrow 0 \text { as } n \rightarrow \infty,
$$

which implies $d(\bar{x}, T(\bar{x}))=0$. Therefore, we obtain $T(\bar{x}) \xlongequal{\Omega} \bar{x}$ for any point $\bar{x} \in[x]$.
Suppose that $\bar{x} \notin[x]$ and $\bar{x}$ is another near fixed point of $T$. Then, we have $T(\bar{x}) \xlongequal{\Omega} \bar{x}$ and $[\bar{x}] \neq[x]$, i.e., $x \neq \bar{x}$. We also have $T(x) \oplus \omega_{1}=x \oplus \omega_{2}$ and $T(\bar{x}) \oplus \omega_{3}=\bar{x} \oplus \omega_{4}$, where $\omega_{i} \in \Omega$ for $i=1,2,3,4$. Now, we obtain

$$
\begin{aligned}
d(x, \bar{x}) & =d\left(x \oplus \omega_{2}, \bar{x} \oplus \omega_{4}\right) \text { (using the concept of null equality) } \\
& =d\left(T(x) \oplus \omega_{1}, T(\bar{x}) \oplus \omega_{3}\right)=d(T(x), T(\bar{x})) \text { (using the concept of null equality) } \\
& <d(x, \bar{x}) \text { (since } T \text { is a weakly strict contraction and } x \neq \bar{x}) .
\end{aligned}
$$

Therefore we led to a contradiction, which says that $\bar{x}$ cannot be a near fixed point of $T$. In other words, if $\bar{x}$ is a near fixed point of $T$, then $\bar{x} \in[x]$. This completes the proof.

Meir and Keeler [11] studied the fixed point theorem for the weakly-uniformly strict contraction. Therefore, under the informal metric space $(X, d)$, we propose the following definition by considering the fact $d(x, y)=0$ for $x \xlongequal[=]{=} y$.

Definition 11. Let $(X, d)$ be an informal metric space with the null set $\Omega$, and let $\Omega$ be closed under the vector addition. A function $T:(X, d) \rightarrow(X, d)$ is called a weakly uniformly strict contraction of $X$ if and only if the following conditions are satisfied:

- $\quad x \xlongequal{\Omega} y$, i.e., $[x]=[y]$ implies $d(T(x), T(y))=0$;
- given any $\epsilon>0, \delta>0$ exists, such that $\epsilon \leq d(x, y)<\epsilon+\delta$ implies $d(T(x), T(y))<\epsilon$ for any $x \neq y$, i.e., $[x] \neq[y]$.

Remark 3. It is clear to see that if $T$ is a weakly uniformly strict contraction of $X$, then it is also a weakly strict contraction of $X$.

Lemma 1. Let $(X, d)$ be an informal metric space with the null set $\Omega$, and let $\Omega$ be closed under the vector addition. Let $T:(X, d) \rightarrow(X, d)$ be a weakly uniformly strict contraction of $X$. Then the sequence $\left\{d\left(T^{n}(x), T^{n+1}(x)\right)\right\}_{n=1}^{\infty}$ is decreasing to zero for any $x \in X$.

Proof. For convenience, we write $T^{n}(x)=x_{n}$ for all $n$. Let $c_{n}=d\left(x_{n}, x_{n+1}\right)$.

- Suppose that $\left[x_{n-1}\right] \neq\left[x_{n}\right]$. By Remark 3, we have

$$
c_{n}=d\left(x_{n}, x_{n+1}\right)=d\left(T^{n}(x), T^{n+1}(x)\right)<d\left(T^{n-1}(x), T^{n}(x)\right)=d\left(x_{n-1}, x_{n}\right)=c_{n-1} .
$$

- Suppose that $\left[x_{n-1}\right]=\left[x_{n}\right]$. Then, by the first condition of Definition 11,

$$
c_{n}=d\left(T^{n}(x), T^{n+1}(x)\right)=d\left(T\left(x_{n-1}\right), T\left(x_{n}\right)\right)=0<c_{n-1} .
$$

Therefore, we conclude that the sequence $\left\{c_{n}\right\}_{n=1}^{\infty}$ is decreasing. Now, we also consider the following two cases.

- Let $m$ be the first index in the sequence $\left\{x_{n}\right\}_{n=1}^{\infty}$ such that $\left[x_{m-1}\right]=\left[x_{m}\right]$. Then, we can show that $c_{m-1}=c_{m}=c_{m+1}=\cdots=0$. Since $x_{m-1} \xlongequal{\Omega} x_{m}$, we have $c_{m-1}=d\left(x_{m-1}, x_{m}\right)=0$. The first condition of Definition 11 says that

$$
0=d\left(T\left(x_{m-1}\right), T\left(x_{m}\right)\right)=d\left(T^{m}(x), T^{m+1}(x)\right)=d\left(x_{m}, x_{m+1}\right)=c_{m}
$$

which implies $x_{m} \xlongequal{\Omega} x_{m+1}$; i.e., $\left[x_{m}\right]=\left[x_{m+1}\right]$. We can similarly obtain $c_{m+1}=0$ and $\left[x_{m+1}\right]=$ $\left[x_{m+2}\right]$. Therefore, the sequence $\left\{c_{n}\right\}_{n=1}^{\infty}$ is decreasing to zero.

- Suppose that $\left[x_{m+1}\right] \neq\left[x_{m}\right]$ for all $m \geq 1$. Since the sequence $\left\{c_{n}\right\}_{n=1}^{\infty}$ is decreasing, we can assume that $c_{n} \downarrow \epsilon>0$, i.e., $c_{n} \geq \epsilon>0$ for all $n$, which says that $\delta>0$ exists, such that $\epsilon \leq c_{m}<\epsilon+\delta$ for some $m$, i.e., $\epsilon \leq d\left(x_{m}, x_{m+1}\right)<\epsilon+\delta$. The second condition of Definition 11 says that

$$
c_{m+1}=d\left(x_{m+1}, x_{m+2}\right)=d\left(T^{m+1}(x), T^{m+2}(x)\right)=d\left(T\left(x_{m}\right), T\left(x_{m+1}\right)\right)<\epsilon
$$

which contradicts $c_{m+1} \geq \epsilon$.
This completes the proof.
Theorem 3. Let $(X, d)$ be an informal complete metric space with the null set $\Omega$, and let $\Omega$ be closed under the vector addition. Let $T:(X, d) \rightarrow(X, d)$ be a weakly uniformly strict contraction of $X$. Then $T$ has a near fixed point satisfying $T(x) \xlongequal{\Omega} x$. More precisely, the near fixed point $x$ is obtained by the following limit

$$
d\left(T^{n}\left(x_{0}\right), x\right) \rightarrow 0 \text { as } n \rightarrow \infty \text { for some } x_{0}
$$

Assume further that $d$ satisfies the null equality. Then we also have the following properties.

- There is a unique equivalence class $[x]$ satisfying that if $\bar{x} \notin[x]$, then $\bar{x}$ cannot be a near fixed point, which shows the sense of uniqueness.
- Suppose that $\bar{x} \in[x]$. Then $\bar{x}$ is also a near fixed point of $T$ satisfying $T(\bar{x}) \xlongequal{\Omega} \bar{x}$ and $[\bar{x}]=[x]$.
- Suppose that $\bar{x}$ is a near fixed point of $T$. Then $\bar{x} \in[x]$; i.e., $[\bar{x}]=[x]$. In other words, if $x$ and $\bar{x}$ are the near fixed points of $T$, then $x \stackrel{\Omega}{=} \bar{x}$.

Proof. From Theorem 2 and Remark 3, we just need to show that if $T$ is a weakly uniformly strict contraction, then $\left\{T^{n}\left(x_{0}\right)\right\}_{n=1}^{\infty}=\left\{x_{n}\right\}_{n=1}^{\infty}$ is a Cauchy sequence for $x_{0} \in X$. Suppose that $\left\{x_{n}\right\}_{n=1}^{\infty}$ is not a Cauchy sequence. By definition, $2 \epsilon>0$ exists, such that, given any $N, m, n \geq N$ exists, satisfying $d\left(x_{m}, x_{n}\right)>2 \epsilon$. The assumption says that $T$ is a weakly uniformly strict contraction on $X$. Therefore, $\delta>0$ exists, such that

$$
\epsilon \leq d(x, y)<\epsilon+\delta \text { implies } d(T(x), T(y))<\epsilon \text { for any } x \not \equiv y
$$

Let $\delta^{\prime}=\min \{\delta, \epsilon\}$. We want to show that

$$
\begin{equation*}
\epsilon \leq d(x, y)<\epsilon+\delta^{\prime} \text { implies } d(T(x), T(y))<\epsilon \text { for any } x \ngtr y \tag{5}
\end{equation*}
$$

It is clear to see that if $\delta^{\prime}=\epsilon$, i.e., $\epsilon<\delta$, then $\epsilon+\delta^{\prime}=\epsilon+\epsilon<\epsilon+\delta$.

Let $c_{n}=d\left(x_{n}, x_{n+1}\right)$. Lemma 1 says that the sequence $\left\{c_{n}\right\}_{n=1}^{\infty}$ is decreasing to zero. Therefore, we can find $N$ such that $c_{N}<\delta^{\prime} / 3$. For $n>m \geq N$, we have

$$
\begin{equation*}
d\left(x_{m}, x_{n}\right)>2 \epsilon \geq \epsilon+\delta^{\prime} \tag{6}
\end{equation*}
$$

which implicitly says that $x_{m} \neq x_{n}$. Since $\left\{c_{n}\right\}_{n=1}^{\infty}$ is decreasing, we obtain

$$
\begin{equation*}
d\left(x_{m}, x_{m+1}\right)=c_{m} \leq c_{N}<\frac{\delta^{\prime}}{3} \leq \frac{\epsilon}{3}<\epsilon \tag{7}
\end{equation*}
$$

For $j$ with $m<j \leq n$, we also have

$$
\begin{equation*}
d\left(x_{m}, x_{j+1}\right) \leq d\left(x_{m}, x_{j}\right)+d\left(x_{j}, x_{j+1}\right) \tag{8}
\end{equation*}
$$

We want to show that $j$ with $m<j \leq n$ exists, such that $x_{m} \neq x_{j}$ and

$$
\begin{equation*}
\epsilon+\frac{2 \delta^{\prime}}{3}<d\left(x_{m}, x_{j}\right)<\epsilon+\delta^{\prime} \tag{9}
\end{equation*}
$$

Let $\gamma_{j}=d\left(x_{m}, x_{j}\right)$ for $j=m+1, \cdots, n$. Then (6) and (7) say that

$$
\begin{equation*}
\gamma_{m+1}<\epsilon \text { and } \gamma_{n}>\epsilon+\delta^{\prime} \tag{10}
\end{equation*}
$$

Let $j_{0}$ be an index satisfying

$$
j_{0}=\max \left\{j \in[m+1, n]: \gamma_{j} \leq \epsilon+\frac{2 \delta^{\prime}}{3}\right\}
$$

Using (10), we have $m+1 \leq j_{0}<n$. This says that $j_{0}$ is well-defined. The definition of $j_{0}$ also says that $j_{0}+1 \leq n$ and $\gamma_{j_{0}+1}>\epsilon+\frac{2 \delta^{\prime}}{3}$. Therefore, we obtain $x_{m} \nRightarrow x_{j_{0}+1}$, which says that the expression (9) will be sound if we can show that

$$
\epsilon+\frac{2 \delta^{\prime}}{3}<\gamma_{j_{0}+1}<\epsilon+\delta^{\prime}
$$

Suppose that this is not true; i.e., $\gamma_{j_{0}+1} \geq \epsilon+\delta^{\prime}$. Using (8), we obtain

$$
\frac{\delta^{\prime}}{3}>c_{N} \geq c_{j_{0}}=d\left(x_{j_{0}}, x_{j_{0}+1}\right) \geq \gamma_{j_{0}+1}-\gamma_{j_{0}} \geq \epsilon+\delta^{\prime}-\epsilon-\frac{2 \delta^{\prime}}{3}=\frac{\delta^{\prime}}{3}
$$

which contradicts the fact that (9) is sound. Since $x_{m} \neq x_{j}$, forms (5), we see that (9) implies

$$
\begin{equation*}
d\left(x_{m+1}, x_{j+1}\right)=d\left(T\left(x_{m}\right), T\left(x_{j}\right)\right)<\epsilon \tag{11}
\end{equation*}
$$

Therefore, we obtain

$$
\begin{aligned}
d\left(x_{m}, x_{j}\right) & \leq d\left(x_{m}, x_{m+1}\right)+d\left(x_{m+1}, x_{j+1}\right)+d\left(x_{j+1}, x_{j}\right) \\
& <c_{m}+\epsilon+c_{j}(\text { by }(11)) \\
& <\frac{\delta^{\prime}}{3}+\epsilon+\frac{\delta^{\prime}}{3}=\epsilon+\frac{2 \delta^{\prime}}{3}
\end{aligned}
$$

which contradicts (9). Therefore, every sequence $\left\{T^{n}(x)\right\}_{n=1}^{\infty}=\left\{x_{n}\right\}_{n=1}^{\infty}$ is a Cauchy sequence. This completes the proof.
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#### Abstract

We propose a refinement in the interpolative approach in fixed-point theory. In particular, using this method, we prove the existence of fixed points and common fixed points for Kannan-type contractions and provide examples to support our results.


Keywords: interpolative contraction; contraction; fixed point

## 1. Preliminaries

Kannan fixed-point theorem is the first significant variant of the outstanding result of Banach on the metric fixed-point theory [1,2]. Kannan's theorem has been generalized in different ways. In the present note, we zoom in on one of the recent generalizations that was proposed by Karapınar [3] as interpolative Kannan-type contraction. It was indicated in [3] that each interpolative Kannan-type contraction in a complete metric space admits a fixed point (see also e.g., [4-7]). More precisely, we have:

Theorem 1 ([3], Theorem 2.2). Let $(X, d)$ be a complete metric space and $T: X \rightarrow X$ an interpolative Kannan-type contraction, i.e., $T$ is a self-map such that there exist $\lambda \in[0,1), \alpha \in(0,1)$ with

$$
\begin{equation*}
d(T x, T y) \leq \lambda d(x, T x)^{\alpha} d(y, T y)^{1-\alpha} \tag{1}
\end{equation*}
$$

for all $x, y \in X \backslash \operatorname{Fix}(T)$, where $\operatorname{Fix}(T):=\{x \in X: T x=x\}$.
Then $T$ has a fixed point in $X$.
Our contribution in the present manuscript aims at sharpening the inequality (1) by increasing the degree of freedom of the powers appearing in the right-hand side in the framework of standard metric spaces. We also indicate the novelty of our results by expressing some examples.

## 2. Main Results

We start with the following definition.
Definition 1. Let $(X, d)$ a metric space and $T: X \rightarrow X$ a self-map. We shall call $T a(\lambda, \alpha, \beta)$-interpolative Kannan contraction, if there exist $\lambda \in[0,1), \alpha, \beta \in(0,1)$ with $\alpha+\beta<1$ such that

$$
\begin{equation*}
d(T x, T y) \leq \lambda d(x, T x)^{\alpha} d(y, T y)^{\beta} \tag{2}
\end{equation*}
$$

for all $x, y \in X$ with $x \neq T x, y \neq T y$.

We are now ready to state the main result of this paper.
Theorem 2. Let $(X, d)$ a complete metric space and $T: X \rightarrow X$ be a $(\lambda, \alpha, \beta)$-interpolative Kannan contraction with $\lambda \in[0,1), \alpha, \beta \in(0,1)$ so that $\alpha+\beta<1$. Then $T$ has a fixed point in $X$.

Proof. Following the steps of the proof of ([3], Theorem 2.2), we construct the sequence $\left(x_{n}\right)_{n \geq 1}$ by iterating $x_{n}=T^{n} x_{0}$ where $x_{0} \in X$ is an arbitrary starting point. Then, we observe that

$$
d\left(x_{n}, x_{n+1}\right)=d\left(T x_{n-1}, T x_{n}\right) \leq \lambda d\left(x_{n-1}, x_{n}\right)^{\alpha} d\left(x_{n}, x_{n+1}\right)^{\beta}
$$

i.e.,

$$
d\left(x_{n}, x_{n+1}\right)^{1-\beta} \leq \lambda d\left(x_{n-1}, x_{n}\right)^{\alpha} \leq \lambda d\left(x_{n-1}, x_{n}\right)^{1-\beta}
$$

since $\alpha<1-\beta$.
As already elaborated in the proof of ([3], Theorem 2.2), the classical procedure leads to the existence of a unique fixed point $x^{*} \in X$.

We conclude this section by presenting an example explaining why our approach is more general.
Example 1 (Compare ([3], Example 2.3)). Take $X=\{x, y, z, w\}$ and endow it with the following metric:

|  | $x$ | $y$ | $z$ | $w$ |
| :---: | :---: | :---: | :---: | :---: |
| $x$ | 0 | $5 / 2$ | 4 | $5 / 2$ |
| $y$ | $5 / 2$ | 0 | $3 / 2$ | 1 |
| $z$ | 4 | $3 / 2$ | 0 | $3 / 2$ |
| $w$ | $5 / 2$ | 1 | $3 / 2$ | 0 |

We also define the self-map $T$ on $X$ as

$$
T x=x ; T y=w ; T z=x ; T w=y
$$

We observe that the inequality:

$$
d(T x, T y) \leq \lambda d(x, T x)^{\alpha} d(y, T y)^{\beta}
$$

is satisfied for:

$$
\begin{aligned}
& \alpha=\frac{1}{8}, \beta=\frac{3}{4}, \lambda=\frac{8}{9} \leq \frac{9}{10} ; \\
& \alpha=\frac{1}{9}, \beta=\frac{3}{4}, \lambda=\frac{8}{9} \leq \frac{9}{10} ; \\
& \alpha=\frac{1}{8}, \beta=\frac{4}{5}, \lambda=\frac{8}{9} \leq \frac{9}{10} .
\end{aligned}
$$

In all these cases, $\alpha+\beta<1$ i.e., $\beta<1-\alpha$ and the map obviously has a unique fixed point.
In other words, the inequality

$$
d(T x, T y) \leq \lambda d(x, T x)^{\alpha} d(y, T y)^{1-\alpha}
$$

could just be replaced by the existence of two reals $\alpha, \beta$ such that $\alpha+\beta<1$,

$$
d(T x, T y) \leq \lambda d(x, T x)^{\alpha} d(y, T y)^{\beta} .
$$

Inspired by the above question, we introduce the idea of "optimal interpolative triplet $(\alpha, \beta, \lambda)$ " for a ( $\lambda, \alpha, \beta$ )-interpolative Kannan contraction.

Definition 2. Let $(X, d)$ be a metric space and $T: X \rightarrow X$ be a self-map. We shall call $T$ a relaxed ( $\lambda, \alpha, \beta$ )-interpolative Kannan contraction, if there exist $0 \leq \lambda, \alpha, \beta$ such that

$$
\begin{equation*}
d(T x, T y) \leq \lambda d(x, T x)^{\alpha} d(y, T y)^{\beta} . \tag{3}
\end{equation*}
$$

Definition 3. Let $(X, d)$ be a metric space and $T: X \rightarrow X$ be a relaxed $(\lambda, \alpha, \beta)$-interpolative Kannan contraction. The triplet $(\lambda, \alpha, \beta)$ will be called "optimal interpolative triplet" if for any $\varepsilon>0$, the inequality (3) fails for at least one of the triplet

$$
(\lambda-\varepsilon, \alpha, \beta),(\lambda, \alpha-\varepsilon, \beta),(\lambda, \alpha, \beta-\varepsilon)
$$

Therefore, we formulate the following conjecture for which we currently do not have any proof.
Theorem 3. Let $(X, d)$ be a complete metric space. Let $T: X \rightarrow X$ be a map such that for any $n \geq 0, T^{n}$ admits an optimal interpolative triplet $\left(\lambda_{n}, \alpha_{n}, \beta_{n}\right)$. If $\sum \lambda_{n}<\infty$ and $\sum \alpha_{n}+\beta_{n}<\infty$, then $T$ has a unique fixed point. Moreover, this fixed point can be obtained via the Picard iteration.

Theorem 2 can easily be generalized to the case of two maps. More precisely:
Definition 4. Let $(X, d)$ be a metric space and $R, T: X \rightarrow X$ be two self-maps. We shall call $(R, T)$ a ( $\lambda, \alpha, \beta$ )-interpolative Kannan contraction pair, if there exist $\lambda \in[0,1), \alpha, \beta \in(0,1)$ with $\alpha+\beta<1$ such that

$$
\begin{equation*}
d(R x, T y) \leq \lambda d(x, R x)^{\alpha} d(y, T y)^{\beta} \tag{4}
\end{equation*}
$$

for all $x, y \in X$ with $x \neq R x, y \neq T y$.
Our result then goes as follows:
Theorem 4. Let $(X, d)$ be a complete metric space and $(R, T)$ be a $(\lambda, \alpha, \beta)$-interpolative Kannan contraction pair. Then $R$ and $T$ have a common fixed point in $X$, i.e., there exists $x^{*} \in X$ such that $R x^{*}=x^{*}=T x^{*}$.

Proof. We construct the sequence $\left(x_{n}\right)_{n \geq 1}$ by iterating

$$
x_{2 n+1}=R x_{2 n}, x_{2 n+2}=T x_{2 n+1}
$$

where $x_{0} \in X$ is an arbitrary starting point.

$$
d\left(x_{2 n+1}, x_{2 n+2}\right) \leq \lambda d\left(x_{2 n}, x_{2 n+1}\right)^{\alpha} d\left(x_{2 n+1}, x_{2 n+2}\right)^{\beta} \leq \lambda d\left(x_{2 n}, x_{2 n+1}\right)^{\alpha} d\left(x_{2 n+1}, x_{2 n+2}\right)^{1-\alpha}
$$

The proof then follows the same steps as ([8], Theorem 2.1). As already elaborated in the proof of ([8], Theorem 2.1), the classical procedure leads to the existence of a unique fixed point $x^{*} \in X$.

Example 2. We use the metric defined in Example 1. We also define on $X$ the self-maps $T$ as

$$
T x=x ; T y=y ; T z=w ; T w=w
$$

and $R$ as

$$
R x=x ; R y=w ; R z=z ; R w=w
$$

We observe that the inequality:

$$
d(R x, T y) \leq \lambda d(x, R x)^{\alpha} d(y, T y)^{\beta}
$$

is satisfied for:

$$
\begin{aligned}
& \alpha=\frac{1}{8}, \beta=\frac{3}{4}, \lambda=\frac{8}{9} \\
& \alpha=\frac{1}{9}, \beta=\frac{5}{6}, \lambda=\frac{9}{10} \\
& \alpha=\frac{10}{11}, \beta=\frac{1}{2}, \lambda=\frac{5}{7}
\end{aligned}
$$

$R$ and $T$ have two common fixed points $x$ and $w$.
The above conjecture (Theorem 3) motives us in the investigation of interpolative Kannan contraction for a family of maps. Indeed Noorwali [8] used interpolation to obtain a common fixed-point result for a Kannan-type contraction mapping. We aim at generalizing ([8], Theorem 2.1) and Theorem 4 with the use of a $(\lambda, \alpha, \beta)$-interpolative Kannan contraction for a family of maps. More precisely:

Problem 1. Let $(X, d)$ be a complete metric space. Let $T_{n}: X \rightarrow X, n \geq 1$ be a family of self-maps such for any $x, y \in X$

$$
d\left(T_{i} x, T_{j} y\right) \leq \lambda_{i, j} d\left(x, T_{i} x\right)^{\alpha_{i}} d\left(y, T_{j} y\right)^{\beta_{j}} .
$$

What are the conditions on $\lambda_{i, j}, \alpha_{i} \beta_{j}$ for $T_{n}$ to have a (unique)common fixed point.
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#### Abstract

In this paper, we establish some results on coincidence point and common fixed point theorems for a hybrid pair of single valued and multivalued mappings in complete $C^{*}$-algebra valued fuzzy soft metric spaces. In addition, we provided some coupled fixed point theorems. Finally, we have given examples which support our main results.
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## 1. Introduction and Preliminaries

We know that the fixed points that can be discussed are divided into two types. The first type deals with contraction and is referred to as Banach fixed point theorems, the second type deals with compact mappings and more involved. Metric fixed point theorems plays very important role, many authors proved fixed point theorems in various spaces (see e.g., [1-36]).

The study of fixed points for multivalued mappings using the Hausdorff metric was initiated by Nadler ([14]. The theory of multivalued mappings has a wide range of applications, it has been applied in control theory, convex optimization, differential inclusions, economics, etc. The existence of fixed points for various multivalued contractive mappings has been studied by many authors under different conditions (see [15-30]).

In the year 2014, Ma et al. [7] introduced the concept of $C^{*}$-algebra valued metric space and established some fixed point results. Later, Alsulami et al. [32] suggested some remarks on $C^{*}$-algebras and proved Banach type contraction result, this line of research was continued in (see [8,10-12,31,34,35]).

Fuzzy set theory was introduced by Zadeh [36] and the theory of soft sets initiated by Molodstov [37] which helps to solve problems in all areas. Maji et al. [38,39] introduced several operations in soft sets and as also coined fuzzy soft sets. In [1] Thangaraj Beaula et al. defined fuzzy soft metric space in terms of fuzzy soft points and proved some results. On the other hand several authors proved smany results in fuzzy soft sets and fuzzy soft metric spaces (see [1,2,5,6,40-44]).

Recently, R.P.Agarwal et al. [25] introduced the concept of $C^{*}$-algebra valued fuzzy soft metric space based on $C^{*}$-algebras and fuzzy soft elements and described the convergence and completeness properties in this space also they provided some fixed point theorems (see [25,26]).

The main aim of this paper is to introduce the concept of multi-valued mappings in $C^{*}$-algebra valued fuzzy soft metric spaces and proved some coincidence and common fixed point theorems for a two-pair of multi-valued and single-valued maps satisfying new type of contractive conditions. Also we provided some coupled fixed point theorems and finally we are initiate some examples which supports our main results.

Throughout this paper, we use the following notations as in $C^{*}$-algebras:
$U$ refers to an initial universe, $E$ the set of all parameters for $U$ and $P(\tilde{U})$ the set of all fuzzy set of $U$. $(U, E)$ means the universal set $U$ and parameter set $E, \tilde{C}$ refer to $C^{*}$-algebras. Details on $C^{*}$-algebras are available in [27]. An algebra ' $\tilde{C}$ 'together with a conjugate linear involution map $*: \tilde{C} \rightarrow \tilde{C}$, defined by $\tilde{a} \rightarrow \tilde{a}^{*}$ such that for all $\tilde{a}, \tilde{b} \in \tilde{C}$, we have $(\tilde{a} \tilde{b})^{*}=\tilde{b}^{*} \tilde{a}^{*}$ and $\left(\tilde{a}^{*}\right)^{*}=\tilde{a}$, is called a $\star$-algebra. Moreover, if $\tilde{C}$ an identity element $\tilde{I}_{\tilde{C}}$, then the pair $(\tilde{C}, \star)$ is called a unital $\star$-algebra. A unital $\star$-algebra $(\tilde{C}, \star)$ together with a complete sub multiplicative norm satisfying $\tilde{a}=\tilde{a}^{*}$ for all $\tilde{a} \in \tilde{C}$ is called a Banach $\star$-algebra. A $C^{*}$-algebra is a Banach $*$-algebra $(\tilde{C}, \star)$ such that $\tilde{a}^{*} \tilde{a}=\tilde{a}^{2}$ for all $\tilde{a} \in \tilde{C}$, An element $\tilde{a} \in \tilde{C}$ is called a positive element if $\tilde{a}=\tilde{a}^{*}$ and $\sigma(\tilde{a}) \subset R(C)^{*}$ is set of non-negative fuzzy soft real numbers, where $\sigma(\tilde{a})=\left\{\lambda \in R(C)^{*}: \lambda \tilde{I}-\tilde{a}\right.$, is non-invertible $\}$. If $\tilde{a} \in \tilde{C}$ is positive, we write it as $\tilde{a} \geq \tilde{0}_{\tilde{C}}$. Using positive elements, one can define partial ordering on $\tilde{C}$ as follows; $\tilde{a} \leq \tilde{b}$ if and only if $\tilde{0}_{\tilde{C}} \leq \tilde{b}-\tilde{a}$. Each positive element ' $\tilde{a}^{\prime}$ of a $C^{*}$-algebra $\tilde{C}$ has a unique positive square root. Subsequently, $\tilde{C}$ will denote a unital $C^{*}$-algebra with the identity element $\tilde{I}_{\tilde{C}}$. Furthermore, $\tilde{C}_{+}$and $\tilde{C}^{\prime}$ will denote the set $\left\{\tilde{a} \in \tilde{C}: \tilde{0}_{\tilde{C}} \leq \tilde{a}\right\}$ and $\operatorname{set}\{\tilde{a} \in \tilde{C}: \tilde{a} \tilde{b}=\tilde{b} \tilde{a}\}$, respectively.

Definition 1 ([37]). A Fuzzy set $A$ in $U$ is characterized by a function with domain as $U$ and values in $[0,1]$. The collection of all fuzzy set $U$ is $P(\tilde{U})$.

Definition 2 ([38]). A pair $(F, E)$ is called a soft set over $U$ if and only if $F: E \rightarrow P(U)$ is mapping from $E$ into $P(U)$ the set of all sub set of $U$.

Definition 3 ([43]). Let $C \subseteq E$ then the mapping $F_{E}: C \rightarrow P(\tilde{U})$, defined by $F_{E}(e)=\mu^{e} F_{E}$ (a fuzzy sub set of $U)$, is called fuzzy soft set over $(U, E)$ where, $\mu^{e} F_{E}=\tilde{0}$ if $e \in E-C$ and $\mu^{e} F_{E} \neq \tilde{0}$ if $e \in C$. The set of all fuzzy soft set over $(U, E)$ is denoted by $F S(U, E)$.

Definition 4 ([43]). Let $F_{E} \in F S(U, E)$ and $F_{E}(e)=\tilde{1}$ for all $e \in E$. Then $F_{E}$ is called absolute fuzzy soft set. It is denoted by $\tilde{E}$.

Now we recall some basic definitions and properties of $C^{*}$-algebra-valued Fuzzy soft metric spaces.

Definition 5 ([25]). Let $C \subseteq E$ and $\tilde{E}$ be the absolute fuzzy soft set that is $F_{E}(e)=\tilde{1}$ for all $e \in E$. Let $\tilde{C}$ denote the $C^{*}$-algebra. The $C^{*}$-algebra valued fuzzy soft metric using fuzzy soft points is defined as a mapping $\tilde{d_{c^{*}}}: \tilde{E} \times \tilde{E} \rightarrow \tilde{C}$ satisfying the following conditions.
$\left(M_{0}\right) \tilde{0}_{\tilde{\mathcal{C}}} \leq \tilde{d}\left(F_{e_{1}}, F_{e_{2}}\right)$ for all $F_{e_{1}}, F_{e_{2}} \in \tilde{E}$.
$\left(M_{1}\right) \tilde{d_{c^{*}}}\left(F_{e_{1}}, F_{e_{2}}\right)=\tilde{0}_{\tilde{C}} \Leftrightarrow F_{e_{1}}=F_{e_{2}}$
$\left(M_{2}\right) \tilde{d_{\mathcal{C}^{*}}}\left(F_{e_{1}}, F_{e_{2}}\right)=\tilde{d_{c^{*}}}\left(F_{e_{2}}, F_{e_{1}}\right)$
$\left(M_{3}\right) \tilde{d_{c^{*}}}\left(F_{e_{1}}, F_{e_{3}}\right) \leq \tilde{d_{c^{*}}}\left(F_{e_{1}}, F_{e_{2}}\right)+\tilde{d_{c^{*}}}\left(F_{e_{2}}, F_{e_{3}}\right) \forall F_{e_{1}}, F_{e_{2}}, F_{e_{3}} \in \tilde{E}$.
The fuzzy soft set $\tilde{E}$ with the $C^{*}$-algebra valued fuzzy soft metric $\tilde{d_{c^{*}}}$ is called the $C^{*}$-algebra valued fuzzy soft metric space. It is denoted by $\left(\tilde{E}, \tilde{C}, \tilde{d_{c^{*}}}\right)$.

Definition 6 ([25]). A sequence $\left\{F_{e_{n}}\right\}$ in a $C^{*}$-algebra valued fuzzy soft metric space ( $\tilde{E}, \tilde{C}, \tilde{d_{c^{*}}}$ ) is said to converges to $F_{e^{\prime}}$ in $\tilde{E}$ with respect to $\tilde{C}$. If $\left\|\tilde{d}_{c^{*}}\left(F_{e_{n}}, F_{e^{\prime}}\right)\right\|_{\tilde{C}} \rightarrow \tilde{0}_{\tilde{\text { Cissaidtoconvergesto }}}$ as $n \rightarrow \infty$ that is for every
$\tilde{0}_{\tilde{C}}<\tilde{\epsilon}$ there exists $\tilde{0}_{\tilde{C}}<\tilde{\delta}$ and a positive integer $N=N(\tilde{\epsilon})$, such that $\left\|{\tilde{d_{C^{*}}}}\left(F_{e_{n}}, F_{e}\right)\right\|<\tilde{\delta}$ implies that $\left\|\mu_{F_{e_{n}}}^{a}(s)-\mu_{F_{e}(s)}^{a}\right\|<\tilde{\epsilon}$, whenever $n \geq N$. It is usually denoted as $\lim _{n \rightarrow \infty} F_{e_{n}}=F_{e^{\prime}}$.

Definition 7 ([25]). A sequence $\left\{F_{e_{n}}\right\}$ in a $C^{*}$-algebra valued fuzzy soft metric space ( $\tilde{E}, \tilde{C}, \tilde{d_{c^{*}}}$ ) is said to be Cauchy sequence. If to every $\tilde{0}_{\tilde{C}}<\tilde{\epsilon}$ there exist $\tilde{0}_{\tilde{C}}<\tilde{\delta}$ and a positive integer $N=N(\tilde{\epsilon})$ such that $\left\|\tilde{d^{*}}\left(F_{e_{n}}, F_{e_{m}}\right)\right\|<\tilde{\delta}$ implies that $\left\|\mu_{F_{e_{n}}}^{a}(s)-\mu_{F_{e_{m}}}^{a}(s)\right\|<\tilde{\epsilon}$ whenever $n, m \geq N$. That is $\left\|\tilde{d_{c^{*}}}\left(F_{e_{n}}, F_{e_{m}}\right)\right\|_{\tilde{C}} \rightarrow$ $\tilde{0}_{\tilde{C}}$ as $n, m \rightarrow \infty$.

Definition 8 ([25]). A C $C^{*}$-algebra valued fuzzy soft metric space ( $\tilde{E}, \tilde{C}, \tilde{d_{c^{*}}}$ ) is said to be complete. If every Cauchy sequence in $\tilde{E}$ converges to some fuzzy soft point of $\tilde{E}$.

Example 1 ([25]). Let $C \subseteq R$ and $E \subseteq R$, let $\tilde{E}$ be an absolute fuzzy soft set that is $\tilde{E}(e)=\tilde{1}$ for all $e \in E$, and $\tilde{C}=M_{2}\left(R(C)^{*}\right)$, define $\tilde{d_{c^{*}}}: \tilde{E} \times \tilde{E} \rightarrow \tilde{C}$ by

$$
\tilde{d_{c^{*}}}\left(F_{e_{1}}, F_{e_{2}}\right)=\left[\begin{array}{cc}
i & 0 \\
0 & i
\end{array}\right],
$$

where $i=\inf \left\{\left|\mu_{{E_{1}}_{1}}^{a}(s)-\mu_{F_{e_{2}}}^{a}(s)\right| / s \in C\right\}$ and $F_{e_{1}}, F_{e_{2}} \in \tilde{E}$. Then $\tilde{d_{c^{*}}}$ is a $C^{*}$-algebra valued fuzzy soft metric and $\left(\tilde{E}, \tilde{C}, \tilde{d_{c^{*}}}\right)$ is a complete $C^{*}$-algebra valued fuzzy soft metric space by the completeness of $R(C)^{*}$.

Lemma 1 ([25]). Let $\tilde{C}$ be a $C^{*}$-algebra with the identity element $\tilde{I}_{\tilde{C}}$ and $\tilde{x}$ be a positive element of $\tilde{C}$. If $\tilde{a} \in \tilde{C}$ is such that $\|\tilde{a}\|<1$ then for $m<n$, we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sum_{k=m}^{n}\left(\tilde{a}^{\star}\right)^{k} \tilde{x}(\tilde{a})^{k}=\tilde{I}_{\tilde{C}}\left\|(\tilde{x})^{\frac{1}{2}}\right\|^{2}\left(\frac{\|\tilde{a}\|^{m}}{1-\|\tilde{a}\|}\right) \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{k=m}^{n}\left(\tilde{a}^{\star}\right)^{k} \tilde{x}(\tilde{a})^{k} \rightarrow \tilde{0}_{\tilde{C}} \text { as } m \rightarrow \infty \tag{2}
\end{equation*}
$$

Lemma 2 ([25]). Suppose that $\tilde{C}$ is a unital $C^{*}$-algebra with unit $\tilde{1}$.
(i) If $\tilde{a} \in \tilde{C_{+}}$with $\|\tilde{a}\|<\frac{1}{2}$ then $\tilde{I}-\tilde{a}$ is invertible and $\left\|\tilde{a}(\tilde{I}-\tilde{a})^{-1}\right\|<1$
(ii) suppose that $\tilde{a}, \tilde{b} \in \tilde{C}$ with $\tilde{a}, \tilde{b} \geq \tilde{0}_{\tilde{C}}$ and $\tilde{a} \tilde{b}=\tilde{b} \tilde{a}$ then $\tilde{a} \tilde{b} \geq \tilde{0}_{\tilde{C}}$
(iii) $\tilde{C}^{\prime}$ we denote the set $\{\tilde{a} \in \tilde{C} / \tilde{a} \tilde{b}=\tilde{b} \tilde{a} \forall \tilde{b} \in \tilde{C}\}$. Let $\tilde{a} \in \tilde{C}^{\prime}$, if $\tilde{b}, \tilde{c} \in \tilde{C}$ with $\tilde{b} \geq \tilde{c} \geq \tilde{0}$ and $\tilde{I}-\tilde{a} \in \tilde{C}_{+}^{\prime}$ is an invertible operator, then $(\tilde{I}-\tilde{a})^{-1} \tilde{b} \geq(\tilde{I}-\tilde{a})^{-1} \tilde{c}$, where $\tilde{C_{+}}{ }^{\prime}=\tilde{C_{+}} \cap \tilde{C}^{\prime}$.

Notice that in $c^{*}$-algebra, if $\tilde{0} \leq \tilde{a}, \tilde{b}$, one cannot conclude that $\tilde{0} \leq \tilde{a} \tilde{b}$. Indeed, consider the $c^{*}$-algebra $M_{2}\left(R(C)^{*}\right)$ and set

$$
\begin{aligned}
& \tilde{a}=\left[\begin{array}{ll}
F_{e_{1}}(a) & F_{e_{2}}(a) \\
F_{e_{2}}(a) & F_{e_{1}}(b)
\end{array}\right]=\left[\begin{array}{ll}
0.3 & 0.1 \\
0.1 & 0.2
\end{array}\right] \\
& \text { and } \tilde{b}=\left[\begin{array}{ll}
F_{e_{1}}(c) & F_{e_{2}}(c) \\
F_{e_{2}}(c) & F_{e_{1}}(d)
\end{array}\right]=\left[\begin{array}{ll}
0.4 & 0.5 \\
0.5 & 0.6
\end{array}\right]
\end{aligned}
$$

then clearly $\tilde{a} \geq \tilde{0}$ and $\tilde{b} \geq 0 \tilde{0}$ but $\tilde{a}, \tilde{b} \in M_{2}\left(R(C)^{*}\right)_{+}$while $\tilde{a} \tilde{b} \notin M_{2}\left(R(C)^{*}\right)_{+}$.

## 2. Main Results

In this section, first we give the notion of Hausdorff metric in $C^{*}$-algebra valued fuzzy soft metric spaces.

Let ( $\tilde{E}, \tilde{C}, \tilde{d_{c^{*}}}$ ) be a $C^{*}$-algebra valued fuzzy soft metric space. We denote by $C B(\tilde{E})$ be a class of all nonempty closed and bounded subsets of $\tilde{E}$. For a points $F_{e_{1}}, F_{e_{2}} \in \tilde{E}$ and $\tilde{X}, \tilde{Y} \in C B(\tilde{E})$,
define $\tilde{D_{c^{*}}}\left(F_{e_{1}}, \tilde{Y}\right)=\inf _{G_{e_{1}} \in \tilde{Y}} \tilde{d_{c^{*}}}\left(F_{e_{1}}, G_{e_{1}}\right)$. Let $\tilde{H_{c^{*}}}$ be the Hausdorff $C^{*}$-algebra valued fuzzy soft metric induced by the $C^{*}$-algebra valued fuzzy soft metric $\tilde{d_{c^{*}}}$ on $\tilde{E}$ that is

$$
\tilde{H_{c^{*}}}(\tilde{X}, \tilde{Y})=\max \left\{\sup _{F_{e_{1}} \in \tilde{X}} \tilde{D_{C^{*}}}\left(F_{e_{1}}, \tilde{Y}\right), \sup _{G_{e_{1}} \in \tilde{Y}} \tilde{D_{C^{*}}}\left(\tilde{X}, G_{e_{1}}\right)\right\}
$$

for every $\tilde{X}, \tilde{Y} \in C B(\tilde{E})$. It is well known that $\left(C B(\tilde{E}), \tilde{C}, \tilde{H}_{c^{*}}\right)$ is a complete $C^{*}$-algebra valued fuzzy soft metric space, whenever $\left(\tilde{E}, \tilde{C}, \tilde{d_{c^{*}}}\right)$ is a complete $C^{*}$-algebra valued fuzzy soft metric space.

Definition 9. Let $T: \tilde{E} \rightarrow C B(\tilde{E})$ be a multivalued map. An element $F_{e_{1}} \in \tilde{E}$ is fixed point of $F$ if $F_{e_{1}} \in T F_{e_{1}}$.
Definition 10. Let $T: \tilde{E} \rightarrow C B(\tilde{E})$ and $f: \tilde{E} \rightarrow \tilde{E}$ be a multivalued map and single valued maps. An element $F_{e_{1}} \in \tilde{E}$ is coincidence point of $F$ and $f$ if $f F_{e_{1}} \in T F_{e_{1}}$. We denote

$$
C\{f, T\}=\left\{F_{e_{1}} \in \tilde{E} / f F_{e_{1}} \in T F_{e_{1}}\right\}
$$

Definition 11. The mappings $T: \tilde{E} \rightarrow C B(\tilde{E})$ and $f: \tilde{E} \rightarrow \tilde{E}$ are weakly compatible if they commute at their coincidence points, i.e., if $f T F_{e_{1}}=T f F_{e_{1}}$, whenever $f F_{e_{1}} \in T F_{e_{1}}$.

Definition 12. Let $T: \tilde{E} \rightarrow C B(\tilde{E})$ and $f: \tilde{E} \rightarrow \tilde{E}$ be a multivalued map and single valued maps. The map $f$ is said to be T-weakly commuting at $F_{e_{1}} \in \tilde{E}$ if $f f F_{e_{1}} \in T f F_{e_{1}}$.

Definition 13. An element $F_{e_{1}} \in \tilde{E}$ is a common fixed point of $T, S: \tilde{E} \rightarrow C B(\tilde{E})$ and $f: \tilde{E} \rightarrow \tilde{E}$ if $F_{e_{1}}=f F_{e_{1}} \in$ $T F_{e_{1}} \cap S F_{e_{1}}$.

Example 2. Let $U=R^{+}$and $E=C=[0,4]$, let $\tilde{E}$ be an absolute fuzzy soft set that is $\tilde{E}(e)=\tilde{1}$ for all $e \in E$, and $\tilde{C}=M_{2}\left(R(C)^{*}\right)$, define $\tilde{d}_{c^{*}}: \tilde{E} \times \tilde{E} \rightarrow \tilde{C}$ by $\tilde{d}_{c^{*}}\left(F_{e_{1}}(a), F_{e_{2}}(a)\right)(s)=\left[\begin{array}{cc}i & 0 \\ 0 & i\end{array}\right]$ where $i=\inf \left\{\mid \mu_{F_{e_{1}}}^{a}(s)-\right.$ $\left.\mu_{F_{e_{2}}}^{a}(s) \mid / s \in C\right\}$ then $\left(\tilde{E}, \tilde{C}, \tilde{d}_{c^{*}}\right)$ is a $C^{*}$-algebra valued fuzzy soft metric space and define $f: \tilde{E} \rightarrow \tilde{E}$ and $T: \tilde{E} \rightarrow C B(\tilde{E})$

$$
f F_{e}(a)=\left\{\begin{array}{c}
\tilde{0} \text { if } F_{e}(a) \in\left[0, \frac{1}{2}\right] \\
\frac{F_{e}(a)}{2} \text { if } F_{e}(a) \in\left(\frac{1}{2}, 1\right]
\end{array}, T F_{l}(a)=\left\{\begin{array}{c}
\left\{F_{e}(a)\right\} \text { if } F_{l}(a) \in\left[0, \frac{1}{2}\right] \\
{\left[0, \tilde{1}-\frac{F_{e}(a)}{4}\right] \text { if } F_{l}(a) \in\left(\frac{1}{2}, 1\right]}
\end{array}\right.\right.
$$

We have

- $f \tilde{1}=\frac{1}{2} \in\left[0, \frac{3}{4}\right]=T \tilde{1}$ that is, $F_{e}(a)=\tilde{1}$ is a coincidence point of $f$ and $T$;
- $f T \tilde{1}=\left[0, \frac{1}{2}\right] \neq\left[0, \frac{7}{8}\right]=T f \tilde{1}$ that is, $f$ and $T$ are not weakly compatible mappings;
- $\quad f f \tilde{1}=\frac{1}{4} \in\left[0, \frac{7}{8}\right]=T f \tilde{1}$ that is, $f$ is $T$-weakly commuting at $\tilde{1}$.

Theorem 1. Let $\left(\tilde{E}, \tilde{C}, \tilde{d_{c^{*}}}\right)$ be a complete $C^{*}$-algebra valued fuzzy soft metric space, and $T: \tilde{E} \rightarrow C B(\tilde{E})$ be a multivalued map satisfying

$$
\begin{equation*}
\left.\tilde{H}_{c^{\star}}\left(T F_{e_{1}}, T F_{e_{2}}\right) \leq \tilde{a}^{\star}{\tilde{d_{c^{*}}}}^{\left(F_{e_{1}}\right.}, F_{e_{2}}\right) \tilde{a} \tag{3}
\end{equation*}
$$

for all $F_{e_{1}}, F_{e_{2}} \in \tilde{E}$, where $\tilde{a} \in \tilde{C}$ with $\|\tilde{a}\|<1$. Then $T$ has a unique fixed point in $\tilde{E}$.
Lemma 3. If $\tilde{X}, \tilde{Y} \in C B(\tilde{E})$ and $F_{e_{1}} \in \tilde{X}$, then for any fixed $\tilde{b} \in \tilde{C_{+}}{ }^{\prime}$ with $\|\tilde{b}\|<1$, there exists $F_{e_{2}}=F_{e_{2}}\left(F_{e_{1}}\right) \in \tilde{Y}$ such that

$$
\begin{equation*}
\tilde{d_{c^{*}}}\left(F_{e_{1}}, F_{e_{2}}\right) \leq \tilde{b} \tilde{H_{c^{*}}}(\tilde{X}, \tilde{Y}) \tag{4}
\end{equation*}
$$

Theorem 2. Let $\left(\tilde{E}, \tilde{C}, \tilde{d_{c^{*}}}\right)$ be a complete $C^{*}$-algebra valued fuzzy soft metric space. Let $S, T: \tilde{E} \rightarrow C B(\tilde{E})$ be a pair of multivalued maps and $f, g: \tilde{E} \rightarrow \tilde{E}$ be a single-valued maps. Suppose that

$$
\begin{align*}
\tilde{H_{c^{*}}}\left(S F_{e_{1}}, T F_{e_{2}}\right) \leq & \tilde{a} \tilde{d_{c^{*}}}\left(f F_{e_{e_{1}}}, g F_{e_{2}}\right)+\tilde{a}\left(\tilde{D_{c^{*}}}\left(f F_{e_{1}}, S F_{e_{1}}\right)+\tilde{D_{c^{*}}}\left(g F_{e_{2}}, T F_{e_{2}}\right)\right) \\
& +\tilde{a}\left(\tilde{D_{c^{*}}}\left(f F_{e_{1}}, T F_{e_{2}}\right)+\tilde{D_{c^{*}}}\left(g F_{e_{2}}, S F_{e_{1}}\right)\right), \tag{5}
\end{align*}
$$

for all $F_{e_{1}}, F_{e_{2}} \in \tilde{E}$, where $\tilde{a} \in \tilde{C_{+}}{ }^{\prime}$ with $\|\tilde{a}\|<1$. Suppose that
$\left(A_{1}\right) S \tilde{E} \subseteq g \tilde{E}, T \tilde{E} \subseteq f \tilde{E} ;$
$\left(A_{2}\right) f(\tilde{E})$ and $g(\tilde{E})$ are closed.
Then, there exist points $F_{e^{\prime}}, G_{e^{\prime}} \in \tilde{E}$, such that $f F_{e^{\prime}} \in S F_{e^{\prime}}, g G_{e^{\prime}} \in T G_{e^{\prime}}$ and $f F_{e^{\prime}}=g G_{e^{\prime}}, S F_{e^{\prime}}=T G_{e^{\prime}}$.
Proof. Let $F_{e_{0}} \in \tilde{E}$ be an arbitrary. From $\left(A_{1}\right)$ and Lemma 3, there exist $F_{e_{1}}, F_{e_{2}} \in \tilde{E}$, such that $g F_{e_{1}} \in S F_{e_{0}}$, $f F_{e_{2}} \in T F_{e_{1}}$ and

$$
\begin{equation*}
\tilde{d_{c^{*}}}\left(g F_{e_{e_{1}}}, f F_{e_{2}}\right) \leq \tilde{b} \tilde{H_{c^{*}}}\left(S F_{e_{0}}, T F_{e_{1}}\right) \tag{6}
\end{equation*}
$$

From (5) and (6), we have

$$
\begin{align*}
& \tilde{d_{c^{*}}}\left(g F_{e_{1}}, f F_{e_{2}}\right) \leq \tilde{b} \tilde{H_{c^{*}}}\left(S F_{e_{0}}, T F_{e_{1}}\right) \\
& \leq \tilde{b} \tilde{a}{\tilde{d^{*}}}^{*}\left(f F_{e_{0}}, g F_{e_{1}}\right)+\tilde{b} \tilde{a}\left(\tilde{D_{c^{*}}}\left(f F_{e_{0}}, S F_{e_{0}}\right)+\tilde{{D_{c^{*}}}}\left(g F_{e_{1}}, T F_{e_{1}}\right)\right) \\
&+\tilde{b} \tilde{a}\left(\tilde{D_{c^{*}}}\left(f F_{e_{0}}, T F_{e_{1}}\right)+\tilde{D_{c^{*}}}\left(g F_{e_{1}}, S F_{e_{0}}\right)\right) . \tag{7}
\end{align*}
$$

In contrast, we have

$$
\begin{align*}
& \tilde{D_{c^{*}}}\left(f F_{e_{0}}, S F_{e_{0}}\right) \leq \tilde{d_{c^{*}}}\left(f F_{e_{0}}, g F_{e_{1}}\right) \\
& \tilde{D_{c^{*}}}\left(g F_{e_{1}}, T F_{e_{1}}\right) \leq \tilde{d_{c^{*}}}\left(g F_{e_{1}}, f F_{e_{2}}\right) \\
& \tilde{D_{c^{*}}}\left(g F_{e_{1}}, S F_{e_{0}}\right) \leq \tilde{d_{c^{*}}}\left(g F_{e_{1}}, g F_{e_{1}}\right)=0 \\
& \tilde{D_{c^{*}}}\left(f F_{e_{0}}, T F_{e_{1}}\right) \leq \tilde{d_{c^{*}}}\left(f F_{e_{0}}, f F_{e_{2}}\right) \leq \tilde{d_{c^{*}}}\left(f F_{e_{0}}, g F_{e_{1}}\right)+\tilde{d_{c^{*}}}\left(g F_{e_{1}}, f F_{e_{2}}\right) . \tag{8}
\end{align*}
$$

From (7) and (8), we have

$$
\begin{align*}
\tilde{d_{c^{*}}}\left(g F_{e_{1}}, f F_{e_{2}}\right) \leq & \tilde{b} \tilde{a} \tilde{d_{c^{*}}}\left(f F_{e_{0}}, g F_{e_{1}}\right)+\tilde{b} \tilde{a}\left(\tilde{d_{c^{*}}}\left(f F_{e_{0}}, g F_{e_{1}}\right)+\tilde{d_{c^{*}}}\left(g F_{e_{1}}, f F_{e_{2}}\right)\right) \\
& +\tilde{b} \tilde{a}\left(\tilde{c_{c^{*}}}\left(f F_{e_{0}}, g F_{e_{1}}\right)+\tilde{c_{c^{*}}}\left(g F_{e_{1}}, f F_{e_{2}}\right)\right) \\
& =3 \tilde{b} \tilde{a} \tilde{d_{c^{*}}}\left(f F_{e_{0}}, g F_{e_{1}}\right)+2 \tilde{b} \tilde{a} \tilde{c_{c^{*}}}\left(g F_{e_{1}}, f F_{e_{2}}\right) . \tag{9}
\end{align*}
$$

Therefore,

$$
(1-2 \tilde{b} \tilde{a}) \tilde{d_{c^{*}}}\left(g F_{e_{1}}, f F_{e_{2}}\right) \leq 3 \tilde{b} \tilde{a} \tilde{d_{c^{*}}}\left(f F_{e_{0}}, g F_{e_{1}}\right)
$$

Since $\|\tilde{b} \mid\|\|\tilde{a}\|<\frac{1}{2}$ Then $1-2 \tilde{b} \tilde{a}$ is invertible, and can expressed as $(1-2 \tilde{b} \tilde{a})^{-1}=\sum_{m=0}^{\infty}(2 \tilde{b} \tilde{a})^{m}$, which together with $2 \tilde{b} \tilde{a} \in \tilde{C_{+}}{ }^{\prime}$ can yields $(1-2 \tilde{b} \tilde{a})^{-1} \in{\tilde{C_{+}}}^{\prime}$. By Lemma 2 (iii), we know

$$
\tilde{d_{c^{*}}}\left(g F_{e_{1}}, f F_{e_{2}}\right) \leq \tilde{\kappa} \tilde{d_{c^{*}}}\left(f F_{e_{0}}, g F_{e_{1}}\right),
$$

where $\tilde{\kappa}=3 \tilde{b} \tilde{a}(1-2 \tilde{b} \tilde{a})^{-1} \in{\tilde{C_{+}}}^{\prime}{ }^{\prime}$ with $\left\|3 \tilde{b} \tilde{a}(1-2 \tilde{b} \tilde{a})^{-1}\right\|<1$. Again from $\left(A_{1}\right)$ and Lemma 3 with $\|\tilde{b}\|<1$, as $f F_{e_{2}} \in T F_{e_{1}}$, there exists $F_{e_{3}} \in \tilde{E}$ such that $g F_{e_{3}} \in S F_{e_{2}}$ and

$$
\begin{equation*}
\tilde{d_{c^{*}}}\left(f F_{e_{2}}, g F_{e_{3}}\right) \leq \tilde{b} \tilde{H}_{c^{*}}\left(S F_{e_{2}}, T F_{e_{1}}\right) \tag{10}
\end{equation*}
$$

From (5) and (10), we get

$$
\begin{align*}
& \tilde{d_{c^{*}}}\left(f F_{e_{2}}, g F_{e_{3}}\right) \leq \tilde{b} \tilde{C_{c^{*}}}\left(S F_{e_{2}}, T F_{e_{1}}\right) \\
& \leq \tilde{b} \tilde{a} \tilde{c^{*}}\left(f F_{e_{2}}, g F_{e_{1}}\right)+\tilde{b} \tilde{a}\left(\tilde{D_{c^{*}}}\left(f F_{e_{2}}, S F_{e_{2}}\right)+\tilde{D_{c^{*}}}\left(g F_{e_{1}}, T F_{e_{1}}\right)\right) \\
&+\tilde{b} \tilde{a}\left(\tilde{D_{c^{*}}}\left(f F_{e_{2}}, T F_{e_{1}}\right)+\tilde{D_{c^{*}}}\left(g F_{e_{1}}, S F_{e_{2}}\right)\right) . \tag{11}
\end{align*}
$$

In contrast, we have

$$
\begin{align*}
& \tilde{D_{c^{*}}}\left(f F_{e_{2}}, S F_{e_{2}}\right) \leq \tilde{d_{c^{*}}}\left(f F_{e_{2}}, g F_{e_{3}}\right) \\
& \tilde{D_{c^{*}}}\left(g F_{e_{1}}, T F_{e_{1}}\right) \leq \tilde{c_{c^{*}}}\left(g F_{e_{1}}, f F_{e_{2}}\right) \\
& \tilde{D_{c^{*}}}\left(f F_{e_{2}}, T F_{e_{1}}\right) \leq \tilde{d_{c^{*}}}\left(f F_{e_{2}}, f F_{e_{2}}\right)=0 \\
& \tilde{D_{c^{*}}}\left(g F_{e_{1}}, S F_{e_{2}}\right) \leq \tilde{d_{c^{*}}}\left(g F_{e_{1}}, g F_{e_{3}}\right) \leq \tilde{d_{c^{*}}}\left(g F_{e_{1}}, f F_{e_{2}}\right)+\tilde{d_{c^{*}}}\left(f F_{e_{2}}, g F_{e_{3}}\right) . \tag{12}
\end{align*}
$$

Similarly as above, from (11) and (12), we get

$$
\tilde{d_{c^{*}}}\left(f F_{e_{2}}, g F_{e_{3}}\right) \leq \tilde{\kappa} \tilde{c_{c^{*}}}\left(g F_{e_{1}}, f F_{e_{2}}\right) .
$$

Continuing this process, we can construct a sequence $\left\{G_{e_{n}}\right\}$ in $\tilde{E}$, such that $G_{e_{0}}=g F_{e_{1}}$ and, for each $n \in N$,

$$
\begin{equation*}
G_{e_{2 n}}=g F_{e_{2 n+1}} \in S F_{e_{2 n}} \quad G_{e_{2 n+1}}=f F_{e_{2 n+2}} \in T F_{e_{2 n+1}} \tag{13}
\end{equation*}
$$

and

$$
\begin{aligned}
& \tilde{d_{c^{*}}}\left(G_{e_{2 n}}, G_{e_{2 n+1}}\right)=\tilde{d_{\mathcal{C}^{*}}}\left(g F_{e_{2 n+1}}, f F_{e_{2 n+2}}\right) \leq \tilde{\kappa} \tilde{d_{c^{*}}}\left(g F_{e_{2 n+1}}, f F_{e_{2 n}}\right) \\
& \tilde{d_{c^{*}}}\left(G_{e_{2 n-1}}, G_{e_{2 n}}\right)=\tilde{d_{c^{*}}}\left(f F_{e_{2 n}}, g F_{e_{2 n+1}}\right) \leq \tilde{\mathcal{K}} \tilde{c_{c^{*}}}\left(g F_{e_{2 n-1}}, f F_{e_{2 n}}\right) .
\end{aligned}
$$

Therefore, we have

$$
\begin{equation*}
\tilde{d_{c^{*}}}\left(G_{e_{n}}, G_{e_{n+1}}\right) \leq \tilde{\kappa} \tilde{d_{c^{*}}}\left(G_{e_{n-1}}, G_{e_{n}}\right) \text { for all } n \geq 1 . \tag{14}
\end{equation*}
$$

From (14), by induction and Lemma 2 (iii), we get

$$
\begin{equation*}
\tilde{d_{c^{*}}}\left(G_{e_{n}}, G_{e_{n+1}}\right) \leq \tilde{\kappa}^{n} \tilde{d_{c^{*}}}\left(G_{e_{0}}, G_{e_{1}}\right) \text { for all } n \in N . \tag{15}
\end{equation*}
$$

Now, we shall show that $\left\{G_{e_{n}}\right\}$ is a Cauchy sequence in $\tilde{E}$.
For $m>n$, by using triangle inequality and (15), we have

$$
\begin{aligned}
\tilde{d_{c^{*}}}\left(G_{e_{n}}, G_{e_{m}}\right) & \leq \tilde{d_{c^{*}}}\left(G_{e_{n}}, G_{e_{n+1}}\right)+\tilde{d_{c^{*}}}\left(G_{e_{n+1}}, G_{e_{n+2}}\right)+\cdots+\tilde{d_{c^{*}}}\left(G_{e_{m-1}}, G_{e_{m}}\right) \\
& \leq\left(\tilde{\kappa}^{n}+\tilde{\kappa}^{n+1}+\tilde{\kappa}^{n+2}+\cdots+\tilde{\kappa}^{m-1}\right) \tilde{d_{c^{*}}}\left(G_{e_{0}}, G_{e_{1}}\right) \\
& \leq\left\|\tilde{\kappa}^{n}+\tilde{\kappa}^{n+1}+\tilde{\kappa}^{n+2}+\cdots+\tilde{\kappa}^{m-1}\right\|\| \| \tilde{c}_{C^{*}}\left(G_{e_{0}}, G_{e_{1}}\right) \| \tilde{I}_{\tilde{C}} \\
& \leq\left\|\tilde{\kappa}^{n}\right\|+\left\|\tilde{\kappa}^{n+1}\right\|+\cdots+\left\|\tilde{\kappa}^{m-1}\right\|\| \| \tilde{c^{*}}\left(G_{e_{0}}, G_{e_{1}}\right) \| \tilde{I_{\tilde{C}}} \\
& =\|\tilde{\kappa}\|^{n}\left\|\tilde{d_{c^{*}}}\left(G_{e_{0}}, G_{e_{1}}\right)\right\| \tilde{I}_{\tilde{C}} \rightarrow 0 \text { as } n \rightarrow \infty .
\end{aligned}
$$

Hence $\left\{G_{e_{n}}\right\}$ is a Cauchy sequence. Now as, $\left(\tilde{E}, \tilde{C}, \tilde{d_{c^{*}}}\right)$ be a complete $C^{*}$-algebra valued fuzzy soft metric space, $\left\{G_{e_{n}}\right\}$ converges to some $G_{e^{\prime}} \in \tilde{E}$. Therefore,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} G_{e_{n}}=\lim _{n \rightarrow \infty} g F_{e_{2 n+1}}=\lim _{n \rightarrow \infty} f F_{e_{2 n+2}}=G_{e^{\prime}} \tag{16}
\end{equation*}
$$

As $G_{e_{2 n}}=g F_{e_{2 n+1}}, G_{e_{2 n+1}}=f F_{e_{2 n+2}}$ and $f(\tilde{E}), g(\tilde{E})$ are closed, then $G_{e^{\prime}} \in f(\tilde{E})$ and $G_{e^{\prime}} \in g(\tilde{E})$. Therefore, there exist $F_{e^{\prime}}, F_{e^{\prime \prime}} \in \tilde{E}$, such that $f F_{e^{\prime}}=G_{e^{\prime}}$ and $g F_{e^{\prime \prime}}=G_{e^{\prime}}$. Thus, we have proved that

$$
\begin{equation*}
f F_{e^{\prime}}=g F_{e^{\prime \prime}} \tag{17}
\end{equation*}
$$

From the contraction type condition (5) and (13), we obtain

$$
\begin{aligned}
& \tilde{D_{c^{*}}}\left(f F_{e^{\prime}}, S F_{e^{\prime}}\right) \leq \tilde{d_{c^{*}}}\left(f F_{e^{\prime}}, f F_{e_{2 n+2}}\right)+\tilde{D_{e^{*}}}\left(f F_{e_{2 n+2}}, S F_{e^{\prime}}\right) \\
& \leq \tilde{d_{c^{*}}}\left(f F_{e^{\prime}}, f F_{e_{2 n+2}}\right)+\tilde{\tilde{C}_{c^{*}}}\left(S F_{e^{\prime}}, T F_{e_{2 n+1}}\right) \\
& \leq \tilde{d_{c^{*}}}\left(f F_{F^{\prime}}, f F_{e_{2 n+2}}\right)+\tilde{a} \tilde{c_{c^{*}}}\left(f F_{e^{\prime}}, g F_{e_{2 n+1}}\right) \\
&+\tilde{a}\left(\tilde{D_{c^{*}}}\left(f F_{e^{\prime}}, S F_{e^{\prime}}\right)+\tilde{D_{c^{*}}}\left(g F_{e_{2 n+1}}, T F_{e_{2 n+1}}\right)\right) \\
&+\tilde{a}\left(\tilde{D_{c^{*}}}\left(f F_{e^{\prime}}, T F_{e_{2 n+1}}\right)+\tilde{D_{c^{*}}}\left(g F_{e_{2 n+1}}, S F_{e^{\prime}}\right)\right) \\
& \leq \tilde{d_{c^{*}}}\left(f F_{e^{\prime}}, f F_{e_{2 n+2}}\right)+\tilde{d_{c^{*}}}\left(f F_{e^{\prime}}, g F_{e_{2 n+1}}\right) \\
&+\tilde{a}\left(\tilde{D_{c^{*}}}\left(f F_{e^{\prime}}, S F_{e^{\prime}}\right)+\tilde{D_{c^{*}}}\left(g F_{e_{2 n+1}} f F_{e_{2 n+2}}\right)\right) \\
&+\tilde{a}\left(\tilde{D_{c^{*}}}\left(f F_{e^{\prime}}, f F_{e_{2 n+2}}\right)+\tilde{D_{c^{*}}}\left(g F_{e_{2 n+1}}, S F_{e^{\prime}}\right)\right) .
\end{aligned}
$$

which implies

$$
\begin{aligned}
\tilde{D_{c^{*}}}\left(f F_{e^{\prime}}, S F_{e^{\prime}}\right) \leq & (1-\tilde{a})^{-1} \tilde{d_{c^{*}}}\left(f F_{e^{\prime}}, f F_{e_{2 n+2}}\right)+(1-\tilde{a})^{-1} \tilde{d} \tilde{d_{c^{*}}}\left(f F_{e^{\prime}}, g F_{e_{2 n+1}}\right) \\
& +(1-\tilde{a})^{-1} \tilde{a}\left(\underline{D_{c^{*}}}\left(g F_{e_{2 n+1}}, f F_{e_{2 n+2}}\right)\right) \\
& +(1-\tilde{a})^{-1} \tilde{a}\left(\tilde{D_{c^{*}}}\left(f F_{e^{\prime}}, f F_{e_{2 n+2}}\right)+\tilde{D_{c^{*}}}\left(g F_{e_{2 n+1}}, S F_{e^{\prime}}\right)\right) .
\end{aligned}
$$

Letting $n \rightarrow \infty$ in the above inequality and using (16) and (17), we obtain

$$
\left\|\tilde{D_{c^{*}}}\left(f F_{e^{\prime}}, S F_{e^{\prime}}\right)\right\| \leq\left\|(1-\tilde{a})^{-1} \tilde{a}\right\|\left\|{\tilde{D^{*}}}\left(f F_{e^{\prime}}, S F_{e^{\prime}}\right)\right\|
$$

Then $\tilde{D_{c^{*}}}\left(f F_{e^{\prime}}, S F_{e^{\prime}}\right)=0$. Hence, as $S F_{e^{\prime}}$ is closed,

$$
\begin{equation*}
f F_{e^{\prime}} \in S F_{e^{\prime}} \tag{18}
\end{equation*}
$$

Similarly, we can prove that

$$
\begin{equation*}
g F_{e^{\prime \prime}} \in T F_{e^{\prime \prime}} \tag{19}
\end{equation*}
$$

Now, we have to prove that

$$
\begin{equation*}
S F_{e^{\prime}}=T F_{e^{\prime \prime}} \tag{20}
\end{equation*}
$$

Using (5), (17)-(19), we get

$$
\begin{aligned}
& \tilde{H_{c^{*}}}\left(S F_{e^{\prime}}, T F_{e^{\prime \prime}}\right) \leq \tilde{a} \tilde{d_{c^{*}}}\left(f F_{e^{\prime}}, g F_{e^{\prime \prime}}\right)+\tilde{a}\left(\tilde{D_{c^{*}}}\left(f F_{e^{\prime}}, S F_{e^{\prime}}\right)+\tilde{D_{c^{*}}}\left(g F_{e^{\prime \prime}}, T F_{e^{\prime \prime}}\right)\right) \\
&+\tilde{a}\left(\tilde{D_{c^{*}}}\left(f F_{e^{\prime}}, T F_{e^{\prime \prime}}\right)+\tilde{D_{C^{*}}}\left(g F_{e^{\prime \prime}}, S F_{e^{\prime}}\right)\right) \\
& \leq \tilde{a}\left(\tilde{D_{c^{*}}}\left(g F_{e^{\prime \prime}}, T F_{e^{\prime \prime}}\right)+\tilde{D_{c^{*}}}\left(f F_{e^{\prime}}, S F_{e^{\prime}}\right)\right)=\tilde{0_{C}} \tilde{C} .
\end{aligned}
$$

Hence, $S F_{e^{\prime}}=T F_{e^{\prime \prime}}$. Thus, by (17)-(20), we have proved that

$$
f F_{e^{\prime}} \in S F_{e^{\prime}} \quad g F_{e^{\prime \prime}} \in T F_{e^{\prime \prime}} \quad f F_{e^{\prime}}=g F_{e^{\prime \prime}} \quad S F_{e^{\prime}}=T F_{e^{\prime \prime}}
$$

Example 3. Let $E=\left\{e_{1}, e_{2}, e_{3}\right\}, U=\{a, b, c, d\}$ and $C$ and $D$ are two subset of $E$ where $C=\left\{e_{1}, e_{2}, e_{3}\right\}$, $D=\left\{e_{1}, e_{2},\right\}$. Define fuzzy soft set as,

$$
\begin{aligned}
& \left(F_{E}, C\right)=\left\{\begin{array}{c}
e_{1}=\left\{a_{0.1}, b_{0.3}, c_{0.4}, d_{0.5}\right\}, e_{2}=\left\{a_{0.3}, b_{0.4}, c_{0.6}, d_{0.7}\right\}, \\
e_{3}=\left\{a_{0.6}, b_{0.7}, c_{0.8}, d_{0.9}\right\}
\end{array}\right\} \\
& \left(G_{E}, D\right)=\left\{e_{1}=\left\{a_{0.4}, b_{0.5}, c_{0.2}, d_{0.6}\right\}, e_{2}=\left\{a_{0.5}, b_{0.6}, c_{0.3}, d_{0.7}\right\}\right\} \\
& F_{e_{1}}=\mu_{F_{e_{1}}}=\left\{a_{0.1}, b_{0.3}, c_{0.4}, d_{0.5}\right\}, F_{e_{2}}=\mu_{F_{e_{2}}}=\left\{a_{0.3}, b_{0.4}, c_{0.6}, d_{0.7}\right\} \\
& F_{e_{3}}=\mu_{F_{e_{3}}}=\left\{a_{0.6}, b_{0.7}, c_{0.8}, d_{0.9}\right\} \\
& G_{e_{1}}=\mu_{G_{e_{1}}}=\left\{a_{0.4}, b_{0.5}, c_{0.2}, d_{0.6}\right\}, G_{e_{2}}=\mu_{G_{e_{2}}}=\left\{a_{0.5}, b_{0.6}, c_{0.3}, d_{0.7}\right\}
\end{aligned}
$$

and $\operatorname{FSC}\left(F_{E}\right)=\left\{F_{e_{1}}, F_{e_{2}}, F_{e_{3}}, G_{e_{1}}, G_{e_{2}}\right\}$, let $\tilde{E}$ be absolute fuzzy soft set that is $\tilde{E}(e)=\tilde{1}$, for all $e \in E$, and $\tilde{C}=M_{2}\left(R(C)^{*}\right)$, be the $C^{*}$-algebra. Define $\tilde{d}_{c^{*}}: \tilde{E} \times \tilde{E} \rightarrow \tilde{C}$ by $\tilde{d}_{c^{*}}\left(F_{e_{1}}, F_{e_{2}}\right)=\left(\inf \left\{\left|F_{e_{1}}(a)-F_{e_{2}}(a)\right| / a \in\right.\right.$ $C\}, 0)$, then obviously $\left(\tilde{E}, \tilde{C}, \tilde{d}_{c^{*}}\right)$ is a complete $C^{*}$-algebra valued fuzzy soft metric space.

We define $S: \tilde{E} \rightarrow C B(\tilde{E})$ by $S F_{e_{1}}(a)=F_{e_{1}}^{2}+\frac{1}{4}, T: \tilde{E} \rightarrow C B(\tilde{E})$ by $T F_{e_{1}}(a)=F_{e_{1}}^{3}+\frac{1}{4}, f: \tilde{E} \rightarrow \tilde{E}$ by $f F_{e_{1}}=2 F_{e_{1}}^{2}$ and $g: \tilde{E} \rightarrow \tilde{E}$ by $g F_{e_{1}}=2 F_{e_{1}}^{3}$ for all $a \in U$ and $F_{e_{1}} \in \tilde{E}$. Notice that $f F_{e_{1}}=2 F_{e_{1}}^{2}=$ $\{0.02,0.18,0.32,0.50\}$ and $g F_{e_{2}}=2 F_{e_{1}}^{3}=\{0.054,0.128,0.432,0.686\}$. Thus, $\inf \left\{\left|\mu_{f F_{e_{1}}}^{a}(s)-\mu_{g F_{e_{2}}}^{a}(s)\right| / s \in C\right\}$ $=\inf \{0.034,0.052,0.112,0.186\}=0.034$. Hence $\tilde{d}_{c^{*}}\left(f F_{e_{1}}, g F_{e_{2}}\right)=\left[\begin{array}{cc}0.034 & 0 \\ 0 & 0.034\end{array}\right]$.

Also, we have

$$
\begin{aligned}
\tilde{d}_{c^{*}}\left(S F_{e_{1}}, T F_{e_{2}}\right)(a) & =\left(\inf \left\{\left|S F_{e_{1}}(a)-T F_{e_{2}}(a)\right| / a \in C\right\}, 0\right) \\
& =(\inf \{0.017,0.026,0.056,0.093\}, 0)=\left[\begin{array}{cc}
0.017 & 0 \\
0 & 0.017
\end{array}\right] \\
& \leq\left[\begin{array}{cc}
0.027 & 0 \\
0 & 0.027
\end{array}\right] \\
& \leq\left[\begin{array}{cc}
0.8 & 0 \\
0 & 0.8
\end{array}\right]\left[\begin{array}{cc}
0.034 & 0 \\
0 & 0.034
\end{array}\right] \\
& \leq \tilde{c} \tilde{d}_{c^{*}}\left(f F_{e_{1}}, g F_{e_{2}}\right) .
\end{aligned}
$$

Here $\tilde{c}=\left[\begin{array}{cc}0.8 & 0 \\ 0 & 0.8\end{array}\right]$ with $\|\tilde{c}\|=0.8<1$.
Therefore, (5) holds for all $F_{e_{1}}, F_{e_{2}} \in \tilde{E}$. Also, the other Hypotheses $\left(A_{1}\right)$ and $\left(A_{2}\right)$ are satisfied. It is seen that $S(0.5)=f(0.5)=0.5$ and $T(0.63)=g(0.63)=0.5$. Therefore, $S$ and $f$ have the coincidence at the point $F_{e^{\prime}}=0.5, T$ and $g$ at the point $F_{e^{\prime \prime}}=0.63$, and $S(0.5)=T(0.63)$.

Theorem 3. Let $\left(\tilde{E}, \tilde{C}, \tilde{d_{c^{*}}}\right)$ be a complete $C^{*}$-algebra valued fuzzy soft metric space. Let $S, T: \tilde{E} \rightarrow C B(\tilde{E})$ be a pair of multivalued maps and $f: \tilde{E} \rightarrow \tilde{E}$ be a single-valued map. Suppose that

$$
\begin{align*}
\tilde{H}_{c^{*}}\left(S F_{e_{1}}, T F_{e_{2}}\right) \leq & \tilde{a} \tilde{d_{c^{*}}}\left(f F_{e_{1}}, f F_{e_{2}}\right)+\tilde{a}\left(\tilde{D_{c^{*}}}\left(f F_{e_{1}}, S F_{e_{1}}\right)+\tilde{D_{c^{*}}}\left(f F_{e_{2}}, T F_{e_{2}}\right)\right) \\
& +\tilde{a}\left(\tilde{D_{c^{*}}}\left(f F_{e_{1}}, T F_{e_{2}}\right)+\tilde{D_{c^{*}}}\left(f F_{e_{2}}, S F_{e_{1}}\right)\right) \tag{21}
\end{align*}
$$

for all $F_{e_{1}}, F_{e_{2}} \in \tilde{E}$, where $\tilde{a} \in{\tilde{C_{+}}}^{\prime}$ with $\|\tilde{a}\|<1$. Suppose that
$\left(B_{1}\right) S \tilde{E} \cup T \tilde{E} \subseteq f \tilde{E}$;
$\left(B_{2}\right) f(\tilde{E})$ is closed.
Then, $f, T$ and $S$ have a coincidence in $\tilde{E}$. Moreover, if $f$ is both $T$-weakly commuting and $S$-weakly commuting at each $F_{e^{\prime}} \in C(f, T)$, and $f f F_{e^{\prime}}=f F_{e^{\prime}}$, then, $f, T$ and $S$ have a common fixed point in $\tilde{E}$.

Proof. If $f=g$ in Theorem (2), we obtain that there exist points $F_{e^{\prime}}, G_{e^{\prime}} \in \tilde{E}$, such that $f F_{e^{\prime}} \in S F_{e^{\prime}}$, $f G_{e^{\prime}} \in T G_{e^{\prime}}$ and $f F_{e^{\prime}}=f G_{e^{\prime}}, S F_{e^{\prime}}=T G_{e^{\prime}}$. As $F_{e^{\prime}} \in C(f, T), f$ is $T$-weakly commuting at $F_{e^{\prime}}$ and
$f f F_{e^{\prime}}=f F_{e^{\prime}}$. Set $G_{e^{\prime}}=f F_{e^{\prime}}$. Then, we have $f G_{e^{\prime}}=G_{e^{\prime}}$ and $G_{e^{\prime}}=f f F_{e^{\prime}} \in T\left(f F_{e^{\prime}}\right)=T G_{e^{\prime}}$. Now, since also $F_{e^{\prime}} \in C(f, S)$, then $f$ is $S$-weakly commuting at $F_{e^{\prime}}$, and so we obtain $G_{e^{\prime}}=f G_{e^{\prime}}=f f F_{e^{\prime}} \in S\left(f F_{e^{\prime}}\right)=S G_{e^{\prime}}$. Thus, we have proved that $G_{e^{\prime}}=f G_{e^{\prime}} \in T G_{e^{\prime}} \cap S G_{e^{\prime}}$, that is, $G_{e^{\prime}}$ is a common fixed point of $f, T$ and $S$.

Corollary 1. Let $\left(\tilde{E}, \tilde{C}, \tilde{d_{c^{*}}}\right)$ be a complete $C^{*}$-algebra valued fuzzy soft metric space. Let $S, T: \tilde{E} \rightarrow C B(\tilde{E})$ be a pair of multivalued maps. Suppose that

$$
\begin{align*}
\tilde{H_{c^{*}}}\left(S F_{e_{1}}, T F_{e_{2}}\right) \leq & \tilde{a} \tilde{d_{c^{*}}}\left(F_{e_{1}}, F_{e_{2}}\right)+\tilde{a}\left(\tilde{D_{c^{*}}}\left(F_{e_{1}}, S F_{e_{1}}\right)+\tilde{D_{c^{*}}}\left(F_{e_{2}}, T F_{e_{2}}\right)\right) \\
& +\tilde{a}\left(\tilde{D_{c^{*}}}\left(F_{e_{1}}, T F_{e_{2}}\right)+\tilde{D_{c^{*}}}\left(F_{e_{2}}, S F_{e_{1}}\right)\right) \tag{22}
\end{align*}
$$

for all $F_{e_{1}}, F_{e_{2}} \in \tilde{E}$, where $\tilde{a} \in \tilde{C_{+}{ }^{\prime}}$ with $\|\tilde{a}\|<1$. Then there exist a point $F_{e^{\prime}} \in \tilde{E}$ such that $F_{e^{\prime}} \in S F_{e^{\prime}} \cap T F_{e^{\prime}}$ and $S F_{e^{\prime}}=T F_{e^{\prime}}$.

Proof. If $f=g=\tilde{I}_{\tilde{C}}\left(\tilde{I}_{\tilde{C}}\right.$ being the identity map on $\left.\tilde{E}\right)$ in Theorem 2, then, we obtain the common fixed-point result.

Corollary 2. Let $\left(\tilde{E}, \tilde{C}, \tilde{d_{c^{*}}}\right)$ be a complete $C^{*}$-algebra valued fuzzy soft metric space. Let $S: \tilde{E} \rightarrow C B(\tilde{E})$ be a pair of multivalued map. Suppose that

$$
\begin{align*}
\tilde{H}_{c^{*}}\left(S F_{e_{1}}, S F_{e_{2}}\right) \leq & \tilde{a} \tilde{d_{c^{*}}}\left(F_{e_{1}}, F_{e_{2}}\right)+\tilde{a}\left(\tilde{D_{c^{*}}}\left(F_{e_{1}}, S F_{e_{1}}\right)+\tilde{D_{c^{*}}}\left(F_{e_{2}}, S F_{e_{2}}\right)\right) \\
& +\tilde{a}\left(\tilde{D_{c^{*}}}\left(F_{e_{1}}, S F_{e_{2}}\right)+\tilde{D_{c^{*}}}\left(F_{e_{2}}, S F_{e_{1}}\right)\right) \tag{23}
\end{align*}
$$

for all $F_{e_{1}}, F_{e_{2}} \in \tilde{E}$, where $\tilde{a} \in \tilde{C_{+}}{ }^{\prime}$ with $\|\tilde{a}\|<1$. Then there exist a point $F_{e^{\prime}} \in \tilde{E}$ such that $F_{e^{\prime}} \in S F_{e^{\prime}}$.

## 3. Coupled Fixed Point Results

In this section, we shall prove some coupled fixed point theorems in $C^{*}$-algebra valued fuzzy soft metric spaces by using different contractive conditions.

Definition 14. ( $\tilde{E}, \tilde{C}, \tilde{d_{c^{*}}}$ ) be a $C^{*}$-algebra valued fuzzy soft metric space. Let $S: \tilde{E} \times \tilde{E} \rightarrow \tilde{E}$ be a mapping, an element $\left(F_{e_{1}}, G_{e_{1}}\right) \in \tilde{E} \times \tilde{E}$ is called coupled fixed point of $S$ if $S\left(F_{e_{1}}, G_{e_{1}}\right)=F_{e_{1}}$ and $S\left(G_{e_{1}}, F_{e_{1}}\right)=G_{e_{1}}$.

Definition 15. $\tilde{E}$ be an absolute fuzzy soft set. An element $\left(F_{e_{1}}, G_{e_{1}}\right) \in \tilde{E} \times \tilde{E}$ is called
(i) a coupled coincidence point of mappings $S: \tilde{E} \times \tilde{E} \rightarrow \tilde{E}$ and $f: \tilde{E} \rightarrow \tilde{E}$ if $f F_{e_{1}}=S\left(F_{e_{1}}, G_{e_{1}}\right)$ and $f G_{e_{1}}=S\left(G_{e_{1}}, F_{e_{1}}\right)$
(ii) a common coupled fixed point of mappings $S: \tilde{E} \times \tilde{E} \rightarrow \tilde{E}$ and $f: \tilde{E} \rightarrow \tilde{E}$ if $F_{e_{1}}=f F_{e_{1}}=S\left(F_{e_{1}}, G_{e_{1}}\right)$ and $G_{e_{1}}=f G_{e_{1}}=S\left(G_{e_{1}}, F_{e_{1}}\right)$.

Definition 16. Let $\tilde{E}$ be an absolute fuzzy soft set and $S: \tilde{E} \times \tilde{E} \rightarrow \tilde{E}$ and $f: \tilde{E} \rightarrow \tilde{E}$. Then $\{S, f\}$ is said to be $\omega$-compatible pairs if $f\left(S\left(F_{e_{1}}, G_{e_{1}}\right)\right)=S\left(f F_{e_{1}}, f G_{e_{1}}\right)$ and $f\left(S\left(G_{e_{1}}, F_{e_{1}}\right)\right)=S\left(f G_{e_{1}}, f F_{e_{1}}\right)$.

Theorem 4. Let $\left(\tilde{E}, \tilde{C}, \tilde{d_{c^{*}}}\right)$ be a $C^{*}$-algebra valued fuzzy soft metric space. Suppose $S, T: \tilde{E} \times \tilde{E} \rightarrow \tilde{E}$ and $f, g: \tilde{E} \rightarrow \tilde{E}$ be satisfying
(1) $S(\tilde{E} \times \tilde{E}) \subseteq g(\tilde{E})$ and $T(\tilde{E} \times \tilde{E}) \subseteq f(\tilde{E})$
(2) $\{S, f\}$ and $\{T, g\}$ are $\omega$-compatible pairs.
(3) one of $f(\tilde{E})$ or $g(\tilde{E})$ is complete $C^{*}$-algebra valued fuzzy soft metric of $\tilde{E}$
(4) $\tilde{d_{c^{*}}}\left(S\left(F_{e_{1}}, G_{e_{1}}\right), T\left(F_{e_{2}}, G_{e_{2}}\right)\right) \leq \tilde{a}^{\star} \tilde{d_{c^{*}}}\left(f F_{e_{1}}, g F_{e_{2}}\right) \tilde{a}+\tilde{a}^{\star} \tilde{d_{c^{*}}}\left(f G_{e_{1}}, g G_{e_{2}}\right) \tilde{a}$ for all $F_{e_{1}}, F_{e_{2}}, G_{e_{1}}, G_{e_{2}} \in \tilde{E}$,
where $\tilde{a} \in \tilde{C}$ with $\|\sqrt{2} \tilde{a}\|<1$. Then $S, T, f$ and $g$ have a unique common coupled fixed point in $\tilde{E} \times \tilde{E}$.

Proof. Let $F_{e_{0}}, G_{e_{0}} \in \tilde{E}$. From (Theorem 4 (1)), we can construct the sequences $\left\{F_{e_{2 n}}\right\}_{2 n=1}^{\infty},\left\{G_{e_{2 n}}\right\}_{2 n=1}^{\infty}$, $\left\{I_{e_{2 n}}\right\}_{2 n=1}^{\infty},\left\{J_{e_{2 n}}\right\}_{2 n=1}^{\infty}$ such that

$$
\begin{array}{ll}
S\left(F_{e_{2 n}}, G_{e_{2 n}}\right)=g F_{e_{2 n+1}}=I_{e_{2 n}} & T\left(F_{e_{2 n+1}}, G_{e_{2 n+1}}\right)=f F_{e_{2 n+2}}=I_{e_{2 n+1}} \\
S\left(G_{e_{2 n}}, F_{e_{2 n}}\right)=g G_{e_{2 n+1}}=J_{e_{2 n}} & T\left(G_{e_{2 n+1}}, F_{e_{2 n+1}}\right)=f G_{e_{2 n+2}}=J_{e_{2 n+1}}
\end{array}
$$

for $n=0,1,2, \cdots$
Notices that in $C^{*}$-algebra, if $\tilde{a}, \tilde{b} \in \tilde{C_{+}}$and $\tilde{a} \leq \tilde{b}$, then for any $\tilde{x} \in \tilde{C_{+}}$both $\tilde{x}^{\star} \tilde{a} \tilde{x}$ and $\tilde{x}^{\star} \tilde{b} \tilde{x}$ are positive elements and $\tilde{x}^{\star} \tilde{a} \tilde{x} \leq \tilde{x}^{\star} \tilde{b} \tilde{x}$.

From (Theorem 4 (4)), we get

$$
\begin{align*}
\tilde{d_{c^{*}}}\left(I_{e_{2 n+1}}, I_{e_{2 n+2}}\right) & =\tilde{d_{\mathcal{C}^{*}}}\left(S\left(F_{e_{2 n+1}}, G_{e_{2 n+1}}\right), T\left(F_{e_{e_{n+2}}}, G_{e_{2 n+2}}\right)\right) \\
& \leq \tilde{a}^{\star} \tilde{d_{c^{*}}}\left(f F_{e_{2 n+1}}, g F_{e_{2 n+2}}\right) \tilde{a}+\tilde{a}^{\star} \tilde{d_{c^{*}}}\left(f G_{e_{2 n+1}}, g G_{e_{2 n+2}}\right) \tilde{a} \\
& \leq \tilde{a}^{\star}\left(\tilde{d_{c^{*}}}\left(I_{e_{2 n}}, I_{e_{2 n+1}}\right)+\tilde{c^{*}}\left(J_{e_{2 n}}, J_{e_{2 n+1}}\right)\right) \tilde{a} . \tag{24}
\end{align*}
$$

Similarly,

$$
\begin{equation*}
\tilde{d_{c^{*}}}\left(J_{e_{2 n+1}}, J_{e_{2 n+2}}\right) \leq \tilde{a} \tilde{a}^{\star}\left(\tilde{d_{c^{*}}}\left(J_{e_{2 n}}, J_{e_{2 n+1}}\right)+\tilde{d_{c^{*}}}\left(I_{e_{2 n}}, I_{e_{2 n+1}}\right)\right) \tilde{a} . \tag{25}
\end{equation*}
$$

Let $\alpha_{2 n+1}=\tilde{d_{c^{*}}}\left(I_{e_{2 n+1}}, I_{e_{2 n+2}}\right)+\tilde{d_{c^{*}}}\left(J_{e_{2 n+1}}, J_{e_{2 n+2}}\right)$.
Now from (24) and (25), we have

$$
\begin{aligned}
\alpha_{2 n+1} & =\tilde{d_{c^{*}}}\left(I_{e_{2 n+1}}, I_{e_{2 n+2}}\right)+\tilde{d_{c^{*}}}\left(J_{e_{2 n+1}}, J_{e_{2 n+2}}\right) \\
& \leq \tilde{a}^{\star}\left(\tilde{c_{c^{*}}}\left(I_{e_{2 n}}, I_{e_{2 n+1}}\right)+\tilde{d_{c^{*}}}\left(J_{e_{2 n}}, J_{e_{2 n+1}}\right)\right) \tilde{a} \\
& +\tilde{a}^{\star}\left(\tilde{d_{c^{*}}}\left(J_{e_{2 n}}, J_{e_{2 n+1}}\right)+\tilde{d_{c^{*}}}\left(I_{e_{2 n}}, I_{e_{2 n+1}}\right)\right) \tilde{a} \\
& \leq(\sqrt{2} \tilde{a})^{\star} \alpha_{2 n}(\sqrt{2} \tilde{a}) \\
& \vdots \\
& \leq\left[(\sqrt{2} \tilde{a})^{\star}\right]^{2 n+1} \alpha_{0}(\sqrt{2} \tilde{a})^{2 n+1} .
\end{aligned}
$$

Now, we can obtain for any $n \in N$

$$
\begin{aligned}
\alpha_{n} & =\tilde{d_{c^{*}}}\left(I_{e_{n}}, I_{e_{n+1}}\right)+\tilde{d_{c^{*}}}\left(J_{e_{n}}, J_{e_{n+1}}\right) \\
& \leq(\sqrt{2} \tilde{a})^{\star} \alpha_{n-1}(\sqrt{2} \tilde{a}) \\
& \vdots \\
& \leq\left[(\sqrt{2} \tilde{a})^{\star}\right]^{n} \alpha_{0}(\sqrt{2} \tilde{a})^{n} .
\end{aligned}
$$

If $\alpha_{0}=\tilde{0}_{\tilde{C}}$, then from Definition- 1 of $S_{2}$ we know $\left(I_{\alpha_{0}}, J_{\alpha_{0}}\right)$ is a coupled fixed point of $S, T, f$ and $g$. Now letting $\tilde{0}_{\tilde{C}} \leq \alpha_{0}$, we get for any $n \in N$, for any $p \in N$ and using triangle inequality

$$
\begin{aligned}
& \tilde{d_{c^{*}}}\left(I_{e_{2 n+p}}, I_{e_{2 n}}\right) \leq \tilde{d_{c^{*}}}\left(I_{e_{2 n+p}}, I_{e_{2 n+p-p-1}}\right) \\
&+\tilde{d_{c^{*}}}\left(I_{e_{2 n+p-1}}, I_{e_{2 n+p-2}-2}\right)+\cdots+\tilde{d_{c^{*}}}\left(I_{e_{2 n+1}, e_{2 n}}\right) . \\
& \tilde{d_{c^{*}}}\left(J_{e_{2 n+p}}, J_{e_{2 n}}\right) \leq \tilde{d_{c^{*}}}\left(J_{e_{2 n+p}}, J_{e_{2 n+p-1}}\right) \\
&+\tilde{d_{c^{*}}}\left(J_{e_{2 n+p-1}}, \int_{e_{2 n+p-2}}\right)+\cdots+\tilde{c_{c^{*}}}\left(J_{e_{2 n+1}}, J_{e_{2 n}}\right) .
\end{aligned}
$$

Consequently,

$$
\begin{aligned}
\tilde{d_{c^{*}}}\left(I_{e_{2 n+p}}, I_{e_{2 n}}\right)+\tilde{d_{c^{*}}}\left(J_{e_{2 n+p}}, J_{e_{2 n}}\right) & \leq \alpha_{2 n+p-1}+\alpha_{2 n+p-2}+\cdots+\alpha_{2 n} \\
& \leq \sum_{m=2 n}^{2 n+p-1}\left[(\sqrt{2} \tilde{a})^{\star}\right]^{m} \alpha_{0}(\sqrt{2} \tilde{a})^{m}
\end{aligned}
$$

and then

$$
\begin{aligned}
\left\|\tilde{d_{c^{*}}}\left(I_{e_{2 n+p}}, I_{e_{2 n}}\right)+\tilde{d_{c^{*}}}\left(J_{e_{2 n+p}}, J_{e_{2 n}}\right)\right\| & \leq \alpha_{2 n+p-1}+\alpha_{2 n+p-2}+\cdots+\alpha_{2 n} \\
& \leq \sum_{m=2 n}^{2 n+p-1}\|\sqrt{2} \tilde{a}\|^{2 m} \alpha_{0} \\
& \leq \sum_{m=n}^{\infty}\|\sqrt{2} \tilde{a}\|^{2 m} \alpha_{0} \\
& =\frac{\|\sqrt{2} \tilde{a}\|^{2 n}}{1-\| \sqrt{2} \tilde{\|^{2}}} \alpha_{0} \rightarrow 0 \text { as } n \rightarrow \infty,
\end{aligned}
$$

which together with $\tilde{d_{c^{*}}}\left(I_{e_{2 n+p}}, I_{e_{2 n}}\right) \leq \tilde{d_{c^{*}}}\left(I_{e_{2 n+p}}, I_{e_{2 n}}\right)+\tilde{d_{c^{*}}}\left(J_{e_{2 n+p}}, J_{e_{2 n}}\right)$ and $\tilde{d_{c^{*}}}\left(J_{e_{2 n+p}}, J_{e_{2 n}}\right) \leq$ $\tilde{d_{c^{*}}}\left(I_{e_{2 n+p}}, I_{e_{2 n}}\right)+\tilde{d_{c^{*}}}\left(J_{e_{2 n+p}}, I_{e_{2 n}}\right)$ implies $\left\{I_{e_{2 n}}\right\}$ and $\left\{J_{e_{2 n}}\right\}$ are Cauchy sequences in $\tilde{E}$ with respect to $\tilde{C}$. It follows that $\left\{I_{e_{2 n+1}}\right\}$ and $\left\{J_{e_{2 n+1}}\right\}$ are also Cauchy sequences in $\tilde{E}$ with respect to $\tilde{C}$. Thus, $\left\{I_{e_{n}}\right\}$ and $\left\{J_{e_{n}}\right\}$ are Cauchy sequences in $\left(\tilde{E}, \tilde{C}, \tilde{d_{c^{*}}}\right)$.

Suppose $f(\tilde{E})$ is complete subspace of $\left(\tilde{E}, \tilde{C}, \tilde{d_{c^{*}}}\right)$. Then the sequences $\left\{I_{e_{n}}\right\}$ and $\left\{J_{e_{n}}\right\}$ are converge to $I_{e^{\prime}}, J_{e^{\prime}}$ respectively in $f(\tilde{E})$. Thus, there exist $F_{e^{\prime}}, G_{e^{\prime}}$ in $f(\tilde{E})$ Such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} I_{e_{n}}=I_{e^{\prime}}=f F_{e^{\prime}} \text { and } \lim _{n \rightarrow \infty} J_{e_{n}}=J_{e^{\prime}}=f G_{e^{\prime}} \tag{26}
\end{equation*}
$$

We now claim that $S\left(F_{e^{\prime}}, G_{e^{\prime}}\right)=I_{e^{\prime}}$ and $S\left(G_{e^{\prime}}, F_{e^{\prime}}\right)=J_{e^{\prime}}$.
From (Theorem 4 (4)) and using the triangular inequality

$$
\begin{aligned}
\tilde{0}_{\tilde{C}} & \leq \tilde{d_{c^{*}}}\left(S\left(F_{e^{\prime}}, G_{e^{\prime}}\right), I_{e^{\prime}}\right) \\
& \leq \tilde{d_{c^{*}}}\left(S\left(F_{e^{\prime}}, G_{e^{\prime}}\right), I_{e_{2 n+1}}\right)+\tilde{d_{c^{*}}}\left(I_{e_{2 n+1}}, I_{e^{\prime}}\right) \\
& \leq \tilde{d_{c^{*}}}\left(S\left(F_{e^{\prime}}, G_{e^{\prime}}\right), T\left(F_{e_{2 n+}}, G_{e_{2 n+1}}\right)\right)+\tilde{d_{c^{*}}}\left(I_{e_{2 n+1}} I_{e^{\prime}}\right) \\
& \leq \tilde{a^{\star}} \tilde{d_{c^{*}}}\left(f F_{e^{\prime}}, g F_{e_{2 n+1}}\right) \tilde{a}+\tilde{a}+\tilde{a^{\star}} \tilde{c_{c^{*}}}\left(f G_{e^{\prime}}, g G_{e_{2 n+1}}\right) \tilde{a}+\tilde{d_{c^{*}}}\left(I_{e_{2 n+1}}, I_{e^{\prime}}\right) \\
& \leq \tilde{a}^{\star} \tilde{d_{c^{*}}}\left(I_{e^{\prime}}, I_{e_{2 n}}\right) \tilde{a}+\tilde{a}^{\star} \tilde{c_{c^{*}}}\left(J_{e^{\prime}}, J_{e_{2 n}}\right) \tilde{a}+\tilde{c_{c^{*}}}\left(I_{e_{2 n+1}}, I_{e^{\prime}}\right) .
\end{aligned}
$$

Taking the limit as $n \rightarrow \infty$ in the above relation, we obtain $\tilde{d_{c^{*}}}\left(S\left(F_{e^{\prime}}, G_{e^{\prime}}\right), I_{e^{\prime}}\right)=\tilde{0}_{\tilde{C}}$ and hence $S\left(F_{e^{\prime}}, G_{e^{\prime}}\right)=I_{e^{\prime}}$. Similarly, we prove $S\left(G_{e^{\prime}}, F_{e^{\prime}}\right)=J_{e^{\prime}}$. Therefore, it follows $S\left(F_{e^{\prime}}, G_{e^{\prime}}\right)=I_{e^{\prime}}=f I_{e^{\prime}}$ and $S\left(G_{e^{\prime}}, F_{e^{\prime}}\right)=J_{e^{\prime}}=f J_{e^{\prime}}$. Since $\{S, f\}$ is $\omega$-compatible pair, we have $S\left(I_{e^{\prime}}, J_{e^{\prime}}\right)=f I_{e^{\prime}}$ and $S\left(J_{e^{\prime}}, I_{e^{\prime}}\right)=f J_{e^{\prime}}$. Now to prove that $f I_{e^{\prime}}=I_{e^{\prime}}$ and $f J_{e^{\prime}}=J_{e^{\prime}}$.

$$
\begin{aligned}
\tilde{0}_{\tilde{C}} \leq \tilde{d_{c^{*}}}\left(f I_{e^{\prime}}, I_{e_{2 n+1}}\right) & \leq \tilde{d_{c^{*}}}\left(S\left(I_{e^{\prime}}, J_{e^{\prime}}\right), T\left(F_{e_{2 n+1}}, G_{e_{2 n+1}}\right)\right) \\
& \leq \tilde{a}^{\star} \tilde{c^{\star}}\left(f I_{e^{\prime}}, g F_{e_{2 n+1}}\right) \tilde{a}+\tilde{a}^{\star} \tilde{d_{c^{*}}}\left(f J_{e^{\prime}}, g G_{e_{2 n+1}}\right) \tilde{a} \\
& \leq \tilde{a}^{\star} \tilde{d_{c^{*}}}\left(f I_{e^{\prime}}, I_{e_{2 n}}\right) \tilde{a}+\tilde{a} \tilde{a}^{\star} \tilde{d_{c^{*}}}\left(f J_{e^{\prime}}, J_{e_{2 n}}\right) \tilde{a} .
\end{aligned}
$$

Taking the limit as $n \rightarrow \infty$ in the above relation, we obtain $\tilde{d_{c^{*}}}\left(f I_{e^{\prime}}, I_{e^{\prime}}\right)=0_{\tilde{C}}$ which implies $f I_{e^{\prime}}=I_{e^{\prime}}$. Similarly we can prove $f J_{e^{\prime}}=J_{e^{\prime}}$. Therefore, $S\left(I_{e^{\prime}}, J_{e^{\prime}}\right)=f I_{e^{\prime}}=I_{e^{\prime}}$ and $S\left(J_{e^{\prime}}, I_{e^{\prime}}\right)=f J_{e^{\prime}}=J_{e^{\prime}}$. Thus, $\left(I_{e^{\prime}}, J_{e^{\prime}}\right)$ is common coupled fixed point of $S$ and $f$. Since $S(\tilde{E} \times \tilde{E}) \subseteq g(\tilde{E})$. So there exist $K_{e^{\prime}}$, $L_{e^{\prime}} \in \tilde{E}$ such that $S\left(I_{e^{\prime}}, J_{e^{\prime}}\right)=I_{e^{\prime}}=g K_{e^{\prime}}$ and $S\left(J_{e^{\prime}}, I_{e^{\prime}}\right)=J_{e^{\prime}}=g L_{e^{\prime}}$. Now from (Theorem 4 (4)) and using the triangular inequality

$$
\begin{aligned}
\tilde{0}_{\tilde{C}} \leq \tilde{d_{c^{*}}}\left(I_{e^{\prime}}, T\left(K_{e^{\prime}}, L_{e^{\prime}}\right)\right) & \leq \tilde{d_{c^{\star}}}\left(S\left(\left(I_{e^{\prime}}, J_{e^{\prime}}\right)\right), T\left(K_{e^{\prime}}, L_{e^{\prime}}\right)\right) \\
& \leq \tilde{a} \tilde{d}_{c^{\star}}\left(f I_{e^{\prime}}, g K_{e^{\prime}}\right) \tilde{a}+\tilde{a} \tilde{a}^{\star} \tilde{c^{\star}}\left(f J_{e^{\prime}}, g L_{e^{\prime}}\right) \tilde{a} \\
& \leq \tilde{a}^{\star} \tilde{d_{c^{*}}}\left(I_{e^{\prime}}, I_{e^{\prime}}\right) \tilde{a}+\tilde{a}+\tilde{a_{c^{*}}}\left(J_{e^{\prime}}, J_{e^{\prime}}\right) \tilde{a} .
\end{aligned}
$$

We have $\tilde{d_{c^{*}}}\left(I_{e^{\prime}}, T\left(K_{e^{\prime}}, L_{e^{\prime}}\right)\right)=0$, which means $I_{e^{\prime}}=T\left(K_{e^{\prime}}, L_{e^{\prime}}\right)$. Similarly, we can prove $T\left(L_{e^{\prime}}, K_{e^{\prime}}\right)=J_{e^{\prime}}$. Since $\{T, g\}$ is $\omega$-compatible pair, we have $T\left(I_{e^{\prime}}, J_{e^{\prime}}\right)=g I_{e^{\prime}}$ and $T\left(J_{e^{\prime}}, I_{e^{\prime}}\right)=g J_{e^{\prime}}$. Now we prove that $g I_{e^{\prime}}=I_{e^{\prime}}$ and $g J_{e^{\prime}}=J_{e^{\prime}}$.

$$
\begin{align*}
\tilde{0}_{\tilde{C}} \leq \tilde{d_{c^{\star}}}\left(I_{e^{\prime}}, g I_{e^{\prime}}\right) & \leq \tilde{d_{c^{\star}}}\left(S\left(\left(I_{e^{\prime}}, J_{e^{\prime}}\right)\right), T\left(I_{e^{\prime}}, J_{e^{\prime}}\right)\right) \\
& \leq \tilde{a}^{\star} \tilde{d_{c^{*}}}\left(f I_{e^{\prime}}, g I_{e^{\prime}}\right) \tilde{a}+\tilde{a}^{\star} \tilde{d_{c^{*}}}\left(f J_{e^{\prime}}, g J_{e^{\prime}}\right) \tilde{a} \\
& \leq \tilde{a}^{\star} \tilde{d_{c^{*}}}\left(I_{e^{\prime}}, g I_{e^{\prime}}\right) \tilde{a}+\tilde{a}^{\star} \tilde{d_{c^{*}}}\left(J_{e^{\prime}}, g J_{e^{\prime}}\right) \tilde{a} \tag{27}
\end{align*}
$$

and

$$
\begin{align*}
\tilde{0}_{\tilde{c}} \leq \tilde{d_{c^{*}}}\left(J_{e^{\prime}}, g J_{e^{\prime}}\right) & \leq \tilde{c_{c^{*}}}\left(S\left(\left(J_{e^{\prime}}, I_{e^{\prime}}\right)\right), T\left(J_{e^{\prime}}, I_{e^{\prime}}\right)\right) \\
& \leq \tilde{a}^{\star} \tilde{c_{c^{*}}}\left(f J_{e^{\prime}}, g J_{e^{\prime}}\right) \tilde{a}+\tilde{a}^{\star} \tilde{c^{*}}\left(f I_{e^{\prime}}, g I_{e^{\prime}}\right) \tilde{a} \\
& \leq \tilde{a}^{\star} \tilde{c_{c^{*}}}\left(J_{e^{\prime}}, g J_{e^{\prime}}\right) \tilde{a}+\tilde{a}^{\star} \tilde{c_{c^{*}}}\left(I_{e^{\prime}}, g I_{e^{\prime}}\right) \tilde{a} . \tag{28}
\end{align*}
$$

From (27) and (28)

$$
\tilde{0}_{\tilde{C}} \leq \tilde{d_{c^{*}}}\left(I_{e^{\prime}}, g I_{e^{\prime}}\right)+\tilde{c_{c^{*}}}\left(J_{e^{\prime}}, g J_{e^{\prime}}\right) \leq\left(\sqrt{2} \tilde{a}^{\star}\right)\left(\tilde{d_{c^{*}}}\left(I_{e^{\prime}}, g I_{e^{\prime}}\right)+\tilde{d_{c^{*}}}\left(J_{e^{\prime}}, g J_{e^{\prime}}\right)\right)(\sqrt{2} \tilde{a}) .
$$

Therefore,

$$
\begin{aligned}
\tilde{0} & \leq\left\|\tilde{d_{c^{*}}}\left(I_{e^{\prime}}, g I_{e^{\prime}}\right)+\tilde{d_{c^{*}}}\left(J_{e^{\prime}}, g J_{e^{\prime}}\right)\right\| \\
& \leq\left\|\left(\sqrt{2} \tilde{a^{\star}}\right)\left(\tilde{d_{c^{*}}}\left(I_{e^{\prime}}, g I_{e^{\prime}}\right)+\tilde{d_{c^{*}}}\left(J_{e^{\prime}}, g J_{e^{\prime}}\right)\right)(\sqrt{2} \tilde{a})\right\| \\
& \leq\|(\sqrt{2} \tilde{a})\|^{2}\left\|\tilde{d_{c^{*}}}\left(I_{e^{\prime}}, g I_{e^{\prime}}\right)+\tilde{d_{c^{*}}}\left(J_{e^{\prime}}, g J_{e^{\prime}}\right)\right\| .
\end{aligned}
$$

Since $\|(\sqrt{2} \tilde{a})\|<1$, then $\left\|\tilde{d_{c^{*}}}\left(I_{e^{\prime}}, g I_{e^{\prime}}\right)+\tilde{d_{c^{*}}}\left(J_{e^{\prime}}, g J_{e^{\prime}}\right)\right\|=0$. Hence $g I_{e^{\prime}}=I_{e^{\prime}}$ and $g J_{e^{\prime}}=J_{e^{\prime}}$.
Therefore, we have $T\left(I_{e^{\prime}}, J_{e^{\prime}}\right)=g I_{e^{\prime}}=I_{e^{\prime}}$ and $T\left(J_{e^{\prime}}, I_{e^{\prime}}\right)=g J_{e^{\prime}}=J_{e^{\prime}}$. Thus, $\left(I_{e^{\prime}}, J_{e^{\prime}}\right)$ is common coupled fixed point of $S, T, f$ and $g$. In the following we will show the uniqueness of common coupled fixed point in $\tilde{E}$. For this purpose, assume that there is another coupled fixed point $\left(I_{e^{\prime \prime}}, J_{e^{\prime \prime}}\right)$ of $S, T, f$ and $g$. Then

$$
\begin{align*}
\tilde{d_{c^{*}}}\left(I_{e^{\prime}}, I_{e^{\prime \prime}}\right) & \leq \tilde{d_{c^{*}}}\left(S\left(I_{e^{\prime}}, J_{e^{\prime}}\right), T\left(I_{e^{\prime \prime}}, J_{e^{\prime \prime}}\right)\right) \\
& \leq \tilde{a} \tilde{d_{c^{*}}}\left(f I_{e^{\prime}}, g I_{e^{\prime \prime}}\right) \tilde{a}+\tilde{a}^{\star} \tilde{d_{c^{*}}}\left(g J_{e^{\prime}}, g J_{e^{\prime \prime}}\right) \tilde{a} \\
& \leq \tilde{a}^{\star} \tilde{d_{c^{*}}}\left(I_{e^{\prime}}, I_{e^{\prime \prime}}\right) \tilde{a}+\tilde{a}^{\star} \tilde{d_{c^{*}}}\left(J_{e^{\prime}}, J_{e^{\prime \prime}}\right) \tilde{a} \tag{29}
\end{align*}
$$

and

$$
\begin{align*}
\tilde{d_{c^{*}}}\left(J_{e^{\prime}}, J_{e^{\prime \prime}}\right) & \leq \tilde{d_{c^{*}}}\left(S\left(J_{e^{\prime}}, I_{e^{\prime}}\right), T\left(J_{e^{\prime \prime}}, I_{e^{\prime \prime}}\right)\right) \\
& \leq \tilde{a}^{\star} \tilde{d_{c^{*}}}\left(f J_{e^{\prime}}, g J_{e^{\prime \prime}}\right) \tilde{a}+\tilde{a}^{\star} \tilde{d_{c^{*}}}\left(g I_{e^{\prime}}, g I_{e^{\prime \prime}}\right) \tilde{a} \\
& \leq \tilde{a}^{\star} \tilde{d_{c^{*}}}\left(J_{e^{\prime}}, J_{e^{\prime \prime}}\right) \tilde{a}+\tilde{a}^{\star} \tilde{d_{c^{*}}}\left(I_{e^{\prime}}, I_{e^{\prime \prime}}\right) \tilde{a} . \tag{30}
\end{align*}
$$

From (29) and (30), we have that

$$
\tilde{d_{c^{*}}}\left(I_{e^{\prime}}, I_{e^{\prime \prime}}\right)+\tilde{d_{c^{*}}}\left(J_{e^{\prime}}, J_{e^{\prime \prime}}\right) \leq(\sqrt{2} \tilde{a})^{\star}\left(\tilde{d_{c^{*}}}\left(I_{e^{\prime}}, I_{e^{\prime \prime}}\right)+\tilde{d_{c^{*}}}\left(J_{e^{\prime}}, J_{e^{\prime \prime}}\right)\right)(\sqrt{2} \tilde{a}),
$$

which further induces that

$$
\left\|\tilde{d_{c^{*}}}\left(I_{e^{\prime}}, I_{e^{\prime \prime}}\right)+\tilde{d_{c^{*}}}\left(J_{e^{\prime}}, J_{e^{\prime \prime}}\right)\right\| \leq\|\sqrt{2} \tilde{a}\|^{2}\left\|\tilde{d_{c^{*}}}\left(I_{e^{\prime}}, I_{e^{\prime \prime}}\right)+\tilde{c_{c^{*}}}\left(J_{e^{\prime}}, J_{e^{\prime \prime}}\right)\right\| .
$$

Since $\|\sqrt{2} \tilde{a}\|<1$ then $\left\|\tilde{d_{c^{*}}}\left(I_{e^{\prime}}, I_{e^{\prime \prime}}\right)+\tilde{d_{c^{*}}}\left(J_{e^{\prime}}, J_{e^{\prime \prime}}\right)\right\|=0$. Hence we get $\left(I_{e^{\prime}}, J_{e^{\prime}}\right)=\left(I_{e^{\prime \prime}}, J_{e^{\prime \prime}}\right)$ which means the coupled fixed point is unique.

To prove that $S, T, f$ and $g$ have a unique fixed point, we only have to prove $I_{e^{\prime}}=J_{e^{\prime}}$.
Now

$$
\begin{aligned}
\tilde{d_{c^{*}}}\left(I_{e^{\prime}}, J_{e^{\prime}}\right) & =\tilde{d_{c^{*}}}\left(S\left(I_{e^{\prime}}, J_{e^{\prime}}\right), T\left(J_{e^{\prime}}, I_{e^{\prime}}\right)\right) \\
& \leq \tilde{a^{\star}} \tilde{d_{c^{*}}}\left(f I_{e^{\prime}}, g J_{e^{\prime}}\right) \tilde{a}+\tilde{a} \tilde{a}^{\star} \tilde{c^{*}}\left(f J_{e^{\prime}}, g I_{e^{\prime}}\right) \tilde{a} \\
& \leq \tilde{a^{\star}} \tilde{d_{c^{*}}}\left(I_{e^{\prime}}, J_{e^{\prime}}\right) \tilde{a}+\tilde{a}^{\star} \tilde{c_{c^{*}}}\left(J_{e^{\prime}}, I_{e^{\prime}}\right) \tilde{a},
\end{aligned}
$$

then

$$
\begin{aligned}
\left\|\tilde{d_{c^{*}}}\left(I_{e^{\prime}}, J_{e^{\prime}}\right)\right\| & \leq\|\tilde{a}\|^{2}\left\|\tilde{d_{c^{*}}}\left(I_{e^{\prime}}, J_{e^{\prime}}\right)\right\|+\|\tilde{a}\|^{2}\left\|\tilde{c_{c^{*}}}\left(J_{e^{\prime}}, I_{e^{\prime}}\right)\right\| \\
& \leq 2 \tilde{a}\left\|^{2}\right\| \tilde{d_{c^{*}}}\left(I_{e^{\prime}}, J_{e^{\prime}}\right) \| .
\end{aligned}
$$

It follows from the fact $\|a\|<\frac{1}{\sqrt{2}}$ that $\left\|\tilde{d_{c^{*}}}\left(I_{e^{\prime}}, J_{e^{\prime}}\right)\right\|=0$, thus $I_{e^{\prime}}=J_{e^{\prime}}$. Which means that $S, T, f$ and $g$ have a unique common fixed point.

Corollary 3. Let $\left(\tilde{E}, \tilde{C}, \tilde{d_{c^{*}}}\right)$ be a $C^{*}$-algebra valued fuzzy soft metric space. Suppose $S: \tilde{E} \times \tilde{E} \rightarrow \tilde{E}$ and $f, g: \tilde{E} \rightarrow \tilde{E}$ be satisfying
(1) $S(\tilde{E} \times \tilde{E}) \subseteq f(\tilde{E})$ and $S(\tilde{E} \times \tilde{E}) \subseteq g(\tilde{E})$
(2) $\{S, f\}$ and $\{S, g\}$ are $\omega$-compatible pairs.
(3) one of $f(\tilde{E})$ or $g(\tilde{E})$ is complete $C^{*}$-algebra valued fuzzy soft metric of $\tilde{E}$
(4) $\quad \tilde{d_{c^{*}}}\left(S\left(F_{e_{1}}, G_{e_{1}}\right), S\left(F_{e_{2}}, G_{e_{2}}\right)\right) \leq \tilde{a}^{\star} \tilde{d_{c^{*}}}\left(f F_{e_{1}}, g F_{e_{2}}\right) \tilde{a}+\tilde{a}^{\star} \tilde{d_{c^{*}}}\left(f G_{e_{1}}, g G_{e_{2}}\right) \tilde{a}$ for all $F_{e_{1}}, F_{e_{2}}, G_{e_{1}}, G_{e_{2}} \in \tilde{E}$,
where $\tilde{a} \in \tilde{C}$ with $\|\sqrt{2} \tilde{a}\|<1$. Then $S$ and $f, g$ have a unique common fixed point in $\tilde{E}$.
Corollary 4. Let ( $\tilde{E}, \tilde{C}, \tilde{d_{c^{*}}}$ ) be a $C^{*}$-algebra valued fuzzy soft metric space.Suppose $S: \tilde{E} \times \tilde{E} \rightarrow \tilde{E}$ and $f: \tilde{E} \rightarrow \tilde{E}$ be satisfying
(1) $S(\tilde{E} \times \tilde{E}) \subseteq f(\tilde{E})$
(2) $\{S, f\}$ is $\omega$-compatible pairs.
(3) $\quad f(\tilde{E})$ is complete $C^{*}$-algebra valued fuzzy soft metric of $\tilde{E}$
(4) $\tilde{d_{c^{*}}}\left(S\left(F_{e_{1}}, G_{e_{1}}\right), S\left(F_{e_{2}}, G_{e_{2}}\right)\right) \leq \tilde{a}^{\star} \tilde{d_{c^{*}}}\left(f F_{e_{1}}, f F_{e_{2}}\right) \tilde{a}+\tilde{a}^{\star} \tilde{d}_{c^{\star}}\left(f G_{e_{1}}, f G_{e_{2}}\right) \tilde{a}$ for all $F_{e_{1}}, F_{e_{2}}, G_{e_{1}}, G_{e_{2}} \in \tilde{E}$,
where $\tilde{a} \in \tilde{C}$ with $\|\sqrt{2} \tilde{a}\|<1$. Then $S$ and $f$ have a unique common fixed point in $\tilde{E}$.
Corollary 5. Let $\left(\tilde{E}, \tilde{C}, \tilde{c_{c^{*}}}\right)$ be a complete $C^{*}$-algebra valued fuzzy soft metric space.Suppose $S, T: \tilde{E} \times \tilde{E} \rightarrow$ $\tilde{E}$ satisfies
(1) $\quad \tilde{d_{c^{*}}}\left(S\left(F_{e_{1}}, G_{e_{1}}\right), T\left(F_{e_{2}}, G_{e_{2}}\right)\right) \leq \tilde{a} \tilde{a}^{\star} \tilde{c_{c^{\star}}}\left(F_{e_{1}}, F_{e_{2}}\right) \tilde{a}+\tilde{a}^{\star} \tilde{d_{c^{\star}}}\left(G_{e_{1}}, G_{e_{2}}\right) \tilde{a}$
for all $F_{e_{1}}, F_{e_{2}}, G_{e_{1}}, G_{e_{2}} \in \tilde{E}$, where $\tilde{a} \in \tilde{C}$ with $\|\sqrt{2} \tilde{a}\|<1$. Then $S$ and $T$ have a unique fixed point in $\tilde{E}$.
Corollary 6. Let $\left(\tilde{E}, \tilde{C}, \tilde{d_{c^{*}}}\right)$ be a complete $C^{*}$-algebra valued fuzzy soft metric space. Suppose $S: \tilde{E} \times \tilde{E} \rightarrow$ $\tilde{E}$ satisfies
(1) $\tilde{d_{c^{*}}}\left(S\left(F_{e_{1}}, G_{e_{1}}\right), S\left(F_{e_{2}}, G_{e_{2}}\right)\right) \leq \tilde{a} \tilde{a}^{\star} \tilde{c_{c^{*}}}\left(F_{e_{1}}, F_{e_{2}}\right) \tilde{a}+\tilde{a}^{\star} \tilde{d_{c^{*}}}\left(G_{e_{1}}, G_{e_{2}}\right) \tilde{a}$
for all $F_{e_{1}}, F_{e_{2}}, G_{e_{1}}, G_{e_{2}} \in \tilde{E}$, where $\tilde{a} \in \tilde{C}$ with $\|\sqrt{2} \tilde{a}\|<1$. Then $S$ has a unique fixed point in $\tilde{E}$.
Example 4. Let $E=\left\{e_{1}, e_{2}, e_{3}\right\}, U=\{p, q, r, s\}$ and $C$ and $D$ are two subset of $E$ where $C=\left\{e_{1}, e_{2}, e_{3}\right\}$, $D=\left\{e_{1}, e_{2}\right\}$. Define fuzzy soft set as,

$$
\begin{aligned}
& \left(F_{E}, C\right)=\left\{\begin{array}{c}
e_{1}=\left\{p_{0.1}, q_{0.3}, r_{0.4}, s_{0.5}\right\}, e_{2}=\left\{p_{0.3}, q_{0.4}, r_{0.6}, s_{0.8}\right\}, \\
e_{3}=\left\{p_{0.6}, q_{0.7}, r_{0.8}, s_{0.9}\right\}
\end{array}\right\} \\
& \left(G_{E}, D\right)=\left\{e_{1}=\left\{p_{0.4}, q_{0.5}, r_{0.2}, s_{0.6}\right\}, e_{2}=\left\{p_{0.5}, q_{0.6}, r_{0.3}, s_{0.7}\right\}\right\} \\
& F_{e_{1}}=\mu_{F_{e_{1}}}=\left\{p_{0.1}, q_{0.3}, r_{0.4}, s_{0.5}\right\}, F_{e_{2}}=\mu_{F_{e_{2}}}=\left\{p_{0.3}, q_{0.4}, r_{0.6}, s_{0.8}\right\} \\
& F_{e_{3}}=\mu_{F_{e_{3}}}=\left\{p_{0.6}, q_{0.7}, r_{0.8}, s_{0.9}\right\} \\
& G_{e_{1}}=\mu_{G_{e_{1}}}=\left\{p_{0.4}, q_{0.5}, r_{0.2}, s_{0.6}\right\}, G_{e_{2}}=\mu_{G_{e_{2}}}=\left\{p_{0.5}, q_{0.6}, r_{0.3}, s_{0.7}\right\}
\end{aligned}
$$

and $\operatorname{FSC}\left(F_{E}\right)=\left\{F_{e_{1}}, F_{e_{2}}, F_{e_{3}}, G_{e_{1}}, G_{e_{2}}\right\}$, let for all $e \in E, \tilde{E}(e)=\tilde{1}$ be absolute fuzzy soft set, and $\tilde{C}=M_{2}\left(R(C)^{*}\right)$, be the $C^{*}$-algebra. Define $\tilde{d}_{c^{*}}: \tilde{E} \times \tilde{E} \rightarrow \tilde{C}$ by $\tilde{d}_{c^{*}}\left(G_{e_{1}}, G_{e_{2}}\right)=\left(\inf \left\{\left|G_{e_{1}}(p)-G_{e_{2}}(p)\right| / p \in\right.\right.$ $C\}, 0)$, then obviously $\left(\tilde{E}, \tilde{C}, \tilde{d}_{c^{*}}\right)$ is a complete $C^{*}$-algebra valued fuzzy soft metric space.

We define $S: \tilde{E} \times \tilde{E} \rightarrow \tilde{E}$ by $S\left(F_{e_{1}}, G_{e_{1}}\right)(p)=\frac{F_{e_{1}}^{2}+G_{e_{1}}^{2}}{5}, T: \tilde{E} \times \tilde{E} \rightarrow \tilde{E}$ by $T\left(F_{e_{1}}, G_{e_{1}}\right)(p)=\frac{F_{e_{1}}^{2}+G_{e_{1}}^{2}}{3}$, $f: \tilde{E} \rightarrow \tilde{E}$ by $f F_{e_{1}}=\frac{F_{e_{1}}}{2}$ and $g: \tilde{E} \rightarrow \tilde{E}$ by $g F_{e_{1}}=F_{e_{1}}$ for all $p \in U$ and $F_{e_{1}}, G_{e_{1}} \in \tilde{E}$. Notice that $f F_{e_{1}}=\frac{F_{e_{1}}}{2}=\{0.05,0.15,0.20,0.25\}$ and $g F_{e_{2}}=F_{e_{2}}=\{0.3,0.4,0.6,0.8\}$. Thus, $\inf \left\{\left|\mu_{f F_{e_{1}}}^{p}(t)-\mu_{g F_{e_{2}}}^{p}(t)\right| / t \in\right.$ $C\}=\inf \{0.25,0.25,0.4,0.55\}=0.25$.

Hence $\tilde{d}_{c^{*}}\left(f F_{e_{1}}, g F_{e_{2}}\right)=\left[\begin{array}{cc}0.25 & 0 \\ 0 & 0.25\end{array}\right]$.
Also, $f G_{e_{1}}=\frac{G_{e_{1}}}{2}=\{0.2,0.25,0.10,0.30\}$ and $g G_{e_{2}}=G_{e_{2}}=\{0.5,0.6,0.3,0.7\} . \operatorname{Thus}, \inf \left\{\mid \mu_{f G_{e_{1}}}^{p}(t)-\right.$ $\left.\mu_{g G_{e_{2}}}^{p}(t) \mid / t \in C\right\}=\inf \{0.3,0.35,0.2,0.4\}=0.20$ and $\tilde{d}_{c^{*}}\left(f G_{e_{1}}, g G_{e_{2}}\right)=\left[\begin{array}{cc}0.20 & 0 \\ 0 & 0.20\end{array}\right]$.

Moreover, $S\left(F_{e_{1}}, G_{e_{1}}\right)(p)=\frac{F_{e_{1}}^{2}+G_{e_{1}}^{2}}{5}=\{0.034,0.068,0.040,0.122\}$ and $T\left(F_{e_{2}}, G_{e_{2}}\right)(p)=\frac{F_{e_{2}}^{2}+G_{e_{2}}^{2}}{3}=$ $\{0.11,0.17,0.15,0.37\}$. Then

$$
\begin{aligned}
\tilde{d}_{c^{*}}\left(S\left(F_{e_{1}}, G_{e_{1}}\right), T\left(F_{e_{2}}, G_{e_{2}}\right)\right) & =\left[\begin{array}{cc}
0.08 & 0 \\
0 & 0.08
\end{array}\right] \\
& \leq\left[\begin{array}{cc}
\frac{\sqrt{3}}{3} & 0 \\
0 & \frac{\sqrt{3}}{3}
\end{array}\right]\left[\begin{array}{cc}
0.45 & 0 \\
0 & 0.45
\end{array}\right]\left[\begin{array}{cc}
\frac{\sqrt{3}}{3} & 0 \\
0 & \frac{\sqrt{3}}{3}
\end{array}\right] \\
& \leq\left[\begin{array}{cc}
\frac{\sqrt{3}}{3} & 0 \\
0 & \frac{\sqrt{3}}{3}
\end{array}\right]\left(\left[\begin{array}{cc}
0.25 & 0 \\
0 & 0.25
\end{array}\right]+\left[\begin{array}{cc}
0.20 & 0 \\
0 & 0.20
\end{array}\right]\right)\left[\begin{array}{cc}
\frac{\sqrt{3}}{3} & 0 \\
0 & \frac{\sqrt{3}}{3}
\end{array}\right] \\
& \leq \tilde{c}^{*}\left(\tilde{d}_{c^{*}}\left(f F_{e_{1}}, g F_{e_{2}}\right)+\tilde{d}_{c^{*}}\left(f G_{e_{1}}, g G_{e_{2}}\right)\right) \tilde{c} .
\end{aligned}
$$

Here $\tilde{c}=\left[\begin{array}{cc}\frac{\sqrt{3}}{3} & 0 \\ 0 & \frac{\sqrt{3}}{3}\end{array}\right]$ with $\|\tilde{c}\|=\frac{1}{\sqrt{3}}<\frac{1}{\sqrt{2}}$ Therefore, all the conditions of Theorem 4 satisfied. Hence $S, T, f$ and $g$ have a unique coupled fixed point.

Theorem 5. Let $\left(\tilde{E}, \tilde{C}, \tilde{d_{c^{*}}}\right)$ be a $C^{*}$-algebra valued fuzzy soft metric space. Suppose $S, T: \tilde{E} \times \tilde{E} \rightarrow \tilde{E}$ be satisfying
(1) $S(\tilde{E} \times \tilde{E}) \subseteq T(\tilde{E} \times \tilde{E})$
(2) $\{S, T\}$ is $\omega$-compatible pairs.
(3) one of $S(\tilde{E} \times \tilde{E})$ or $T(\tilde{E} \times \tilde{E})$ is complete.
(4) $\tilde{d_{c^{*}}}\left(S\left(F_{e_{1}}, G_{e_{1}}\right), S\left(F_{e_{2}}, G_{e_{2}}\right)\right) \leq \tilde{a}^{\star} \tilde{c_{c^{*}}}\left(T\left(F_{e_{1}}, G_{e_{1}}\right), T\left(F_{e_{2}}, G_{e_{2}}\right)\right) \tilde{a}$ for all $F_{e_{1}}, F_{e_{2}}, G_{e_{1}}, G_{e_{2}} \in \tilde{E}$,
where $\tilde{a} \in \tilde{C}$ with $\|\tilde{a}\|<1$. Then $S$ and $T$ have a unique common coupled fixed point in $\tilde{E} \times \tilde{E}$. Moreover, $S$ and $T$ have a unique common fixed point in $\tilde{E}$.

Proof. Similar to Theorem 4.
Theorem 6. Let ( $\tilde{E}, \tilde{C}, \tilde{d_{c^{*}}}$ ) be a $C^{*}$-algebra valued fuzzy soft metric space. Suppose $S, T: \tilde{E} \times \tilde{E} \rightarrow \tilde{E}$ and $f, g: \tilde{E} \rightarrow \tilde{E}$ be satisfying
(1) $S(\tilde{E} \times \tilde{E}) \subseteq g(\tilde{E})$ and $T(\tilde{E} \times \tilde{E}) \subseteq f(\tilde{E})$
(2) $\{S, f\}$ and $\{T, g\}$ are $\omega$-compatible pairs.
(3) one of $f(\tilde{E})$ or $g(\tilde{E})$ is complete $C^{*}$-algebra valued fuzzy soft metric of $\tilde{E}$
(4) $\tilde{d_{c^{*}}}\left(S\left(F_{e_{1}}, G_{e_{1}}\right), T\left(F_{e_{2}}, G_{e_{2}}\right)\right) \leq \tilde{a} \tilde{d}_{c^{*}}\left(S\left(F_{e_{1}}, G_{e_{1}}\right), f F_{e_{1}}\right)+\tilde{a} \tilde{d}_{c^{*}}\left(T\left(F_{e_{2}}, G_{e_{2}}\right), g F_{e_{2}}\right)$ for all $F_{e_{1}}, F_{e_{2}}, G_{e_{1}}, G_{e_{2}} \in \tilde{E}$,
where $\tilde{a} \in \tilde{C}$ with $\|\tilde{a}\|<\frac{1}{2}$. Then $S, T, f$ and $g$ have a unique common coupled fixed point in $\tilde{E} \times \tilde{E}$. Moreover, $S, T, f$ and $g$ have a unique common fixed point in $\tilde{E}$.

Proof. Similar to Theorem 4.
Corollary 7. Let $\left(\tilde{E}, \tilde{C}, \tilde{c_{c^{*}}}\right)$ be a $C^{*}$-algebra valued fuzzy soft metric space.Suppose $S: \tilde{E} \times \tilde{E} \rightarrow \tilde{E}$ and $f, g: \tilde{E} \rightarrow \tilde{E}$ be satisfying
(1) $S(\tilde{E} \times \tilde{E}) \subseteq f(\tilde{E})$ and $S(\tilde{E} \times \tilde{E}) \subseteq g(\tilde{E})$
(2) $\{S, f\}$ and $\{S, g\}$ are $\omega$-compatible pairs.
(3) one of $f(\tilde{E})$ or $g(\tilde{E})$ is complete $C^{*}$-algebra valued fuzzy soft metric of $\tilde{E}$
(4) $\tilde{d_{c^{*}}}\left(S\left(F_{e_{1}}, G_{e_{1}}\right), S\left(F_{e_{2}}, G_{e_{2}}\right)\right) \leq \tilde{a} \tilde{d_{c^{*}}}\left(S\left(F_{e_{1}}, G_{e_{1}}\right), f F_{e_{1}}\right)+\tilde{a} \tilde{d_{c^{*}}}\left(S\left(F_{e_{2}}, G_{e_{2}}\right), g F_{e_{2}}\right)$ for all $F_{e_{1}}, F_{e_{2}}, G_{e_{1}}, G_{e_{2}} \in \tilde{E}$,
where $\tilde{a} \in \tilde{C}$ with $\|\tilde{a}\|<\frac{1}{2}$. Then $S$ and $f, g$ have a unique common fixed point in $\tilde{E}$.
Corollary 8. Let ( $\tilde{E}, \tilde{C}, \tilde{d_{c^{*}}}$ ) be a $C^{*}$-algebra valued fuzzy soft metric space.Suppose $S: \tilde{E} \times \tilde{E} \rightarrow \tilde{E}$ and $f: \tilde{E} \rightarrow \tilde{E}$ be satisfying
(1) $S(\tilde{E} \times \tilde{E}) \subseteq f(\tilde{E})$
(2) $\{S, f\}$ is $\omega$-compatible pairs.
(3) $f(\tilde{E})$ is complete $C^{*}$-algebra valued fuzzy soft metric of $\tilde{E}$
(4) $\tilde{d_{c^{*}}}\left(S\left(F_{e_{1}}, G_{e_{1}}\right), S\left(F_{e_{2}}, G_{e_{2}}\right)\right) \leq \tilde{a} d_{c^{*}}\left(S\left(F_{e_{1}}, G_{e_{1}}\right), f F_{e_{1}}\right)+\tilde{a} \tilde{c}_{c^{*}}\left(S\left(F_{e_{2}}, G_{e_{2}}\right), f F_{e_{2}}\right)$ for all $F_{e_{1}}, F_{e_{2}}, G_{e_{1}}, G_{e_{2}} \in \tilde{E}$,
where $\tilde{a} \in \tilde{C}$ with $\|\tilde{a}\|<\frac{1}{2}$. Then $S$ and $f$ have a unique common fixed point in $\tilde{E}$.
Corollary 9. Let $\left(\tilde{E}, \tilde{C}, \tilde{c_{c^{*}}}\right)$ be a complete $C^{*}$-algebra valued fuzzy soft metric space.Suppose $S: \tilde{E} \times \tilde{E} \rightarrow \tilde{E}$ satisfies
(1) $\quad \tilde{d_{c^{*}}}\left(S\left(F_{e_{1}}, G_{e_{1}}\right), S\left(F_{e_{2}}, G_{e_{2}}\right)\right) \leq \tilde{a} \tilde{d_{c^{*}}}\left(S\left(F_{e_{1}}, G_{e_{1}}\right), F_{e_{1}}\right)+\tilde{a} \tilde{d_{c^{*}}}\left(G S\left(F_{e_{2}}, G_{e_{2}}\right), F_{e_{2}}\right)$
for all $F_{e_{1}}, F_{e_{2}}, G_{e_{1}}, G_{e_{2}} \in \tilde{E}$, where $\tilde{a} \in \tilde{C}$ with $\|\tilde{a}\|<\frac{1}{2}$. Then $S$ has a unique fixed point in $\tilde{E}$.

## 4. Applications to Integral Equations

Theorem 7. Let us Consider the integral equation

$$
\begin{aligned}
& F_{e_{1}}(x)=\int_{C}\left(T_{1}\left(x, y, F_{e_{1}}(y)\right)+T_{1}\left(x, y, F_{e_{1}}(y)\right)\right) d y, x \in C \\
& F_{e_{1}}(x)=\int_{C}\left(I_{1}\left(x, y, F_{e_{1}}(y)\right)+I_{2}\left(x, y, F_{e_{1}}(y)\right)\right) d y, x \in C .
\end{aligned}
$$

where $C$ is a Lebesgue measurable set. Suppose that
(i) $T_{1}, T_{2}: C \times C \times R(C)^{*} \rightarrow R(C)^{*}$ and $I_{1}, I_{2}: C \times C \times R(C)^{*} \rightarrow R(C)^{*}$.
(ii) there exist two continuous function $\phi, \varphi: C \times C \rightarrow R(C)^{*}$ and $r \in(0,1)$ such that for $u, v \in C$ and $F_{e_{1}}(v), F_{e_{2}}(v) \in R(C)^{*}$

$$
\begin{aligned}
& \inf \left\{\left|T_{1}\left(u, v, F_{e_{1}}(v)\right)-I_{1}\left(u, v, F_{e_{2}}(v)\right)\right|\right\} \leq r \inf \{|\phi(u, v)|\} . \inf \left\{\left|\left(F_{e_{1}}(v)-F_{e_{2}}(v)\right)\right|\right\}, \\
& \inf \left\{\left|T_{2}\left(u, v, F_{e_{1}}(v)\right)-I_{2}\left(u, v, F_{e_{2}}(v)\right)\right|\right\} \leq r \inf \{|\varphi(u, v)|\} . \inf \left\{\left|\left(F_{e_{1}}(v)-F_{e_{2}}(v)\right)\right|\right\}
\end{aligned}
$$

(iii) $\sup _{x \in C} \int_{C} \inf \{|\phi(u, v)|\} d v \leq 1$ and $\sup _{x \in C} \int_{C} \inf \{|\varphi(u, v)|\} d v \leq 1$
then the integral equation has a unique solutions in $L^{\infty}(C)$.

Proof. Let $E=C=[0,1]$ and $\tilde{E}=L^{\infty}(C)$ be the set of essential bounded measurable function on $C$ and $H=L^{2}(C)$. The set of bounded linear operators on Hilbert space $H$ denoted by $L(H)$. Consider $\tilde{d_{c^{*}}}: \tilde{E} \times \tilde{E} \rightarrow L(H)$ by $\left.\tilde{d_{c^{*}}}\left(F_{e_{1}}, F_{e_{2}}\right)=\mathrm{M}_{\mathrm{inf}\left\{\mid \mu_{F_{e_{1}}}^{p}\right.}(y)-\mu_{F_{e_{2}}}^{p}(y) \mid / y \in C\right\}$ for all $F_{e_{1}}, F_{e_{2}} \in \tilde{E}$, where $\mathrm{M}_{h}: H \rightarrow H$ is the multiplication operator defined by $\mathrm{M}_{h}(\phi)=h \cdot \phi$ for $\phi \in H$. Then $\tilde{d_{c^{*}}}$ is a $C^{*}$-algebra valued fuzzy soft metric and $\left(\tilde{E}, L(H), \tilde{d_{c^{*}}}\right)$ is a complete $C^{*}$-algebra valued fuzzy soft metric space. Define two self mappings $S, T: \tilde{E} \times \tilde{E} \rightarrow \tilde{E}$ by

$$
\begin{array}{ll}
S\left(F_{e_{1}}, G_{e_{1}}\right)(x)=\int_{C}\left(T_{1}\left(x, y, F_{e_{1}}(y)\right)+T_{2}\left(x, y, G_{e_{1}}(y)\right)\right) d y, & x \in C, \\
T\left(F_{e_{2}}, G_{e_{2}}\right)(x)=\int_{C}\left(I_{1}\left(x, y, F_{e_{2}}(y)\right)+I_{2}\left(x, y, G_{e_{2}}(y)\right)\right) d y, \quad x \in C .
\end{array}
$$

Notice that

$$
\begin{aligned}
& \left.\tilde{d_{c^{*}}}\left(S\left(F_{e_{1}}, G_{e_{1}}\right), T\left(F_{e_{2}}, G_{e_{2}}\right)\right)=\mathrm{M}_{\inf \left\{\mid \mu_{S\left(F_{e_{1}}, G e_{1}\right)}^{p}\right.}(y)-\mu_{T\left(F_{e_{2}}, G_{e_{2}}\right)}^{p}(y) \mid / y \in C\right\} \\
& \left\|\tilde{c^{*}}\left(S\left(F_{e_{1}}, G_{e_{1}}\right), T\left(F_{e_{2}}, G_{e_{2}}\right)\right)\right\| \\
& =\sup _{\|h\|=1}\left(\mathrm{M}_{\mathrm{inf}\left\{\left|\mu_{S\left(F_{e_{1}}, G_{e_{1}}\right)}^{p}(y)-\mu_{T\left(F_{e_{2}}, G_{e_{2}}\right)}^{p}(y)\right| / y \in C\right\}} h, h\right) \\
& =\sup _{\|h\|=1} \int_{C}\left[\inf \left\{\left|\mu_{S\left(F_{e_{1}}, G_{e_{1}}\right)}^{p}(y)-\mu_{T\left(F_{e_{2}}, G_{e_{2}}\right)}^{p}(y)\right| / y \in C\right\}\right] h(x) \overline{h(x)} d x \\
& \leq \sup _{\|h\|=1} \int_{C}\left[\int_{C} \inf \left\{\left|T_{1}\left(x, y, F_{e_{1}}(y)\right)-I_{1}\left(x, y, F_{e_{2}}(y)\right)\right|\right\} d y\right]|h(x)|^{2} d x \\
& +\sup _{\|h\|=1} \int_{C}\left[\int_{C} \inf \left\{\left|T_{2}\left(x, y, G_{e_{1}}(y)\right)-I_{2}\left(x, y, G_{e_{2}}(y)\right)\right|\right\} d y\right]|h(x)|^{2} d x \\
& \leq \sup _{\|h\|=1} \int_{C}\left[\int_{C} r \inf \left\{\left|\phi(x, y)\left(F_{e_{1}}(y)-F_{e_{2}}(y)\right)\right|\right\} d y\right]|h(x)|^{2} d x \\
& +\sup _{\|h\|=1} \int_{C}\left[\int_{C} r \inf \left\{\left|\varphi(x, y)\left(G_{e_{1}}(y)-G_{e_{2}}(y)\right)\right|\right\} d y\right]|h(x)|^{2} d x \\
& \leq \quad r \sup _{\|h\|=1} \int_{C}\left[\int_{C} \inf \{|\phi(x, y)|\} \inf \left\{\left|F_{e_{1}}(y)-F_{e_{2}}(y)\right|\right\} d y\right]|h(x)|^{2} d x \\
& +r \sup _{\|h\|=1} \int_{C}\left[\int_{C} \inf \{|\varphi(x, y)|\} \inf \left\{\left|G_{e_{1}}(y)-G_{e_{2}}(y)\right|\right\} d y\right]|h(x)|^{2} d x \\
& \leq \quad r \sup _{\|h\|=1} \int_{C}\left[\int_{C} \inf \{|\phi(x, y)|\} d y\right]|h(x)|^{2} d x .\left\|\inf \left\{\left|F_{e_{1}}(y)-F_{e_{2}}(y)\right|\right\}\right\|_{\infty} \\
& +r \sup _{\|h\|=1} \int_{C}\left[\int_{C} \inf \{|\varphi(x, y)|\} d y\right]|h(x)|^{2} d x .\left\|\inf \left\{\left|G_{e_{1}}(y)-G_{e_{2}}(y)\right|\right\}\right\|_{\infty} \\
& \leq \quad r \sup _{\|h\|=1} \int_{C} \inf \{|\phi(x, y)|\} d y . \sup _{\|h\|=1} \int_{C}|h(x)|^{2} d x \cdot\left\|\inf \left\{\left|F_{e_{1}}(y)-F_{e_{2}}(y)\right|\right\}\right\|_{\infty}
\end{aligned}
$$

$$
\begin{aligned}
&+r \sup _{\|h\|=1} \int_{C} \inf \{|\varphi(x, y)|\} d y \cdot \sup _{\|h\|=1} \int_{C}|h(x)|^{2} d x \cdot\left\|\inf \left\{\left|G_{e_{1}}(y)-G_{e_{2}}(y)\right|\right\}\right\|_{\infty} \\
& \leq \quad r \cdot\left\|\inf \left\{\left|F_{e_{1}}(y)-F_{e_{2}}(y)\right|\right\}\right\|_{\infty}+r \cdot\left\|\inf \left\{\left|G_{e_{1}}(y)-G_{e_{2}}(y)\right|\right\}\right\|_{\infty} .
\end{aligned}
$$

Set $\tilde{a}=\sqrt{r} 1_{L(H)}$, then $\tilde{a} \in L(H)$ and $\|\tilde{a}\|=\sqrt{r}<\frac{1}{\sqrt{2}}$. Hence, applying our Corollary 5 , we get the desired result.

## 5. Conclusions

In the present work, we proved some existing and uniqueness fixed point results for these new type of contractive mappings in complete $C^{*}$-algebra valued fuzzy soft metric spaces. Furthermore, the examples illustrate the validity of the obtained results. We hope that the results of this paper will support researchers and promote future study on $C^{*}$-algebra valued fuzzy soft metric spaces.
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Abstract: Our main goal of this research is to present the theory of points for relatively cyclic and relatively relatively noncyclic $p$-contractions in complete locally $\mathbb{K}$-convex spaces by providing basic conditions to ensure the existence and uniqueness of fixed points and best proximity points of the relatively cyclic and relatively noncyclic $p$-contractions map in locally $\mathbb{K}$-convex spaces. The result of this paper is the extension and generalization of the main results of Kirk and A. Abkar.
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## 1. Introduction

Let $\mathbb{K}$ be a non-archimedean valued field, i.e., $\mathbb{K}$ is neither $\mathbb{R}$ nor $\mathbb{C}$, endowed with an absolute valued function |.| such that

$$
|x+y| \leq \max \{|x|,|y|\} \quad(x, y \in \mathbb{K})
$$

Let $X$ be a topological vector space over $\mathbb{K}$. A seminorm on the $\mathbb{K}$-vector space $X$ is a map $p: X \rightarrow$ $[0 . \infty)$ satisfies
(i) $p(\lambda x)=|\lambda| p(x), x \in X$ and $\lambda \in \mathbb{K}$.
(ii) $p(x+y) \leq \max \{p(x), p(y)\}, x, y \in X$

For a seminorm $p$ we have $p(0)=0$ but $p(x)$ is allowed to be 0 for non-zero $x$. Note that each norm is a seminorm that vanishes only at 0 .

Recall that a topological vector space $(X, \tau)$ over $\mathbb{K}$ is called a (non-archimedean) locally $\mathbb{K}$-convex space if $\tau$ has a basis of absolutely convex neighborhoods (a subset $A \subset X$ is called absolutely $\mathbb{K}$-convex if $0 \in A$ and $a x+b y \in A$ for all $x, y \in X$ and $a, b \in B_{\mathbb{K}}$ where $B_{\mathbb{K}}=\{a \in \mathbb{K}:|a| \leq 1\}$ ). Every locally $\mathbb{K}$-convex topology can be generated in a natural way by some system of non-archimedean seminorms $\Gamma=\left\{p_{\alpha}\right\}$. A locally $\mathbb{K}$-convex space $X$ is Hausdorff if and only if for each non-zero $x \in X$ there is a continuous seminorm $p$ on $X$ such that $p(x) \neq 0$. A sequence $\left\{a_{1}, a_{2}, \ldots\right\}$ in $X$ is called Cauchy net if and only if $\lim _{n} p\left(a_{n+1}-a_{n}\right)=0$ for any seminorm $p$. This follows from

$$
p\left(a_{m}-a_{n}\right) \leq \max \left\{p\left(a_{m}-a_{m-1}\right), \ldots, p\left(a_{n+1}-a_{n}\right)\right\}, m>n .
$$

A subset $S$ of a Hausdorff locally $\mathbb{K}$-convex space is called complete if each Cauchy net in $S$ converges to a limit that lies in S.For details, see [1-4].

On the other hand, the most fundamental fixed point theorem is the so-called Banach contraction principle (BCP for short), this result played an important role in various fields in mathematics. Due to its importance and simplicity, several authors have obtained many interesting extensions and generalizations of the Banach contraction principle. Ciric [5] introduced quasi-contraction map, which allowed him to generalize the Banach contraction principle.

In the absence of a fixed point, i.e., the equation $T x=x$ has no solution, it is interesting to ask whether it is possible to find $(a, b) \in A \times B$ such that

$$
\begin{equation*}
p(a-T a)=p(b-T b)=D_{p}(A, B) . \tag{1}
\end{equation*}
$$

A point $(\bar{a}, \bar{b}) \in A \times B$ is said to be a best proximity pair for the mapping $T: A \cup B \rightarrow A \cup B$ if it is solution to the problem (1). Another interesting subject of the fixed point theory is the concept of cyclic contractions maps and the best points of proximity provided by Kirk et al. [6,7].
$(A ; B)$ a nonempty pair of subsets of a locally $\mathbb{K}$-convex space $(X, \Gamma)$, we say that a mapping $T$ : $A \cup B \rightarrow A \cup B$ is cyclic (resp. noncyclic) provided that $T(A) \subset B$ and $T(B) \subset A$ (resp. $T(A) \subset A$ and $T(B) \subset B)$.

There are many results in this area see [8-12].

## 2. Fixed Point Results for Relatively Cyclic $\boldsymbol{P}$-Contractions

In this section, we derive some fixed point theorems of certain relatively cyclic-type $p$-contractions in a complete locally $\mathbb{K}$-convex space.

Definition 1. Let $A$ and $B$ be non empty subsets of locally $\mathbb{K}$-convex space $(X, \Gamma)$. A relatively cyclic map $T: A \cup B \rightarrow A \cup B$ is said to be relatively cyclic $p$-contraction if there exists $0 \leq \gamma_{p}<1$ such that for all $p \in \Gamma$ and $a \in A$ and $b \in B$ we have

$$
\begin{equation*}
p(T a-T b) \leq \gamma_{p} p(a-b) \tag{2}
\end{equation*}
$$

Theorem 1. Let $(X, \Gamma)$ be a complete Hausdorff locally $\mathbb{K}$-convex space, $A$ and $B$ be non empty closed subsets of $X$ and $T: A \cup B \rightarrow A \cup B$ a relatively cyclic $p$-contraction map. Then $T$ has a unique fixed point in $A \cap B$.

Proof. Taking a point $a \in A$ since $T$ is $p$-contraction, we have

$$
p\left(T^{2} a-T a\right)=p(T(T a)-T a) \leq \gamma_{p} p(T a-a)
$$

and

$$
\begin{aligned}
p\left(T^{3} a-T^{2} a\right) & =p\left(T\left(T^{2} a\right)-T(T a)\right) \\
& \leq \gamma_{p}\left(T^{2} a-T a\right) \\
& \leq \gamma_{p}^{2} p(T a-a)
\end{aligned}
$$

Inductively, using this process for all $n \in \mathbb{N}$ we have

$$
p\left(T^{n+1} a-T^{n} a\right) \leq \gamma_{p}^{n} p(T a-a)
$$

Let $n \leq m$

$$
\begin{aligned}
p\left(T^{m} a-T^{n} a\right) & \leq \max \left\{p\left(T^{m} a-T^{m-1} a\right), p\left(T^{m-1} a-T^{m-2} a\right), \ldots, p\left(T^{n+1} a-T^{n} a\right)\right\} \\
& \leq \max \left\{\gamma_{p}^{m-1} p(T a-a), \gamma_{p}^{m-2} p(T a-a), . ., \gamma_{p}^{n} p(T a-a)\right\} \\
& \leq \gamma_{p}^{n} p(T a-a)
\end{aligned}
$$

Since $0 \leq \gamma_{p}<1, \gamma_{p}^{n} \rightarrow 0$ as $n \rightarrow \infty$, we get $p\left(T^{m} a-T^{n} a\right) \rightarrow 0$, thus $\left\{T^{n} a\right\}$ is a $p$-Cauchy sequence. Since $(X, \Gamma)$ is complete, we have $\left\{T^{n} a\right\} \rightarrow \bar{a} \in X$. We note, that $\left\{T^{2 n} a\right\}$ is a sequence in $A$ and $\left\{T^{2 n-1} a\right\}$ is a sequence in $B$ in a way that both sequences tend to same limit $\bar{a}$. Since $A$ and $B$ are closed, we have that $\bar{a} \in A \cap B$. Hence $A \cap B \neq \varnothing$.

We claim that $T \bar{a}=\bar{a}$. Considering the condition relatively cyclic $p$-contraction we have

$$
\begin{aligned}
p\left(T^{2 n} a-T \bar{a}\right) & =p\left(T T^{2 n-1} a-T \bar{a}\right) \\
& \leq \gamma_{p} p\left(T^{2 n-1} a-\bar{a}\right)
\end{aligned}
$$

Taking limit as $n \rightarrow \infty$ in above inequality, we have

$$
p(\bar{a}-T \bar{a}) \leq \gamma_{p} p(\bar{a}-T \bar{a})<p(\bar{a}-T \bar{a})
$$

This implies that $p(\bar{a}-T \bar{a})=0$. Since $X$ is Hausdorff, $T \bar{a}=\bar{a}$.
We shall prove that $\bar{a}$ is the existence of a unique fixed point of $T$. Clearly from (2) if $\bar{a}$ and $\bar{b}$ be two fixed points of $T$ we have

$$
p(\bar{a}-\bar{b})=p(T \bar{a}-T \bar{b}) \leq \gamma_{p} p(\bar{a}-\bar{b})
$$

Since $0 \leq \gamma_{p}<1$ this implies $\bar{a}=\bar{b}$. Hence the proof is completed.
Corollary 1. Let $A$ and $B$ be two non-empty closed subsets of a complete Hausdorff locally $\mathbb{K}$-convex space $X$. Let $T_{1}: A \rightarrow B$ and $T_{2}: B \rightarrow A$ be two functions such that

$$
\begin{equation*}
p\left(T_{1}(a)-T_{2}(b)\right) \leq \gamma_{p} p(a-b) \tag{3}
\end{equation*}
$$

for all $p \in \Gamma, a \in A$ and $b \in B$ where $0 \leq \gamma_{p}<1$. Then there exists a unique $\bar{a} \in A \cap B$ such that

$$
T_{1}(\bar{a})=T_{2}(\bar{a})=\bar{a}
$$

Proof. Apply Theorem 1 to the mapping $T: A \cup B \rightarrow A \cup B$ defined by:

$$
T(a)=\left\{\begin{array}{l}
T_{1}(a) \text { if } a \in A \\
T_{2}(a) \text { if } a \in B
\end{array}\right.
$$

Observe that condition (3) is reduced to condition (2). Then $T$ has a unique fixed $\bar{a} \in A \cap B$ such that

$$
T_{1}(\bar{a})=T_{2}(\bar{a})=\bar{a}
$$

Theorem 2. Let $(X, \Gamma)$ be a complete Hausdorff locally $\mathbb{K}$-convex space, $A$ and $B$ two non empty closed subsets of $X$ and $T: A \cup B \rightarrow A \cup B$ be a relatively cyclic mapping that satisfies the condition

$$
\begin{equation*}
p(T a-T b) \leq \gamma_{p} \max \{p(a-b), p(a-T a), p(b-T b)\} \tag{4}
\end{equation*}
$$

for all $p \in \Gamma, a \in A$ and $b \in B$ and $0 \leq \gamma_{p}<1$. Then, $T$ has a unique fixed point in $A \cap B$.
Proof. Let $a \in A$. By condition (4), we have

$$
\begin{aligned}
p\left(T^{2} a-T a\right) & =p(T(T a)-T a) \\
& \leq \gamma_{p} \max \left\{p(T a-a), p\left(T a-T^{2} a\right)\right\} \\
& \leq \gamma_{p} p(T a-a)
\end{aligned}
$$

Similarly, we get $p\left(T^{3} a-T^{2} a\right) \leq \gamma_{p}^{2} p(T a-a)$.
Inductively, using this process for all $n \in \mathbb{N}$ we have

$$
p\left(T^{n+1} a-T^{n} a\right) \leq \gamma_{p} \max \left\{p(T a-a), p\left(T a-T^{2} a\right)\right\}
$$

thus

$$
\begin{aligned}
p\left(T^{m} a-T^{n} a\right) & \leq \max \left\{p\left(T^{m} a-T^{m-1} a\right), p\left(T^{m-1} a-T^{m-2} a\right), \ldots, p\left(T^{n+1} a-T^{n} a\right)\right\} \\
& \leq \max \left\{\gamma_{p}^{m-1} p(T a-a), \gamma_{p}^{m-2} p(T a-a), . ., \gamma_{p}^{n} p(T a-a)\right\} \\
& \leq \gamma_{p}^{n} p(T a-a)
\end{aligned}
$$

Since $0 \leq \gamma_{p}<1, \gamma_{p}^{n} \mapsto 0$ as $n \mapsto \infty$, we get $p\left(T^{m} a-T^{n} a\right) \rightarrow 0$. Hence $\left\{T^{n} a\right\}$ is a $p$-Cauchy sequence. As $(X, \Gamma)$ is complete, we have $\left\{T^{n} a\right\} \rightarrow \bar{a} \in X$. We note, that $\left\{T^{2 n} a\right\}$ is a sequence in $A$ and $\left\{T^{2 n-1} a\right\}$ is a sequence in $B$ so that the two sequences tend to the same limit $\bar{a}$. Since $A$ and $B$ are closed, we have that $\bar{a} \in A \cap B$ that is $A \cap B \neq \varnothing$.

Considering the condition (4) we have:

$$
\begin{aligned}
p\left(T^{2 n} a-T \bar{a}\right) & =p\left(T T^{2 n-1} a-T \bar{a}\right) \\
& \leq \gamma_{p} \max \left\{p\left(T^{2 n-1} a-\bar{a}\right), p\left(T^{2 n-1} a-T^{2 n} a\right), p(\bar{a}-T \bar{a})\right\}
\end{aligned}
$$

Taking limit as $n \rightarrow \infty$ in above inequality, we have

$$
p(z-T z) \leq \gamma_{p} p(z-T z)<p(z-T z)
$$

which implies that $p(\bar{a}-T \bar{a})=0$, since $X$ is Hausdorff, $T \bar{a}=\bar{a}$.
Clearly from (4) if $u$ and $v$ be fixed points of $T$ we have

$$
\begin{aligned}
p(u-v) & =p(T u-T v) \\
& \leq \gamma_{p} \max \{p(u-v), p(u-T u), p(v-T v)\} \\
& \leq \gamma_{p} p(u-v)
\end{aligned}
$$

Since $0 \leq \gamma_{p}<1$ this implies $u=v$.
Corollary 2. Let $A$ and $B$ be two non-empty closed subsets of a complete Hausdorff locally $\mathbb{K}$-convex space $X$. let $T_{1}: A \rightarrow B$ and $T_{2}: B \rightarrow A$ be two functions such that

$$
\begin{equation*}
p\left(T_{1}(a)-T_{2}(b)\right) \leq \gamma_{p} \max \left\{p(a-b), p\left(a-T_{1}(a)\right), p\left(b-T_{2}(b)\right)\right\} \tag{5}
\end{equation*}
$$

for all $p \in$ Гand $a \in A$ and $b \in B$ where $0<\gamma_{p}<1$. Then there exists a unique $\bar{a} \in A \cap B$ such that

$$
T_{1}(\bar{a})=T_{2}(\bar{a})=\bar{a}
$$

Proof. Let $T: A \cup B \rightarrow A \cup B$ defined by

$$
T(a)=\left\{\begin{array}{l}
T_{1}(a) \text { if } a \in A \\
T_{2}(a) \text { if } a \in B
\end{array}\right.
$$

Then $T$ satisfies condition (4), we can now apply Theorem 2 to deduce that $T$ has a unique fixed point $\bar{a} \in A \cap B$ such that

$$
T_{1}(\bar{a})=T_{2}(\bar{a})=\bar{a}
$$

## 3. Fixed Points of Relatively Noncyclic Mappings

In this section motivated by Theorem 3.1 [13], we prove the existence of a best proximity point of relatively noncyclic mappings and studied the existence of solution of problem (1) for relatively $p$-nonexpansive mappings in locally $\mathbb{K}$-convex.

Definition 2. Let $(X, \Gamma)$ be a complete Hausdorff locally $\mathbb{K}$-convex space, $A, B \subset X$, we set

$$
\begin{aligned}
A_{0}^{p} & =\left\{a \in A: p(a-b)=D_{p}(A, B), \text { for some } b \in B\right\} \\
B_{0}^{p} & =\left\{a \in B: p(a-b)=D_{p}(A, B), \text { for some } a \in A\right\}
\end{aligned}
$$

We extend the well known notion of $p$-property introduced in [5] for metric spaces to the case of locally $\mathbb{K}$-convex spaces.

Definition 3. Let $(A, B)$ be a pair of nonempty subsets of a locally convex space $(X, \Gamma)$ with $A_{0}^{p} \neq \varnothing$. The pair $(A, B)$ is said to have $p$-property iff

$$
\left\{\begin{array}{l}
p\left(a_{1}-b_{1}\right)=D_{p}(A, B) \\
p\left(a_{2}-b_{2}\right)=D_{p}(A, B)
\end{array} \Longrightarrow p\left(a_{1}-a_{2}\right)=p\left(b_{1}-b_{2}\right) \quad(\forall p \in \Gamma) .\right.
$$

where $a_{1}, a_{2} \in A_{0}^{p}$ and $b_{1}, b_{2} \in B_{0}^{p}$
Definition 4. Let $(A, B)$ be a pair of nonempty subsets of a locally convex space $(X, \Gamma)$. A mapping $T: A \cup B \rightarrow A \cup B$ is called relatively $p$-nonexpansive iff $p(T a-T b) \leq p(a-b)$ for all $p \in \Gamma$ and $(a, b) \in A$ $\times B$. If $A=B$, we say that $T$ is $p$-nonexpansive.

Lemma 1. [14] Let $(X, \Gamma)$ be a complete Hausdorff locally $\mathbb{K}$-convex space if $T: X \rightarrow X$ is a $p$-contraction mapping then $T$ has a unique fixed point $\bar{x}$ in $X$, and $T^{k} x \rightarrow \bar{x}$ for every $x \in X$.

Proof. Let $y \in X$ and $k \geq 1$ we have

$$
\begin{aligned}
p\left(T^{k} y-y\right) & \leq \max \left\{p\left(T^{k} y-T^{k-1} y\right), p\left(T^{k-1} y-T^{k-2} y\right), . ., p(T y-y)\right\} \\
& \leq \max \left\{\gamma^{k} p(T y-y), \gamma^{k-1} p(T y-y), . ., p(T y-y)\right\}
\end{aligned}
$$

then $\max \left\{\gamma^{k} p(T y-y), \gamma^{k-1} p(T y-y), . ., p(T y-y)\right\}=p(T y-y)$, which implies that for all $x \in X$ and $k \geq 1$

$$
p\left(T^{k} x-x\right) \leq p(T x-x)
$$

For every $p \in \Gamma$ and $k \geq 1$, Choose $n$ sufficiently large. Then for $y=T^{n} x$, we have

$$
\begin{aligned}
p\left(T^{n+k} x-T^{n} x\right) & \leq p\left(T^{n+1} x-T^{n} x\right) \\
& \leq \gamma_{p}^{n} p(T x-x)
\end{aligned}
$$

Since $0 \leq \gamma_{p}<1, \gamma_{p}^{n} \rightarrow 0$ as $n \rightarrow \infty$, we get $p\left(T^{n+k} x-T^{n} x\right) \rightarrow 0$. Thus $\left\{T^{k} x\right\}$ is a $p$-Cauchy sequence and so it converges to a point $\bar{x}$ in $X$. Clearly $T \bar{x}=\bar{x}$ and uniqueness of the fixed point follows as usual since $X$ is Hausdorff.

Theorem 3. Let $(X, \Gamma)$ be a complete Hausdorff locally $\mathbb{K}$-convex space and $(A, B)$ be two nonempty closed subsets of $X$. Assume that $T: A \cup B \rightarrow A \cup B$ is a relatively noncyclic mapping such that for some $\gamma_{p} \in(0,1)$

$$
p(T x-T y) \leq \gamma_{p} p(a-b)
$$

for all $p \in \Gamma$ and $(a, b) \in A \times B$ then $D_{p}(A, B)=0$. Moreover, the mapping $T$ has a fixed point in $A \cup B$ if and only if $A \cap B \neq \varnothing$.

Proof. Let $\left\{a_{n}\right\}$ and $\left\{b_{n}\right\}$ be two sequences in $A$ and $B$ respectively such that $p\left(a_{n}-b_{n}\right) \rightarrow D_{p}(A, B)$. Then

$$
D_{p}(A, B) \leq p\left(T a_{n}-T b_{n}\right) \leq \gamma_{p} p\left(a_{n}-b_{n}\right)
$$

Taking limit when $n$ tends to infinity, we see that necessarily $D_{p}(A, B)=0$. Suppose first that $A \cap B \neq \varnothing$. If we apply the Theorem 1 in $A \cap B$, there exists a fixed point of $T$ that in fact is unique in $A \cap B$.

On the other hand, suppose that $T$ has a fixed point $\bar{b}$ in $A \cup B$. Without loss of generality, suppose that $\bar{b} \in B$. Then, given a point $a_{0} \in A$, if we denote $a_{n}=T^{n} a_{0}$ we have

$$
p\left(a_{n}-\bar{b}\right) \leq \gamma_{p} p\left(a_{n-1}-\bar{b}\right) \leq \gamma_{p}^{2} p\left(a_{n-2}-\bar{b}\right) \leq \cdots \leq \gamma_{p}^{n} p\left(a_{0}-\bar{b}\right)
$$

Since $0 \leq \gamma_{p}<1, \gamma_{p}^{n} \rightarrow 0$ as $n \rightarrow \infty$, we get that $\left\{a_{n}\right\}$ converges to $\bar{b}$. Since $A$ is closed, $\bar{a} \in A \cap B$ and the result follows.

Theorem 4. Let $(X, \Gamma)$ be a complete Hausdorff locally $\mathbb{K}$-convex space and $(A, B)$ be two nonempty closed subsets of $X$ such that $A_{0}^{p} \neq \varnothing$. Assume that $(A, B)$ satisfies the $p$-property. Let $T: A \cup B \rightarrow A \cup B$ be a relatively relatively noncyclic mapping that satisfies the conditions
(i) $T_{\mid A}$ is $p$-contraction,
(ii) $T$ is relatively $p$-nonexpansive.

Then the minimization problem (1) has a solution
Proof. Let $a \in A_{0}^{p}$ then exists $b \in B$ such that $p(a-b)=D_{p}(A, B)$. Since $T$ is relatively $p$-nonexpansive; so

$$
p(T a-T b) \leq p(a-b)=D_{p}(A, B)
$$

Hence, $T a \in A_{0}^{p}$, therefore $T\left(A_{0}^{p}\right) \subseteq A_{0}^{p}$. Now let $a_{0} \in A_{0}^{p}$. By Lemma 1 if $a_{n+1}=T a_{n}$, then $a_{n} \rightarrow \bar{a}$ where $\bar{a}$ is a fixed point of $T$ in $A$. Since $a_{0} \in A_{0}^{p}$, then exists $b_{0} \in B$ such that $p\left(a_{0}-b_{0}\right)=D_{p}(A, B)$. Again, since $a_{1}=T a_{0} \in A_{0}^{p}$, then there exists $b_{1} \in B$ such that $p\left(a_{1}-b_{1}\right)=D_{p}(A, B)$.

Inductively, using this process for all $n \in \mathbb{N} \cup\{0\}$ we have a sequence $\left\{b_{n}\right\}$ in $B$ such that

$$
p\left(a_{n}-b_{n}\right)=D_{p}(A, B)
$$

Since $(A, B)$ has the $p$-property, we get that for all $n, m \in \mathbb{N} \cup\{0\}$

$$
p\left(a_{n}-b_{m}\right)=p\left(a_{n}-b_{m}\right) .
$$

This implies that $\left\{b_{n}\right\}$ is a Cauchy sequence, and hence there exists $\bar{b} \in B$ such that $a_{n} \rightarrow \bar{b}$. We now have

$$
p(\bar{a}-\bar{b})=\lim _{n \rightarrow \infty} p\left(a_{n}-b_{n}\right)=D_{p}(A, B)
$$

We know that $T$ is relatively nonexpansive, so that

$$
p(T \bar{a}-T \bar{b}) \leq p(\bar{a}-\bar{b})=D_{p}(A, B)
$$

Thus $p(\bar{a}-T \bar{b})=p(\bar{a}-T \bar{b})$, since $(A, B)$ has property $P$. Hence $(\bar{a}-\bar{b}) \in A \times B$ is a solution of (1).
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#### Abstract

In [Fixed Point Theory Appl., 2015 (2015):185], the authors introduced a new concept of modified contractive mappings, generalizing Ćirić, Chatterjea, Kannan, and Reich type contractions. They applied the condition $\left(\theta_{4}\right)$ (see page 3, Section 2 of the above paper). Later, in [Fixed Point Theory Appl., 2016 (2016):62], Jiang et al. claimed that the results in [Fixed Point Theory Appl., 2015 (2015):185] are not real generalizations. In this paper, by restricting the conditions of the control functions, we obtain a real generalization of the Banach contraction principle (BCP). At the end, we introduce a weakly JS-contractive condition generalizing the JS-contractive condition.
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## 1. Introduction

The Banach contraction principle (BCP) [1] is one of the famous results in fixed point theory which has attracted many authors. Many extensions and generalizations have been appeared in literature by weakening the topology itself of the space or by considering different contractive conditions (for single and valued mappings). For more details, see ([2-23]).

Definition 1. Given a mapping $\mathrm{Y}: X \rightarrow X$ on a metric space $(X, d)$.
(a) Such Y is a C -contraction if there is $\mu \in\left(0, \frac{1}{2}\right)$ such that for all $\Omega, \omega \in X$, [24]

$$
d(\mathrm{Y} \Omega, \mathrm{Y} \omega) \leq \mu(d(\Omega, \mathrm{Y} \omega)+d(\omega, \mathrm{Y} \Omega))
$$

(b) Such Y is a K-contraction if there is $\mu \in\left(0, \frac{1}{2}\right)$ such that for all $\mathrm{Y} \Omega \in X$, [25]

$$
d(\mathrm{Y} \Omega, \mathrm{Y} \omega) \leq \mu(d(\Omega, \mathrm{Y} \Omega)+d(\omega, \mathrm{Y} \omega))
$$

(c) Such Y is a Reich contraction if there are $q, r$ and $s \geq 0$ with $q+r+s<1$ such that for all $\Omega, \omega \in X$,

$$
d(\mathrm{Y} \Omega, \mathrm{Y} \omega)<q \cdot d(\Omega, \omega)+r \cdot d(\Omega, \mathrm{Y} \Omega)+s \cdot d(\omega, \mathrm{Y} \omega)
$$

Denote by $\Theta$ the set of functions $\theta:(0, \infty) \rightarrow(1, \infty)$ satisfying the following assertions:
$\left(\theta_{1}\right) \theta$ is non-decreasing;
$\left(\theta_{2}\right)$ for each $\left\{h_{k}\right\} \subseteq(0, \infty), \lim _{k \rightarrow \infty} \theta\left(h_{k}\right)=1$ if and only if $\lim _{k \rightarrow \infty} h_{k}=0$;
$\left(\theta_{3}\right)$ there are $m \in(0,1)$ and $\tau \in(0, \infty]$ so that

$$
\lim _{u \rightarrow 0^{+}} \frac{\theta(u)-1}{u^{m}}=\tau
$$

$\left(\theta_{4}\right) \theta(i+j) \leq \theta(i) \theta(j)$ for all $i, j>0$.
By $\Delta$ we denote the class of functions $\theta \in \Theta$ without condition $\left(\theta_{4}\right)$.
Theorem 1. ([26, Corollary 2.1]) Let $\mathrm{Y}: X \rightarrow X$ be a self-mapping on a complete metric space $(X, d)$. Suppose there are $\theta \in \Delta$ and $\mu \in(0,1)$ so that

$$
\Omega, \omega \in X, \quad d(\mathrm{Y} \Omega, \mathrm{Y} \omega) \neq 0 \quad \text { implies } \quad \theta(d(\mathrm{Y} \Omega, \mathrm{Y} \omega)) \leq(\theta(d(\Omega, \omega)))^{\mu}
$$

Then $T$ has a unique fixed point.
Note that the BCP comes immediately from Theorem 1. Motivated by [26], Hussain et al. [27] gave sufficient conditions for the existence of a fixed point of a class of generalized contractive mappings via a control function $\theta \in \Theta$ in the setting of complete metric spaces and $b$-complete $b$-metric spaces. Denote by $\Lambda$ the set of functions $\theta:(0, \infty) \rightarrow(1, \infty)$ verifying $\left(\theta_{1}\right),\left(\theta_{2}\right)$ and $\left(\theta_{4}\right)$. On the other hand, when considering $(X, d)$ as a metric space and $\theta \in \Lambda$ (that is, the condition $\left(\theta_{3}\right)$ is omitted from $\Theta$ ), Jiang et al. [28] proved that $D(x, y)=\ln (\theta(d(x, y)))$ defines itself a metric on $X$ (see Lemma 1 in [28]) and proved that the results in [27] are not generalizations of Ćirić, Chatterjea, Kannan, and Reich results.

In this paper, we more restrict the conditions on the control function $\theta$. For this, denote by $\Theta^{\prime}$ the set of functions $\theta:(0, \infty) \rightarrow(1, \infty)$ so that
$\left(\theta_{1}\right) \theta$ is continuous and strictly increasing;
$\left(\theta_{2}\right)$ for each $\left\{h_{k}\right\} \subseteq(0, \infty), \lim _{k \rightarrow \infty} \theta\left(h_{k}\right)=1$ if and only if $\lim _{k \rightarrow \infty} h_{k}=0$.
Let $(X, d)$ be a metric space. For $\theta \in \Theta^{\prime}$ (that is, without the condition $\left(\theta_{4}\right)$ ), note that $D(x, y)=$ $\ln (\theta(d(x, y)))$ does not define a metric on $X$ (we can not ensure the triangular inequality for a metric). Consequently, we are not in same direction as Jiang et al. [28]. Even for such restricted control function $\theta$, we also obtain a real generalization of the Banach contraction principle. In fact, we will complete the work of Hussain et al. [27]. We refer the readers to Theorem 3 of [16].

## 2. Main Results

Definition 2. Let $\mathrm{Y}: X \rightarrow X$ be a self-mapping on a metric space $(X, d)$. Such Y is said to be a $\mathcal{P}$-contraction, whenever there are $\theta \in \Theta^{\prime}$ and $\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4} \geq 0$ with $\tau_{1}+\tau_{2}+\tau_{3}+\tau_{4}<1$ such that the following holds:

$$
\begin{equation*}
\theta(d(\mathrm{Y} \Omega, \mathrm{Y} \omega)) \leq(\theta(d(\Omega, \omega)))^{\tau_{1}}(\theta(d(\Omega, \mathrm{Y} \Omega)))^{\tau_{2}}(\theta(d(\omega, \mathrm{Y} \omega)))^{\tau_{3}}\left(\theta\left(\frac{d(\Omega, \mathrm{Y} \omega)+d(\omega, \mathrm{Y} \Omega)}{2}\right)\right)^{\tau_{4}} \tag{1}
\end{equation*}
$$

for all $\Omega, \omega \in X$.
As a new generalization of the BCP, we have
Theorem 2. Each $\mathcal{P}$-contraction mapping on a complete metric space has a unique fixed point.
Proof. Let $\Omega_{0} \in X$ be arbitrary. Define $\left\{\Omega_{n}\right\}$ by $\Omega_{n}=\mathrm{Y} \Omega_{n-1}, n \geq 1$. If there is $\Omega_{N}=\Omega_{N+1}$ for some $N$, nothing is to prove. We assume that $\Omega_{n} \neq \Omega_{n+1}$ for each $n \geq 0$.

We claim that

$$
\lim _{n \rightarrow \infty} d\left(\Omega_{n}, \Omega_{n+1}\right)=0
$$

In view of (1), we have

$$
\begin{align*}
\theta\left(d\left(\Omega_{n+1}, \Omega_{n}\right)\right)= & \theta\left(d\left(\mathrm{Y} \Omega_{n}, \mathrm{Y} \Omega_{n-1}\right)\right)  \tag{2}\\
\leq & \left(\theta\left(d\left(\Omega_{n}, \Omega_{n-1}\right)\right)\right)^{\tau_{1}}\left(\theta\left(d\left(\Omega_{n}, \mathrm{Y} \Omega_{n}\right)\right)\right)^{\tau_{2}} \\
& \left(\theta\left(d\left(\Omega_{n-1}, \mathrm{Y} \Omega_{n-1}\right)\right)\right)^{\tau_{3}}\left(\theta\left(\frac{d\left(\Omega_{n}, \mathrm{Y} \Omega_{n-1}\right)+d\left(\Omega_{n-1}, \mathrm{Y} \Omega_{n}\right)}{2}\right)\right)^{\tau_{4}} \\
\leq & \left(\theta\left(d\left(\Omega_{n}, \Omega_{n-1}\right)\right)\right)^{\tau_{1}}\left(\theta\left(d\left(\Omega_{n}, \Omega_{n+1}\right)\right)\right)^{\tau_{2}} \\
& \left(\theta\left(d\left(\Omega_{n-1}, \Omega_{n}\right)\right)\right)^{\tau_{3}}\left(\theta\left(\frac{d\left(\Omega_{n-1}, \Omega_{n+1}\right)}{2}\right)\right)^{\tau_{4}} \\
\leq & \left(\theta\left(d\left(\Omega_{n}, \Omega_{n-1}\right)\right)\right)^{\tau_{1}+\tau_{3}}\left(\theta\left(d\left(\Omega_{n}, \Omega_{n+1}\right)\right)\right)^{\tau_{2}}\left(\theta\left(\max \left\{d\left(\Omega_{n-1}, \Omega_{n}\right), d\left(\Omega_{n}, \Omega_{n+1}\right)\right\}\right)\right)^{\tau_{4}} .
\end{align*}
$$

If for some $N$, we have

$$
d\left(\Omega_{N-1}, \Omega_{N}\right)<d\left(\Omega_{N}, \Omega_{N+1}\right)
$$

then in view of $\left(\theta_{1}\right)$, we get that

$$
\begin{equation*}
\theta\left(d\left(\Omega_{N-1}, \Omega_{N}\right)\right)<\theta\left(d\left(\Omega_{N}, \Omega_{N+1}\right)\right) \tag{3}
\end{equation*}
$$

Using (2), we have

$$
\begin{equation*}
\theta\left(d\left(\Omega_{N+1}, \Omega_{N}\right)\right) \leq\left(\theta\left(d\left(\Omega_{N}, \Omega_{N-1}\right)\right)\right)^{\tau_{1}+\tau_{3}}\left(\theta\left(d\left(\Omega_{N}, \Omega_{N+1}\right)\right)\right)^{\tau_{2}+\tau_{4}} \tag{4}
\end{equation*}
$$

Therefore,

$$
\theta\left(d\left(\Omega_{N+1}, \Omega_{N}\right)\right) \leq\left(\theta\left(d\left(\Omega_{N}, \Omega_{N-1}\right)\right)\right)^{\frac{\tau_{1}+\tau_{3}}{1-\tau_{2}-\tau_{4}}} \leq \theta\left(d\left(\Omega_{N}, \Omega_{N-1}\right)\right)
$$

which is a contradiction with respect to (3).
Consequently, for all $n \geq 1$,

$$
\max \left\{d\left(\Omega_{n-1}, \Omega_{n}\right), d\left(\Omega_{n}, \Omega_{n+1}\right)\right\}=d\left(\Omega_{n-1}, \Omega_{n}\right)
$$

which yields that

$$
1<\theta\left(d\left(\Omega_{n+1}, \Omega_{n}\right)\right) \leq\left(\theta\left(d\left(\Omega_{1}, \Omega_{0}\right)\right)\right)^{\left[\frac{\tau_{1}+\tau_{3}+\tau_{4}}{1-\tau_{2}}\right]^{n}} .
$$

At the limit, we have

$$
\lim _{n \rightarrow \infty} \theta\left(d\left(\Omega_{n}, \Omega_{n+1}\right)\right)=1
$$

According to $\left(\theta_{2}\right)$, we get

$$
\begin{equation*}
\lim _{n \rightarrow \infty} d\left(\Omega_{n}, \Omega_{n+1}\right)=0 \tag{5}
\end{equation*}
$$

In order to show that $\left\{\Omega_{n}\right\}$ is a Cauchy sequence, suppose the contrary, i.e., there is $\varepsilon>0$ for which we can find $m_{i}$ and $n_{i}$ so that

$$
\begin{equation*}
n_{i}>m_{i}>i, \quad d\left(\Omega_{m_{i}}, \Omega_{n_{i}}\right) \geq \varepsilon \tag{6}
\end{equation*}
$$

That is,

$$
\begin{equation*}
d\left(\Omega_{m_{i}}, \Omega_{n_{i}-1}\right)<\varepsilon \tag{7}
\end{equation*}
$$

From (6), one writes

$$
d\left(\Omega_{m_{i}-1}, \Omega_{n_{i}-1}\right) \leq d\left(\Omega_{m_{i}-1}, \Omega_{m_{i}}\right)+d\left(\Omega_{m_{i}}, \Omega_{n_{i}-1}\right)
$$

In view of (5) and (7), we get

$$
\begin{equation*}
\limsup _{i \rightarrow \infty} d\left(\Omega_{m_{i}-1}, \Omega_{n_{i}-1}\right) \leq \varepsilon \tag{8}
\end{equation*}
$$

Analogously,

$$
\begin{equation*}
\limsup _{i \rightarrow \infty} d\left(\Omega_{m_{i}-1}, \Omega_{n_{i}}\right) \leq \varepsilon \tag{9}
\end{equation*}
$$

On the other hand, we have

$$
\begin{aligned}
\theta\left(d\left(\Omega_{m_{i}}, \Omega_{n_{i}}\right)\right)= & \theta\left(d\left(\mathrm{Y} \Omega_{m_{i}-1}, \mathrm{Y} \Omega_{n_{i}-1}\right)\right) \\
\leq & \left(\theta\left(d\left(\Omega_{m_{i}-1}, \Omega_{n_{i}-1}\right)\right)\right)^{\tau_{1}}\left(\theta\left(d\left(\Omega_{m_{i}-1}, \mathrm{Y} \Omega_{m_{i}-1}\right)\right)\right)^{\tau_{2}} \\
& \left(\theta\left(d\left(\Omega_{n_{i}-1}, \mathrm{Y} \Omega_{n_{i}-1}\right)\right)\right)^{\tau_{3}}\left(\theta\left(\frac{d\left(\Omega_{m_{i}-1}, \mathrm{Y} \Omega_{n_{i}-1}\right)+d\left(\Omega_{n_{i}-1}, \mathrm{Y} \Omega_{m_{i}-1}\right)}{2}\right)\right)^{\tau_{4}} \\
\leq & \left(\theta\left(d\left(\Omega_{m_{i}-1}, \Omega_{n_{i}-1}\right)\right)\right)^{\tau_{1}}\left(\theta\left(d\left(\Omega_{m_{i}-1}, \Omega_{m_{i}}\right)\right)\right)^{\tau_{2}} \\
& \left(\theta\left(d\left(\Omega_{n_{i}-1}, \Omega_{n_{i}}\right)\right)\right)^{\tau_{3}}\left(\theta\left(\frac{d\left(\Omega_{m_{i}-1}, \Omega_{n_{i}}\right)+d\left(\Omega_{n_{i}-1}, \Omega_{m_{i}}\right)}{2}\right)\right)^{\tau_{4}} .
\end{aligned}
$$

Using now ( $\theta_{1}$ ) and (5)-(8), we have

$$
\begin{aligned}
\theta(\varepsilon) \leq & \theta\left(\limsup _{i \rightarrow \infty} d\left(\Omega_{m_{i}}, \Omega_{n_{i}}\right)\right) \\
\leq & \left(\theta\left(\limsup _{i \rightarrow \infty} d\left(\Omega_{m_{i}-1}, \Omega_{n_{i}-1}\right)\right)\right)^{\tau_{1}}\left(\theta\left(\limsup _{i \rightarrow \infty} d\left(\Omega_{m_{i}-1}, \Omega_{m_{i}}\right)\right)\right)^{\tau_{2}} \\
& \left(\theta\left(\limsup _{i \rightarrow \infty} d\left(\Omega_{n_{i}-1}, \Omega_{n_{i}}\right)\right)\right)^{\tau_{3}}\left(\theta\left(\limsup _{i \rightarrow \infty} \frac{d\left(\Omega_{m_{i}-1}, \Omega_{n_{i}}\right)+d\left(\Omega_{n_{i}-1}, \Omega_{m_{i}}\right)}{2}\right)\right)^{\tau_{4}} \\
\leq & (\theta(\varepsilon))^{\tau_{1}}(\theta(\varepsilon))^{\tau_{4}} .
\end{aligned}
$$

This implies that

$$
1<\theta(\varepsilon) \leq(\theta(\varepsilon))^{\tau_{1}+\tau_{4}}
$$

which is a contradiction. Thus, $\left\{\Omega_{n}\right\}$ is a Cauchy sequence. The completeness of $X$ implies that there is $\Omega \in X$ so that $\Omega_{n} \rightarrow \Omega$ as $n \rightarrow \infty$. On the other hand,

$$
\begin{aligned}
\theta\left(d\left(\Omega_{n}, \mathrm{Y} \Omega\right)\right)= & \theta\left(d\left(\mathrm{Y} \Omega_{n-1}, \mathrm{Y} \Omega\right)\right) \\
\leq & \left(\theta\left(d\left(\Omega_{n-1}, \Omega\right)\right)\right)^{\tau_{1}}\left(\theta\left(d\left(\Omega_{n-1}, \mathrm{Y} \Omega_{n-1}\right)\right)\right)^{\tau_{2}} \\
& (\theta(d(\Omega, \mathrm{Y} \Omega)))^{\tau_{3}}\left(\theta\left(\frac{d\left(\mathrm{Y} \Omega, \Omega_{n-1}\right)+d\left(\Omega, \mathrm{Y} \Omega_{n-1}\right)}{2}\right)\right)^{\tau_{4}} \\
\leq & \left(\theta\left(d\left(\Omega_{n-1}, \Omega\right)\right)\right)^{\tau_{1}}\left(\theta\left(d\left(\Omega_{n-1}, \Omega_{n}\right)\right)\right)^{\tau_{2}} \\
& (\theta(d(\Omega, \mathrm{Y} \Omega)))^{\tau_{3}}\left(\theta\left(\frac{d\left(\mathrm{Y} \Omega, \Omega_{n-1}\right)+d\left(\Omega, \Omega_{n}\right)}{2}\right)\right)^{\tau_{4}}
\end{aligned}
$$

Taking $n \rightarrow \infty$ and using $\left(\theta_{1}\right)$ and (5), we have

$$
\begin{aligned}
\theta(d(\Omega, \mathrm{Y} \Omega)) \leq & (\theta(d(\Omega, \Omega)))^{\tau_{1}}(\theta(d(\Omega, \Omega)))^{\tau_{2}} \\
& (\theta(d(\Omega, \mathrm{Y} \Omega)))^{\tau_{3}}(\theta(d(\Omega, \mathrm{Y} \Omega)))^{\tau_{4}} \\
= & (\theta(d(\Omega, \mathrm{Y} \Omega)))^{\tau_{3}+\tau_{4}}
\end{aligned}
$$

We deduce that $\Omega=\mathrm{Y} \Omega$, so $\Omega$ is a fixed point.

Let there are two points $\Omega, \omega$ which are two different fixed points of Y . So,

$$
\begin{aligned}
\theta(d(\mathrm{Y} \Omega, \mathrm{Y} \omega)) \leq & (\theta(d(\Omega, \omega)))^{\tau_{1}}(\theta(d(\Omega, \mathrm{Y} \Omega)))^{\tau_{2}} \\
& (\theta(d(\omega, \mathrm{Y} \omega)))^{\tau_{3}}(\theta(d(\Omega, \mathrm{Y} \Omega)))^{\tau_{4}} \\
= & (\theta(d(\Omega, \mathrm{Y} \Omega)))^{\tau_{3}+\tau_{4}}
\end{aligned}
$$

We deduce that $\Omega=\mathrm{Y} \Omega$, so $\Omega$ is a fixed point.
Let $\Omega, \omega$ be two distinct fixed points of Y . We have

$$
\begin{aligned}
\theta(d(\Omega, \omega))=\theta(d(\mathrm{Y} \Omega, \mathrm{Y} \omega)) \leq & (\theta(d(\Omega, \omega)))^{\tau_{1}}(\theta(d(\Omega, \Omega)))^{\tau_{2}} \\
& (\theta(d(\omega, \omega)))^{\tau_{3}}(\theta(d(\Omega, \omega)))^{\tau_{4}} \\
= & (\theta(d(\Omega, \omega)))^{\tau_{1}+\tau_{4}}<\theta(d(\Omega, \omega))
\end{aligned}
$$

which is a contradiction. So, $\Omega$ has a unique fixed point.
Remark 1. In Theorem 2, we can substitute the continuity of $\theta$ by the continuity of Y .
By setting $\theta(t)=e^{\sqrt{t}}$, we have
Corollary 1. Let $\mathrm{Y}: X \rightarrow X$ be a mapping on a complete metric space $(X, d)$ such that the following holds:

$$
\sqrt{d(\mathrm{Y} \Omega, \mathrm{Y} \omega)} \leq \tau_{1} \sqrt{d(\Omega, \omega)}+\tau_{2} \sqrt{d(\Omega, \mathrm{Y} \Omega)}+\tau_{3} \sqrt{d(\omega, \mathrm{Y} \omega)}+\tau_{4} \sqrt{\frac{d(\Omega, \mathrm{Y} \omega)+d(\omega, \mathrm{Y} \Omega)}{2}}
$$

for all $\Omega, y \in X$, where $\theta \in \mathcal{P}$ and $\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4} \geq 0$ so that $\tau_{1}+\tau_{2}+\tau_{3}+\tau_{4}<1$. Then Y has a unique fixed point.

Remark 2. Taking $\tau_{1}=\tau_{4}=0$ in the Corollary 1, we get Theorem 2.6 of [27].
Taking $\tau_{4}=0$ in Theorem 1, we get Theorem 2.8 of [27].
Setting $\theta(t)=e^{\sqrt[n]{t}}$ in Theorem 2, we have
Corollary 2. Let $(\Omega, d)$ be a complete metric space and let $\mathrm{Y}: X \rightarrow X$ be such that the following holds:

$$
\sqrt[n]{d(\mathrm{Y} \Omega, \mathrm{Y} \omega)} \leq \tau_{1} \sqrt[n]{d(\Omega, \omega)}+\tau_{2} \sqrt[n]{d(\Omega, \mathrm{Y} \Omega)}+\tau_{3} \sqrt[n]{d(\omega, \mathrm{Y} \omega)}+\tau_{4} \sqrt[n]{\frac{d(\Omega, \mathrm{Y} \omega)+d(\omega, \mathrm{Y} \Omega)}{2}}
$$

for all $\Omega, \omega \in X$, where $\theta \in \mathcal{P}$ and $\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4} \geq 0$ such that $\tau_{1}+\tau_{2}+\tau_{3}+\tau_{3}<1$. Then Y has a unique fixed point.

Remark 3 ([12]). Other examples of functions in the set $\mathcal{P}$ are

$$
\begin{array}{lll}
f(t)=\cosh t, & f(t)=e^{t e^{t}}, & f(t)=e^{\sqrt{t} e^{\sqrt{t}}}, \\
f(t)=\frac{2 \cosh t}{1+\cosh t}, & f(t)=\frac{2 e^{t e^{t}}}{1+e^{t e^{t}}}, & f(t)=\frac{2 e^{\sqrt{t e} \sqrt{t}}}{1+e^{\sqrt{t e} \sqrt{t}}}, \\
f(t)=1+\ln (1+t), & f(t)=e^{\sqrt{t e^{t}}}, \\
f(t)=\frac{2+2 \ln (1+t)}{2+\ln (1+t)}, & f(t)=\frac{2 e^{\sqrt{t e^{t}}}}{1+e^{\sqrt{t e^{t}}}},
\end{array}
$$

for all $t>0$.
By setting $\theta(t)=e^{t e^{t}}$, we have
Corollary 3. Let $\mathrm{Y}: X \rightarrow X$ be a continuous mapping on a complete metric space $(X, d)$. Suppose that there are $\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4} \geq 0$ with $\tau_{1}+\tau_{2}+\tau_{3}+\tau_{4}<1$ such that the following holds:

$$
\begin{aligned}
d(\mathrm{Y} \Omega, \mathrm{Y} \omega) e^{d(\mathrm{Y} \Omega, \mathrm{Y} \omega)} \leq & \tau_{1} d(\Omega, \omega) e^{d(\Omega, \omega)}+\tau_{2} d(\Omega, \mathrm{Y} \Omega) e^{d(\Omega, \mathrm{Y} \Omega)} \\
& +\tau_{3} d(\omega, \mathrm{Y} \omega) e^{d(\omega, \mathrm{Y} \omega)}+\tau_{4} d(\omega, \mathrm{Y} \Omega) e^{\frac{d(\Omega, \mathrm{Y} \omega)+d(\omega, \mathrm{Y} \Omega)}{2}}
\end{aligned}
$$

for all $\Omega, \omega \in X$. Then there is a unique fixed point of Y .
Corollary 4. Let $\mathrm{Y}: X \rightarrow X$ be a continuous mapping on a complete metric space $(X, d)$. Suppose that there are $\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4} \geq 0$ with $\tau_{1}+\tau_{2}+\tau_{3}+\tau_{4}<1$ such that the following holds:

$$
\begin{aligned}
\frac{2 e^{\left.d(\mathrm{Y} \Omega, \mathrm{Y} \omega) e^{d(Y} \Omega, Y \omega\right)}}{1+e^{d(\mathrm{Y} \Omega, \mathrm{Y} \omega) e^{d(Y}, Y(\omega)}} \leq & {\left[\frac{2 e^{d(\Omega, \omega) e^{d(\Omega, \omega)}}}{1+e^{d(\Omega, \omega) e^{d(\Omega, \omega)}}}\right]^{\tau_{1}}\left[\frac{2 e^{d(\Omega, \mathrm{Y} \Omega) e^{d(\Omega, Y \Omega)}}}{1+e^{d(\Omega, Y \Omega) e^{d(\Omega, Y \Omega)}}}\right]^{\tau_{2}} } \\
& {\left[\frac{2 e^{\left.d(\omega, \mathrm{Y} \omega) e^{d(\omega, Y} \mathrm{Y} \omega\right)}}{1+e^{d(\omega, \mathrm{Y} \omega) e^{d(\omega, Y \omega)}}}\right]^{\tau_{3}}\left[\frac{2 e^{\frac{d(\Omega, Y(\omega)+d(\omega, \mathrm{Y})}{2}} e^{\frac{d(\Omega, Y \omega)+d(\omega, Y \Omega)}{2}}}{1+e^{\frac{d(\Omega, Y(\omega)+d(\omega, \mathrm{Y} \Omega)}{2}} e^{\frac{d(\Omega, Y \omega)+d(\omega, \mathrm{Y} \Omega)}{2}}}\right]^{\tau_{4}}, }
\end{aligned}
$$

for all $\Omega, \omega \in X$. Then there is a unique fixed point of Y .
Corollary 5. Let $\mathrm{Y}: X \rightarrow X$ be a continuous mapping on a complete metric space $(X, d)$. Suppose that there are $\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4} \geq 0$ with $\tau_{1}+\tau_{2}+\tau_{3}+\tau_{4}<1$ such that the following holds:

$$
\begin{aligned}
1+\ln (1+d(\mathrm{Y} \Omega, \mathrm{Y} \omega)) \leq & {[1+\ln (1+d(\Omega, \omega))]^{\tau_{1}}[1+\ln (1+d(\Omega, \mathrm{Y} \Omega))]^{\tau_{2}} } \\
& {[1+\ln (1+d(\omega, \mathrm{Y} \omega))]^{\tau_{3}}\left[1+\ln \left(1+\frac{d(\Omega, \mathrm{Y} \omega)+d(\omega, \mathrm{Y} \Omega)}{2}\right)\right]^{\tau_{4}} }
\end{aligned}
$$

for all $\Omega, \omega \in X$. Then Y has a unique fixed point.
Example 1. Let $X=[0,5]$ be endowed with the metric $d(\Omega, \omega)=|\Omega-\omega|$ for all $\Omega, \omega \in X$. Define $\mathrm{Y}: \mathrm{X} \rightarrow \mathrm{X}$ and $\theta:(0, \infty) \rightarrow(1, \infty)$ by

$$
\mathrm{Y} \Omega= \begin{cases}\frac{2}{3 \pi} \Omega \arctan \Omega, & \text { if } \Omega \in[0, \alpha] \\ \frac{1}{3} \sinh ^{-1} \Omega & \text { if } \Omega \in[\alpha,+5]\end{cases}
$$

where $\alpha(\simeq 2.06)$ is the positive solution of the equation

$$
\frac{2}{3 \pi} \Omega \arctan \Omega=\frac{1}{3} \sinh ^{-1} \Omega
$$

Take $\theta(t)=e^{t e^{t}}$. Choose $\tau_{1}=\frac{37}{100}$ and $\tau_{i}=\frac{1}{5}$ for $i=2,3,4$.
Let $\Omega, \omega \in X=[0,5]$. We have the following cases:
Case 1: $\Omega, \omega \in[0, \alpha]$. According to the mean value Theorem for $t \longmapsto g(t):=\frac{2}{3 \pi} t \arctan t$ on the interval $J=(\min (\omega, \Omega), \max (\omega, \Omega)) \subset[0, \alpha]$, there is some $c \in J$ such that

$$
d(\mathrm{Y} \Omega, \mathrm{Y} \omega)=\left|\frac{2}{3 \pi} \Omega \arctan \Omega-\frac{2}{3 \pi} \omega \arctan \omega\right| \leq g^{\prime}(c) d(\Omega, \omega)
$$

where

$$
g^{\prime}(c)=\frac{2}{3 \pi} \arctan c+\frac{2}{3 \pi} \frac{c}{1+c^{2}} \leq \frac{2}{3 \pi} \frac{6}{5}+\frac{2}{3 \pi} \frac{1}{2} \leq \frac{17}{15 \pi} \leq \frac{37}{100}
$$

because that $\arctan c \leq \frac{6}{5}$, for each $c \in[0, \alpha]$, and $\frac{c}{1+c^{2}} \leq \frac{1}{2}$, for each $c \geq 0$.
Therefore,

$$
\begin{aligned}
\theta(d(\mathrm{Y} \Omega, \mathrm{Y} \omega))= & e^{d(\mathrm{Y} \Omega, \mathrm{Y} \omega) e^{d(\mathrm{Y} \Omega, Y \omega)}} \\
= & e^{d\left(\frac{2}{3 \pi} \Omega \arctan \Omega, \frac{2}{3 \pi} \omega \arctan \omega\right) e^{d\left(\frac{2}{3 \pi} \Omega \arctan \Omega, \frac{2}{3 \pi} \omega \arctan \omega\right)}} \\
\leq & {\left[e^{d(\Omega, \omega) e^{d(\Omega, \omega)}}\right]^{\frac{37}{100}} } \\
\leq & {\left[e^{d(\Omega, \omega) e^{d(\Omega, \omega)}}\right]^{\frac{37}{100}} \cdot\left[e^{d(\Omega, \mathrm{Y} \Omega) e^{d(\Omega, Y \Omega)}}\right]^{\frac{20}{100}} . } \\
& {\left[e^{d(\omega, \mathrm{Y} \omega) e^{d(\omega, \mathrm{Y}(\omega)}}\right]^{\frac{20}{100}} \cdot\left[e^{\frac{d(\Omega, Y(\omega)+d(\omega, \mathrm{Y} \Omega)}{2}} e^{\frac{d(\Omega, \mathrm{Y} \omega)+d(\omega, \mathrm{Y} \Omega)}{2}}\right]^{\frac{20}{100}} . }
\end{aligned}
$$

Case 2: $\Omega \in[0, \alpha]$ and $\omega \in[\alpha, 5]$. Here,

$$
\frac{2}{3 \pi} \omega \arctan \omega \geq \frac{1}{3} \sinh ^{-1} \omega
$$

for all $\omega \in[\alpha, 5]$. Using the mean value Theorem on the function $t \rightarrow \frac{2}{3 \pi} t \arctan t$ on the interval $[\Omega, \omega]$, we have

$$
\begin{aligned}
d(\mathrm{Y} \Omega, \mathrm{Y} \omega) & =\left|\frac{2}{3 \pi} \Omega \arctan \Omega-\frac{1}{3} \sinh ^{-1} \omega\right|=\frac{1}{3} \sinh ^{-1} \omega-\frac{2}{3 \pi} \Omega \arctan \Omega \\
& \leq \frac{2}{3 \pi} \omega \arctan \omega-\frac{2}{3 \pi} \Omega \arctan \Omega \\
& \leq \frac{37}{100} d(\Omega, \omega)
\end{aligned}
$$

Therefore, as in case 1,

$$
\begin{aligned}
\theta(d(\mathrm{Y} \Omega, \mathrm{Y} \omega))= & e^{d(\mathrm{Y} \Omega, \mathrm{Y} \omega) e^{d(Y \Omega, Y(\omega)}} \\
\leq & {\left[e^{d(\Omega, \omega) e^{d(\Omega, \omega)}}\right]^{\frac{37}{100}} \cdot\left[e^{d(\Omega, \mathrm{Y} \Omega) e^{d(\Omega, Y \Omega)}}\right]^{\frac{20}{100}} } \\
& {\left[e^{\left.d(\omega, \mathrm{Y} \omega) e^{d(\omega, Y}\right)}\right]^{\frac{20}{100}} \cdot\left[e^{\frac{d(\Omega, \mathrm{Y} \omega)+d(\omega, \mathrm{Y} \Omega)}{2}} e^{\frac{d(\Omega, Y(\omega)+d(\omega, \mathrm{Y} \Omega)}{2}}\right]^{\frac{20}{100}} }
\end{aligned}
$$

Case 3: $\omega \in[0, \alpha]$ and $\Omega \in[\alpha, 5]$. It is similar to case 2.
Case 4: $\Omega, \omega \in[\alpha, 5]$. Here, one writes

$$
d(\mathrm{Y} \Omega, \mathrm{Y} \omega)=\left|\frac{1}{3} \sinh ^{-1} \Omega-\frac{1}{3} \sinh ^{-1} \omega\right| \leq \frac{37}{100} d(\Omega, \omega)
$$

Similarly,

$$
\begin{aligned}
\theta(d(\mathrm{Y} \Omega, \mathrm{Y} \omega)) \leq & {\left[e^{d(\Omega, \omega) e^{d(\Omega, \omega)}}\right]^{\frac{37}{100}} \cdot\left[e^{d(\Omega, \mathrm{Y} \Omega) e^{d(\Omega, Y \Omega)}}\right]^{\frac{20}{100}} } \\
& {\left[e^{d(\omega, \mathrm{Y} \omega) e^{d(\omega, Y}(\omega)}\right]^{\frac{20}{100}} \cdot\left[e^{\frac{d(\Omega, Y(\omega)+d(\omega, \mathrm{Y} \Omega)}{2}} e^{\frac{d(\Omega, \mathrm{Y} \omega)+d(\omega, \mathrm{Y} \Omega)}{2}}\right]^{\frac{20}{100}} . }
\end{aligned}
$$

Hence, Y is a $\mathcal{P}$-contraction. Thus all the conditions of Theorem 2 hold and Y has a fixed point $(\Omega=0)$.

## 3. Weak-JS Contractive Conditions

Let $\Phi$ be the class of functions $\phi:[1, \infty) \rightarrow[0, \infty)$ satisfying the following properties:
$\left(\phi_{1}\right) \phi$ is continuous;
$\left(\phi_{2}\right) \phi(1)=0$;
$\left(\phi_{3}\right)$ or each $\left\{b_{n}\right\} \subseteq(1, \infty), \lim _{n \rightarrow \infty} \phi\left(b_{n}\right)=0$ iff $\lim _{n \rightarrow \infty} b_{n}=1$.
Remark 4. It is clear that $\mathrm{Y}(t)=t-\sqrt[n]{t}(n \geq 1)$ belongs to $\Phi$. Other examples are $\mathrm{Y}(t)=e^{t-1}-1$ and $Y(t)=\ln t$.

Definition 3. Let $(X, d)$ be a metric space and let $Y$ be a self-mapping on $X$.
We say that Y is a weakly JS-contraction if for all $\Omega, \omega \in \mathrm{X}$ with $d(\mathrm{Y} \Omega, \mathrm{Y} \omega)>0$, we have

$$
\begin{equation*}
\theta(d(\mathrm{Y} \Omega, \mathrm{Y} \omega)) \leq \theta(d(\Omega, \omega))-\phi(\theta(d(\Omega, \omega))) \tag{10}
\end{equation*}
$$

where $\phi \in \Phi$ and $\theta \in \Theta^{\prime}$.
Theorem 3. Let $(X, d)$ be a complete metric space. Let $Y$ be a self-mapping on $X$ so that
(i) Y is a weakly JS-contraction;
(ii) Y is continuous.

Then Y has a unique fixed point.
Proof. Let $\Omega_{0} \in X$ be arbitrary. Define $\left\{\Omega_{n}\right\}$ by $\Omega_{n}=\mathrm{Y}^{n} \Omega_{0}=\mathrm{Y} \Omega_{n-1}$. Without loss of generality, assume that $\Omega_{n} \neq \Omega_{n+1}$ for each $n \geq 0$. Since Y is a weakly JS-contraction, we derive

$$
\begin{equation*}
\theta\left(d\left(\Omega_{n}, \Omega_{n+1}\right)\right)=\theta\left(d\left(\mathrm{Y} \Omega_{n-1}, \mathrm{Y} \Omega_{n}\right)\right) \leq \theta\left(d\left(\Omega_{n-1}, \Omega_{n}\right)\right)-\phi\left(\theta\left(d\left(\Omega_{n-1}, \Omega_{n}\right)\right)\right) \tag{11}
\end{equation*}
$$

So, we deduce that $\left\{\theta\left(d\left(\Omega_{n}, \Omega_{n+1}\right)\right)\right\}$ is decreasing, and so there is $r \geq 1$ so such $\lim _{n \rightarrow \infty} \theta\left(d\left(\Omega_{n}, \Omega_{n+1}\right)\right)=r$. We will prove that $r=1$.

Taking $n \rightarrow \infty$, we have

$$
\begin{equation*}
r-\phi(r)=r . \tag{12}
\end{equation*}
$$

So,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \phi\left(\theta\left(d\left(\Omega_{n-1}, \Omega_{n}\right)\right)\right)=0 \tag{13}
\end{equation*}
$$

That is,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \theta\left(d\left(\Omega_{n-1}, \Omega_{n}\right)\right)=1 \tag{14}
\end{equation*}
$$

i.e.,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} d\left(\Omega_{n-1}, \Omega_{n}\right)=0 \tag{15}
\end{equation*}
$$

We claim that $\left\{\Omega_{n}\right\}$ is a Cauchy sequence.
We argue by contradiction, i.e., there is $\varepsilon>0$ for which there are $\left\{\Omega_{m_{i}}\right\}$ and $\left\{\Omega_{n_{i}}\right\}$ of $\left\{\Omega_{n}\right\}$ so that

$$
\begin{equation*}
n_{i}>m_{i}>i \text { and } d\left(\Omega_{m_{i}}, \Omega_{n_{i}}\right) \geq \varepsilon \tag{16}
\end{equation*}
$$

From (16) and using the triangular inequality, we get

$$
\begin{aligned}
& \varepsilon \leq d\left(\Omega_{m_{i}}, \Omega_{n_{i}}\right) \\
& \quad \leq d\left(\Omega_{m_{i}}, \Omega_{m_{i}+1}\right)+d\left(\Omega_{m_{i}+1}, \Omega_{n_{i}}\right) \\
& \quad \leq d\left(\Omega_{m_{i}}, \Omega_{m_{i}+1}\right)+d\left(\Omega_{m_{i}+1}, \Omega_{n_{i}+1}\right)+d\left(\Omega_{n_{i}+1}, \Omega_{n_{i}}\right)
\end{aligned}
$$

Taking $i \rightarrow \infty$, and using (15), we get

$$
\begin{equation*}
\varepsilon \leq \limsup _{i \rightarrow \infty} d\left(\Omega_{m_{i}+1}, \Omega_{n_{i}+1}\right) \tag{17}
\end{equation*}
$$

Also,

$$
d\left(\Omega_{n_{i}}, \Omega_{m_{i}}\right) \leq d\left(\Omega_{n_{i}}, \Omega_{n_{i}-1}\right)+d\left(\Omega_{n_{i}-1}, \Omega_{m_{i}}\right)
$$

Then, from (15),

$$
\begin{equation*}
\limsup _{i \rightarrow \infty} d\left(\Omega_{n_{i}}, \Omega_{m_{i}}\right) \leq \varepsilon \tag{18}
\end{equation*}
$$

As $d\left(\mathrm{Y} \Omega_{m_{i}}, \mathrm{Y} \Omega_{n_{i}}\right)>0$, we may apply (10) to get that

$$
\begin{aligned}
\theta\left(d\left(\Omega_{m_{i}+1}, \Omega_{n_{i}+1}\right)\right) & =\theta\left(d\left(\mathrm{Y} \Omega_{m_{i}}, \mathrm{Y} \Omega_{n_{i}}\right)\right) \\
& \leq \theta\left(d\left(\Omega_{m_{i}}, \Omega_{n_{i}}\right)\right)-\phi\left(\theta\left(d\left(\Omega_{m_{i}}, \Omega_{n_{i}}\right)\right)\right) .
\end{aligned}
$$

Now, taking $i \rightarrow \infty$ and using ( $\theta 1$ ), (17) and (18), we have

$$
\begin{aligned}
\theta(\varepsilon) & \leq \theta\left(\underset{i \rightarrow \infty}{\limsup } d\left(\Omega_{m_{i}+1}, \Omega_{n_{i}+1}\right)\right) \\
& \leq \theta\left(\limsup _{i \rightarrow \infty} d\left(\Omega_{m_{i}}, \Omega_{n_{i}}\right)\right)-\liminf _{i \rightarrow \infty} \phi\left(\theta\left(d\left(\Omega_{m_{i}}, \Omega_{n_{i}}\right)\right)\right) \\
& \leq \theta(\varepsilon)-\underset{i \rightarrow \infty}{\liminf } \phi\left(\theta\left(d\left(\Omega_{m_{i}}, \Omega_{n_{i}}\right)\right)\right) .
\end{aligned}
$$

This implies that

$$
\liminf _{i \rightarrow \infty} d\left(\Omega_{m_{i}}, \Omega_{n_{i}}\right)=0
$$

which is a contradiction with respect to (16).
Thus, $\left\{\Omega_{n}\right\}$ is a Cauchy sequence in the complete metric space $(\Omega, d)$, so there is some $\Omega \in X$ such that $\lim _{n \rightarrow \infty} d\left(\Omega_{n}, \Omega\right)=0$.

Now, since Y is continuous, we get that $\Omega_{n+1}=\mathrm{Y} \Omega_{n} \rightarrow \mathrm{Y} \Omega$ as $n \rightarrow \infty$. That is, $\Omega=\mathrm{Y} \Omega$. Thus, $Y$ has a fixed point.

Let $\Omega, \omega \in \operatorname{Fix}(T)$ so that $\Omega \neq \omega$. Consider

$$
\theta(d(\Omega, \omega))=\theta(d(\mathrm{Y} \Omega, \mathrm{Y} \omega)) \leq \theta(d(\Omega, y))-\phi(\theta(d(\Omega, \omega)))
$$

Thus,

$$
\phi(\theta(d(\Omega, \omega)))=0
$$

which is a contradiction. Hence, $\Omega=\omega$.
One can obtain many other contractive conditions by substituting suitable values of $\theta$ and $\phi$ in (10).

Taking $\phi(t)=t-t^{\alpha}$ for all $t \geq 1$ and $\alpha \in[0,1)$, we obtain the JS-contractive condition.
Without the continuity assumption of Y , we have

Theorem 4. Let $(X, d)$ be a complete metric space. Let $\mathrm{Y}: X \rightarrow X$ be a mapping. Suppose that

$$
\begin{equation*}
\theta(d(\mathrm{Y} \Omega, \mathrm{Y} \omega)) \leq \theta(d(\Omega, \omega))-\phi(\theta(d(\Omega, \omega))) \tag{19}
\end{equation*}
$$

for all $\Omega, \omega \in X$, where $\theta \in \Theta^{\prime}$ and $\phi \in \Phi$. Then Y has a unique fixed point.
Proof. For $\Omega_{0} \in X$, let $\left\{\Omega_{n}\right\}$ be defined by $\Omega_{n+1}=\mathrm{Y} \Omega_{n}$ for $n \geq 0$. Note that there is $\Omega \in X$ such that

$$
\lim _{n \rightarrow \infty} d\left(\Omega_{n}, \Omega\right)=0
$$

We also have

$$
\begin{equation*}
d(\Omega, \mathrm{Y} \Omega) \leq d\left(\Omega, \mathrm{Y} \Omega_{n}\right)+d\left(\mathrm{Y} \Omega_{n}, \mathrm{Y} \Omega\right) \tag{20}
\end{equation*}
$$

From (19),

$$
\begin{equation*}
1 \leq \theta\left(d\left(\mathrm{Y} \Omega_{n}, \mathrm{Y} \Omega\right)\right) \leq \theta\left(d\left(\Omega_{n}, \Omega\right)\right)-\phi\left(\theta\left(d\left(\Omega_{n}, \Omega\right)\right)\right) \tag{21}
\end{equation*}
$$

Hence, we get that $\lim _{n \rightarrow \infty} \theta\left(d\left(\mathrm{Y} \Omega_{n}, \mathrm{Y} \Omega\right)\right)=1$. Thus, we have $\lim _{n \rightarrow \infty} d\left(\mathrm{Y} \Omega_{n}, \mathrm{Y} \Omega\right)=0$ which by (20), implies that $\mathrm{Y} \Omega=\Omega$.

Example 2. Let $\Omega=[2, \infty)$. Take the metric

$$
d(\rho, \varrho)=|\rho-\varrho|
$$

for all $\rho, \varrho \in \Omega$. Define $\mathrm{Y}: \Omega \rightarrow \Omega, \varphi:[1, \infty) \rightarrow[0, \infty)$ and $\theta:[0, \infty) \rightarrow[1, \infty)$ by

$$
\begin{gathered}
Y \rho=\ln (100+\rho) \\
\varphi(\rho)=\ln (\rho)
\end{gathered}
$$

and $\theta(t)=e^{t}$. Note that for all $x \geq 0$, one has $e^{\frac{x}{100}} \leq e^{x}-x$. Now, for all $\rho, \varrho \in \Omega$, we have

$$
\begin{aligned}
\theta(d(\mathrm{Y} \rho, \mathrm{Y} \varrho)) & =e^{d(\mathrm{Y} \rho, \mathrm{Y} \varrho)} \\
& =e^{(\mid \ln (100+\rho)-\ln (100+\varrho)) \mid} \\
& \leq e^{\left\lvert\, \frac{|\rho-\varrho|}{100}\right.} \\
& \leq e^{|\rho-\varrho|}-|\rho-\varrho| \\
& =e^{d(\rho, \varrho)}-d(\rho, \varrho) \\
& =\theta(d(\rho, \varrho))-\varphi(\theta(d(\rho, \varrho)))
\end{aligned}
$$

Thus, Y is a weakly JS-contraction. All hypotheses of Theorem 3 are verified, so Y has a unique fixed point, which is, $u \simeq \frac{4651}{1000}$.

## 4. Application to Nonlinear Integral Equations

Consider the following nonlinear integral equation

$$
\begin{equation*}
\Omega(t)=\phi(t)+\int_{a}^{b} \chi(t, s, \Omega(s)) d s \tag{22}
\end{equation*}
$$

where $a, b \in \mathbb{R}, \Omega \in C[a, b]$ (the set of continuous functions from $[a, b]$ to $\mathbb{R}$ ), $\phi:[a, b] \rightarrow \mathbb{R}$ and $\chi:[a, b] \times[a, b] \times \mathbb{R} \rightarrow \mathbb{R}$ are given functions.

## Theorem 5. Assume that

(i) $\quad \chi:[a, b] \times[a, b] \times \mathbb{R} \rightarrow \mathbb{R}$ is continuous and there is $\theta \in \theta$ so that $\theta\left(\sup _{t \in[a, b]} f(t)\right) \leq \sup _{t \in[a, b]} \theta(f(t))$ for arbitrary function $f$ with

$$
\theta\left(\int_{a}^{b} \mid(\chi(t, s, \Omega(s)) d s-\chi(t, s, \omega(s)) \mid d s) \leq \int_{a}^{b} \theta(|\chi(t, s, \Omega(s))-\chi(t, s, \omega(s))|) d s\right.
$$

(ii) there is $\tau_{i} \in(0,1)$ so that

$$
\begin{aligned}
& \theta(|\chi(t, s, \Omega(s))-\chi(t, s, \omega(s))|) \\
& \leq \frac{[\theta(|\Omega(t)-y(t)|)]^{\tau_{1}}\left[\theta\left(\left|\Omega(t)-\int_{a}^{b} \chi(t, s, \Omega(s) d s)\right|\right)\right]^{\tau_{2}}\left[\theta\left(\left|\omega(t)-\int_{a}^{b} \chi(t, s, \omega(s)) d s\right|\right)\right]^{\tau_{3}}}{b-a} \\
& {\left[\theta\left(\left|\omega(t)-\int_{a}^{b} \chi(t, s, \Omega(s)) d s\right|\right)\right]^{\tau_{4}}}
\end{aligned}
$$

for all $\Omega, \omega \in C[a, b]$ and $t, s \in[a, b]$.
Then (22) has a unique solution.
Proof. Let $X=C[a, b]$. Define the metric $d$ on $X$ by $d(\Omega, \omega)=\sup _{t \in[a, b]}|\Omega(t)-\omega(t)|$. Then $(X, d)$ is a complete metric space. Consider $\mathrm{Y}: X \rightarrow X$ by $\mathrm{Y} \Omega(t)=\phi(t)+\int_{a}^{t} \chi(t, s, \Omega(s)) d s$. Let $\Omega, \omega \in X$ and $t \in[a, b]$. We have

$$
\begin{aligned}
& \theta(|\mathrm{Y} \Omega(t)-\mathrm{Y} \omega(t)|) \\
& =\theta\left(\left|\int_{a}^{t} \chi(t, s, \Omega(s)) d s-\int_{a}^{t} \chi(t, s, \omega(s)) d s\right|\right) \\
& \leq \int_{a}^{b} \theta(|\chi(t, s, \Omega(s))-\chi(t, s, \omega(s))|) d s \\
& \leq \int_{a}^{b} \frac{[\theta(|\Omega(t)-\omega(t)|)]^{\tau_{1}}\left[\theta\left(\left|\Omega(t)-\int_{a}^{b} \chi(t, s, \Omega(s) d s)\right|\right)\right]^{\tau_{2}}\left[\theta\left(\left|\omega(t)-\int_{a}^{b} \chi(t, s, \omega(s)) d s\right|\right)\right]^{\tau_{3}}}{b-a} \\
& {\left[\theta\left(\left|\omega(t)-\int_{a}^{b} \chi(t, s, \Omega(s)) d s\right|\right)\right]^{\tau_{4}} d s} \\
& \leq \frac{1}{b-a} \int_{a}^{b}[\theta(d(\Omega, \omega))]^{\tau_{1}}[\theta(d(\Omega, \mathrm{Y} \Omega))]^{\tau_{2}}[\theta(d(\omega, \mathrm{Y} \omega))]^{\tau_{3}}[\theta(d(\omega, \mathrm{Y} \Omega))]^{\tau_{4}} d s \\
& =[\theta(d(\Omega, \omega))]^{\tau_{1}}[\theta(d(\Omega, \mathrm{Y} \Omega))]^{\tau_{2}}[\theta(d(\omega, \mathrm{Y} \omega))]^{\tau_{3}}[\theta(d(\omega, \mathrm{Y} \Omega))]^{\tau_{4}} .
\end{aligned}
$$

Thus Y is a $\mathcal{P}$-contraction. All the conditions of Theorem 2 hold, and so Y has a unique fixed point, that is, (22) has a unique solution.

## 5. Conclusions

In this paper, we restricted the conditions on the control function $\theta$ (with respect to the ones given in $[27,28]$ ) and we obtained a real generalization of the Banach contraction principle (BCP). We also initiated a weakly JS-contractive condition that generalizes its corresponding of Jleli and Samet [26], and we provided some related fixed point results.
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## 1. Introduction

Numerous problems in science and engineering defined by nonlinear functional equations can be solved by reducing them to an equivalent fixed-point problem. In fact, an operator equation

$$
\begin{equation*}
G x=0 \tag{1}
\end{equation*}
$$

may be expressed as a fixed-point equation $\mathcal{T} x=x$. Accordingly, the Equation (1) has a solution if the self-mapping $\mathcal{T}$ has a fixed point. However, for a non-self mapping $\mathcal{T}: P \rightarrow Q$, the equation $\mathcal{T} x=x$ does not necessarily admit a solution. Here, it is quite natural to find an approximate solution $x^{*}$ such that the distance $d\left(x^{*}, \mathcal{T} x^{*}\right)$ is minimum, in which case $x^{*}$ and $\mathcal{T} x^{*}$ are in close proximity to each other. Herein, the optimal approximate solution $x^{*}$, for which $d\left(x^{*}, \mathcal{T} x^{*}\right)=d(P, Q)$, is called a best proximity point of $\mathcal{T}$. The main aim of the best proximity point theory is to give sufficient conditions for finding the existence of a solution to the nonlinear programming problem,

$$
\begin{equation*}
\min _{\xi \in P} d(\xi, \mathcal{T} \xi) \tag{2}
\end{equation*}
$$

Moreover, a best proximity point generates to a fixed point if the mapping under consideration is a self-mapping. For more details on this research subject, see [1-15].

In 2015, Khojasteh et al. [16] presented the notion of $\mathcal{Z}$-contraction involving a new class of mappings-namely, simulation functions, and proved new fixed-point theorems via different methods to others in the literature. For more details, see [17-20].

Definition 1 ([16]). A simulation function is a mapping $\zeta:[0, \infty) \times[0, \infty) \rightarrow \mathbb{R}$ so that:
$\left(\zeta_{1}\right) \quad \zeta(0,0)=0 ;$
( $\zeta_{2}$ ) $\quad \zeta(\mu, \eta)<\eta-\mu$ for all $\mu, \eta>0$;
( $\zeta_{3}$ ) If $\left(\mu_{n}\right),\left(\eta_{n}\right)$ are sequences in $(0, \infty)$ so that $\lim _{n \rightarrow \infty} \mu_{n}=\lim _{n \rightarrow \infty} \eta_{n}>0$, then

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \zeta\left(\mu_{n}, \eta_{n}\right)<0 \tag{3}
\end{equation*}
$$

Theorem 1 ([16]). Let $(M, d)$ be a complete metric space and $\mathcal{T}: M \rightarrow M$ be a $\mathcal{Z}$-contraction with respect to $\zeta \in \mathcal{Z}$-that is,

$$
\zeta(d(\mathcal{T} \xi, \mathcal{T} \omega), d(\xi, \omega)) \geq 0, \quad \text { for all } \xi, \omega \in M
$$

Then, $\mathcal{T}$ admits a unique fixed point (say $\tau \in X$ ) and, for each $\xi_{0} \in M$, the Picard sequence $\left\{\mathcal{T}^{n} \xi_{0}\right\}$ is convergent to $\tau$.

In this study, we will consider simulation functions satisfying only the condition $\left(\zeta_{2}\right)$. For the sake of convenience, we identify the set of all simulation functions satisfying only the condition $\left(\zeta_{2}\right)$ by $\mathcal{Z}$.

The main concern of the paper is to establish theorems on the existence and uniqueness of best proximity points for Geraghty type $\mathcal{Z}$-proximal contractions in complete metric spaces. The obtained results complement and extend some known results from the literature. An example, as well as an application to a variational inequality problem, is also given in order to illustrate the effectiveness of our generalizations.

## 2. Preliminaries

Let $P$ and $Q$ be two non-empty subsets of a metric space, $(M, d)$. Consider:

$$
\begin{aligned}
d(P, Q) & :=\inf \{d(\rho, v): \rho \in P, v \in Q\} ; \\
P_{0} & :=\{\rho \in P: d(\rho, v)=d(P, Q) \text { for some } v \in Q\} ; \\
Q_{0} & :=\{v \in Q: d(\rho, v)=d(P, Q) \text { for some } \rho \in P\} .
\end{aligned}
$$

Denote by

$$
B_{\text {est }}(\mathcal{T})=\{u \in P: d(u, \mathcal{T} u)=d(P, Q)\},
$$

the set of all best proximity points of a non-self-mapping $\mathcal{T}: P \rightarrow Q$. In the study [5], Caballero et al. familiarized the notion of Geraghty contraction for non-self-mappings as follows:

Definition 2 ([5]). Let $P, Q$ be two non-empty subsets of a metric space, $(M, d)$. A mapping $\mathcal{T}: P \rightarrow Q$ is called a Geraghty contraction if there is $\beta \in \Sigma$, so that for all $\xi, \omega \in P$

$$
\begin{equation*}
d(\mathcal{T} \xi, \mathcal{T} \omega) \leq \beta(d(\xi, \omega)) \cdot d(\xi, \omega) \tag{4}
\end{equation*}
$$

where the class $\Sigma$ is the set of functions $\beta:[0, \infty) \rightarrow[0,1)$, satisfying

$$
\beta\left(t_{n}\right) \rightarrow 1 \Longrightarrow t_{n} \rightarrow 0
$$

In the paper [10], Jleli and Samet initiated the concepts of $\alpha-\psi$-proximal contractive and $\alpha$-proximal admissible mappings. They provided related best-proximity-point results. Subsequently, Hussain et al. [7] modified the aforesaid notions and substantiated certain best-proximity-point theorems.

Definition 3 ([10]). Let $\mathcal{T}: P \rightarrow Q$ and $\alpha: P \times P \rightarrow[0, \infty)$ be given mappings. Then, $\mathcal{T}$ is called $\alpha$-proximal admissible if

$$
\left.\begin{array}{l}
\alpha\left(u_{1}, u_{2}\right) \geq 1 \\
d\left(p_{1}, \mathcal{T} u_{1}\right)=d(P, Q) \\
d\left(p_{2}, \mathcal{T} u_{2}\right)=d(P, Q)
\end{array}\right\} \Longrightarrow \alpha\left(p_{1}, p_{2}\right) \geq 1
$$

for all $u_{1}, u_{2}, p_{1}, p_{2} \in P$.
Definition 4 ([7]). Let $\mathcal{T}: P \rightarrow Q$ and $\alpha, \eta: P \times P \rightarrow[0, \infty)$ be given mappings. Such $\mathcal{T}$ is said to be $(\alpha, \eta)$-proximal admissible if

$$
\left.\begin{array}{l}
\alpha\left(u_{1}, u_{2}\right) \geq \eta\left(u_{1}, u_{2}\right) \\
d\left(p_{1}, \mathcal{T} u_{1}\right)=d(P, Q) \\
d\left(p_{2}, \mathcal{T} u_{2}\right)=d(P, Q)
\end{array}\right\} \Longrightarrow \alpha\left(p_{1}, p_{2}\right) \geq \eta\left(p_{1}, p_{2}\right)
$$

for all $u_{1}, u_{2}, p_{1}, p_{2} \in P$.
Note that if $\eta(u, v)=1$ for all $u, v \in P$, then Definition 4 corresponds to Definition 3.
Very recently, Tchier et al. in [14] initiated the concept of $\mathcal{Z}$-proximal contractions.
Definition 5 ([14]). Let $P$ and $Q$ be two non-empty subsets of a metric space, $(M, d)$. A non-self-mapping $\mathcal{T}: P \rightarrow Q$ is called a $\mathcal{Z}$-proximal contraction if there is a simulation function $\zeta$ so that

$$
\left.\begin{array}{l}
d(\rho, \mathcal{T} u)=d(P, Q)  \tag{5}\\
d(v, \mathcal{T} v)=d(P, Q)
\end{array}\right\} \Longrightarrow \zeta(d(\rho, v), d(u, v)) \geq 0
$$

for all $\rho, v, u, v \in P$.
Now, we introduce a new concept which will be efficiently used in our results.
Definition 6. Let $\mathcal{T}: P \rightarrow Q$ and $\alpha, \eta: P \times P \rightarrow[0, \infty)$ be given mappings. Then, $\mathcal{T}$ is said to be triangular $(\alpha, \eta)$-proximal admissible, if
(1) $\mathcal{T}$ is $(\alpha, \eta)$-proximal admissible;
(2) $\alpha(u, v) \geq \eta(u, v)$ and $\alpha(v, z) \geq \eta(v, z)$ implies that $\alpha(u, z) \geq \eta(u, z)$, for all $u, v, z \in P$.

Now, we describe a new class of contractions for non-self-mappings which generalize the concept of Geraghty-contractions.

Definition 7. Let $P$ and $Q$ be two non-empty subsets of a metric space $(M, d), \zeta \in \mathcal{Z}$ and $\alpha, \eta: P \times P \rightarrow$ $[0, \infty)$ and $\beta \in \Sigma$. A non-self-mapping $\mathcal{T}: P \rightarrow Q$ is said to be a Geraghty type $\mathcal{Z}$-proximal contraction, if for all $u, v, \rho, v \in P$, the following implication holds:

$$
\left.\begin{array}{l}
\alpha(u, v) \geq \eta(u, v)  \tag{6}\\
d(\rho, \mathcal{T} u)=d(P, Q) \\
d(v, \mathcal{T} v)=d(P, Q)
\end{array}\right\} \Longrightarrow \zeta(d(\rho, v), \beta(d(u, v)) d(u, v)) \geq 0
$$

Remark 1. If $\mathcal{T}: P \rightarrow Q$ is a Geraghty type $\mathcal{Z}$-proximal contraction, then by $\left(\zeta_{2}\right)$ and Definition 7, the following implication holds for all $u, v, \rho, v \in P$ with $u \neq v$ :

$$
\left.\begin{array}{l}
\alpha(u, v) \geq \eta(u, v)  \tag{7}\\
d(\rho, \mathcal{T} u)=d(P, Q) \\
d(v, \mathcal{T} v)=d(P, Q)
\end{array}\right\} \Longrightarrow d(\rho, v)<\beta(d(u, v)) d(u, v) .
$$

## 3. Main Results

Our first result is as follows.
Theorem 2. Let $(P, Q)$ be a pair of non-empty subsets of a complete metric space $(M, d)$ so that $P_{0}$ is non-empty, $\mathcal{T}: P \rightarrow Q$ and $\alpha, \eta: P \times P \rightarrow[0, \infty)$ be given mappings. Suppose that:
(i) $P$ is closed and $\mathcal{T}\left(P_{0}\right) \subseteq Q_{0}$;
(ii) $\mathcal{T}$ is triangular $(\alpha, \eta)$-proximal admissible;
(iii) There are $u_{0}, u_{1} \in P_{0}$ so that $d\left(u_{1}, \mathcal{T} u_{0}\right)=d(P, Q)$ and $\alpha\left(u_{0}, u_{1}\right) \geq \eta\left(u_{0}, u_{1}\right)$;
(iv) $\mathcal{T}$ is a continuous Geraghty type $\mathcal{Z}$-proximal contraction.

Then, $\mathcal{T}$ has a best proximity point in $P$. If $\alpha(u, v) \geq \eta(u, v)$ for all $u, v \in B_{\text {est }}(\mathcal{T})$, then $\mathcal{T}$ has a unique best proximity point $u^{*} \in P$. Moreover, for every $u \in P, \lim _{n \rightarrow \infty} \mathcal{T}^{n} u=u^{*}$.

Proof. From the condition (iii), there are $u_{0}, u_{1} \in P_{0}$ so that

$$
d\left(u_{1}, \mathcal{T} u_{0}\right)=d(P, Q) \text { and } \alpha\left(u_{0}, u_{1}\right) \geq \eta\left(u_{0}, u_{1}\right)
$$

Since $\mathcal{T}\left(P_{0}\right) \subseteq Q_{0}$, there is $u_{2} \in P_{0}$ so that

$$
d\left(u_{2}, \mathcal{T} u_{1}\right)=d(P, Q)
$$

Thus, we get

$$
\begin{aligned}
& \alpha\left(u_{0}, u_{1}\right) \geq \eta\left(u_{0}, u_{1}\right) \\
& d\left(u_{1}, \mathcal{T} u_{0}\right)=d(P, Q) \\
& d\left(u_{2}, \mathcal{T} u_{1}\right)=d(P, Q)
\end{aligned}
$$

Since $\mathcal{T}$ is $(\alpha, \eta)$-proximal admissible, we get $\alpha\left(u_{1}, u_{2}\right) \geq \eta\left(u_{1}, u_{2}\right)$. Now, we have

$$
d\left(u_{2}, \mathcal{T} u_{1}\right)=d(P, Q) \text { and } \alpha\left(u_{1}, u_{2}\right) \geq \eta\left(u_{1}, u_{2}\right)
$$

Again, since $\mathcal{T}\left(P_{0}\right) \subseteq Q_{0}$, there exists $u_{3} \in P_{0}$ such that

$$
d\left(u_{3}, \mathcal{T} u_{2}\right)=d(P, Q)
$$

and thus,

$$
\begin{aligned}
& \alpha\left(u_{1}, u_{2}\right) \geq \eta\left(u_{1}, u_{2}\right) \\
& d\left(u_{2}, \mathcal{T} u_{1}\right)=d(P, Q) \\
& d\left(u_{3}, \mathcal{T} u_{2}\right)=d(P, Q)
\end{aligned}
$$

Since $\mathcal{T}$ is $(\alpha, \eta)$-proximal admissible, this implies that $\alpha\left(u_{2}, u_{3}\right) \geq \eta\left(u_{2}, u_{3}\right)$. Thus, we have

$$
d\left(u_{3}, \mathcal{T} u_{2}\right)=d(P, Q) \text { and } \alpha\left(u_{2}, u_{3}\right) \geq \eta\left(u_{2}, u_{3}\right)
$$

By repeating this process, we build a sequence $\left\{u_{n}\right\}$ in $P_{0} \subseteq P$ so that

$$
\begin{equation*}
d\left(u_{n+1}, \mathcal{T} u_{n}\right)=d(P, Q) \text { and } \alpha\left(u_{n}, u_{n+1}\right) \geq \eta\left(u_{n}, u_{n+1}\right), \tag{8}
\end{equation*}
$$

for all $n \in \mathbb{N} \cup\{0\}$. If there is $n_{0}$ so that $u_{n_{0}}=u_{n_{0}+1}$, then

$$
d\left(u_{n_{0}}, \mathcal{T} u_{n_{0}}\right)=d\left(u_{n_{0}+1}, \mathcal{T} u_{n_{0}}\right)=d(P, Q) .
$$

That is, $u_{n_{0}}$ is a best proximity point of $\mathcal{T}$. We should suppose that $u_{n} \neq u_{n+1}$, for all $n$.

From (8), for all $n \in \mathbb{N}$, we get

$$
\begin{aligned}
& \alpha\left(u_{n-1}, u_{n}\right) \geq \eta\left(u_{n-1}, u_{n}\right), \\
& d\left(u_{n}, \mathcal{T} u_{n-1}\right)=d(P, Q), \\
& d\left(u_{n+1}, \mathcal{T} u_{n}\right)=d(P, Q) .
\end{aligned}
$$

On the grounds that $\mathcal{T}$ is a Geraghty type $\mathcal{Z}$-proximal contraction, by utilizing Remark 1 , we deduce that

$$
\begin{equation*}
d\left(u_{n}, u_{n+1}\right)<\beta\left(d\left(u_{n-1}, u_{n}\right)\right) d\left(u_{n-1}, u_{n}\right) \tag{9}
\end{equation*}
$$

which requires that $d\left(u_{n}, u_{n+1}\right)<d\left(u_{n-1}, u_{n}\right)$, for all $n$. Therefore, the sequence $\left\{d\left(u_{n}, u_{n+1}\right)\right\}$ is decreasing, and so there is $\lambda \geq 0$ so that $\lim _{n \rightarrow \infty} d\left(u_{n}, u_{n+1}\right)=\lambda$. Now, we shall show that $\lambda=0$. On the contrary, assume that $\lambda>0$. Then, taking into account (9), for any $n \in \mathbb{N}$,

$$
d\left(u_{n}, u_{n+1}\right)<\beta\left(d\left(u_{n-1}, u_{n}\right)\right) d\left(u_{n-1}, u_{n}\right)<d\left(u_{n-1}, u_{n}\right)
$$

This yields, for any $n \in \mathbb{N}$,

$$
0<\frac{d\left(u_{n}, u_{n+1}\right)}{d\left(u_{n-1}, u_{n}\right)}<\beta\left(d\left(u_{n-1}, u_{n}\right)\right)<1
$$

Taking $n \rightarrow \infty$, we find that

$$
\lim _{n \rightarrow \infty} \beta\left(d\left(u_{n-1}, u_{n}\right)\right)=1
$$

and since $\beta \in \Sigma, \quad \lim _{n \rightarrow \infty} d\left(u_{n-1}, u_{n}\right)=0$. This contradicts our assumption $\lim _{n \rightarrow \infty} d\left(u_{n-1}, u_{n}\right)=$ $\lambda>0$. Therefore, we get

$$
\begin{equation*}
\lim _{n \rightarrow \infty} d\left(u_{n-1}, u_{n}\right)=0, \quad \text { for all } n \in \mathbb{N} \tag{10}
\end{equation*}
$$

We shall prove that $\left\{u_{n}\right\}$ is Cauchy in $P$. By contradiction, suppose that $\left\{u_{n}\right\}$ is not a Cauchy sequence, so there is an $\varepsilon>0$ for which we can find $\left\{u_{m_{k}}\right\}$ and $\left\{u_{n_{k}}\right\}$ of $\left\{u_{n}\right\}$ such that $n_{k}$ is the smallest index for which $n_{k}>m_{k}>k$ and

$$
\begin{equation*}
d\left(u_{m_{k}}, u_{n_{k}}\right) \geq \varepsilon \quad \text { and } \quad d\left(u_{m_{k}}, u_{n_{k}-1}\right)<\varepsilon \tag{11}
\end{equation*}
$$

We have

$$
\begin{aligned}
\varepsilon \leq d\left(u_{m_{k}}, u_{n_{k}}\right) & \leq d\left(u_{m_{k}}, u_{n_{k}-1}\right)+d\left(u_{n_{k}-1}, u_{n_{k}}\right) \\
& <\varepsilon+d\left(u_{n_{k}-1}, u_{n_{k}}\right)
\end{aligned}
$$

Taking $k \rightarrow \infty$, by (10), we get

$$
\begin{equation*}
\lim _{k \rightarrow \infty} d\left(u_{m_{k}}, u_{n_{k}}\right)=\varepsilon \tag{12}
\end{equation*}
$$

By triangular inequality,

$$
\left|d\left(u_{m_{k}+1}, u_{n_{k}+1}\right)-d\left(u_{m_{k}}, u_{n_{k}}\right)\right| \leq d\left(u_{m_{k}+1}, u_{m_{k}}\right)+d\left(u_{n_{k}}, u_{n_{k}+1}\right)
$$

which yields that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} d\left(x_{m_{k}+1}, x_{n_{k}+1}\right)=\varepsilon \tag{13}
\end{equation*}
$$

Since $\mathcal{T}$ is triangular ( $\alpha, \eta$ )-proximal admissible, by using (8), we infer

$$
\begin{equation*}
\alpha\left(u_{m}, u_{n}\right) \geq \eta\left(u_{m}, u_{n}\right), \quad \text { for all } n, m \in \mathbb{N} \text { with } m<n . \tag{14}
\end{equation*}
$$

Combining (8) and (14), for all $k \in \mathbb{N}$, we have

$$
\begin{aligned}
& \alpha\left(u_{m_{k}}, u_{n_{k}}\right) \geq \eta\left(u_{m_{k}}, u_{n_{k}}\right) \\
& d\left(u_{m_{k}+1}, \mathcal{T} u_{m_{k}}\right)=d(P, Q) \\
& d\left(u_{n_{k}+1}, \mathcal{T} u_{n_{k}}\right)=d(P, Q)
\end{aligned}
$$

Regarding the fact that $\mathcal{T}$ is a Geraghty type $\mathcal{Z}$-proximal contraction, from Remark 1, we deduce that

$$
d\left(u_{m_{k}+1}, u_{n_{k}+1}\right)<\beta\left(d\left(u_{m_{k}}, u_{n_{k}}\right)\right) d\left(u_{m_{k}}, u_{n_{k}}\right)<d\left(u_{m_{k}}, u_{n_{k}}\right) .
$$

Taking the limit as $k$ tends to $\infty$ on both sides of the last inequality, and using the Equations (12) and (13), we get

$$
\varepsilon \leq \lim _{k \rightarrow \infty} \beta\left(d\left(u_{m_{k}}, u_{n_{k}}\right)\right) \varepsilon \leq \varepsilon,
$$

which implies that $\lim _{k \rightarrow \infty} \beta\left(d\left(u_{m_{k}}, u_{n_{k}}\right)\right)=1$, and so $\lim _{k \rightarrow \infty} d\left(u_{m_{k}}, u_{n_{k}}\right)=0$ which contradicts $\varepsilon>0$. Hence, $\left\{u_{n}\right\}$ is a Cauchy sequence in $P$. Since $P$ is a closed subset of the complete metric space $(M, d)$, there is $p \in P$ so that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} d\left(u_{n}, p\right)=0 \tag{15}
\end{equation*}
$$

Since $\mathcal{T}$ is continuous, we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} d\left(\mathcal{T} u_{n}, \mathcal{T} p\right)=0 \tag{16}
\end{equation*}
$$

Combining (8), (15), and (16), we get

$$
d(P, Q)=\lim _{n \rightarrow \infty} d\left(u_{n+1}, \mathcal{T} u_{n}\right)=d(p, \mathcal{T} p)
$$

Therefore, $u \in P$ is a best proximity point of $\mathcal{T}$. Finally, we shall show that the set $B_{\text {est }}(\mathcal{T})$ is a singleton. Suppose that $r$ is another best proximity point of $\mathcal{T}$, that is, $d(r, \mathcal{T} r)=d(P, Q)$. Then, by the hypothesis, we have $\alpha(p, r) \geq \eta(p, r)$-that is,

$$
\begin{aligned}
& \alpha(p, r) \geq \eta(p, r) \\
& d(p, \mathcal{T} p)=d(P, Q) \\
& d(r, \mathcal{T} r)=d(P, Q)
\end{aligned}
$$

Then, from Remark 1, we deduce

$$
d(p, r)<\beta(d(p, r)) d(p, r)<d(p, r)
$$

which is a contradiction. Hence, we have a unique best proximity point of $\mathcal{T}$.
Let us consider the following assertion in order to remove the continuity on the operator $\mathcal{T}$ in the next theorem.
(C) If a sequence $\left\{u_{n}\right\}$ in $P$ is convergent to $u \in P$ so that $\alpha\left(u_{n}, u_{n+1}\right) \geq$ $\eta\left(u_{n}, u_{n+1}\right)$, then $\alpha\left(u_{n}, u\right) \geq \eta\left(u_{n}, u\right)$ for all $n \in \mathbb{N}$.

Theorem 3. Let $(P, Q)$ be a pair of non-empty subsets of a complete metric space $(M, d)$ so that $P_{0}$ is non-empty, $\mathcal{T}: P \rightarrow Q$ and $\alpha, \eta: P \times P \rightarrow[0, \infty)$ be given mappings. Suppose that:
(i) $P$ is closed and $\mathcal{T}\left(P_{0}\right) \subseteq Q_{0}$;
(ii) $\mathcal{T}$ is triangular $(\alpha, \eta)$-proximal admissible;
(iii) there are $u_{0}, u_{1} \in P_{0}$ so that $d\left(u_{1}, \mathcal{T} u_{0}\right)=d(P, Q)$ and $\alpha\left(u_{0}, u_{1}\right) \geq \eta\left(u_{0}, u_{1}\right)$;
(iv) the condition ( $C$ ) holds and $\mathcal{T}$ is a Geraghty type $\mathcal{Z}$-proximal contraction.

Then, $\mathcal{T}$ has a best proximity point in $P$. If $\alpha(u, v) \geq \eta(u, v)$ for all $u, v \in B_{\text {est }}(\mathcal{T})$, then $\mathcal{T}$ has a unique best proximity point $u^{*} \in P$. Moreover, for each $u \in P$, we have $\lim _{n \rightarrow \infty} \mathcal{T}^{n} u=u^{*}$.

Proof. Following the proof of Theorem 2, there exists a Cauchy sequence $\left\{u_{n}\right\} \subset P_{0}$ satisfying (8) and $u_{n} \rightarrow p$. On account of (i), $P_{0}$ is closed, and so $p \in P_{0}$. Also, since $\mathcal{T}\left(P_{0}\right) \subseteq Q_{0}$, there is $z \in P_{0}$ so that

$$
\begin{equation*}
d(z, \mathcal{T} p)=d(P, Q) \tag{17}
\end{equation*}
$$

Taking (C) and (8) into account, we infer

$$
\alpha\left(u_{n}, p\right) \geq \eta\left(u_{n}, p\right), \text { for all } n \in \mathbb{N}
$$

Since $\mathcal{T}$ is $(\alpha, \eta)$-proximal admissible and

$$
\begin{align*}
& \alpha\left(u_{n}, p\right) \geq \eta\left(u_{n}, p\right) \\
& d\left(u_{n+1}, \mathcal{T} u_{n}\right)=d(P, Q)  \tag{18}\\
& d(z, \mathcal{T} p)=d(P, Q)
\end{align*}
$$

so, we conclude that

$$
\begin{equation*}
\alpha\left(u_{n+1}, z\right) \geq \eta\left(u_{n+1}, z\right), \text { for all } n \in \mathbb{N} \tag{19}
\end{equation*}
$$

Considering (18), (19) and Remark 1, we have

$$
d\left(u_{n+1}, z\right)<\beta\left(d\left(u_{n}, p\right)\right) d\left(u_{n}, p\right)<d\left(u_{n}, p\right)
$$

which implies that $\lim _{n \rightarrow \infty} d\left(u_{n+1}, z\right)=0$. By the uniqueness of the limit, we obtain $z=p$. Thus, by (17), we deduce that $d(p, \mathcal{T} p)=d(P, Q)$. Uniqueness of the best proximity point follows from the proof of Theorem 2.

Example 1. Let $M=\mathbb{R}^{2}$ be endowed with the Euclidian metric, $P=\{(0, u): u \geq 0\}$ and $Q=\{(1, u): u \geq 0\}$. Note that $d(P, Q)=1, P_{0}=P$ and $Q_{0}=Q$. Let

$$
\begin{cases}\beta(t)=\frac{1}{1+t}, & \text { if } t>0 \\ \beta(t)=\frac{1}{2}, & \text { otherwise } .\end{cases}
$$

Then, $\beta \in \Sigma$. Define $\mathcal{T}: P \rightarrow Q$ and $\alpha: P \times P \rightarrow[0, \infty)$ by

$$
\mathcal{T}(0, u)= \begin{cases}\left(1, \frac{u}{9}\right), & \text { if } 0 \leq u \leq 1 \\ \left(1, u^{2}\right), & \text { if } u>1\end{cases}
$$

and

$$
\alpha((0, u),(0, v))= \begin{cases}2 \eta((0, u),(0, v)), & \text { if } u, v \in[0,1], \text { or } u=v \\ 0, & \text { otherwise. }\end{cases}
$$

Choose $\zeta(t, s)=\frac{2}{3} s-t$ for all $t, s \in[0, \infty)$. Let $u, v, p, q \geq 0$ be such that

$$
\left\{\begin{array}{l}
\alpha((0, u),(0, v)) \geq \eta((0, u),(0, v)) \\
d((0, p), \mathcal{T}(0, u))=d(P, Q)=1 \\
d((0, q), \mathcal{T}(0, v))=d(P, Q)=1
\end{array}\right.
$$

Then, $u, v \in[0,1]$ or $u=v$.
$u, v \in[0,1]$. Here, $\mathcal{T}(0, u)=\left(1, \frac{u}{9}\right)$ and $\mathcal{T}(0, v)=\left(1, \frac{v}{9}\right)$. Also,

$$
\sqrt{1+\left(p-\frac{u}{9}\right)^{2}}=\sqrt{1+\left(q-\frac{v}{9}\right)^{2}}=1
$$

that is, $p=\frac{u}{9}$ and $q=\frac{v}{9}$. So, $\alpha((0, p),(0, q)) \geq d((0, p),(0, q))$. Moreover,

$$
\begin{aligned}
& \zeta(d((0, p),(0, q)), \beta(d((0, u),(0, v))) d((0, u),(0, v))) \\
& =\frac{2}{3} \beta(d((0, u),(0, v))) d((0, u),(0, v))-d\left(\left(0, \frac{u}{9}\right),\left(0, \frac{v}{9}\right)\right) \\
& =\frac{2}{3} \beta(|u-v|)|u-v|-\frac{|u-v|}{9} .
\end{aligned}
$$

If $u=v$, then $\beta(|u-v|)=\frac{1}{2}$ and the right-hand side of the above inequality is equal to 0 . If $u \neq v$, we have

$$
\begin{aligned}
& \zeta(d((0, p),(0, q)), \beta(d((0, u),(0, v))) d((0, u),(0, v))) \\
& =\frac{2}{3} \frac{|u-v|}{1+|u-v|}-\frac{|u-v|}{9} \geq 0
\end{aligned}
$$

$u=v>1$. Here, $\mathcal{T}(0, u)=\left(1, u^{2}\right)$ and $\mathcal{T}(0, v)=\left(1, v^{2}\right)$. Similarly, we get that $p=q=u^{2}=v^{2}$. So, $\alpha((0, p),(0, q))=0=\eta((0, p),(0, q))$.

Also, $\zeta(d((0, p),(0, q)), \beta(d((0, u),(0, v))) d((0, u),(0, v))) \geq 0$.
In each case, we get that $\mathcal{T}$ is an $(\alpha, \eta)$-proximal admissible. It is also easy to see that $\mathcal{T}$ is triangular $(\alpha, \eta)$-proximal admissible. Also, $\mathcal{T}$ is a Geraghty type $\mathcal{Z}$-proximal contraction. Also, if $\left\{u_{n}=\left(0, p_{n}\right)\right\}$ is a sequence in $P$ such that $\alpha\left(u_{n}, u_{n+1}\right) \geq \eta\left(u_{n}, u_{n+1}\right)$ for all $n$ and $u_{n}=\left(0, p_{n}\right) \rightarrow u=(0, p)$ as $n \rightarrow \infty$, then $p_{n} \rightarrow p$. We have $p_{n}, p_{n+1} \in[0,1]$ or $p_{n}=p_{n+1}$. We get that $p \in[0,1]$ or $p_{n}=p$. This implies that $\alpha\left(u_{n}, u\right) \geq \eta\left(u_{n}, u\right)$ for all $n$.

Moreover, there is $\left(u_{0}, u_{1}\right)=\left((0,1),\left(0, \frac{1}{9}\right)\right) \in P_{0} \times P_{0}$ so that

$$
d\left(u_{1}, \mathcal{T} u_{0}\right)=1=d(P, Q) \text { and } \alpha\left(u_{0}, u_{1}\right) \geq d\left(u_{0}, u_{1}\right)
$$

Consequently, all conditions of Theorem 3 are satisfied. Therefore, $\mathcal{T}$ has a unique best proximity point in $P$, which is $(0,0)$. On the other side, we indicate that (4) is not satisfied. In fact, for $u=(0,2), v=(0,3)$, we have

$$
\begin{aligned}
d(\mathcal{T} u, \mathcal{T} v) & =d(\mathcal{T}(0,2), \mathcal{T}(0,3))=d((0,4),(0,9)) \\
& =5>\frac{1}{2}=\beta(d((0,2),(0,3))) d((0,2),(0,3)) \\
& =\beta(d(u, v)) d(u, v)
\end{aligned}
$$

Corollary 1. Let $(P, Q)$ be a pair of non-empty subsets of a complete metric space $(M, d)$, such that $P_{0}$ is non-empty. Suppose that $\mathcal{T}: P \rightarrow Q$ is a Geraghty-proximal contraction-that is, the following implication holds for all $u, v, \rho, v \in P$ :

$$
\left.\begin{array}{l}
d(\rho, \mathcal{T} u)=d(P, Q) \\
d(v, \mathcal{T} v)=d(P, Q)
\end{array}\right\} \Longrightarrow \zeta(d(\rho, v), \beta(d(u, v)) d(u, v)) \geq 0
$$

Also, assume that $P$ is closed and $\mathcal{T}\left(P_{0}\right) \subseteq Q_{0}$. Then, $\mathcal{T}$ has a unique best proximity point $u^{*} \in P$. Moreover, for each $u \in P$, we have $\lim _{n \rightarrow \infty} \mathcal{T}^{n} u=u^{*}$.

Proof. We take $\alpha(\sigma, \varsigma)=\eta(\sigma, \varsigma)=1$ in the proof of Theorem 2 (resp. Theorem 3).

## 4. Some Consequences

In this section we give new fixed-point results on a metric space endowed with a partial ordering/graph by using the results provided in the previous section. Define

$$
\alpha, \eta: M \times M \rightarrow[0, \infty), \quad \alpha(u, v)= \begin{cases}\eta(u, v), & \text { if } u \preceq v, \\ 0, & \text { otherwise } .\end{cases}
$$

Definition 8. Let $(M, \preceq, d)$ be a partially ordered metric space, $(P, Q)$ be a pair of non-empty subsets of $M$, and $\mathcal{T}: P \rightarrow Q$ be a given mapping. Such $\mathcal{T}$ is said to be $\preceq$-proximal increasing if

$$
\left.\begin{array}{r}
u_{1} \preceq u_{2} \\
d\left(p_{1}, \mathcal{T} u_{1}\right)=d(P, Q) \\
d\left(p_{2}, \mathcal{T} u_{2}\right)=d(P, Q)
\end{array}\right\} \Longrightarrow p_{1} \preceq p_{2}
$$

for all $u_{1}, u_{2}, p_{1}, p_{2} \in P$.
Then, the following result is a direct consequence of Theorem 2 (resp. Theorem 3).
Theorem 4. Let $(P, Q)$ be a pair of non-empty subsets of a complete ordered metric space $(M, \preceq, d)$ so that $P_{0}$ is non-empty and $\mathcal{T}: P \rightarrow Q$ be a given non-self-mapping. Suppose that:
(i) $P$ is closed and $\mathcal{T}\left(P_{0}\right) \subseteq Q_{0}$;
(ii) $\mathcal{T}$ is $\preceq$-proximal increasing;
(iii) There are $u_{0}, u_{1} \in P_{0}$ so that $d\left(u_{1}, \mathcal{T} u_{0}\right)=d(P, Q)$ and $u_{0} \preceq u_{1}$;
(iv) $\mathcal{T}$ is continuous or, for every sequence $\left\{u_{n}\right\}$ in $P$ is convergent to $u \in P$ so that $u_{n} \preceq u_{n+1}$, we have $u_{n} \preceq u$ for all $n \in \mathbb{N}$;
(v) There exist $\zeta \in \mathcal{Z}$ and $\beta \in \Sigma$, such that for all $u, v, \rho, v \in P$,

$$
\left.\begin{array}{r}
u \preceq v  \tag{20}\\
d(\rho, \mathcal{T} u)=d(P, Q) \\
d(v, \mathcal{T} v)=d(P, Q)
\end{array}\right\} \Longrightarrow \zeta(d(\rho, v), \beta(d(u, v)) d(u, v)) \geq 0 .
$$

Then, $\mathcal{T}$ has a best proximity point in $P$. If $u \preceq v$ for all $u, v \in B_{\text {est }}(\mathcal{T})$, then $\mathcal{T}$ has a unique best proximity point $u^{*} \in P$. Moreover, for every $u \in P, \lim _{n \rightarrow \infty} \mathcal{T}^{n} u=u^{*}$.

Now, we present the existence of the best proximity point for non-self mappings from a metric space $M$, endowed with a graph, into the space of non-empty closed and bounded subsets of the metric space. Consider a graph $G$, such that the set $V(G)$ of its vertices coincides with $M$ and the set
$E(G)$ of its edges contains all loops; that is, $E(G) \supseteq \Delta$, where $\Delta=\{(u, u): u \in M\}$. We assume $G$ has no parallel edges, so we can identify $G$ with the pair $(V(G), E(G))$.

Define

$$
\alpha, \eta: M \times M \rightarrow[0,+\infty), \quad \alpha(u, v)= \begin{cases}\eta(u, v), & \text { if }(u, v) \in E(G) \\ 0, & \text { otherwise }\end{cases}
$$

Definition 9. Let $(M, d)$ be a complete metric space endowed with a graph $G$ and $(P, Q)$ be a pair of non-empty subsets of $M$ and $\mathcal{T}: P \rightarrow Q$ be a given mapping. Such $\mathcal{T}$ is said to be triangular $G$-proximal, if
(1) for all $u_{1}, u_{2}, p_{1}, p_{2} \in P$,

$$
\left.\begin{array}{r}
\left(u_{1}, u_{2}\right) \in E(G) \\
d\left(p_{1}, \mathcal{T} u_{1}\right)=d(P, Q) \\
d\left(p_{2}, \mathcal{T} u_{2}\right)=d(P, Q)
\end{array}\right\} \Longrightarrow\left(p_{1}, p_{2}\right) \in E(G)
$$

(2) $(u, v) \in E(G)$ and $(v, z) \in E(G)$ implies that $(u, z) \in E(G)$, for all $u, v, z \in P$.
for all $u_{1}, u_{2}, p_{1}, p_{2} \in P$.
The following result is a direct consequence of Theorem 2 (resp. Theorem 3).
Theorem 5. Let $(M, d)$ be a complete metric space endowed with a graph $G$ and $(P, Q)$ be a pair of non-empty subsets of $M$ so that $P_{0}$ is non-empty and $\mathcal{T}: P \rightarrow Q$ be a given non-self mapping. Suppose that:
(i) $P$ is closed and $\mathcal{T}\left(P_{0}\right) \subseteq Q_{0}$;
(ii) $\mathcal{T}$ is triangular G-proximal;
(iii) There are $u_{0}, u_{1} \in P_{0}$ so that $d\left(u_{1}, \mathcal{T} u_{0}\right)=d(P, Q)$ and $\left(u_{0}, u_{1}\right) \in E(G)$;
(iv) $\mathcal{T}$ is continuous or, for every sequence $\left\{u_{n}\right\}$ in $P$ is convergent to $u \in P$ so that $\left(u_{n}, u_{n+1}\right) \in E(G)$, we have $\left(u_{n}, u\right) \in E(G)$ for all $n \in \mathbb{N}$;
(v) There exist $\zeta \in \mathcal{Z}$ and $\beta \in \Sigma$ such that for all $u, v, \rho, v \in P$,

$$
\left.\begin{array}{r}
(u, v) \in E(G)  \tag{21}\\
d(\rho, \mathcal{T} u)=d(P, Q) \\
d(v, \mathcal{T} v)=d(P, Q)
\end{array}\right\} \Longrightarrow \zeta(d(\rho, v), \beta(d(u, v)) d(u, v)) \geq 0
$$

Then, $\mathcal{T}$ has a best proximity point in $P$. If $(u, v) \in E(G)$ for all $u, v \in B_{\text {est }}(\mathcal{T})$, then $\mathcal{T}$ has a unique best proximity point $u^{*} \in P$. Moreover, for every $u \in P, \lim _{n \rightarrow \infty} \mathcal{T}^{n} u=u^{*}$.

## 5. A Variational Inequality Problem

Let $C$ be a non-empty, closed, and convex subset of a real Hilbert space $H$, with inner product $\langle\cdot, \cdot\rangle$ and a norm $\|\cdot\|$. A variational inequality problem is given in the following:

$$
\begin{equation*}
\text { Find } u \in C \text { so that }\langle S u, v-u\rangle \geq 0 \text { for all } v \in C \tag{22}
\end{equation*}
$$

where $S: H \rightarrow H$ is a given operator. The above problem can be seen in operations research, economics, and mathematical physics, especially in calculus of variations associated with the minimization of infinite-dimensional functionals. See [21] and the references therein. It appears in variant problems of nonlinear analysis, such as complementarity and equilibrium problems, optimization, and finding fixed points; see [21-23]. To solve problem (22), we define the metric projection operator $P_{C}: H \rightarrow C$. Note that for every $u \in H$, there is a unique nearest point $P_{C} u \in C$ so that

$$
\left\|u-P_{C} u\right\| \leq\|u-v\|, \quad \text { for all } v \in C
$$

The two lemmas below correlate the solvability of a variational inequality problem to the solvability of a special fixed-point problem.

Lemma 1 ([24]). Let $z \in H$. Then, $u \in C$ is such that $\langle u-z, y-u\rangle \geq 0$, for all $y \in C$ iff $u=P_{C} z$.
Lemma 2 ([24]). Let $S: H \rightarrow H$. Then, $u \in C$ is a solution of $\langle S u, v-u\rangle \geq 0$, for all $v \in C$, if $u=P_{C}(u-\lambda S u)$, with $\lambda>0$.

The main theorem of this section is:

Theorem 6. Let $C$ be a non-empty, closed, and convex subset of a real Hilbert space $H$. Assume that $S: H \rightarrow H$ is such that $P_{C}(I-\lambda S): C \rightarrow C$ is a Geraghty-proximal contraction. Then, there is a unique element $u^{*} \in C$, such that $\left\langle S u^{*}, v-u^{*}\right\rangle \geq 0$ for all $v \in C$. Also, for any $u_{0} \in C$, the sequence $\left\{u_{n}\right\}$ given as $u_{n+1}=P_{C}\left(u_{n}-\lambda S u_{n}\right)$ where $\lambda>0$ and $n \in \mathbb{N} \cup\{0\}$, is convergent to $u^{*}$.

Proof. We consider the operator $\mathcal{T}: C \rightarrow C$ defined by $\mathcal{T} x=P_{C}(x-\lambda S x)$ for all $x \in C$. By Lemma 2, $u \in C$ is a solution of $\langle S u, v-u\rangle \geq 0$ for all $v \in C$, if $u=\mathcal{T} u$. Now, $\mathcal{T}$ verifies all the hypotheses of Corollary 1 with $P=Q=C$. Now, from Corollary 1, the fixed-point problem $u=\mathcal{T} u$ possesses a unique solution $u^{*} \in C$.
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#### Abstract

In this short survey, we aim to underline the importance of the non-unique fixed point results in various abstract spaces. We recall a brief background on the topic and we combine, collect and unify several existing non-unique fixed points in the literature. Some interesting examples are considered.
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## 1. Introduction

It is very common to consider to existing a fixed point of a certain mapping while presuming it is unique. This is true, considering a solution of a fixed point problem $G(x)=F x-x=0$ is unique. On the other hand, in the real world, in particular in nonlinear systems, the solution need to be unique. In such case, non-unique or periodic solutions also have worth for understanding the corresponding phenomena.

The first known result for finding nonunique fixed points for certain operators was proposed by Ćirić [1]. In this well-known paper, Ćirić [1] emphasized the worth and importance of the notion of the non-unique fixed points (also, the periodic fixed points)in the setting of complete metric spaces. Inspired by this initial report of Ćirić [1], several significant results has been released on nonunique fixed point theorems for various fixed point problems, see e.g., [1-12].

This survey can be considered as a continuation of the recent paper [13].

## 2. Preliminaries

This section is devoted to collecting and recalling the basic notions and fundamental results without considering the proofs. On the other hand, in the following sections, we show how to derive these basic results from the upcoming theorems that we state.

From now on, we preserve the letters $\mathbb{R}_{0}^{+}$, to denote the set of non-negative real numbers. In addition, $\mathbb{N}_{0}$ present the set of positive integer numbers with zero.

The first definition is orbitally continuous, and has a key role in the non-unique fixed point results.
Definition 1. (see [1]) Let F be a self-map on a metric space $(S, \delta)$.
(i) $F$ is said to be an orbitally continuous mapping if

$$
\begin{equation*}
\lim _{i \rightarrow \infty} F^{n_{i}} x=z \tag{1}
\end{equation*}
$$

implies

$$
\begin{equation*}
\lim _{i \rightarrow \infty} F F^{n_{i}} x=F z \tag{2}
\end{equation*}
$$

for each $x \in \mathcal{S}$.
(ii) If every Cauchy (fundamental) sequence of type $\left\{F^{n_{i}}\right\}_{i \in \mathbb{N}}$ converges, then metric space $(S, \delta)$ is orbitally complete

Throughout this section, the letter $F$ is reserved for presenting a self-mapping on a non-empty set which is endowed a standard metric $\delta$. Moreover, the pair $(S, \delta)$ represents standard metric space. We presume also that $(S, \delta)$ is orbitally complete in all upcoming theorems, corollaries, lemmas and propositions. A point $z$ is called a periodic point of a function $F$ of period $m$ if $F^{m}(z)=z$, where $F^{0}(x)=x$ and $F^{m}(x)$ is iteratively defined by $F^{m}(x)=T\left(F^{m-1}(x)\right)$. The set $F i x_{S}(F)$ indicate the set of all fixed point of $F$ on $S$.

Theorem 1. [Non-unique fixed point theorem of Ćirić [1]] If there is $k \in[0,1)$ such that

$$
\min \{\delta(F x, F y), \delta(x, F x), \delta(y, F y)\}-\min \{\delta(x, F y), \delta(F x, y)\} \leq k \delta(x, y)
$$

for all $x, y \in \mathcal{S}$, then the mapping $F$ possesses a fixed point in $S$. Indeed, for an arbitrary initial point $x_{0} \in \mathcal{S}$ the recursive sequence $\left\{F^{n} x_{0}\right\}_{n \in \mathbb{N}}$ converges to a fixed point of $F$.

Theorem 2. [Nonunique fixed point of Achari [2]] If there exists $k \in[0,1)$ such that for all $x, y \in \mathcal{S}$,

$$
\begin{equation*}
\frac{P(x, y)-Q(x, y)}{R(x, y)} \leq k \delta(x, y) \tag{3}
\end{equation*}
$$

where

$$
\begin{aligned}
P(x, y) & =\min \{\delta(F x, F y) \delta(x, y), \delta(x, F x) \delta(y, F y)\} \\
Q(x, y) & =\min \{\delta(x, F x) \delta(x, F y), \delta(y, F y) \delta(F x, y)\} \\
R(x, y) & =\min \{\delta(x, F x), \delta(y, F y)\}
\end{aligned}
$$

with $R(x, y) \neq 0$. Then, the mapping $F$ possesses a fixed point in $S$. Indeed, for an arbitrary initial point $x_{0} \in \mathcal{S}$ the recursive sequence $\left\{F^{n} x_{0}\right\}_{n \in \mathbb{N}}$ converges to a fixed point of $F$.

Theorem 3. [Nonunique fixed point of Pachpatte [11]] Suppose that there exists $k \in[0,1)$ such that

$$
\begin{equation*}
m(x, y)-n(x, y) \leq k \delta(x, F x) \delta(y, F y) \tag{4}
\end{equation*}
$$

for all $x, y \in \mathcal{S}$, where

$$
\begin{aligned}
m(x, y) & =\min \left\{[\delta(F x, F y)]^{2}, \delta(x, y) \delta(F x, F y),[\delta(y, F y)]^{2}\right\} \\
n(x, y) & =\min \{\delta(x, F x) \delta(y, F y), \delta(x, F y) \delta(y, F x)\} .
\end{aligned}
$$

Then, the mapping $F$ possesses a fixed point in $S$. Indeed, for an arbitrary initial point $x_{0} \in \mathcal{S}$ the recursive sequence $\left\{F^{n} x_{0}\right\}_{n \in \mathbb{N}}$ converges to a fixed point of $F$.

Theorem 4. [Nonunique fixed point of Ćirić-Jotić [14]] If there exists $k \in[0,1)$ and $a \geq 0$ such that

$$
\begin{equation*}
J(x, y)-a I(x, y) \leq k L(x, y) \tag{5}
\end{equation*}
$$

for all distinct $x, y \in \mathcal{S}$ where

$$
\begin{aligned}
& J(x, y)=\min \left\{\begin{array}{c}
\delta(F x, F y), \delta(x, y), \delta(x, F x), \delta(y, F y), \frac{\delta(x, F x)[1+\delta(y, F y)]}{1+\delta(x, y)}, \\
\frac{\delta(y, F y)[1+\delta(x, F x)]}{1+\delta(x, y)}, \frac{\min \left\{d^{2}(F x, F y), d^{2}(x, F x), d^{2}(y, F y)\right\}}{\delta(x, y)}
\end{array}\right\}, \\
& I(x, y)=\min \{\delta(x, F y), \delta(y, F x)\}, \\
& L(x, y)=\max \{\delta(x, y), \delta(x, F x)\} .
\end{aligned}
$$

Then, the mapping $F$ possesses a fixed point in $S$. Indeed, for an arbitrary initial point $x_{0} \in \mathcal{S}$ the recursive sequence $\left\{F^{n} x_{0}\right\}_{n \in \mathbb{N}}$ converges to a fixed point of $F$.

Theorem 5. [Nonunique fixed point of Karapınar [15]] If there exist real numbers $a_{1}, a_{2}, a_{3}, a_{4}, a_{5}$ and a self mapping $F: S \rightarrow S$ satisfies the conditions

$$
\begin{gather*}
0 \leq \frac{a_{4}-a_{2}}{a_{1}+a_{2}}<1, a_{1}+a_{2} \neq 0, a_{1}+a_{2}+a_{3}>0 \text { and } 0 \leq a_{3}-a_{5}  \tag{6}\\
E(x, y) \leq a_{4} \delta(x, y)+a_{5} \delta\left(x, F^{2} x\right) \tag{7}
\end{gather*}
$$

where

$$
E(x, y):=a_{1} \delta(F x, F y)+a_{2}[\delta(x, F x)+\delta(y, F y)]+a_{3}[\delta(y, F x)+\delta(x, F y)]
$$

hold for all $x, y \in \mathcal{S}$. Then, the mapping $F$ possesses a fixed point in $S$. Indeed, for an arbitrary initial point $x_{0} \in \mathcal{S}$ the recursive sequence $\left\{F^{n} x_{0}\right\}_{n \in \mathbb{N}}$ converges to a fixed point of $F$.

Our aim is mainly to get the corresponding nonunique fixed point theorems in the setting of various abstract spaces, such as, partial metric spaces, Branciari distance.

In what follows, we express the definition of a comparison function. This notion was considered first by Browder [16] and later by Rus [17] and many others. We say that a function $\varphi:[0, \infty) \rightarrow[0, \infty)$ is a comparison function [16,17] if it is not only nondecreasing but also $\varphi^{n}(t) \rightarrow 0$ as $n \rightarrow \infty$ for every $t \in[0, \infty)$, where $\varphi^{n}$ is the $n$-th iterate of $\varphi$. A simple example of such mappings is $\psi(t)=\frac{k t}{n}$ where $k \in[0,1)$ and $n \in\{2,3, \cdots\}$.

Let $\Psi$ denote the set of all functions $\psi:[0, \infty) \rightarrow[0, \infty)$ such that
$\left(\Psi_{1}\right) \psi$ is nondecreasing;
$\left(\Psi_{2}\right) \sum_{n=1}^{+\infty} \psi^{n}(t)<\infty$ for all $t>0$.
A function $\psi \in \Psi$ is named as (c)-comparison.
For more details and examples of both comparison and (c)-comparison functions, we refer to e.g., [17].

Lemma 1 ([17]). Suppose that $\phi:[0, \infty) \rightarrow[0, \infty)$ is a comparison function. Then, we have

1. $\phi$ is continuous at 0 ;
2. each iterate $\phi^{k}$ of $\phi, k \geq 1$, is also a comparison function;
3. $\phi(t)<t$ for all $t>0$.

It is clear that if $\phi$ is a (c)-comparison function is a comparison function. Hence, the properties above are also valid for (c)-comparison functions.

Definition 2. A function $\zeta:[0, \infty) \times[0, \infty) \rightarrow \mathbb{R}$ is named simulation if
$\left(\zeta_{1}\right) \zeta(t, s)<s-t$ for all $t, s>0$;
( $\zeta_{2}$ ) if $\left\{t_{n}\right\},\left\{s_{n}\right\}$ are sequences in $(0, \infty)$ such that $\lim _{n \rightarrow \infty} t_{n}=\lim _{n \rightarrow \infty} s_{n}>0$, then

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \zeta\left(t_{n}, s_{n}\right)<0 \tag{8}
\end{equation*}
$$

In the original definition, given in [18], there is a condition, $\zeta(0,0)=0$. This condition is superfluous and hence it was dropped, see e.g., Argoubi et al. [19]. Let $\mathcal{Z}$ denote the family of all simulation functions $\zeta:[0, \infty) \times[0, \infty) \rightarrow \mathbb{R}$, i.e., verifying $\left(\zeta_{1}\right)$ and $\left(\zeta_{2}\right)$.

Due to $\left(\zeta_{1}\right)$, we deduce

$$
\begin{equation*}
\zeta(t, t)<0 \text { for all } t>0 \tag{9}
\end{equation*}
$$

The following example is derived from [18,20,21].
Example 1. Let $\mu_{i}: \mathbb{R}_{0}^{+} \rightarrow \mathbb{R}_{0}^{+}$be continuous functions such that $\mu_{i}(t)=0$ if and only if, $t=0$. For $i=$ $1,2,3,4,5,6$, we define the mappings $\zeta_{i}: \mathbb{R}_{0}^{+} \times \mathbb{R}_{0}^{+} \rightarrow \mathbb{R}$, as follows
(i) $\zeta_{1}(t, s)=\mu_{1}(s)-\mu_{2}(t)$ for all $t, s \in[0, \infty)$, where $\mu_{1}, \mu_{2}: \mathbb{R}_{0}^{+} \rightarrow \mathbb{R}_{0}^{+}$are two continuous functions such that $\mu_{1}(t)=\mu_{2}(t)=0$ if and only if $t=0$ and $\mu_{1}(t)<t \leq \mu_{2}(t)$ for all $t>0$.
(ii) $\zeta_{2}(t, s)=s-\frac{f(t, s)}{g(t, s)} t$ for all $t, s \in[0, \infty)$, where $f, g:[0, \infty)^{2} \rightarrow(0, \infty)$ are two continuous functions with respect to each variable such that $f(t, s)>g(t, s)$ for all $t, s>0$.
(iii) $\zeta_{3}(t, s)=s-\mu_{3}(s)-t$ for all $t, s \in[0, \infty)$.
(iv) $\zeta_{4}(t, s)=s \varphi(s)-$ t for all $s, t \in[0, \infty)$, where $\varphi:[0, \infty) \rightarrow[0,1)$ is a function such that $\limsup _{t \rightarrow r^{+}} \varphi(t)<$ 1 for all $r>0$.
(v) $\zeta_{5}(t, s)=\eta(s)-t$ for all $s, t \in[0, \infty)$, where $\eta: \mathbb{R}_{0}^{+} \rightarrow \mathbb{R}_{0}^{+}$is an upper semi-continuous mapping such that $\eta(t)<t$ for all $t>0$ and $\eta(0)=0$.
(vi) $\zeta_{6}(t, s)=s-\int_{0}^{t} \mu(u) d u$ for all $s, t \in[0, \infty)$, where $\mu:[0, \infty) \rightarrow[0, \infty)$ is a function such that $\int_{0}^{\varepsilon} \mu(u) d u$ exists and $\int_{0}^{\varepsilon} \mu(u) d u>\varepsilon$, for each $\varepsilon>0$.

It is clear that each function $\zeta_{i}(i=1,2,3,4,5,6)$ forms a simulation function.

## 3. Nonunique Fixed Point Results in Partial Metric Space

In this section, we start with recollecting the definition of a partial metric that is one of the most significant generalization of a metric concept. The main difference between a partial metric from the standard metric is on the self-distance axiom. Despite a standard distance function in partial metric, offered by Matthews [22], self-distance is not necessarily equal to zero. From the mathematical point of view, it seems that the definition of a partial metric is inconsistent, even if it seems fallacious. By contrast with the expectations and knowledge, zero self-distance is quite logical and rational the framework of computer sciences. Indeed, we put the notion of partial across to reader by examining the following classical example:

Let $\mathcal{S}$ be the union of the set of all finite sequence $\left(\mathcal{S}_{F}\right)$ with the set of all infinite sequence $\left(\mathcal{S}_{i}\right)$. We shall propose a distance function in the following way:

$$
\begin{equation*}
\delta: \mathcal{S} \times \mathcal{S} \rightarrow[0, \infty) \text { such that } \delta(x, y)=2^{-\sup \left\{n \mid \forall i<n \text { such that } x_{i}=y_{i}\right\}} \tag{10}
\end{equation*}
$$

It is easy to check that all metric axioms are fulfilled on the restriction of the domain of $\delta$ to $\mathcal{S}_{I}$. On the other hand, in case of the restriction of the domain $S$ to $\mathcal{S}_{F}$, the function $\delta$ fails to self-distance axioms. More precisely, taking finite sequences into account, in particular, for the finite sequence $x=\left(x_{1}, x_{2}, \cdots, x_{m}\right)$, for some positive integer $m$, the self-distance $\rho(x, y)=\frac{1}{2^{m}} \neq 0$. This simple example indicate that the idea of non-zero distance has a logic and worthy. In computer science programming, usage of the finite sequences are more reasonable and affective in case of taking the termination of the program into account. Roughly speaking, one can declare that programming with
infinite sequence may leads to infinite loops in running and has a problem of termination and hence getting an output.

Another simple but effective example [22,23]) can be given by using the maximum operator. To put a finer point on it, consider set of all non-negative real numbers with maximum operator, i.e.,

$$
\begin{equation*}
\rho:[0, \infty) \times[0, \infty) \rightarrow[0, \infty) \text { such that } \rho\left(r_{1}, r_{2}\right)=\max \left\{r_{1}, r_{2}\right\} \tag{11}
\end{equation*}
$$

In particular, $\rho(3,3)=3 \neq 0$.
After the intuitive introduction of partial metric, now, we shall state the formal definition of it as follows:

Definition 3. (See e.g., [22,23]) A function $\rho: S \times S \rightarrow \mathbb{R}_{0}^{+}$on a (non-empty) set $S$ is named as a partial metric if the following axioms are fulfilled
(P1) $z=w \Leftrightarrow \rho(z, z)=\rho(w, w)=\rho(z, w)$,
(P2) $\rho(z, z) \leq \rho(z, w)$,
(P3) $\rho(z, w)=\rho(w, z)$,
(P4) $\rho(z, w) \leq \rho(z, v)+\rho(v, w)-\rho(v, v)$,
for all $z, w, v \in \mathcal{S}$. Here, the coupled letter $(S, \rho)$ is said to be a partial metric space.
Despite the fact that the self-distance is not necessarily zero, we derive, from (P1) and (P2), that $\rho(x, y)=0$ yields the reflexivity $x=y$.

Hereafter, the pair $(S, \delta)$ present a standard metric space and the pair $(S, \rho)$ indicate a partial metric space. For avoiding so many repetitions, we shall not put these presumes in all statements in the upcoming definitions, theorems and corollaries.

Example 2. (See e.g., [24,25]) Functions $\sigma_{i}: S \times S \rightarrow \mathbb{R}_{0}^{+}(i \in\{1,2,3\})$ are defined by

$$
\begin{aligned}
\sigma_{1}(z, w) & =\delta(z, w)+C \\
\sigma_{2}(z, w) & =\delta(z, w)+\max \{\gamma(z), \gamma(w)\} \\
\sigma_{3}(z, w) & =\delta(z, w)+\rho(z, w)
\end{aligned}
$$

It clear that all three functions, defined above, form partial metrics on $S$, where $\gamma: S \rightarrow \mathbb{R}_{0}^{+}$is an arbitrary function and $C \geq 0$.

Example 3. (See $[22,23])$ Let $S=\{[q, r]: q, b \in \mathbb{R}, q \leq r\}$ and define $\rho([q, r],[s, t])=\max \{r, t\}-$ $\min \{q, s\}$. Then $(S, \rho)$ forms a partial metric space.

Example 4. (See [22]) Let $\rho: S \times S \rightarrow \mathbb{R}_{0}^{+}$, where $S=[0,1] \cup[2,3]$.
Define $\rho(q, r)=\left\{\begin{array}{c}\max \{q, r\} \text { if }\{q, r\} \cap[2,3] \neq \varnothing \text {, } \\ |q-r|\end{array}\right.$ if $\{q, r\} \subset[0,1] . ~$.
Then $(S, \rho)$ is a partial metric space.
The topology $\tau_{\rho}$, induced by a partial metric $\rho$ defined on a non-empty set $S$, is classified as $T_{0}$ with a base of the family of open $\rho$-balls $\left\{O_{\rho}(x, \epsilon): q \in \mathcal{S}, \epsilon>0\right\}$ where

$$
O_{\rho}(q, \epsilon)=\{r \in \mathcal{S}: \rho(q, r)<\rho(r, r)+\epsilon\}
$$

for all $q \in \mathcal{S}$ and $\epsilon>0$.
A sequence $\left\{x_{n}\right\}_{n \in \mathbb{N}}$ in a partial metric space $(S, \rho)$ converges to a point $x \in \mathcal{S}$ (in brief, $x_{n} \rightarrow x$ ) if and only if $\rho(x, x)=\lim _{n \rightarrow \infty} \rho\left(x, x_{n}\right)$.

Regarding the following example, we shall underline the fact that the limit of a sequence is not necessarily unique in partial metric space. It can be easily observed an example by regarding the partial metric space considered in Example 11. If we take the sequence $\left\{\frac{1}{n^{3}+1}\right\}_{n \in \mathbb{N}}$ into account, we derive that

$$
\rho(1,1)=\lim _{n \rightarrow \infty} \rho\left(1, \frac{1}{n^{3}+1}\right) \quad \text { and } \quad \rho(2,2)=\lim _{n \rightarrow \infty} \rho\left(2, \frac{1}{n^{3}+1}\right) .
$$

On the other hand, the limit of a sequence is unique, under certain additional conditions. In particular, the following lemma was proposed for the uniqueness of the limit.

Lemma 2. (See e.g., $[24,25]$ ) Consider a sequence $\left\{x_{n}\right\}_{n \in \mathbb{N}}$ in $(S, \rho)$ with $x_{n} \rightarrow x$ and $x_{n} \rightarrow y$. If

$$
\lim _{n \rightarrow \infty} \rho\left(x_{n}, x_{n}\right)=\rho(x, x)=\rho(y, y)
$$

then $x=y$.
It is quite natural to expect a close connection between the notions of the standard metric and partial metric. Indeed, a function $\delta_{\rho}: S \times S \rightarrow \mathbb{R}_{0}^{+}$defined as

$$
\begin{equation*}
\delta_{\rho}(x, y)=2 \rho(x, y)-\rho(x, x)-\rho(y, y) \tag{12}
\end{equation*}
$$

forms a standard metric on $S$, see e.g., [23]. In addition, the functions $\delta_{0}, \delta_{m}^{\rho}: S \times S \rightarrow[0, \infty)$ defined by

$$
\begin{align*}
& \delta_{0}(x, y)=\left\{\begin{aligned}
0 & \text { if } x=y \\
\rho(x, y) & \text { otherwise }
\end{aligned}\right. \\
& \text { and }  \tag{13}\\
& \delta_{m}^{\rho}(x, y) \\
& =\rho(x, y)-\min \{\rho(x, x), \rho(y, y)\} \\
& \\
& =\max \{\rho(x, y)-\rho(x, x), \rho(x, y)-\rho(y, y)\}
\end{align*}
$$

form metrics on $S$ (see e.g., [26], respectively). Moreover, we have $\tau_{p} \subseteq \tau_{\delta_{\rho}}=\tau_{\delta_{\rho}^{m}} \subseteq \tau_{\delta_{0}}$. In particular, both $\delta_{\rho}$ and $\delta_{\rho}^{m}$ are the Euclidean metric on $S$ which are based on the partial metric space $(S, \rho)$ of Example 11.

In what follows we give the definition of fundamental topological concepts as follows:
Definition 4. (See e.g., [6,22,23,27]) Let $(S, \rho)$ be a partial metric space.

1. A sequence $\left\{x_{n}\right\}_{n \in \mathbb{N}}$ in $S$ converges to $x^{*} \in S$ if

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \delta_{\rho}\left(x^{*}, x_{n}\right)=0 \Leftrightarrow \rho\left(x^{*}, x^{*}\right)=\lim _{n \rightarrow \infty} \rho\left(x^{*}, x_{n}\right)=\lim _{n, m \rightarrow \infty} \rho\left(x_{n}, x_{m}\right) \tag{14}
\end{equation*}
$$

2. A sequence $\left\{x_{n}\right\}_{n \in \mathbb{N}}$ in $S$ is called a fundamental (or, Cauchy) sequence in $(S, \rho)$ if $\lim _{n, m \rightarrow \infty} \rho\left(x_{n}, x_{m}\right)$ exists and is finite, that is,
(*) for each $\varepsilon>0$ there is $n_{0} \in \mathbb{N}$ such that $\rho\left(x_{n}, x_{m}\right)-\rho\left(x_{n}, x_{n}\right)<\varepsilon$ whenever $n_{0} \leq n \leq m$.
3. $(S, \rho)$ is called complete if every Cauchy sequence $\left\{x_{n}\right\}_{n \in \mathbb{N}}$ converges to a point $x^{*} \in \mathcal{S}$ such that $\rho\left(x^{*}, x^{*}\right)=\lim _{n, m \rightarrow \infty} \rho\left(x_{n}, x_{m}\right)$.

In the sequel, the following characterizations of topological concepts shall be used efficiently.
Lemma 3. (See [23])

1. A partial metric space $(S, \rho)$ is complete if and only if the corresponding metric space $\left(S, \delta_{\rho}\right)$ is complete.
2. A sequence $\left\{x_{n}\right\}_{n \in \mathbb{N}}$ in $(S, \rho)$ is a fundamental if and only if it forms a fundamental sequence in the corresponding metric space $\left(S, \delta_{\rho}\right)$.

We underline that the partial metric spaces considered in Example 11, Example 3 and Example 4 are complete.

Lemma 4. Let $(S, \rho)$ be a partial metric space and let $\left\{x_{n}\right\}_{n \in \mathbb{N}}$ and $\left\{y_{n}\right\}_{n \in \mathbb{N}}$ be sequences in $S$ such that $x_{n} \rightarrow x^{*}$ and $y_{n} \rightarrow y^{*}$ with respect to $\tau_{\delta_{\rho}}$. Then

$$
\lim _{n \rightarrow \infty} \rho\left(x_{n}, y_{n}\right)=\rho\left(x^{*}, y^{*}\right)
$$

For our purposes, we need to recall the following notion which is an adaptation of Definition 1 in the context of partial metric spaces.

Definition 5. (cf. [1])

1. A self-mapping $F$, defined on a partial metric space $(S, \rho)$, is said to be an orbitally continuous if

$$
\begin{equation*}
\lim _{i, j \rightarrow \infty} \rho\left(F^{n_{i}} x, F^{n_{j}} x\right)=\lim _{i \rightarrow \infty} \rho\left(F^{n_{i}} x, x^{*}\right)=\rho\left(x^{*}, x^{*}\right) \tag{15}
\end{equation*}
$$

implies

$$
\begin{equation*}
\lim _{i, j \rightarrow \infty} \rho\left(F F^{n_{i}} x, F F^{n_{j}} x\right)=\lim _{i \rightarrow \infty} \rho\left(F F^{n_{i}} x, F x^{*}\right)=\rho\left(F x^{*}, F x^{*}\right) \tag{16}
\end{equation*}
$$

for each $x \in \mathcal{S}$.
Equivalently, $F$ is orbitally continuous provided that if $F^{n_{i}} x \rightarrow z$ with respect to $\tau_{\delta_{\rho}}$, then $F^{n_{i}+1} x \rightarrow F z$ with respect to $\tau_{\delta_{\rho}}$, for each $x \in \mathcal{S}$.
2. A partial metric space $(S, \rho)$ is said to be an orbitally complete if each fundamental sequence of type $\left\{F^{n_{i}} x\right\}_{i \in \mathbb{N}}$ converges with respect to $\tau_{\delta_{\rho}}$, that is, if there is $z \in \mathcal{S}$ such that

$$
\begin{equation*}
\lim _{i, j \rightarrow \infty} \rho\left(F^{n_{i}} x, F^{n_{j}} x\right)=\lim _{i \rightarrow \infty} \rho\left(F^{n_{i}} x, z\right)=\rho(z, z) \tag{17}
\end{equation*}
$$

In the following lines in this section, we focus on non-unique fixed points of certain mappings in the framework of partial metric spaces that are successors results in the direction of a renowned Ćirić [1] result. The presented results in this section not only extend but also enrich several earlier results on the topic in the literature, in particular the pioneer works [1,2,11,28]). We also present examples to emphasize the advantages of the usage of partial metric spaces rather than standard metric spaces.

Throughout this section, we presume that $F$ is an orbitally continuous self-map of an orbitally complete partial metric space $(S, \rho)$.
3.1. Ćirić Type Non-Unique Fixed Points on Partial Metric Spaces

The first result is the following one.
Theorem 6. If $\phi \in \Phi$ such that

$$
\begin{equation*}
C(x, y) \leq \phi(\rho(x, y)) \tag{18}
\end{equation*}
$$

where

$$
\begin{equation*}
C(x, y):=\min \{\rho(F x, F y), \rho(x, F x), \rho(y, F y)\}-\min \left\{\delta_{m}^{\rho}(x, F y), \delta_{m}^{\rho}(F x, y)\right\} \tag{19}
\end{equation*}
$$

for all $x, y \in \mathcal{S}$, then, for each $x_{0} \in \mathcal{S}$, the sequence $\left\{F^{n} x_{0}\right\}_{n \in \mathbb{N}_{0}}$ converges with respect to $\tau_{\delta_{\rho}}$ to a fixed point of $F$.

Proof. We construct an iterative sequence $\left\{x_{n}\right\}_{n \in \mathbb{N}_{0}}$, by starting an arbitrary initial point $x_{0} \in \mathcal{S}$, as follows:

$$
x_{n+1}=F x_{n}, \quad n \in \mathbb{N}_{0}
$$

If there exists $n_{0} \in \mathbb{N}_{0}$ such that $x_{n_{0}}=x_{n_{0}+1}$, then $x_{n_{0}}$ forms a fixed point of $F$ and hence the proof is completed trivially. Accordingly, by avoiding the simplicity case, we assume then that $x_{n} \neq x_{n+1}$ for each $n \in \mathbb{N}_{0}$.

Substituting $x=x_{n}$ and $y=x_{n+1}$ in (18) we find the inequality

$$
C\left(x_{n}, x_{n+1}\right) \leq \phi\left(\rho\left(x_{n}, x_{n+1}\right)\right.
$$

which is equal to

$$
\begin{aligned}
& \min \left\{\rho\left(x_{n+1}, x_{n+2}\right), \rho\left(x_{n}, x_{n+1}\right), \rho\left(x_{n+1}, x_{n+2}\right)\right\} \\
& \quad-\min \left\{\delta_{m}^{\rho}\left(x_{n}, x_{n+2}\right), \delta_{m}^{\rho}\left(x_{n+1}, x_{n+1}\right)\right\} \\
& \leq \phi\left(\rho\left(x_{n}, x_{n+1}\right)\right) .
\end{aligned}
$$

Attendantly, we observe that

$$
\begin{equation*}
\min \left\{\rho\left(x_{n}, x_{n+1}\right), \rho\left(x_{n+1}, x_{n+2}\right)\right\} \leq \phi\left(\rho\left(x_{n}, x_{n+1}\right)\right) \tag{20}
\end{equation*}
$$

Suppose $\rho\left(x_{n_{0}}, x_{n_{0}+1}\right) \leq \rho\left(x_{n_{0}+1}, x_{n_{0}+2}\right)$ for some $n_{0} \in \mathbb{N}_{0}$. Then, from the preceding inequalities we observe that

$$
\rho\left(x_{n_{0}}, x_{n_{0}+1}\right) \leq \phi\left(\rho\left(x_{n}, x_{n+1}\right)\right)<\rho\left(x_{n_{0}}, x_{n_{0}+1}\right)
$$

which is a contradiction.
Therefore $\rho\left(x_{n}, x_{n+1}\right)>\rho\left(x_{n+1}, x_{n+2}\right)$ for all $n \in \mathbb{N}_{0}$.
Hence, by (20) we get

$$
\begin{equation*}
\rho\left(x_{n+1}, x_{n+2}\right) \leq \phi\left(\rho\left(x_{n}, x_{n+1}\right)\right) \leq \cdots \leq \phi^{n+1}\left(\rho\left(x_{0}, x_{1}\right)\right), \tag{21}
\end{equation*}
$$

for all $n \in \mathbb{N}_{0}$.
In what follows, we indicate that the constructed sequence $\left\{x_{n}\right\}_{n \in \mathbb{N}}$ is fundamental (Cauchy) in $(S, \rho)$. For this goal, take $n, m \in \mathbb{N}_{0}$ with $n<m$ and employ (21) and (P4), as follows:

$$
\begin{aligned}
\rho\left(x_{n}, x_{m}\right) & \leq \rho\left(x_{n}, x_{n+1}\right)+\cdots+\rho\left(x_{m-1}, x_{m}\right)-\sum_{k=n}^{m-1} \rho\left(x_{k}, x_{k}\right) \\
& \leq \phi^{n}\left(\rho\left(x_{0}, x_{1}\right)\right) \cdots+\phi^{m-1}\left(\rho\left(x_{0}, x_{1}\right)\right) \\
& \leq \sum_{k=n}^{m-1} \phi^{k}\left(\rho\left(x_{0}, x_{1}\right)\right) \rightarrow 0 \text { as } n \rightarrow \infty
\end{aligned}
$$

Consequently, $\left\{x_{n}\right\}_{n \in \mathbb{N}_{0}}$ is a fundamental sequence in $(S, \rho)$. Since $x_{n}=F^{n} x_{0}$ for all $n$, and $(S, \rho)$ is $F$-orbitally complete, there is $x^{*} \in \mathcal{S}$ such that $x_{n} \rightarrow x^{*}$ with respect to $\tau_{\delta_{\rho}}$. Moreover, we have

$$
\rho\left(x^{*}, x^{*}\right)=\lim _{n \rightarrow \infty} \rho\left(x^{*}, x_{n}\right)=\lim _{n, m \rightarrow \infty} \rho\left(x_{n}, x_{m}\right)=0 .
$$

By the orbital continuity of $F$, we deduce that $x_{n} \rightarrow F x^{*}$ with respect to $\tau_{\delta_{\rho}}$. Hence $x^{*}=F x^{*}$.
Definition 6. The self-mapping $F: \mathcal{S} \rightarrow \mathcal{S}$ is called Ćirić type simulated if there exists $k \in(0,1)$ and $\zeta \in \mathcal{Z}$ such that

$$
\begin{equation*}
\zeta\left(m_{F}(x, y), c_{F}(x, y)\right) \geq 0 \tag{22}
\end{equation*}
$$

for all $x, y \in \mathcal{S}$, where

$$
m_{F}(x, y):=\min \{\rho(F x, F y), \rho(x, F x), \rho(y, F y)\}-\min \left\{\delta _ { m } ^ { \rho } \left((x, F y), \delta_{m}^{\rho}((F x, y)\}\right.\right.
$$

$$
c_{F}(x, y):=k(\rho(x, y)-\rho(x, x))+\rho(y, y)
$$

Theorem 7. If $F$ is a Ćirić type simulated mapping, then for each $x_{0} \in \mathcal{S}$ the sequence $\left\{F^{n} x_{0}\right\}_{n \in \mathbb{N}_{0}}$ converges to a fixed point of $F$.

Proof. We construct a recursive sequence $\left\{x_{n}\right\}_{n \in \mathbb{N}_{0}}$, by taking an arbitrary point $x_{0} \in \mathcal{S}$, as follows:

$$
x_{n+1}=F x_{n}, \quad n \in \mathbb{N}_{0}
$$

We presume that $x_{n} \neq x_{n+1}$ for each $n \in \mathbb{N}_{0}$. Indeed, if there exists non-negative integer $n_{0}$ such that $x_{n_{0}}=x_{n_{0}+1}$, then $x_{n_{0}}$ forms a fixed point of $F$ that terminate the proof.

Substituting $x=x_{n}$ and $y=x_{n+1}$ in (22) we obtain

$$
0 \leq \zeta\left(m_{F}\left(x_{n}, y\right), c_{F}\left(x_{n}, y\right)\right)<c_{F}\left(x_{n}, y\right)-m_{F}\left(x_{n}, y\right)
$$

where

$$
\begin{aligned}
m_{F}\left(x_{n}, x_{n+1}\right) & =\min \left\{\rho\left(F x_{n}, F x_{n+1}\right), \rho\left(x_{n}, F x_{n}\right), \rho\left(x_{n+1}, F x_{n+1}\right)\right\} \\
& -\min \left\{\delta _ { m } ^ { \rho } \left(\left(x_{n}, F x_{n+1}\right), \delta_{m}^{\rho}\left(\left(F x_{n}, x_{n+1}\right)\right\}\right.\right.
\end{aligned}
$$

and

$$
c_{F}\left(x_{n}, x_{n+1}\right)=k\left(\rho\left(x_{n}, x_{n+1}\right)-\rho\left(x_{n}, x_{n}\right)\right)+\rho\left(x_{n+1}, x_{n+1}\right)
$$

A simple evaluation yields that

$$
\begin{aligned}
\min \left\{\rho \left(x_{n+1},\right.\right. & \left.\left.x_{n+2}\right), \rho\left(x_{n}, x_{n+1}\right), \rho\left(x_{n+1}, x_{n+2}\right)\right\} \\
& -\min \left\{\delta_{m}^{\rho}\left(x_{n}, x_{n+2}\right), \delta_{m}^{\rho}\left(x_{n+1}, x_{n+1}\right)\right\} \\
& \leq k\left(\rho\left(x_{n}, x_{n+1}\right)-\rho\left(x_{n}, x_{n}\right)\right)+\rho\left(x_{n+1}, x_{n+1}\right)
\end{aligned}
$$

Consequently, we get that

$$
\begin{align*}
& \min \left\{\rho\left(x_{n}, x_{n+1}\right), \rho\left(x_{n+1}, x_{n+2}\right)\right\}  \tag{23}\\
& \quad \leq k\left(\rho\left(x_{n}, x_{n+1}\right)-\rho\left(x_{n}, x_{n}\right)\right)+\rho\left(x_{n+1}, x_{n+1}\right)
\end{align*}
$$

Substituting $x=x_{n+1}$ and $y=x_{n}$, with a revising order, in (22), we get

$$
0 \leq \zeta\left(m_{F}\left(x_{n+1} x_{n}\right), c_{F}\left(x_{n+1} x_{n}\right)\right)<c_{F}\left(x_{n+1} x_{n}\right)-m_{F}\left(x_{n+1} x_{n}\right)
$$

where

$$
\begin{aligned}
& m_{F}\left(x_{n+1} x_{n}\right)=\min \left\{\rho\left(F x_{n+1} F x_{n}\right), \rho\left(x_{n+1} F x_{n+1}\right), \rho\left(x_{n}, F x_{n}\right)\right\} \\
&-\min \left\{\delta _ { m } ^ { \rho } \left(\left(x_{n+1} F x_{n}\right), \delta_{m}^{\rho}\left(\left(F x_{n+1} x_{n}\right)\right\} .\right.\right.
\end{aligned}
$$

and

$$
c_{F}\left(x_{n+1} x_{n}\right):=k\left(\rho\left(x_{n+1} x_{n}\right)-\rho\left(x_{n+1} x_{n+1}\right)\right)+\rho\left(x_{n}, x_{n}\right),
$$

By a simple calculation, we derive that

$$
\begin{aligned}
\min \left\{\rho \left(x_{n+2},\right.\right. & \left.\left.x_{n+1}\right), \rho\left(x_{n+1}, x_{n+2}\right), \rho\left(x_{n}, x_{n+1}\right)\right\} \\
& -\min \left\{\delta_{m}^{\rho}\left(x_{n+1}, x_{n+1}\right), \delta_{m}^{\rho}\left(x_{n+2}, x_{n}\right)\right\} \\
& \leq k\left(\rho\left(x_{n+1}, x_{n}\right)-\rho\left(x_{n+1}, x_{n+1}\right)\right)+\rho\left(x_{n}, x_{n}\right)
\end{aligned}
$$

which imply that

$$
\begin{align*}
& \min \left\{\rho\left(x_{n}, x_{n+1}\right), \rho\left(x_{n+1}, x_{n+2}\right)\right\}  \tag{24}\\
& \leq k\left(\rho\left(x_{n}, x_{n+1}\right)-\rho\left(x_{n+1}, x_{n+1}\right)\right)+\rho\left(x_{n}, x_{n}\right)
\end{align*}
$$

Suppose $\rho\left(x_{n_{0}}, x_{n_{0}+1}\right) \leq \rho\left(x_{n_{0}+1}, x_{n_{0}+2}\right)$ for some $n_{0} \in \mathbb{N}_{0}$. Then, on account of two inequalities (23) and (24), we obtain that

$$
\begin{aligned}
(1-k) \rho\left(x_{n_{0}}, x_{n_{0}+1}\right) \leq & \min \left\{\rho\left(x_{n_{0}+1}, x_{n_{0}+1}\right)-k p\left(x_{n_{0}}, x_{n_{0}}\right),\right. \\
& \left.\rho\left(x_{n_{0}}, x_{n_{0}}\right)-k p\left(x_{n_{0}+1}, x_{n_{0}+1}\right)\right\} .
\end{aligned}
$$

If, for instance, $\rho\left(x_{n_{0}+1}, x_{n_{0}+1}\right) \leq \rho\left(x_{n_{0}}, x_{n_{0}}\right)$, we have

$$
\begin{aligned}
(1-k) \rho\left(x_{n_{0}}, x_{n_{0}+1}\right) & \leq \rho\left(x_{n_{0}+1}, x_{n_{0}+1}\right)-k p\left(x_{n_{0}}, x_{n_{0}}\right) \\
& \leq(1-k) \rho\left(x_{n_{0}+1}, x_{n_{0}+1}\right) \\
& \leq(1-k) \rho\left(x_{n_{0}}, x_{n_{0}}\right)
\end{aligned}
$$

so, by using (P2), $\rho\left(x_{n_{0}}, x_{n_{0}+1}\right)=\rho\left(x_{n_{0}}, x_{n_{0}}\right)=\rho\left(x_{n_{0}+1}, x_{n_{0}+1}\right)$, and hence $x_{n_{0}}=x_{n_{0}+1}$, a contradiction.

Therefore $\rho\left(x_{n}, x_{n+1}\right)>\rho\left(x_{n+1}, x_{n+2}\right)$ for all $n \in \mathbb{N}_{0}$.
Hence, by (23) we get

$$
\begin{align*}
\rho\left(x_{n+1}, x_{n+2}\right)-\rho\left(x_{n+1}, x_{n+1}\right) & \leq k\left(\rho\left(x_{n}, x_{n+1}\right)-\rho\left(x_{n}, x_{n}\right)\right) \\
& \leq k^{2}\left(\rho\left(x_{n-1}, x_{n}\right)-\rho\left(x_{n-1}, x_{n-1}\right)\right)  \tag{25}\\
& \leq \ldots \leq k^{n+1}\left(\left(\rho\left(x_{0}, x_{1}\right)-\rho\left(x_{0}, x_{0}\right)\right)\right.
\end{align*}
$$

for all $n \in \mathbb{N}_{0}$.
As a next step, we indicate that the sequence $\left\{x_{n}\right\}_{n \in \mathbb{N}}$ is fundamental in $(S, \rho)$. For this aim, we let $n, m \in \mathbb{N}_{0}$ with $n<m$ and by using (25) and (P4), we find

$$
\begin{aligned}
\rho\left(x_{n}, x_{m}\right)-\rho\left(x_{n}, x_{n}\right) & \leq \rho\left(x_{n}, x_{n+1}\right)+\cdots+\rho\left(x_{m-1}, x_{m}\right)-\sum_{k=n}^{m-1} \rho\left(x_{k}, x_{k}\right) \\
& \leq\left(k^{n}+\cdots+k^{m-1}\right) \rho\left(x_{0}, x_{1}\right) .
\end{aligned}
$$

Attendantly, the sequence $\left\{x_{n}\right\}_{n \in \mathbb{N}_{0}}$ fulfills the condition $(*)$ of Definition 4 and hence $\left\{x_{n}\right\}_{n \in \mathbb{N}_{0}}$ is a fundamental sequence in $(S, \rho)$. On account of that $(S, \rho)$ is $F$-orbitally complete and keeping $x_{n}=F^{n} x_{0}$ for all $n$, in mind, we deduce that there is $x^{*} \in \mathcal{S}$ such that $x_{n} \rightarrow x^{*}$. By the orbital continuity of $F$, we conclude that $x_{n} \rightarrow F x^{*}$. Accordingly, we have $x^{*}=F x^{*}$ which concludes the proof.

Regarding Example $1(i)$, we conclude the following result from Theorem 7.
Theorem 8. If there is $k \in(0,1)$ such that

$$
\begin{array}{r}
\min \{\rho(F x, F y), \rho(x, F x), \rho(y, F y)\}-\min \left\{\delta_{m}^{\rho}(x, F y), \delta_{m}^{\rho}(F x, y)\right\} \\
\leq k(\rho(x, y)-\rho(x, x))+\rho(y, y) \tag{26}
\end{array}
$$

for all $x, y \in \mathcal{S}$, then, the mapping $F$ possesses a fixed point in $S$. Indeed, for an arbitrary initial point $x_{0} \in \mathcal{S}$ the recursive sequence $\left\{F^{n} x_{0}\right\}_{n \in \mathbb{N}}$ converges to a fixed point of $F$.

Regarding that the class of metric functions are contained in the class of partial metric, we deduce the renowned result of Ćirić [1].

Corollary 1. [1] Theorem 1. Let F be an orbitally continuous self-map of a F-orbitally complete metric space $(S, \delta)$. If there is $k \in(0,1)$ such that

$$
\begin{array}{r}
\min \{\delta(F x, F y), \delta(x, F x), \delta(y, F y)\}-\min \{\delta(x, F y), \delta(F x, y)\}  \tag{27}\\
\leq k \delta(x, y)
\end{array}
$$

for all $x, y \in \mathcal{S}$, then for each $x_{0} \in \mathcal{S}$ the sequence $\left\{F^{n} x_{0}\right\}_{n \in \mathbb{N}_{0}}$ converges to a fixed point of $F$.
In what follows we put two illustrative examples to show that Theorem 8 is a genuine extension of Corollary 1 for the metrics $\delta_{\rho}$ and $\delta_{m}^{\rho}$, and $\delta_{0}$, respectively.

Example 5 ([6]). Consider the set $S=\{0,1,2\}$ equipped with a partial metric $\rho: S \times S \rightarrow \mathbb{R}_{0}^{+}$with a definition $\rho(x, y)=\max \{x, y\}$ for all $x, y \in \mathcal{S}$. We set a self-mapping $F: S \rightarrow S$ in a way that $F 0=F 1=0$ and $F 2=1$. Notice that the completeness of a partial metric space $(S, \rho)$ yields that it is also F-orbitally complete. Note also that $F$ is orbitally continuous. An elementary evaluation yields that

$$
\begin{array}{r}
\min \{\rho(F x, F y), \rho(x, F x), \rho(y, F y)\}-\min \left\{\delta_{m}^{\rho}(x, F y), \delta_{m}^{\rho}(F x, y)\right\} \\
\leq \frac{1}{2}(\rho(x, y)-\rho(x, x))+\rho(y, y)
\end{array}
$$

for all $x, y \in \mathcal{S}$. Thus, we conclude that all hypotheses of Theorem 8 are fulfilled. On the other hand,

$$
\begin{aligned}
& \min \left\{\delta_{\rho}(T 1, T 2), \delta_{\rho}(1, T 1), \delta_{\rho}(2, T 2)\right\}-\min \left\{\delta_{\rho}(1, T 2), \delta_{\rho}(T 1,2)\right\} \\
& =1-0=1>k=k d_{p}(1,2)
\end{aligned}
$$

for any $k \in(0,1)$. As a result, Corollary 1 cannot be applied to the complete metric space $\left(S, \delta_{\rho}\right)$. In fact, it cannot be applied to $\left(X, \delta_{m}^{\rho}\right)$, because $\delta_{m}^{\rho}=\delta_{\rho}$, in this case.

Example 6 ([6]). Consider the set $S=[1, \infty)$ equipped with a partial metric $\rho: S \times S \rightarrow \mathbb{R}_{0}^{+}$with a definition $\rho(x, y)=\max \{x, y\}$ for all $x, y \in \mathcal{S}$. We set a self-mapping $F: S \rightarrow S$ in a way that $F x=(x+1) / 2$ for all $x \in \mathcal{S}$. As it is mentioned in Example 5, $(S, \rho)$ is F-orbitally complete since it is already complete. In addition, $F$ is continuous with respect to $\tau_{\delta_{\rho}}$, and hence it is orbitally continuous.

In what follows we shall prove that $F$ fulfills the contraction condition (55) for any $k \in(0,1)$. We consider two distinct cases for $x, y \in \mathcal{S}$ as follows:

Case 1. If $x=y$ then

$$
\begin{aligned}
& \min \{\rho(F x, F y), \rho(x, F x), \rho(y, F y)\}-\min \left\{\delta_{m}^{\rho}(x, F y), \delta_{m}^{\rho}(F x, y)\right\} \\
= & \min \left\{\frac{x+1}{2}, x, x\right\}-\left(x-\frac{x+1}{2}\right)=1 \\
\leq & x=\rho(x, x)=k((\rho(x, y)-\rho(x, x))+\rho(y, y) .
\end{aligned}
$$

Case 2. Suppose now $x \neq y$. Regarding the analogy, we presume only $x>y$. (Please note that the case $x<y$ is observed by verbatim.) We shall examine this case in two steps.

Step 1. If $F x \geq y$, then

$$
\begin{aligned}
& \min \{\rho(F x, F y), \rho(x, F x), \rho(y, F y)\}-\min \left\{\delta_{m}^{\rho}(x, F y), \delta_{m}^{\rho}(F x, y)\right\} \\
= & \min \left\{\frac{x+1}{2}, x, y\right\}-\min \left\{x-\frac{y+1}{2}, \frac{x+1}{2}-y\right\} \\
= & y-\left(\frac{x+1}{2}-y\right)=2 y-\frac{x+1}{2} \\
\leq & y=\rho(y, y)=k((\rho(x, y)-\rho(x, x))+\rho(y, y)
\end{aligned}
$$

Step 2. If $F x<y$, we have

$$
\begin{aligned}
& \min \{\rho(F x, F y), \rho(x, F x), \rho(y, F y)\}-\min \left\{\delta_{m}^{\rho}(x, F y), \delta_{m}^{\rho}(F x, y)\right\} \\
= & \min \left\{\frac{x+1}{2}, x, y\right\}-\min \left\{x-\frac{y+1}{2}, y-\frac{x+1}{2}\right\} \\
= & \frac{x+1}{2}-\left(y-\frac{x+1}{2}\right)=x+1-y \\
< & y=\rho(y, y)=k((\rho(x, y)-\rho(x, x))+\rho(y, y)
\end{aligned}
$$

Consequently, all hypotheses of Theorem 8 are satisfied. In fact $F$ possesses a (unique) fixed point, namely, $x=1$.

Now, we shall indicate that Corollary 1 cannot be applied to the self-map F and the complete metric space $\left(S, \delta_{0}\right)$. Indeed, given $k \in(0,1)$, choose $x>1$ such that $x+1>2 k x$, and let $y=F x$. Then

$$
\begin{aligned}
& \min \left\{\delta_{0}(F x, F y), \delta_{0}(x, F x), \delta_{0}(y, F y)\right\}-\min \left\{\delta_{0}(x, F y), \delta_{0}(F x, y)\right\} \\
= & \min \left\{\frac{x+1}{2}, x\right\}-\min \{x, 0\}=\frac{x+1}{2}>k x=k p_{0}(x, y)
\end{aligned}
$$

As a result, the contraction condition (27) is not fulfilled.
The following theorem characterize Theorem 3 [1] in the setting of partial metric spaces.
Theorem 9. Suppose that $F$ satisfies the inequality

$$
\begin{align*}
\min \{\rho(F x, F y), \rho(x, F x), \rho(y, F y)\} & -\min \left\{\delta_{m}^{\rho}(x, F y), \delta_{m}^{\rho}(F x, y)\right\} \\
& <\rho(x, y)-\rho(x, x)+\rho(y, y) \tag{28}
\end{align*}
$$

for all $x, y \in \mathcal{S}$ with $x \neq y$. If for some $x_{0} \in \mathcal{S}$ the sequence $\left\{F^{n} x_{0}\right\}_{n \in \mathbb{N}_{0}}$ has a cluster point $z \in \mathcal{S}$ with respect to $\tau_{\delta_{\rho}}$, then $z$ is a fixed point of $F$.

Proof. We shall construct a sequence by starting with an point $x_{0} \in \mathcal{S}$ so that the sequence $\left\{x_{n+1}=\right.$ : $\left.F^{n} x_{0}\right\}_{n \in \mathbb{N}_{0}}$ has a cluster point $x^{*} \in \mathcal{S}$ with respect to $\tau_{\delta_{\rho}}$.

If there is a non-negative integer $n_{0}$ so that $x_{n_{0}}=x_{n_{0}+1}$, then $x_{n_{0}}$ forms a fixed point of $F$. Thus, we presume then that $x_{n} \neq x_{n+1}$ for each $n \in \mathbb{N}_{0}$.

By verbatim in the corresponding lines in Theorem 8 , by substituting $x=x_{n}$ and $y=x_{n+1}$ in (28) we derive

$$
\min \left\{\rho\left(x_{n}, x_{n+1}\right), \rho\left(x_{n+1}, x_{n+2}\right)\right\}<\rho\left(x_{n}, x_{n+1}\right)-\rho\left(x_{n}, x_{n}\right)+\rho\left(x_{n+1}, x_{n+1}\right)
$$

and substituting $x=x_{n+1}$ and $y=x_{n}$ in (28), we obtain

$$
\min \left\{\rho\left(x_{n}, x_{n+1}\right), \rho\left(x_{n+1}, x_{n+2}\right)\right\}<\rho\left(x_{n}, x_{n+1}\right)-\rho\left(x_{n+1}, x_{n+1}\right)+\rho\left(x_{n}, x_{n}\right)
$$

If $\rho\left(x_{n_{0}}, x_{n_{0}+1}\right) \leq \rho\left(x_{n_{0}+1}, x_{n_{0}+2}\right)$ for some $n_{0} \in \mathbb{N}_{0}$, then, on account of the preceding two inequalities we get $\rho\left(x_{n_{0}}, x_{n_{0}}\right)<\rho\left(x_{n_{0}+1}, x_{n_{0}+1}\right)$ and $\rho\left(x_{n_{0}+1}, x_{n_{0}+1}\right)<\rho\left(x_{n_{0}}, x_{n_{0}}\right)$, respectively. It is a contradiction.

Consequently $\rho\left(x_{n}, x_{n+1}\right)>\rho\left(x_{n+1}, x_{n+2}\right)$ for all $n \in \mathbb{N}_{0}$, and thus the sequence $\left\{\rho\left(F^{n} x_{0}, F^{n+1} x_{0}\right)\right\}_{n \in \mathbb{N}_{0}}$ is convergent. Since $\left\{F^{n} x_{0}\right\}_{n \in \mathbb{N}_{0}}$ has a cluster point $x^{*} \in X$ with respect to $\tau_{\delta_{\rho}}$, then there is a subsequence $\left\{F^{n_{i}} x_{0}\right\}_{i \in \mathbb{N}_{0}}$ of $\left\{F^{n} x_{0}\right\}_{n \in \mathbb{N}_{0}}$ which converges to $x^{*}$. By the orbital continuity of $F$ we have $F^{n_{i}+1} x_{0} \rightarrow F x^{*}$, so by Lemma 4,

$$
\begin{equation*}
\lim _{i \rightarrow \infty} \rho\left(F^{n_{i}} x_{0}, F^{n_{i}+1} x_{0}\right)=\rho\left(x^{*}, F x^{*}\right) \tag{29}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \rho\left(F^{n} x_{0}, F^{n+1} x_{0}\right)=\rho\left(x^{*}, F x^{*}\right) \tag{30}
\end{equation*}
$$

Again, by the orbital continuity of $F$ we have $F^{n_{i}+2} x_{0} \rightarrow F^{2} z$ with respect to $\tau_{\delta_{\rho}}$ and hence

$$
\lim _{n \rightarrow \infty} \rho\left(F^{n+1} x_{0}, F^{n+2} x_{0}\right)=\rho\left(F x^{*}, F^{2} x^{*}\right)
$$

so

$$
\begin{equation*}
\rho\left(F x^{*}, F^{2} x^{*}\right)=\rho\left(x^{*}, F x^{*}\right) \tag{31}
\end{equation*}
$$

Assume $F x^{*} \neq x^{*}$, i.e., $\rho\left(x^{*}, F x^{*}\right)>0$. So, one can substitute $x$ and $y$ with $x^{*}$ and $F x^{*}$, respectively, in (28) to deduce that

$$
\min \left\{\rho\left(x^{*}, F x^{*}\right), \rho\left(F x^{*}, F^{2} x^{*}\right)\right\}<\rho\left(x^{*}, F x^{*}\right)
$$

which yields that $\rho\left(F x^{*}, F^{2} x^{*}\right)<\rho\left(x^{*}, F x^{*}\right)$. This contradicts the equality (31). Consequently we have $F x^{*}=x^{*}$.

### 3.2. Pachpatte Type Non-Unique Fixed Points on Partial Metric Spaces

Inspired from the renowned Cirić's theorems [1], Pachpatte proved in Theorem 1 [11] that if a self-mapping $F$ is an orbitally continuous on a $F$-orbitally complete metric space $(S, \delta)$ such that there is $k \in(0,1)$ with

$$
\begin{align*}
& \min \left\{[\delta(F x, F x)]^{2}, \delta(x, y) \delta(F x, F y),[\delta(F y, y)]^{2}\right\}  \tag{32}\\
&-\min \{\delta(x, F x) \delta(y, F y), \delta(x, F y) \delta(y, F x)\} \leq k \delta(x, F x) \delta(F y, y)
\end{align*}
$$

for all $x, y \in \mathcal{S}$, then for each $x_{0} \in \mathcal{S}$ the sequence $\left\{F^{n} x_{0}\right\}_{n \in \mathbb{N}_{0}}$ converges to a fixed point of $F$.
On the other hand, Pachpatte's theorem does not yield a good framework for a possible application. Indeed, under its conditions, if we denote a fixed point of $F$ by $x^{*}$, it follows that for each $y \in \mathcal{S}$, we have either $T y=x^{*}$ or $T y=y$. Indeed, let $y \neq x^{*}$ and suppose $T y \neq x^{*}$. Then from

$$
\begin{aligned}
& \min \left\{\left[\delta\left(F x^{*}, F y\right)\right]^{2}, \delta\left(x^{*}, y\right) \delta\left(F x^{*}, F y\right),[\delta(y, F y)]^{2}\right\} \\
&-\min \left\{\delta\left(x^{*}, F x^{*}\right) \delta(y, F y), \delta\left(x^{*}, F y\right) \delta\left(y, F x^{*}\right)\right\} \\
& \leq \quad k \delta\left(x^{*}, F x^{*}\right) \delta(y, F y),
\end{aligned}
$$

it follows

$$
\min \left\{\left[\delta\left(x^{*}, F y\right)\right]^{2}, \delta\left(x^{*}, y\right) \delta\left(x^{*}, F y\right),[\delta(y, F y)]^{2}\right\}=0
$$

Hence $\delta(y, F y)=0$, i.e., $y=T y$.
In what follows, we repair the contraction condition (32) so that the inconvenient case, pointed above, is removed.

The function $\rho^{\prime}$ defined on $S \times S$ by $\rho^{\prime}(x, y)=\rho(x, y)-\rho(x, x)$ for all $x, y \in S$, where $\rho$ is a partial metric on a set $S$. Please note that $\rho^{\prime}=\rho$, whenever $\rho$ is a metric on $S$.

Definition 7. Let $(\mathcal{S}, \rho)$ be a partial metric space. The self-mapping $F: \mathcal{S} \rightarrow \mathcal{S}$ is called Pachpatte type simulated if there exists $k \in(0,1)$ and $\zeta \in \mathcal{Z}$ such that

$$
\begin{equation*}
\zeta\left(J_{F}(x, y)-I_{F}(x, y), K_{F}(x, y)\right) \geq 0 \tag{33}
\end{equation*}
$$

for all $x, y \in \mathcal{S}$, where

$$
\begin{aligned}
J_{F}(x, y) & =\min \left\{\left[\rho^{\prime}(x, F x)\right]^{2}, \rho^{\prime}(x, y) \rho^{\prime}(F x, F y),\left[p^{\prime}(y, F y)\right]^{2}\right\} \\
I_{F}(x, y) & =\left\{\delta_{m}^{\rho}(x, F x) \delta_{m}^{\rho}(y, F y), \delta_{m}^{\rho}(x, F y) \delta_{m}^{\rho}(y, F x)\right\} \\
K_{F}(x, y) & =k \min \left\{\rho^{\prime}(x, F x) \rho^{\prime}(y, F y),\left[p^{\prime}(x, y)\right]^{2}\right\}
\end{aligned}
$$

Theorem 10. If $F$ is a Pachpatte type simulated mapping, then for each $x_{0} \in \mathcal{S}$ the sequence $\left\{F^{n} x_{0}\right\}_{n \in \mathbb{N}_{0}}$ converges with respect to $\tau_{\delta_{\rho}}$ to a fixed point of $F$.

Proof. As usual, we fix an arbitrary initial point $x_{0} \in \mathcal{S}$ and construct an recursive sequence $\left\{x_{n}\right\}_{n \in \omega}$ as $x_{n+1}=F x_{n}, \quad n \in \mathbb{N}_{0}$.

If there exists $n_{0} \in \mathbb{N}_{0}$ such that $x_{n_{0}}=x_{n_{0}+1}$, then $x_{n_{0}}$ is a fixed point of $F$. Assume then that $x_{n} \neq x_{n+1}$ for each $n \in \mathbb{N}_{0}$.

Substituting $x=x_{n}$ and $y=x_{n+1}$ in (33) we find the inequality

$$
\begin{aligned}
0 \leq & \zeta\left(J_{F}\left(x_{n}, x_{n+1}\right)-I_{F}\left(x_{n}, x_{n+1}\right), K_{F}\left(x_{n}, x_{n+1}\right)\right) \\
& <K_{F}\left(x_{n}, x_{n+1}\right)-\left[J_{F}\left(x_{n}, x_{n+1}\right)-I_{F}\left(x_{n}, x_{n+1}\right)\right],
\end{aligned}
$$

where

$$
\begin{aligned}
J_{F}\left(x_{n}, x_{n+1}\right) & =\min \left\{\left[\rho^{\prime}\left(x_{n}, F x_{n}\right)\right]^{2}, \rho^{\prime}\left(x_{n}, x_{n+1}\right) \rho^{\prime}\left(F x_{n}, F x_{n+1}\right),\left[p^{\prime}\left(x_{n+1}, F x_{n+1}\right)\right]^{2}\right\} \\
I_{F}\left(x_{n}, x_{n+1}\right) & =\left\{\delta_{m}^{\rho}\left(x_{n}, F x_{n}\right) \delta_{m}^{\rho}\left(x_{n+1}, F x_{n+1}\right), \delta_{m}^{\rho}\left(x_{n}, F x_{n+1}\right) \delta_{m}^{\rho}\left(x_{n+1}, F x_{n}\right)\right\} \\
K_{F}\left(x_{n}, x_{n+1}\right) & =k \min \left\{\rho^{\prime}\left(x_{n} F x_{n}\right) \rho^{\prime}\left(x_{n+1}, F x_{n+1}\right),\left[p^{\prime}\left(x_{n}, x_{n+1}\right)\right]^{2}\right\},
\end{aligned}
$$

By a simple evaluation, we find that

$$
\begin{array}{r}
\min \left\{\left[\rho^{\prime}\left(x_{n}, x_{n+1}\right)\right]^{2}, \rho^{\prime}\left(x_{n}, x_{n+1}\right) p^{\prime}\left(x_{n+1}, x_{n+2}\right),\left[\rho^{\prime}\left(x_{n+1}, x_{n+2}\right)\right]^{2}\right\}  \tag{34}\\
\leq k \min \left\{\rho^{\prime}\left(x_{n}, x_{n+1}\right) p^{\prime}\left(x_{n+1}, x_{n+2}\right),\left[\rho^{\prime}\left(x_{n}, x_{n+1}\right)\right]^{2}\right\} .
\end{array}
$$

By (34) we deduce that

$$
\begin{aligned}
& \min \left\{\left[\rho^{\prime}\left(x_{n}, x_{n+1}\right)\right]^{2}, p^{\prime}\left(x_{n}, x_{n+1}\right) \rho^{\prime}\left(x_{n+1}, x_{n+2}\right),\left[p^{\prime}\left(x_{n+1}, x_{n+2}\right)\right]^{2}\right\} \\
& =\left[\rho^{\prime}\left(x_{n+1}, x_{n+2}\right)\right]^{2},
\end{aligned}
$$

and hence

$$
\rho^{\prime}\left(x_{n+1}, x_{n+2}\right) \leq k \rho^{\prime}\left(x_{n}, x_{n+1}\right),
$$

for all $n \in \mathbb{N}_{0}$. Accordingly, we find

$$
\rho\left(x_{n}, x_{n+1}\right)-\rho\left(x_{n}, x_{n}\right) \leq k^{n}\left(\rho\left(x_{0}, x_{1}\right)-\rho\left(x_{0}, x_{0}\right)\right),
$$

for all $n \in \mathbb{N}$. By verbatim of Theorem 8 , we conclude that $\left\{x_{n}\right\}_{n \in \mathbb{N}_{0}}$ is a fundamental sequence in $(S, \rho)$. Since $(S, \rho)$ is $F$-orbitally complete and $x_{n}=F^{n} x_{0}$ for all $n$, there is $x^{*} \in \mathcal{S}$ such that $x_{n} \rightarrow x^{*}$ with respect to $\tau_{\delta_{\rho}}$. On account of the orbital continuity of $F$, we derive that $x_{n} \rightarrow F x^{*}$. As a result $x^{*}=F x^{*}$ which concludes the proof.

Regarding Example 1 (i), we conclude the following result from Theorem 10.
Theorem 11. If there is $k \in(0,1)$ such that

$$
\begin{equation*}
J_{F}(x, y)-I_{F}(x, y) \leq K_{F}(x, y) \tag{35}
\end{equation*}
$$

for all $x, y \in \mathcal{S}$, where

$$
\begin{aligned}
J_{F}(x, y) & =\min \left\{\left[\rho^{\prime}(x, F x)\right]^{2}, \rho^{\prime}(x, y) \rho^{\prime}(F x, F y),\left[p^{\prime}(y, F y)\right]^{2}\right\} \\
I_{F}(x, y) & =\left\{\delta_{m}^{\rho}(x, F x) \delta_{m}^{\rho}(y, F y), \delta_{m}^{\rho}(x, F y) \delta_{m}^{\rho}(y, F x)\right\} \\
K_{F}(x, y) & =k \min \left\{\rho^{\prime}(x, F x) \rho^{\prime}(y, F y),\left[p^{\prime}(x, y)\right]^{2}\right\},
\end{aligned}
$$

then for each $x_{0} \in \mathcal{S}$ the sequence $\left\{F^{n} x_{0}\right\}_{n \in \mathbb{N}_{0}}$ converges with respect to $\tau_{\delta_{\rho}}$ to a fixed point of $F$.
Corollary 2. If there is $k \in(0,1)$ such that

$$
\begin{align*}
\min \left\{[\delta(x, F x)]^{2},\right. & \left.\delta(x, y) \delta(F x, F y),[\delta(y, F y)]^{2}\right\} \\
& -\min \{\delta(x, F x) \delta(y, F y), \delta(x, F y) \delta(y, F x)\}  \tag{36}\\
\leq & k \min \left\{\delta(x, F x) \delta(y, F y),[\delta(x, y)]^{2}\right\},
\end{align*}
$$

for all $x, y \in \mathcal{S}$, then the iterative sequence $\left\{F^{n} x_{0}\right\}_{n \in \mathbb{N}_{0}}$, initiated by an arbitrary point $x_{0} \in \mathcal{S}$, converges to a fixed point of $F$.

Remark 1. Consider an orbitally continuous self-map $F$ defined on a complete partial metric space $\left(S=\mathbb{R}_{0}^{+}, \rho\right)$ with $\rho(x, y):=\max \{x, y\}$. If $F x \leq x$ for all $x \in \mathcal{S}$, then it possesses a fixed point Notice that a mapping $F$ with $F x \leq x$ yields $\rho^{\prime}(x, F x)=0$ for all $x \in \mathcal{S}$. Accordingly, the condition (35) in Theorem 11, is fulfilled trivially.

In what follows we state an illustrative example where Theorem 11 can be applied but not Corollary 2 for any of the metrics $\delta_{\rho}, \delta_{m}^{\rho}$ and $\delta_{0}$.

Example 7. Suppose that $F$ is an orbitally continuous self-map defined on a complete partial metric space $\left(S=\mathbb{R}_{0}^{+}, \rho\right)$ with $\rho(x, y):=\max \{x, y\}$. Consider $F: S \rightarrow S$ by $F x=0$ if $x<2$ and $F x=x-1$ if $x \geq 2$. Please note that $F$ is orbitally continuous. Indeed, for each $x \in \mathcal{S}$, the sequence $F^{n} x \rightarrow 0$ with respect to $\tau_{\delta_{\rho}}$, and $F 0=0$. In addition, on account of Remark 1 the inequality (35) is fulfilled. Consequently, all hypotheses of Theorem 11 are held.

Consider $x \geq 3$ and $y=$ Fx. Thus, we have $x-y=1$, and $y \geq 2$. Accordingly we find

$$
\begin{aligned}
& \min \left\{\left[\delta_{\rho}(x, F x)\right]^{2}, \delta_{\rho}(x, y) \delta_{\rho}(F x, F y),\left[\delta_{\rho}(y, F y)\right]^{2}\right\} \\
&-\min \left\{\delta_{\rho}(x, F x) \delta_{\rho}(y, F y), \delta_{\rho}(x, F y) \delta_{\rho}(y, F x)\right\} \\
&=\min \left\{1,(x-y)^{2}, 1\right\}-0=1 \\
&=\min \left\{\delta_{\rho}(x, F x) \delta_{\rho}(y, F y),\left[\delta_{\rho}(x, y)\right]^{2}\right\}
\end{aligned}
$$

As a result, condition (36) is not held for any $k \in(0,1)$, so we cannot apply Corollary 2 to $\left(S, \delta_{\rho}\right)$ (and thus to $\left(X, \delta_{m}^{\rho}\right)$ and the self-map $F$.

As a final step, for $k \in(0,1)$, choose $x \geq 3$ with $x>1 /(1-k)$, and $y=F x$. Then

$$
\begin{aligned}
& \min \left\{\left[\delta_{0}(x, F x)\right]^{2}, \delta_{0}(x, y) \delta_{0}(F x, F y),\left[\delta_{0}(y, F y)\right]^{2}\right\} \\
&-\min \left\{\delta_{0}(x, F x) \delta_{0}(y, F y), \delta_{0}(x, F y) \delta_{0}(y, F x)\right\} \\
&=\min \left\{x^{2}, x(x-1),(x-1)^{2}\right\}-0=(x-1)^{2} \\
&>k x(x-1) \\
&=k \min \left\{\delta_{0}(x, F x) \delta_{0}(y, F y),\left[\delta_{0}(x, y)\right]^{2}\right\} .
\end{aligned}
$$

Consequently, we cannot apply Corollary 2 to $\left(S, \delta_{0}\right)$ and the self-map $F$ (note that, in fact, $F$ is orbitally continuous for $\left.\left(X, \delta_{0}\right)\right)$.

## 4. Non Unique Fixed Points on $\boldsymbol{b}$-Branciari Distance Space

In this section, we shall consider a distance function which is not a generalization of a metric. Indeed, when Branciari [29] suggested a new distance function by replacing the axiom of the triangle inequality in a standard metric definition with another variant, the axiom of the quadrilateral inequality, he aimed at getting an extension of a standard metric. As it can be seen in the upcoming lines, Branciari distance is completely different and incomparable with metric.

For the sake of completeness, we recollect the definition of a Branciari distance here.
Definition 8. (See e.g., [30]) For a nonempty set $\mathcal{S}$ we define a function $b: \mathcal{S} \times \mathcal{S} \longrightarrow[0, \infty)$
(b1) $b(z, w)=0$ if and only if $z=w$ (selfdistance/indistancy)
(b2) $\quad b(z, w)=b(w, z)$ (symmetry)
(b3) $b(z, w) \leq b(z, u)+b(u, v)+b(v, w)$ (quadrilateral inequality),
for all $z, w \in \mathcal{S}$ and all distinct $u, v \in \mathcal{S} \backslash\{x, y\}$. We say that $b$ is a Branciari distance (or rectangular metric, or generalized metric, or Branciari metric). The pair $(\mathcal{S}, b)$ is called a Branciari distance space and abbreviated as "BDS".

Notice that in some publication, Branciari distance space was named as "generalized metric space". However the phrase "generalized metric" was used to identify several extensions of the
standard metric (see e.g., [29,31-44]). Based on this discussion, we shall use "Branciari distance" to avoid the confusion.

In what follows we recollect the basic topological concepts in the framework of Branciari distance spaces.

Definition 9. (See e.g., [30])

1. A sequence $\left\{x_{n}\right\}$ in a Branciari distance space $(\mathcal{S}, b)$ converges to a limit $x^{*}$ if and only if $b\left(x_{n}, x^{*}\right) \rightarrow 0$ as $n \rightarrow \infty$.
2. we say that a sequence $\left\{x_{n}\right\}$, in a Branciari distance space $(\mathcal{S}, b)$, is fundamental if and only if for any given $\varepsilon>0$ there exists positive integer $N(\varepsilon)$ such that $b\left(x_{n}, x_{m}\right)<\varepsilon$ for all $n>m>N(\varepsilon)$.
3. We say that a Branciari distance space $(\mathcal{S}, b)$ is complete whenever each fundamental sequence in $\mathcal{S}$ is convergent.
4. A mapping $H:(X, b) \rightarrow(X, b)$ is continuous if for any sequence $\left\{x_{n}\right\}$ in $\mathcal{S}$ such that $b\left(x_{n}, x\right) \rightarrow 0$ as $n \rightarrow \infty$, we have $b\left(H x_{n}, H x\right) \rightarrow 0$ as $n \rightarrow \infty$.

We underline the fact that despite the high similarity in the definitions of the basic topological in the framework of Branciari distance space, the topology of Branciari distance space is not compatible with topology of the standard metric space. These difference shall be indicated in the following example.

Example 8. (cf. $[37,45])$ Let $z_{1}, z_{2}, z_{3}$ be distinct real numbers such that $z_{1}, z_{2}, z_{3}>2$. Set $S=Y \cup Z$ where $Z=\left\{0, z_{1}, z_{2}, z_{3}\right\}$ and $Y=\left\{\frac{1}{n^{2}+1}: n \in \mathbb{N}\right\}$. We investigate the function $b: \mathcal{S} \times \mathcal{S} \rightarrow[0, \infty)$ which is defined by

$$
b(x, y)= \begin{cases}0, & \text { if } x=y \\ 1, & \text { if } x \neq y \text { and }[\{x, y\} \subset Y \text { or }\{x, y\} \subset Z] \\ y, & \text { if } x \in Y, y \in Z\end{cases}
$$

We have $b(y, z)=b(z, y)=z$ whenever $y \in Y$ and $z \in Z$. and $(\mathcal{S}, b)$ is a complete Branciari distance space. Notice that the statements (P1)-(P4) are fulfilled:
( $p 1$ ) Since $\lim _{n \rightarrow \infty} \frac{1}{n^{2}+1}=0$, we have $\lim _{n \rightarrow \infty} b\left(\frac{1}{n^{2}+1}, \frac{1}{5}\right) \neq b\left(0, \frac{1}{5}\right)$. Thus, the function $b$ is not continuous:
(p2) There is no $r>0$ such that $B_{r}(0) \cap B_{r}\left(z_{i}\right)=\varnothing$ for $i=1,2,3$ and hence it is not Hausdorff.
(p3) It is clear that the ball $B_{\frac{3}{5}}\left(\frac{1}{5}\right)=\left\{0, \frac{1}{5}, z_{1}, z_{2}, z_{3}\right\}$ since there is no $r>0$ such that $B_{r}(0) \subset B_{\frac{3}{5}}\left(\frac{1}{5}\right)$, i.e., open balls may not be an open set.
(p4) The sequence $\left\{\frac{1}{n^{2}+1}: n \in \mathbb{N}\right\}$ converges to $0, z_{1}, z_{2}, z_{3}$ and hence not fundamental.
It is easily concluded that the differences between quadrilateral inequality and the triangle inequality lead to these significant differences between the topologies of the standard metric space and Branciari distance space. In brief, the following statements express the weakness of the structure of Branciari distance topology:
( $p 1$ ) Branciari distance is not continuous, (see e.g., Example 8)
( $p 2$ ) The limit in a Branciari distance space is not necessarily unique (i.e., it is not a Haussdorf, see e.g., Example 8)
(p3) open ball need not to open set, (see e.g., Example 8)
( $p 4$ ) a convergent sequence in Branciari distance space needs not to be fundamental. (see e.g., Example 8)
( $p 5$ ) the mentioned topologies are incompatible (see e.g., Example 7 in [44]).
Lemma 5. (See e.g., $[36,37]$ ) Let $\left\{x_{n}\right\}$ be a fundamental sequence in a Branciari distance space $(\mathcal{S}, b)$. If $x_{m} \neq$ $x_{n}$ whenever $m \neq n$, then the sequence $\left\{x_{n}\right\}$ converges to at most one point.

Later, regarding the well-known $b$-metric, defined by Czerwik [46] the notion of Branciari distance is refined as $b$-Branciari distance (See e.g., [47]).

Definition 10. For a nonempty set $\mathcal{S}$, we consider a function $\sigma: \mathcal{S} \times \mathcal{S} \longrightarrow[0, \infty)$ so that

$$
\begin{equation*}
\text { (b1) } \sigma(x, y)=0 \text { if and only if } x=y \text { (indistancy) } \tag{38}
\end{equation*}
$$

(b2) $\sigma(x, y)=\sigma(y, x)$ (symmetry)
(b3) $\sigma(x, y) \leq s[\sigma(x, u)+\sigma(u, v)+\sigma(v, y)]$ (modified quadrilateral inequality),
for all $x, y \in \mathcal{S}$ and all distinct $u, v \in \mathcal{S} \backslash\{x, y\}$. Then, we say that $\sigma$ is a b-Branciari distance (or $b$-rectangular metric, or $b$-Branciari metric, or b-generalized metric). In addition, the pair $(\mathcal{S}, \sigma)$ is named as a b-Branciari distance space and abbreviated as " $b-B D S$ ".

In what follows, we derive the characterization of fundamental topological notions (that we need in the sequel) in context of $b$-Branciari distance spaces (See e.g., [8]).

## Definition 11.

1. A sequence $\left\{x_{n}\right\}$ in a b-Branciari distance space $(\mathcal{S}, \sigma)$ is convergent to a limit $x$ if and only if $\sigma\left(x_{n}, x\right) \rightarrow$ 0 as $n \rightarrow \infty$.
2. A sequence $\left\{x_{n}\right\}$ in a b-Branciari distance space $(\mathcal{S}, \sigma)$ is fundamental (or, Cauchy) if and only if for every $\varepsilon>0$ there exists positive integer $N(\varepsilon)$ such that $\sigma\left(x_{n}, x_{m}\right)<\varepsilon$ for all $n>m>N(\varepsilon)$.
3. A b-Branciari distance space $(\mathcal{S}, \sigma)$ is called complete if every fundamental sequence in $\mathcal{S}$ is $b$-Branciari distance space convergent.
4. A mapping $H:(X, \sigma) \rightarrow(X, \sigma)$ is continuous if for any sequence $\left\{x_{n}\right\}$ in $\mathcal{S}$ such that $\sigma\left(x_{n}, x\right) \rightarrow 0$ as $n \rightarrow \infty$, we have $\sigma\left(H x_{n}, H x\right) \rightarrow 0$ as $n \rightarrow \infty$.

As is mentioned above, the topology of Branciari distance space has difficulties ( $p 1$ )-( $p 5$ ), and these weakness are hereditarily valid for the topology of $b$-Branciari distance space. It is easy to see that Example 8 can be modified for $b$-Branciari distance space to indicate that the same problems holds for the topology of $b$-Branciari distance space (see e.g., [47]).

Now, we propose the following proposition that helps to simplify the upcoming proofs.
Lemma 6 ([8]). If a sequence $\left\{x_{n}\right\}$ in $(\mathcal{S}, \sigma)$ is Cauchy with $x_{m} \neq x_{n}$ whenever $m \neq n$, then the sequence $\left\{x_{n}\right\}$ can converge to at most one point.

We consider the characterization of some basic but crucial topological notions in the context of $b$-BDS.

Definition 12. Let $(\mathcal{S}, \sigma)$ be a b-Branciari distance space and $H$ be a self-map of $S$.

1. H is called orbitally continuous if

$$
\begin{equation*}
\lim _{i \rightarrow \infty} H^{n_{i}} x=z \tag{39}
\end{equation*}
$$

implies

$$
\begin{equation*}
\lim _{i \rightarrow \infty} H H^{n_{i}} x=H z \tag{40}
\end{equation*}
$$

for each $x \in \mathcal{S}$.
2. $(\mathcal{S}, \sigma)$ is called orbitally complete if every Cauchy sequence of type $\left\{H^{n_{i}} x\right\}_{i \in \mathbb{N}}$ converges with respect to $\tau_{\sigma}$.

We say that $x^{*}$ is a periodic point of a function $H$ of period $m$ if $H^{m}\left(x^{*}\right)=x^{*}$, where $H^{m}(x)=$ $H\left(H^{m-1}(x)\right)$ for $m \in \mathbb{N}$ and $H^{0}(x)=x$.

In the following lines, we examine some non-unique fixed point results in the context of $b$-BDS. The presented results not only improve, extend several results in the corresponding literature, but also enrich them.

Henceforward, the couple $(\mathcal{S}, \sigma)$ represent $b$-Branciari metric space. The letter $H$ be an orbitally continuous self-map on $b$-Branciari metric space- $(\mathcal{S}, \sigma)$ with $s \geq 1$. In all upcoming result, we assume that $b$-Branciari metric space- $(\mathcal{S}, \sigma)$ is orbitally complete. Avoiding from the repetitions, we shall not indicate the above assumptions to all theorems, corollaries and lemmas.

## 4.1. Ćirić Type Non-Unique Fixed Point Results

Definition 13. A self-mapping $H: \mathcal{S} \rightarrow \mathcal{S}$ is called $\psi$-Ćirić type simulated if there exist $\zeta \in \mathcal{Z}$ and $\psi \in \Psi$ such that

$$
\begin{equation*}
P_{H}(x, y) \leq \psi(\sigma(x, y)) \tag{41}
\end{equation*}
$$

for all $x, y \in \mathcal{S}$, where

$$
P_{H}(x, y):=\min \{\sigma(H x, H y), \sigma(x, H x), \sigma(y, H y)\}-\min \{\sigma(x, H y), \sigma(H x, y)\}
$$

Theorem 12. If a mappings $H$ is $\psi$-Ćirić type simulated, then for each $x_{0} \in \mathcal{S}$ the sequence $\left\{H^{n} x_{0}\right\}_{n \in \mathbb{N}}$ converges to a fixed point of $H$.

Proof. Starting from an arbitrary point $x \in \mathcal{S}$, we shall built an iterative sequence $\left\{x_{n}\right\}$ in the following way:

$$
\begin{equation*}
x_{0}:=x \text { and } x_{n}=H x_{n-1} \text { for all } n \in \mathbb{N} . \tag{42}
\end{equation*}
$$

We suppose that

$$
\begin{equation*}
x_{n} \neq x_{n-1} \text { for all } n \in \mathbb{N} \tag{43}
\end{equation*}
$$

Indeed, if for some $n \in \mathbb{N}$ we have the inequality $x_{n}=H x_{n-1}=x_{n-1}$, then, the proof is completed.

By substituting $x=x_{n-1}$ and $y=x_{n}$ in the inequality (44), we derive that

$$
\begin{equation*}
P_{H}\left(x_{n-1}, x_{n}\right) \leq \psi\left(\sigma\left(x_{n-1}, x_{n}\right)\right) \tag{44}
\end{equation*}
$$

where

$$
\begin{aligned}
P_{H}\left(x_{n-1}, x_{n}\right) & =\min \left\{\sigma\left(H x_{n-1}, H x_{n}\right), \sigma\left(x_{n-1}, H x_{n-1}\right), \sigma\left(x_{n}, H x_{n}\right)\right\} \\
& -\min \left\{\sigma\left(x_{n-1}, H x_{n}\right), \sigma\left(H x_{n-1}, x_{n}\right)\right\}
\end{aligned}
$$

After an elementary calculation, we find that

$$
\begin{align*}
& \min \left\{\sigma\left(H x_{n-1}, H x_{n}\right), \sigma\left(x_{n-1}, H x_{n-1}\right), \sigma\left(x_{n}, H x_{n}\right)\right\} \\
& \quad-\min \left\{\sigma\left(x_{n-1}, H x_{n}\right), \sigma\left(H x_{n-1}, x_{n}\right)\right\}  \tag{45}\\
& \leq \psi\left(\sigma\left(x_{n-1}, x_{n}\right)\right) .
\end{align*}
$$

It implies that

$$
\begin{equation*}
\min \left\{\sigma\left(x_{n}, x_{n+1}\right), \sigma\left(x_{n}, x_{n-1}\right)\right\} \leq \psi\left(\sigma\left(x_{n-1}, x_{n}\right)\right) \tag{46}
\end{equation*}
$$

Due to property of $\psi(t)<t$ for all $t>0$, we find that the case $\sigma\left(x_{n}, x_{n-1}\right) \leq \psi\left(\sigma\left(x_{n-1}, x_{n}\right)\right)$ is not possible. Accordingly, we get

$$
\begin{equation*}
\sigma\left(x_{n}, x_{n+1}\right) \leq \psi\left(\sigma\left(x_{n-1}, x_{n}\right)\right)<\sigma\left(x_{n-1}, x_{n}\right) \tag{47}
\end{equation*}
$$

Iteratively, we find that

$$
\begin{equation*}
\sigma\left(x_{n}, x_{n+1}\right) \leq \psi\left(\sigma\left(x_{n-1}, x_{n}\right)\right) \leq \psi^{2}\left(\sigma\left(x_{n-2}, x_{n-1}\right)\right) \leq \cdots \leq \psi^{n}\left(\sigma\left(x_{0}, x_{1}\right)\right) \tag{48}
\end{equation*}
$$

Taking (47) into account, we find that the sequence $\left\{\sigma\left(x_{n}, x_{n+1}\right)\right\}$ is non-increasing.
Since, for any $t \in[0, \infty), \lim _{n \rightarrow \infty} \psi^{n}(t)=0$, and $\psi(t)<t$ for $t>0$, the Archimedean property implies thar there exist a $q \in[0,1)$ and a $M \in \mathbb{N}$ such that

$$
\begin{equation*}
\psi^{k}(t) \leq q^{k} \cdot t \text { and } s \cdot q^{k}<1 \text { for each } n>M \tag{49}
\end{equation*}
$$

In what follows we prove that the sequence $\left\{x_{n}\right\}$ has no periodic point, i.e.,

$$
\begin{equation*}
x_{n} \neq x_{n+k} \text { for all }(k, n) \in \mathbb{N} \times \mathbb{N}_{0} \tag{50}
\end{equation*}
$$

Actually, if $x_{n}=x_{n+k}$ for some $n \in \mathbb{N}_{0}$ and $k \in \mathbb{N}$, we find

$$
x_{n+1}=H x_{n}=H x_{n+k}=x_{n+k+1}
$$

Regarding (47) and (55), we find that

$$
\begin{align*}
\sigma\left(x_{n}, x_{n+1}\right)= & \min \left\{\sigma \left(H x_{n-1},\right.\right.
\end{aligned} \quad \begin{aligned}
& \left.\left.x_{n}\right), \sigma\left(x_{n-1}, H x_{n-1}\right), \sigma\left(x_{n}, H x_{n}\right)\right\} \\
& -\min \left\{\sigma\left(x_{n-1}, H x_{n}\right), \sigma\left(H x_{n-1}, x_{n}\right)\right\} \\
= & \min \left\{\sigma \left(H x_{n+k-1},\right.\right. \\
& \left.\left.H x_{n+k}\right), \sigma\left(x_{n+k-1}, H x_{n+k-1}\right), \sigma\left(x_{n}, H x_{n+k}\right)\right\}  \tag{51}\\
& \min \left\{\sigma\left(x_{n+k-1}, H x_{n+k}\right), \sigma\left(H x_{n+k-1}, x_{n+k}\right)\right\} \\
\leq & \psi\left(\sigma\left(x_{n+k-1}, x_{n+k}\right)\right) \\
\leq & \psi^{k-1}\left(\sigma\left(x_{n}, x_{n+1}\right)\right)<\sigma\left(x_{n}, x_{n+1}\right)
\end{align*}
$$

a contradiction. Based on the discussion above, we presume that

$$
\begin{equation*}
x_{n} \neq x_{m} \text { for all distinct } n, m \in \mathbb{N} \tag{52}
\end{equation*}
$$

Observe that $x_{n+k} \neq x_{m+k}$ for all distinct $n, m \in \mathbb{N}$ and $x_{n+k}, x_{m+k} \in \mathcal{S} \backslash\left\{x_{n}, x_{m}\right\}$.
Now, we assert that the sequence $\left\{x_{n}\right\}$ is fundamental. The modified quadrilateral inequality together with (48) and (49) yields that

$$
\begin{align*}
\sigma\left(x_{m}, x_{n}\right) & \leq s\left[\sigma\left(x_{m}, x_{m+k}\right)+\sigma\left(x_{m+k}, x_{n+k}\right)+\sigma\left(x_{n+k}, x_{n}\right)\right] \\
& \leq s \psi^{m}\left(\sigma\left(x_{0}, x_{k}\right)\right)+s \psi^{k}\left(\sigma\left(x_{m}, x_{n}\right)\right)+s \psi^{n}\left(\sigma\left(x_{k}, x_{0}\right)\right)  \tag{53}\\
& \leq s \psi^{m}\left(\sigma\left(x_{0}, x_{k}\right)\right)+s q^{k} \cdot \sigma\left(x_{m}, x_{n}\right)+s \psi^{n}\left(\sigma\left(x_{k}, x_{0}\right)\right)
\end{align*}
$$

After a routine calculation, we get that

$$
\begin{equation*}
\sigma\left(x_{m}, x_{n}\right) \leq \frac{s}{1-s q^{k}}\left[\psi^{m}\left(\sigma\left(x_{0}, x_{k}\right)\right)+\psi^{n}\left(\sigma\left(x_{k}, x_{0}\right)\right)\right] \tag{54}
\end{equation*}
$$

Since $\lim _{n \rightarrow \infty} \psi^{n}(t)=0$, for any $t \in[0, \infty)$, (54) implies that $\sigma\left(x_{m}, x_{n}\right) \rightarrow 0$ as $n, m \rightarrow \infty$. As a result, $\left\{x_{n}\right\}$ is a fundamental sequence in $b$-Branciari distance space $(\mathcal{S}, \sigma)$.

Here, $H$-orbitally completeness implies that there is $x^{*} \in \mathcal{S}$ such that $x_{n} \rightarrow x^{*}$. On account of the orbital continuity of $H$, we find that $x_{n} \rightarrow F x^{*}$. On the other hand, Lemma 6 leads to $x^{*}=F x^{*}$ which terminates the proof.

Regarding Example 1 (i), we conclude the following result from Theorem 12.

Theorem 13 ([8]). If there is $\psi \in \Psi$ such that

$$
\begin{equation*}
\min \{\sigma(H x, H y), \sigma(x, H x), \sigma(y, H y)\}-\min \{\sigma(x, H y), \sigma(H x, y)\} \leq \psi(\sigma(x, y)) \tag{55}
\end{equation*}
$$

for all $x, y \in \mathcal{S}$, then for each $x_{0} \in \mathcal{S}$ the sequence $\left\{H^{n} x_{0}\right\}_{n \in \mathbb{N}}$ converges to a fixed point of $H$.
Corollary 3. If there is $q \in[0,1)$ such that

$$
\begin{equation*}
\min \{\sigma(H x, H y), \sigma(x, H x), \sigma(y, H y)\}-\min \{\sigma(x, H y), \sigma(H x, y)\} \leq q \sigma(x, y) \tag{56}
\end{equation*}
$$

for all $x, y \in \mathcal{S}$, then for each $x_{0} \in \mathcal{S}$ the sequence $\left\{H^{n} x_{0}\right\}_{n \in \mathbb{N}}$ converges to a fixed point of $H$.
Proof. Employing Theorem 13 for $\psi(t)=q t$, where $q \in[0,1)$, yields the desired result.
Example 9 ([8]). Let $S=A \cup B$ where $A=\left\{a_{1}, a_{2}, a_{3}, a_{4}\right\}$ and $B=[1,2]$ with $A \cap B=\varnothing$ and each $a_{i}$ distinct from $a_{j}$, whenever $i \neq j$. Define $\delta: \mathcal{S} \times \mathcal{S} \rightarrow[0, \infty)$ such that $\sigma(x, y)=\sigma(y, x)$ for all $x \in \mathcal{S}$,

$$
\begin{gathered}
\sigma\left(a_{1}, a_{3}\right)=1, \sigma\left(a_{1}, a_{2}\right)=\sigma\left(a_{2}, a_{3}\right)=\frac{1}{4} \\
\sigma\left(a_{1}, a_{4}\right)=\sigma\left(a_{2}, a_{4}\right)=\sigma\left(a_{3}, a_{4}\right)=\frac{1}{8} \\
\sigma(a, b)=\frac{1}{16}, \text { for all } a \in A, b \in B, \text { and, } \\
\sigma(x, y)=|x-y|^{2} \text { for any other case }
\end{gathered}
$$

Here, $(\mathcal{S}, \sigma)$ forms a complete $b$-Branciari distance space $(\mathcal{S}, \sigma)$ with $s=2$. However, $\sigma$ is not a Branciari distance. In addition, $\sigma$ is neither a metric, nor $b$-metric. Define a mapping $H: X \rightarrow X$ as

$$
f\left(a_{1}\right)=f\left(a_{2}\right)=a_{1} \text { and } f\left(a_{3}\right)=f\left(a_{4}\right)=a_{4} \text { and } f(b)=a_{1} \text { for all } b \in B
$$

Thus $H$ fulfills all hypotheses of Theorem 13 for any choice of $\psi$. Please note that $H$ has two distinct fixed points, namely, $a_{1}$ and $a_{3}$.

## 4.2. Ćirić-Jotić Type Non-Unique Fixed Point Results

Definition 14. A self-mapping $H: \mathcal{S} \rightarrow \mathcal{S}$ is called $\psi$-Ćirić-Jotić type simulated if there exist $\zeta \in \mathcal{Z}$ and $\psi \in \Psi$ such that

$$
\begin{equation*}
\zeta\left(P_{H}(x, y)-a Q_{H}(x, y), \psi\left(R_{H}(x, y)\right)\right) \geq 0 \tag{57}
\end{equation*}
$$

for all $x, y \in \mathcal{S}$,, where

$$
\begin{aligned}
P_{H}(x, y) & =\min \left\{\begin{array}{c}
\sigma(H x, H y), \sigma(x, y), \sigma(x, H x), \sigma(y, H y), \frac{\sigma(x, H x)[1+\sigma(y, H y)]}{1+\sigma(x, y)}, \\
\frac{\sigma(y, H y)[1+\sigma(x, H x)]}{1+\sigma(x, y)}, \frac{\min \left\{\sigma^{2}(H x, H y), \sigma^{2}(x, H x), \sigma^{2}(y, H y)\right\}}{\psi(\sigma(x, y))}
\end{array}\right\}, \\
Q_{H}(x, y) & =\min \{\sigma(x, H y), \sigma(y, H x)\}, \\
R(x, y) & =\max \{\sigma(x, y), \sigma(x, H x)\} .
\end{aligned}
$$

Theorem 14. If a mappings $H$ is $\psi$-Ćirić-Jotić type simulated, then for each $x_{0} \in \mathcal{S}$ the sequence $\left\{H^{n} x_{0}\right\}_{n \in \mathbb{N}}$ converges to a fixed point of $H$.

Proof. By verbatim of the proof of Theorem 12 , we shall built an recursive sequence $\left\{x_{n}=H x_{n-1}\right\}_{n \in \mathbb{N}}$ by starting from an arbitrary initial value $x_{0}:=x \in \mathcal{S}$. Recalling the discussion in the proof of Theorem 12, we presume that any adjacent terms are distinct from each other, i.e.,

$$
x_{n} \neq x_{n-1} \text { for all } n \in \mathbb{N}
$$

Letting $x=x_{n-1}$ and $y=H x_{n-1}=x_{n}$ in the inequality (57), we derive that

$$
\begin{aligned}
0 \leq & \zeta\left(P\left(x_{n-1}, x_{n}\right)-a Q\left(x_{n-1}, x_{n}\right), \psi\left(R\left(x_{n-1}, x_{n}\right)\right)\right) \\
& <\psi\left(R\left(x_{n-1}, x_{n}\right)\right)-\left[P\left(x_{n-1}, x_{n}\right)-a Q\left(x_{n-1}, x_{n}\right)\right],
\end{aligned}
$$

which yields that

$$
\begin{equation*}
P\left(x_{n-1}, x_{n}\right)-a Q\left(x_{n-1}, x_{n}\right) \leq \psi\left(R\left(x_{n-1}, x_{n}\right)\right) \tag{58}
\end{equation*}
$$

where

$$
\begin{aligned}
& Q\left(x_{n-1}, x_{n}\right)=\min \left\{\sigma\left(x_{n-1}, x_{n+1}\right), \sigma\left(x_{n}, x_{n}\right)\right\}=0 \\
& R\left(x_{n-1}, x_{n}\right)=\max \left\{\sigma\left(x_{n-1}, x_{n}\right), \sigma\left(x_{n-1}, x_{n}\right)\right\}=\sigma\left(x_{n-1}, x_{n}\right) .
\end{aligned}
$$

and

$$
P\left(x_{n-1}, x_{n}\right)=\min \left\{\begin{array}{c}
\sigma\left(x_{n}, x_{n+1}\right), \sigma\left(x_{n-1}, x_{n}\right), \sigma\left(x_{n-1}, x_{n}\right), \sigma\left(x_{n}, x_{n+1}\right), \\
\frac{\sigma\left(x_{n-1}, x_{n}\right)\left[1+\sigma\left(x_{n}, x_{n+1}\right)\right]}{1+\sigma\left(x_{n-1}, x_{n}\right)}, \\
\frac{\sigma\left(x_{n}, x_{n+1}\right)\left[1+\sigma\left(x_{n-1}, x_{n}\right)\right]}{1+\sigma\left(x_{n-1}, x_{n}\right)}, \\
\frac{\min \left\{\sigma^{2}\left(x_{n}, x_{n+1}\right), \sigma^{2}\left(x_{n-1}, x_{n}\right), \sigma^{2}\left(x_{n}, x_{n+1}\right)\right\}}{\psi\left(\sigma\left(x_{n-1}, x_{n}\right)\right)} \\
\frac{\min }{\frac{\sigma\left(x_{n}, x_{n+1}\right), \sigma\left(x_{n-1}, x_{n}\right),}{\left.1+x_{n-1}, x_{n}\right)\left[1+\sigma\left(x_{n}, x_{n+1}\right)\right]}} 1 \\
\frac{\sigma^{2}\left(x_{n}, x_{n+1}\right)}{\psi\left(\sigma\left(x_{n-1}, x_{n}\right)\right)}
\end{array}\right\}
$$

We examine the inequality (58) regarding the possible cases in $P\left(x_{n-1}, x_{n}\right)$. On the other hand, the case $P\left(x_{n-1}, x_{n}\right)=\sigma\left(x_{n-1}, x_{n}\right)$ is impossible. Indeed, if it would be the case the inequality (58) turns into

$$
\sigma\left(x_{n-1}, x_{n}\right) \leq \psi\left(\sigma\left(x_{n-1}, x_{n}\right)\right)<\sigma\left(x_{n-1}, x_{n}\right)
$$

since $\psi(t)<t$ for all $t>0$. Thus, we observe that

$$
\sigma\left(x_{n}, x_{n+1}\right) \leq \sigma\left(x_{n-1}, x_{n}\right)
$$

Consequently, the inequality (58) yields the following three cases:
If $P\left(x_{n-1}, x_{n}\right)=\sigma\left(x_{n}, x_{n+1}\right)$ or $P\left(x_{n-1}, x_{n}\right)=\frac{\sigma^{2}\left(x_{n}, x_{n+1}\right)}{\psi\left(\sigma\left(x_{n-1}, x_{n}\right)\right)}$, then the inequality (58) turns into

$$
\begin{equation*}
\sigma\left(x_{n}, x_{n+1}\right) \leq \psi\left(\sigma\left(x_{n-1}, x_{n}\right)\right) \tag{59}
\end{equation*}
$$

If $P\left(x_{n-1}, x_{n}\right)=\frac{\sigma\left(x_{n-1}, x_{n}\right)\left[1+\sigma\left(x_{n}, x_{n+1}\right)\right]}{1+\sigma\left(x_{n-1}, x_{n}\right)}$, then the inequality (58) becomes

$$
\begin{aligned}
\sigma\left(x_{n-1}, x_{n}\right)\left[1+\sigma\left(x_{n}, x_{n+1}\right)\right] & \leq \psi\left(\sigma\left(x_{n-1}, x_{n}\right)\right)\left[1+\sigma\left(x_{n-1}, x_{n}\right)\right] \\
& =\psi\left(\sigma\left(x_{n-1}, x_{n}\right)\right)+\psi\left(\sigma\left(x_{n-1}, x_{n}\right)\right) \sigma\left(x_{n-1}, x_{n}\right) . \\
& <\sigma\left(x_{n-1}, x_{n}\right)+\psi\left(\sigma\left(x_{n-1}, x_{n}\right)\right) \sigma\left(x_{n-1}, x_{n}\right)
\end{aligned}
$$

The required simplification implies the (59). Consequently, for any choice of $P\left(x_{n-1}, x_{n}\right)$, the inequality (58) yields (59). Iteratively, we find that

$$
\sigma\left(x_{n+1}, x_{n}\right) \leq \psi\left(\sigma\left(x_{n}, x_{n-1}\right)\right)<\sigma\left(x_{n}, x_{n-1}\right)
$$

and hence

$$
\sigma\left(x_{n+1}, x_{n}\right)<\psi^{n}\left(\sigma\left(x_{1}, x_{0}\right)\right)
$$

for all $n \in \mathbb{N}$.
Thus, the sequence $\left\{\sigma\left(x_{n}, x_{n+1}\right)\right\}$ is non-increasing. As a next step, we claim that the sequence $\left\{x_{n}\right\}$ has no periodic point, i.e.,

$$
\begin{equation*}
x_{n} \neq x_{n+k} \text { for all }(k, n) \in \mathbb{N} \times \mathbb{N}_{0} \tag{60}
\end{equation*}
$$

Indeed, if $x_{n}=x_{n+k}$ for some $n \in \mathbb{N}_{0}$ and $k \in \mathbb{N}$, we find

$$
x_{n+1}=H x_{n}=H x_{n+k}=x_{n+k+1} .
$$

Based on the discussion above, we have $P\left(x_{n-1}, x_{n}\right)=\sigma\left(x_{n}, x_{n+1}\right)$. Thus, by taking the inequality (47) and (55) into account, we find that

$$
\begin{align*}
\sigma\left(x_{n}, x_{n+1}\right) & =P\left(x_{n-1}, x_{n}\right)-a Q\left(x_{n-1}, x_{n}\right) \leq \psi\left(R\left(x_{n-1}, x_{n}\right)\right) \\
& \leq \psi\left(R\left(x_{n+k-1}, x_{n+k}\right)\right)  \tag{61}\\
& \leq \psi\left(\sigma\left(x_{n+k-1}, x_{n+k}\right)\right) \\
& \leq \psi^{k-1}\left(\sigma\left(x_{n}, x_{n+1}\right)\right)<\sigma\left(x_{n}, x_{n+1}\right),
\end{align*}
$$

a contradiction. Attendantly, we have

$$
\begin{equation*}
x_{n} \neq x_{m} \text { for all distinct } n, m \in \mathbb{N} \tag{62}
\end{equation*}
$$

By following the related lines in the proof of Theorem 12, one can complete the proof.
Regarding Example $1(i)$, we conclude the following result from Theorem 14.
Theorem 15 ([8]). Assume that there exist $\psi \in \Psi$ and $a \geq 0$ such that

$$
P(x, y)-a Q(x, y) \leq \psi(R(x, y))
$$

for all distinct $x, y \in \mathcal{S}$ where

$$
\begin{aligned}
& P(x, y)=\min \left\{\begin{array}{c}
\quad \sigma(H x, H y), \sigma(x, y), \sigma(x, H x), \sigma(y, H y) \\
\frac{\sigma(x, H x)[1+\sigma(y, H y)]}{1+\sigma(x, y)}, \frac{\sigma(y, H y)[1+\sigma(x, H x)]}{1+\sigma(x, y)}, \\
\frac{\min \left\{\sigma^{2}(H x, H y), \sigma^{2}(x, H x), \sigma^{2}(y, H y)\right\}}{\psi(\sigma(x, y))}
\end{array}\right\}, \\
& Q(x, y)=\min \{\sigma(x, H y), \sigma(y, H x)\} \\
& R(x, y)=\max \{\sigma(x, y), \sigma(x, H x)\}
\end{aligned}
$$

Then, for each $x_{0} \in \mathcal{S}$ the sequence $\left\{H^{n} x_{0}\right\}_{n \in \mathbb{N}}$ converges to a fixed point of $H$.
Corollary 4. Assume that there exist $q \in[0,1)$ and $a \geq 0$ such that

$$
P(x, y)-a Q(x, y) \leq q R(x, y)
$$

for all distinct $x, y \in \mathcal{S}$ where $P(x, y), Q(x, y), R(x, y)$ are defined as in Theorem 15 Then, for each $x_{0} \in \mathcal{S}$ the sequence $\left\{H^{n} x_{0}\right\}_{n \in \mathbb{N}}$ converges to a fixed point of $H$.

Corollary 5. Assume that there exist $q \in[0,1)$ and $a \geq 0$ such that

$$
\min \{\sigma(H x, H y), \sigma(x, y), \sigma(x, H x), \sigma(y, H y)\}-a Q(x, y) \leq q R(x, y)
$$

for $x, y \in \mathcal{S}$ where $Q(x, y), R(x, y)$ are defined as in Theorem 15 Then, for each $x_{0} \in \mathcal{S}$ the sequence $\left\{H^{n} x_{0}\right\}_{n \in \mathbb{N}}$ converges to a fixed point of $H$.

Corollary 6. If there exists $k, p \in[0,1)$ with $k+p<1$ and $a \geq 0$ such that

$$
\min \{\sigma(H x, H y), \sigma(x, y), \sigma(x, H x), \sigma(y, H y)\}-a Q(x, y) \leq k \sigma(x, y)+p \sigma(x, H x)
$$

for $x, y \in \mathcal{S}$ where $Q(x, y), R(x, y)$ are defined as in Theorem 15, then, for each $x_{0} \in \mathcal{S}$, the sequence $\left\{H^{n} x_{0}\right\}_{n \in \mathbb{N}}$ converges to a fixed point of $H$.

Definition 15. A self-mapping $H: \mathcal{S} \rightarrow \mathcal{S}$ is called weakly- $\psi$-Ćirić-Jotić type simulated if there exist $\zeta \in \mathcal{Z}$ and $\psi \in \Psi$ such that

$$
\begin{equation*}
\zeta(P(x, y)-a Q(x, y), \psi(R(x, y))) \geq 0 \tag{63}
\end{equation*}
$$

for all $x, y \in \mathcal{S}$, where

$$
P_{H}(x, y)=\min \left\{\begin{array}{c}
\sigma(H x, H y), \sigma(x, y), \sigma(x, H x), \sigma(y, H y) \\
\frac{\sigma(x, H x)[1+\sigma(y, H y)]}{1+\sigma(x, y)}, \frac{\sigma(y, H y)[1+\sigma(x, H x)]}{1+\sigma(x, y)}, \\
\frac{\min \left\{\sigma^{2}(H x, H y), \sigma^{2}(x, H x), \sigma^{2}(y, H y)\right\}}{\psi(\sigma(x, y))}
\end{array}\right\}
$$

$$
\begin{aligned}
Q_{H}(x, y) & =\min \{\sigma(x, H y), \sigma(y, H x)\} \\
R(x, y) & =\max \{\sigma(x, y), \sigma(x, H x)\}
\end{aligned}
$$

with $R(x, y) \neq 0$.
Theorem 16. If a mappings $H$ is weakly- $\psi$-Ćirić-Jotić type simulated, then for each $x_{0} \in \mathcal{S}$ the sequence $\left\{H^{n} x_{0}\right\}_{n \in \mathbb{N}}$ converges to a fixed point of $H$.

Proof. We use the same construction as in Theorem 12 to get an iterative sequence $\left\{x_{n}=H x_{n-1}\right\}_{n \in \mathbb{N}}$, with an arbitrary initial value $x_{0}:=x \in \mathcal{S}$. Repeating the same arguments in the proof of Theorem 12, we derive that adjacent terms of the sequence $\left\{x_{n}\right\}$ are distinct, i.e.,

$$
x_{n} \neq x_{n-1} \text { for all } n \in \mathbb{N} .
$$

For $x=x_{n-1}$ and $y=x_{n}$, the inequality (80) infer that

$$
\begin{align*}
0 & \left.\leq \zeta\left(K\left(x_{n-1}, x_{n}\right)\right)-a Q\left(x_{n-1}, x_{n}\right), \psi\left(S\left(x_{n-1}, x_{n}\right)\right)\right)  \tag{64}\\
& \left.<\psi\left(S\left(x_{n-1}, x_{n}\right)\right)-K\left(x_{n-1}, x_{n}\right)\right)-a Q\left(x_{n-1}, x_{n}\right)
\end{align*}
$$

It yields that

$$
\begin{equation*}
\left.K\left(x_{n-1}, x_{n}\right)\right)-a Q\left(x_{n-1}, x_{n}\right) \leq \psi\left(S\left(x_{n-1}, x_{n}\right)\right), \tag{65}
\end{equation*}
$$

where

$$
\begin{aligned}
K\left(x_{n-1}, x_{n}\right) & =\min \left\{\sigma\left(H x_{n-1}, H x_{n}\right), \sigma\left(x_{n}, H x_{n}\right)\right\}=\sigma\left(x_{n}, x_{n+1}\right), \\
Q\left(x_{n-1}, x_{n}\right) & =\min \left\{\sigma\left(x_{n-1}, H x_{n}\right) \sigma\left(x_{n}, H x_{n-1}\right)\right\}=0, \\
S\left(x_{n-1}, x_{n}\right) & =\min \left\{\sigma\left(x_{n-1}, x_{n}\right), \sigma\left(x_{n-1}, H x_{n-1}\right), \sigma\left(x_{n}, H x_{n}\right)\right\} \\
& =\min \left\{\sigma\left(x_{n-1}, x_{n}\right), \sigma\left(x_{n}, x_{n+1}\right)\right\} .
\end{aligned}
$$

Since $\psi(t)<t$ for all $t>0$, the case $S\left(x_{n-1}, x_{n}\right)=\sigma\left(x_{n}, x_{n+1}\right)$ is impossible. More precisely, it is the case, the inequality (65) turns into

$$
\sigma\left(x_{n}, x_{n+1}\right) \leq \psi \sigma\left(x_{n}, x_{n+1}\right)<\sigma\left(x_{n}, x_{n+1}\right),
$$

a contradiction. Hence, the inequality (65) yields that

$$
\sigma\left(x_{n}, x_{n+1}\right) \leq \psi \sigma\left(x_{n-1}, x_{n}\right)<\sigma\left(x_{n-1}, x_{n}\right) \text { and } \sigma\left(x_{n}, x_{n+1}\right) \leq \psi^{n} \sigma\left(x_{0}, x_{1}\right)
$$

for all $n \in \mathbb{N}$.
Hence, we conclude that the sequence $\left\{\sigma\left(x_{n}, x_{n+1}\right)\right\}$ is non-increasing. On what follows that we show that the iterative sequence $\left\{x_{n}\right\}$ has no periodic point, i.e.,

$$
\begin{equation*}
x_{n} \neq x_{n+k} \text { for all } k \in \mathbb{N} \text { and for all } n \in \mathbb{N}_{0} . \tag{66}
\end{equation*}
$$

Indeed, if $x_{n}=x_{n+k}$ for some $n \in \mathbb{N}_{0}$ and $k \in \mathbb{N}$, we have $x_{n+1}=H x_{n}=H x_{n+k}=x_{n+k+1}$. Based on the observations above, we obtain that $K\left(x_{n-1}, x_{n}\right)=\sigma\left(x_{n}, x_{n+1}\right)$. Consequently, the inequality (66) and (80) implied that

$$
\begin{align*}
\sigma\left(x_{n}, x_{n+1}\right) & =K\left(x_{n-1}, x_{n}\right)-a Q\left(x_{n-1}, x_{n}\right) \leq \psi\left(S\left(x_{n-1}, x_{n}\right)\right), \\
& \leq \psi\left(S\left(x_{n+k-1}, x_{n+k}\right)\right),  \tag{67}\\
& \leq \psi\left(\sigma\left(x_{n+k-1}, x_{n+k}\right)\right) \\
& \leq \psi^{k-1}\left(\sigma\left(x_{n}, x_{n+1}\right)\right)<\sigma\left(x_{n}, x_{n+1}\right),
\end{align*}
$$

which is a contradiction. Hence, we assume that

$$
\begin{equation*}
x_{n} \neq x_{m} \text { for all distinct } n, m \in \mathbb{N} \text {. } \tag{68}
\end{equation*}
$$

A verbatim repetition of the related lines in the proof of Theorem 12 completes the proof.
On account of Example $1(i)$, we conclude the following result from Theorem 16.
Theorem 17 ([8]). Suppose that there exists $\psi \in \Psi$ and $a \geq 0$ such that

$$
\begin{equation*}
K(x, y)-a Q(x, y) \leq \psi(S(x, y)) \tag{69}
\end{equation*}
$$

for all distinct $x, y \in \mathcal{S}$ where

$$
\begin{aligned}
& K(x, y)=\min \{\sigma(H x, H y), \sigma(y, H y)\} \\
& Q(x, y)=\min \{\sigma(x, H y), \sigma(y, H x)\} \\
& S(x, y)=\max \{\sigma(x, y), \sigma(x, H x), \sigma(y, H y)\}
\end{aligned}
$$

Then, for each $x_{0} \in \mathcal{S}$ the sequence $\left\{H^{n} x_{0}\right\}_{n \in \mathbb{N}}$ converges to a fixed point of $H$.
Corollary 7. If there exists $q \in[0,1)$ and $a \geq 0$ such that

$$
K(x, y)-a Q(x, y) \leq q S(x, y)
$$

for all distinct $x, y \in \mathcal{S}$ where $K(x, y), Q(x, y), S(x, y)$ are defined as in Theorem 17 , then, for each $x_{0} \in \mathcal{S}$ the sequence $\left\{H^{n} x_{0}\right\}_{n \in \mathbb{N}}$ converges to a fixed point of $H$.

Corollary 8. Suppose that there exists $k, p, r \in[0,1)$ with $k+p+r<1$ and $a \geq 0$ such that

$$
K(x, y)-a Q(x, y) \leq k \sigma(x, y)+p \sigma(x, H x)+r \sigma(x, H x)
$$

for $x, y \in \mathcal{S}$ where $K(x, y), Q(x, y)$ are defined as in Theorem 17 Then, for each $x_{0} \in \mathcal{S}$ the sequence $\left\{H^{n} x_{0}\right\}_{n \in \mathbb{N}}$ converges to a fixed point of $H$.

### 4.3. Achari Type Non-Unique Fixed Point Results

Definition 16. A self-mapping $H: \mathcal{S} \rightarrow \mathcal{S}$ is called $\psi$-Achari type simulated if there exists $\zeta \in \mathcal{Z}$ and $\psi \in \Psi$ such that

$$
\begin{equation*}
\zeta\left(\frac{A(x, y)-B(x, y)}{C(x, y)}, \psi(\sigma(x, y))\right) \geq 0 \tag{70}
\end{equation*}
$$

for all $x, y \in \mathcal{S}$, where

$$
\begin{aligned}
A(x, y) & =\min \{\sigma(H x, H y) \sigma(x, y), \sigma(x, H x) \sigma(y, H y)\} \\
B(x, y) & =\min \{\sigma(x, H x) \sigma(x, H y), \sigma(y, H y) \sigma(H x, y)\} \\
C(x, y) & =\min \{\sigma(x, H x), \sigma(y, H y)\}
\end{aligned}
$$

with $C(x, y) \neq 0$.
Theorem 18. If a mappings $H$ is $\psi$-Achari type simulated, then for each $x_{0} \in \mathcal{S}$ the sequence $\left\{H^{n} x_{0}\right\}_{n \in \mathbb{N}}$ converges to a fixed point of $H$.

Proof. By following line by line the proof of Theorem 12, we construct an iterative sequence $\left\{x_{n}=\right.$ $\left.H x_{n-1}\right\}_{n \in \mathbb{N}}$, starting from an arbitrary initial value $x_{0}:=x \in \mathcal{S}$. Regarding the discussion in the proof of Theorem 12, we know that the terms of the sequence $\left\{x_{n}\right\}$ are distinct, i.e.,

$$
x_{n} \neq x_{n-1} \text { for all } n \in \mathbb{N}
$$

Taking the inequality (79) into account, by letting $x=x_{n-1}$ and $y=x_{n}$ in, we attain that

$$
\begin{align*}
0 & \leq \zeta\left(\frac{A\left(x_{n-1}, x_{n}\right)-B\left(x_{n-1}, x_{n}\right)}{C\left(x_{n-1}, x_{n}\right)}, \psi\left(\sigma\left(x_{n-1}, x_{n}\right)\right)\right) \\
& <\psi\left(\sigma\left(x_{n-1}, x_{n}\right)\right)-\frac{A\left(x_{n-1}, x_{n}\right)-B\left(x_{n-1}, x_{n}\right)}{C\left(x_{n-1}, x_{n}\right)} \tag{71}
\end{align*}
$$

which implies that

$$
\frac{A\left(x_{n-1}, x_{n}\right)-B\left(x_{n-1}, x_{n}\right)}{C\left(x_{n-1}, x_{n}\right)} \leq \psi\left(\sigma\left(x_{n-1}, x_{n}\right)\right)
$$

where

$$
\begin{aligned}
A\left(x_{n-1}, x_{n}\right) & =\min \left\{\sigma\left(H x_{n-1}, H x_{n}\right) \sigma\left(x_{n-1}, x_{n}\right), \sigma\left(x_{n-1}, H x_{n-1}\right) \sigma\left(x_{n}, H x_{n}\right)\right\}, \\
B\left(x_{n-1}, x_{n}\right) & =\min \left\{\sigma\left(x_{n-1}, H x_{n-1}\right) \sigma\left(x_{n-1}, H x_{n}\right), \sigma\left(x_{n}, H x_{n}\right) \sigma\left(H x_{n-1}, x_{n}\right)\right\}, \\
C\left(x_{n-1}, x_{n}\right) & =\min \left\{\sigma\left(x_{n-1}, H x_{n-1}\right), \sigma\left(x_{n}, H x_{n}\right)\right\} .
\end{aligned}
$$

On account of $b$-BDS, we simplify the above the inequality as

$$
\begin{equation*}
\frac{\sigma\left(x_{n}, x_{n+1}\right) \sigma\left(x_{n-1}, x_{n}\right)}{\min \left\{\sigma\left(x_{n-1}, x_{n}\right), \sigma\left(x_{n}, x_{n+1}\right)\right\}} \leq \psi\left(\sigma\left(x_{n-1}, x_{n}\right)\right) \tag{72}
\end{equation*}
$$

Notice that for the case $\min \left\{\sigma\left(x_{n-1}, x_{n}\right), \sigma\left(x_{n}, x_{n+1}\right)\right\}=\sigma\left(x_{n}, x_{n+1}\right)$, the inequality (72) turns into

$$
\sigma\left(x_{n-1}, x_{n}\right) \leq \psi\left(\sigma\left(x_{n-1}, x_{n}\right)\right)<\sigma\left(x_{n-1}, x_{n}\right)
$$

a contraction (since $\psi(t)<t$ for all $t>0$ ). Accordingly, we conclude that

$$
\sigma\left(x_{n}, x_{n+1}\right) \leq \psi\left(\sigma\left(x_{n-1}, x_{n}\right)\right)
$$

Recursively, we get

$$
\begin{equation*}
\sigma\left(x_{n}, x_{n+1}\right) \leq \psi\left(\sigma\left(x_{n-1}, x_{n}\right)\right) \leq \psi^{2}\left(\sigma\left(x_{n-2}, x_{n-1}\right)\right) \leq \cdots \leq \psi^{n}\left(\sigma\left(x_{0}, x_{1}\right)\right) \tag{73}
\end{equation*}
$$

Due to definition of comparison function, we have

$$
\lim _{n \rightarrow \infty} \sigma\left(x_{n+1}, x_{n}\right)=0
$$

Furthermore, one can easily show that the sequence $\left\{x_{n}\right\}$ has no periodic point, i.e.,

$$
\begin{equation*}
x_{n} \neq x_{n+k} \text { for all } k \in \mathbb{N} \text { and for all } n \in \mathbb{N}_{0} \tag{74}
\end{equation*}
$$

Indeed, if $x_{n}=x_{n+k}$ for some $n \in \mathbb{N}_{0}$ and $k \in \mathbb{N}$, we get $x_{n+1}=H x_{n}=H x_{n+k}=x_{n+k+1}$. On account of (73), we derive that

$$
\begin{equation*}
\sigma\left(x_{n}, x_{n+1}\right)=\sigma\left(x_{n+k}, x_{n+k+1}\right) \leq \psi^{k}\left(\sigma\left(x_{n}, x_{n+1}\right)<\sigma\left(x_{n}, x_{n+1}\right)\right. \tag{75}
\end{equation*}
$$

a contradiction. Accordingly, we suppose that

$$
\begin{equation*}
x_{n} \neq x_{m} \text { for all distinct } n, m \in \mathbb{N} \text {. } \tag{76}
\end{equation*}
$$

A verbatim repetition of the related lines in the proof of Theorem 12 completes the proof.
On account of Example $1(i)$, we conclude the following result from Theorem 18.
Theorem 19 ([8]). Suppose that there exists $\psi \in \Psi$ such that

$$
\begin{equation*}
\frac{A(x, y)-B(x, y)}{C(x, y)} \leq \psi(\sigma(x, y)) \tag{77}
\end{equation*}
$$

for all $x, y \in \mathcal{S}$, where

$$
\begin{aligned}
A(x, y) & =\min \{\sigma(H x, H y) \sigma(x, y), \sigma(x, H x) \sigma(y, H y)\} \\
B(x, y) & =\min \{\sigma(x, H x) \sigma(x, H y), \sigma(y, H y) \sigma(H x, y)\} \\
C(x, y) & =\min \{\sigma(x, H x), \sigma(y, H y)\}
\end{aligned}
$$

with $C(x, y) \neq 0$. Then, for each $x_{0} \in \mathcal{S}$ the sequence $\left\{H^{n} x_{0}\right\}_{n \in \mathbb{N}}$ converges to a fixed point of $H$.
Corollary 9. Suppose that there exists $\psi \in \Psi$ such that

$$
\begin{equation*}
\frac{A(x, y)-B(x, y)}{C(x, y)} \leq \psi(\sigma(x, y)) \tag{78}
\end{equation*}
$$

for all $x, y \in \mathcal{S}$, where $A(x, y), B(x, y), C(x, y)$ are defined as in Theorem 19. Then, for each $x_{0} \in \mathcal{S}$ the sequence $\left\{H^{n} x_{0}\right\}_{n \in \mathbb{N}}$ converges to a fixed point of $H$.

The following is an immediate consequence of Theorem 19 by letting $\psi(t)=q t$, where $q \in[0,1)$.
Corollary 10. Suppose that there exists $q \in[0,1)$ such that

$$
\begin{equation*}
\frac{A(x, y)-B(x, y)}{C(x, y)} \leq q \sigma(x, y) \tag{79}
\end{equation*}
$$

for all $x, y \in \mathcal{S}$, where $A(x, y), B(x, y), C(x, y)$ are defined as in Theorem 19. Then, for each $x_{0} \in \mathcal{S}$ the sequence $\left\{H^{n} x_{0}\right\}_{n \in \mathbb{N}}$ converges to a fixed point of $H$.

### 4.4. Pachpatte Type Non-Unique Fixed Point Results

Definition 17. A self-mapping $H: \mathcal{S} \rightarrow \mathcal{S}$ is called $\psi$-Pachpatte type simulated if there exists $\zeta \in \mathcal{Z}$ and $\psi \in \Psi$ such that

$$
\begin{equation*}
\zeta(m(x, y)-n(x, y), \psi(\sigma(x, y))) \geq 0 \tag{80}
\end{equation*}
$$

for all $x, y \in \mathcal{S}$, where

$$
\begin{aligned}
m(x, y) & =\min \left\{[d(T x, T y)]^{2}, d(x, y) d(T x, T y),[d(y, T y)]^{2}\right\} \\
n(x, y) & =\min \{d(x, T x) d(y, T y), d(x, T y) d(y, T x)\}
\end{aligned}
$$

Theorem 20. If a mappings $H$ is $\psi$-Pachpatte type simulated, then for each $x_{0} \in \mathcal{S}$ the sequence $\left\{H^{n} x_{0}\right\}_{n \in \mathbb{N}}$ converges to a fixed point of $H$.

Proof. Again by following line by line the proof of Theorem 12, we construct an iterative sequence $\left\{x_{n}=H x_{n-1}\right\}_{n \in \mathbb{N}}$ whose terms are distinct from each other, by starting from an arbitrary initial value $x_{0}:=x \in \mathcal{S}$.

Taking the inequality (87) into consideration by letting $x=x_{n-1}$ and $y=x_{n}$, we find that

$$
\begin{aligned}
0 & \leq \zeta\left(m\left(x_{n-1}, x_{n}\right)-n\left(x_{n-1}, x_{n}\right), \psi\left(\sigma\left(x_{n-1}, H x_{n-1}\right) \sigma\left(x_{n}, H x_{n}\right)\right)\right) \\
& <\psi\left(\sigma\left(x_{n-1}, H x_{n-1}\right) \sigma\left(x_{n}, H x_{n}\right)\right)-m\left(x_{n-1}, x_{n}\right)-n\left(x_{n-1}, x_{n}\right)
\end{aligned}
$$

which yields that

$$
\begin{equation*}
m\left(x_{n-1}, x_{n}\right)-n\left(x_{n-1}, x_{n}\right) \leq \psi\left(\sigma\left(x_{n-1}, H x_{n-1}\right) \sigma\left(x_{n}, H x_{n}\right)\right) \tag{81}
\end{equation*}
$$

where

$$
\begin{aligned}
m\left(x_{n-1}, x_{n}\right) & =\min \left\{\left[\sigma\left(H x_{n-1}, H x_{n}\right)\right]^{2}, \sigma\left(x_{n-1}, x_{n}\right) \sigma\left(H x_{n-1}, H x_{n}\right),\left[\sigma\left(x_{n}, H x_{n}\right)\right]^{2}\right\}, \\
n\left(x_{n-1}, x_{n}\right) & =\min \left\{\sigma\left(x_{n-1}, H x_{n-1}\right) \sigma\left(x_{n}, H x_{n}\right), \sigma\left(x_{n-1}, H x_{n}\right) \sigma\left(x_{n}, H x_{n-1}\right)\right\} .
\end{aligned}
$$

By simplifying the inequality above inequality, we find that

$$
\begin{equation*}
m\left(x_{n-1}, x_{n}\right) \leq \psi\left(\sigma\left(x_{n-1}, x_{n}\right) \sigma\left(x_{n}, x_{n+1}\right)\right) \tag{82}
\end{equation*}
$$

where

$$
m\left(x_{n-1}, x_{n}\right)=\min \left\{\left[\sigma\left(x_{n}, x_{n+1}\right)\right]^{2}, \sigma\left(x_{n-1}, x_{n}\right) \sigma\left(x_{n}, x_{n+1}\right)\right\}
$$

It is clear that the case

$$
m\left(x_{n-1}, x_{n}\right)=\sigma\left(x_{n-1}, x_{n}\right) \sigma\left(x_{n}, x_{n+1}\right)
$$

is not possible. If it would be the case, the inequality (83) turns into

$$
\begin{equation*}
\sigma\left(x_{n-1}, x_{n}\right) \sigma\left(x_{n}, x_{n+1}\right) \leq \psi\left(\sigma\left(x_{n-1}, x_{n}\right) \sigma\left(x_{n}, x_{n+1}\right)\right)<\sigma\left(x_{n-1}, x_{n}\right) \sigma\left(x_{n}, x_{n+1}\right), \tag{83}
\end{equation*}
$$

a contraction (since $\psi(t)<t$ for all $t>0$ ). Consequently, we derive

$$
\begin{equation*}
\left[\sigma\left(x_{n}, x_{n+1}\right)\right]^{2} \leq \psi\left(\sigma\left(x_{n-1}, x_{n}\right) \sigma\left(x_{n}, x_{n+1}\right)\right)<\sigma\left(x_{n-1}, x_{n}\right) \sigma\left(x_{n}, x_{n+1}\right) \tag{84}
\end{equation*}
$$

which yields

$$
\begin{equation*}
\sigma\left(x_{n}, x_{n+1}\right)<\sigma\left(x_{n-1}, x_{n}\right) \tag{85}
\end{equation*}
$$

Regarding the fact that $\psi$ is nondecreasing, and combining the inequalities (84) and (85), we obtain that

$$
\begin{equation*}
\left[\sigma\left(x_{n}, x_{n+1}\right)\right]^{2} \leq \psi\left(\sigma\left(x_{n-1}, x_{n}\right) \sigma\left(x_{n}, x_{n+1}\right)\right)<\psi\left(\left[\sigma\left(x_{n-1}, x_{n}\right)\right]^{2}\right) \tag{86}
\end{equation*}
$$

Iteratively, we get that

$$
\left[\sigma\left(x_{n}, x_{n+1}\right)\right]^{2} \leq \psi\left(\left[\sigma\left(x_{n-1}, x_{n}\right)\right]^{2}\right) \leq \psi^{2}\left(\left[\sigma\left(x_{n-2}, x_{n-1}\right)\right]^{2}\right) \leq \cdots \leq \psi^{n}\left(\left[\sigma\left(x_{0}, x_{1}\right)\right]^{2}\right)
$$

Hence, we have

$$
\lim _{n \rightarrow \infty}\left[\sigma\left(x_{n+1}, x_{n}\right)\right]^{2}=0 \Longleftrightarrow \lim _{n \rightarrow \infty} \sigma\left(x_{n+1}, x_{n}\right)=0
$$

The rest of the proof is a verbatim repetition of the related lines in the proof of Theorem 12.

Due to Example $1(i)$, Theorem 22 yields the next result.
Theorem 21 ([8]). Suppose that there exists $\psi \in \Psi$ such that

$$
\begin{equation*}
m(x, y)-n(x, y) \leq \psi(\sigma(x, H x) \sigma(y, H y)) \tag{87}
\end{equation*}
$$

for all $x, y \in \mathcal{S}$, where

$$
\begin{aligned}
m(x, y) & =\min \left\{[\sigma(H x, H y)]^{2}, \sigma(x, y) \sigma(H x, H y),[\sigma(y, H y)]^{2}\right\} \\
n(x, y) & =\min \{\sigma(x, H x) \sigma(y, H y), \sigma(x, H y) \sigma(y, H x)\}
\end{aligned}
$$

Then, for each $x_{0} \in \mathcal{S}$ the sequence $\left\{H^{n} x_{0}\right\}_{n \in \mathbb{N}}$ converges to a fixed point of $H$.
If we take $\psi(t)=q t$, then Theorem 21 implies the following result.
Corollary 11. If there exists $q \in[0,1)$ such that

$$
\begin{equation*}
m(x, y)-n(x, y) \leq q \sigma(x, H x) \sigma(y, H y) \tag{88}
\end{equation*}
$$

for all $x, y \in \mathcal{S}$, where $m(x, y)$ and $n(x, y)$ are defined as in Theorem 21 , then, for each $x_{0} \in \mathcal{S}$ the sequence $\left\{H^{n} x_{0}\right\}_{n \in \mathbb{N}}$ converges to a fixed point of $H$.

### 4.5. Karapinar Type Non-Unique Fixed Point Results

Definition 18. A self-mapping $H: \mathcal{S} \rightarrow \mathcal{S}$ is called $\psi$-Karapinar type simulated if there exist $\zeta \in \mathcal{Z}$ and $\psi \in \Psi$ such that

$$
\begin{gather*}
0 \leq \frac{a_{4}-a_{2}}{a_{1}+a_{2}}<1, a_{1}+a_{2} \neq 0, a_{1}+a_{2}+a_{3}>0 \text { and } 0 \leq a_{3}-a_{5}  \tag{89}\\
\zeta(L(x, y), R(x, y)) \tag{90}
\end{gather*}
$$

for all $x, y \in \mathcal{S}$, where

$$
\begin{aligned}
L(x, y) & :=a_{1} \sigma(H x, H y)+a_{2}[\sigma(x, H x)+\sigma(y, H y)]+a_{3}[\sigma(y, H x)+\sigma(x, H y)] \\
R_{( }(x, y) & :=a_{4} \sigma(x, y)+a_{5} \sigma\left(x, F^{2} x\right)
\end{aligned}
$$

Theorem 22. If a mappings $H$ is $\psi$-Karapinar type simulated, then for each $x_{0} \in \mathcal{S}$ the sequence $\left\{H^{n} x_{0}\right\}_{n \in \mathbb{N}}$ converges to a fixed point of $H$.

Proof. For an arbitrary $x_{0} \in \mathcal{S}$, we shall built a construct a sequence $\left\{x_{n}\right\}$ as follows:

$$
\begin{equation*}
x_{n+1}:=H x_{n} \quad n=0,1,2, \ldots \tag{91}
\end{equation*}
$$

Utilizing the inequality by taking $x=x_{n}$ and $y=x_{n+1}$ we find that

$$
0 \leq \zeta(L(x, y), R(x, y))<R(x, y)-L(x, y)
$$

which infer to

$$
\begin{gather*}
a_{1} \sigma\left(H x_{n}, H x_{n+1}\right)+a_{2}\left[\sigma\left(x_{n}, H x_{n}\right)+\sigma\left(x_{n+1}, H x_{n+1}\right)\right]+a_{3}\left[\sigma\left(x_{n+1}, H x_{n}\right)+\sigma\left(x_{n}, H x_{n+1}\right)\right] \\
\leq a_{4} \sigma\left(x_{n}, x_{n+1}\right)+a_{5} \sigma\left(x_{n}, F^{2} x_{n}\right) \tag{92}
\end{gather*}
$$

for all $a_{1}, a_{2}, a_{3}, a_{4}, a_{5}$ which fulfils (89). On account of (91), the statement (92) becomes

$$
\begin{gather*}
a_{1} \sigma\left(x_{n+1}, x_{n+2}\right)+a_{2}\left[\sigma\left(x_{n}, x_{n+1}\right)+\sigma\left(x_{n+1}, x_{n+2}\right)\right]+a_{3}\left[\sigma\left(x_{n+1}, x_{n+1}\right)+\sigma\left(x_{n}, x_{n+2}\right)\right]  \tag{93}\\
\leq a_{4} \sigma\left(x_{n}, x_{n+1}\right)+a_{5} \sigma\left(x_{n}, x_{n+2}\right) .
\end{gather*}
$$

By a simple computation, we derive

$$
\begin{equation*}
\left(a_{1}+a_{2}\right) \sigma\left(x_{n+1}, x_{n+2}\right)+\left(a_{3}-a_{5}\right) \sigma\left(x_{n}, x_{n+2}\right) \leq\left(a_{4}-a_{2}\right) \sigma\left(x_{n}, x_{n+1}\right) \tag{94}
\end{equation*}
$$

So, the inequality above yields that

$$
\begin{equation*}
\sigma\left(x_{n+1}, x_{n+2}\right) \leq q \sigma\left(x_{n}, x_{n+1}\right) \tag{95}
\end{equation*}
$$

where $q=\frac{a_{4}-a_{2}}{a_{1}+a_{2}}$. Due to (89), we have $0 \leq q<1$. Regarding (95), we recursively obtain

$$
\begin{equation*}
\sigma\left(x_{n}, x_{n+1}\right) \leq q \sigma\left(x_{n-1}, x_{n}\right) \leq q^{2} \sigma\left(x_{n-2}, x_{n-1}\right) \leq \cdots \leq q^{n} \sigma\left(x_{0}, x_{1}\right) \tag{96}
\end{equation*}
$$

Thus, the sequence $\left\{\sigma\left(x_{n}, x_{n+1}\right)\right\}$ is non-increasing.
On what follows that we shall prove that the sequence $\left\{x_{n}\right\}$ has no periodic point, i.e.,

$$
\begin{equation*}
x_{n} \neq x_{n+k} \text { for all } k \in \mathbb{N} \text { and for all } n \in \mathbb{N}_{0} \tag{97}
\end{equation*}
$$

Actually, if $x_{n}=x_{n+k}$ for some $n \in \mathbb{N}_{0}$ and $k \in \mathbb{N}$, we find $x_{n+1}=H x_{n}=H x_{n+k}=x_{n+k+1}$. Keeping the inequality (95) in the mind, we derive that

$$
\begin{equation*}
\sigma\left(x_{n}, x_{n+1}\right)=\sigma\left(x_{n+k}, x_{n+k+1}\right) \leq q^{k} \sigma\left(x_{n}, x_{n+1}\right) \tag{98}
\end{equation*}
$$

which is a contradiction. Consequently, we suppose that

$$
\begin{equation*}
x_{n} \neq x_{m} \text { for all distinct } n, m \in \mathbb{N} \text {. } \tag{99}
\end{equation*}
$$

One can easily discover that $x_{n+k} \neq x_{m+k}$ for all distinct $n, m \in \mathbb{N}$ and $x_{n+k}, x_{m+k} \in \mathcal{S} \backslash\left\{x_{n}, x_{m}\right\}$.
There exists a natural number $M$ such that

$$
0<q^{k} s<1 \text { for all } k \geq M
$$

since $k \in[0,1)$ and hence $\lim _{n \rightarrow \infty} k^{n}=0$.
As a next step, we shall indicate that $\left\{x_{n}\right\}$ is a Cauchy sequence. By regarding the modified quadrilateral inequality, we find

$$
\begin{align*}
\sigma\left(x_{m}, x_{n}\right) & \leq s\left[\sigma\left(x_{m}, x_{m+k}\right)+\sigma\left(x_{m+k}, x_{n+k}\right)+\sigma\left(x_{n+k}, x_{n}\right)\right] \\
& \leq s q^{m} \sigma\left(x_{0}, x_{k}\right)+s q^{k} \sigma\left(x_{m}, x_{n}\right)+s q^{n} \sigma\left(x_{k}, x_{0}\right) \tag{100}
\end{align*}
$$

By rearranging the term in the inequality above, we attain that

$$
\begin{equation*}
\sigma\left(x_{m}, x_{n}\right) \leq \frac{s\left(q^{m}+q^{n}\right)}{1-q^{k} s} \sigma\left(x_{k}, x_{0}\right) \tag{101}
\end{equation*}
$$

Consequently, we derive that $\left\{x_{n}\right\}_{n \in \mathbb{N}}$ is a Cauchy sequence.
The rest of the proof is deduced by following the corresponding lines in the proof of Theorem 12.

We deduce the following results, by employing Example $1(i)$ on Theorem 22.
Theorem 23 ([8]). Let $H$ be an orbitally continuous self-map on the $H$-orbitally complete $b$-Branciari distance space $(\mathcal{S}, \sigma)$. Suppose there exist real numbers $a_{1}, a_{2}, a_{3}, a_{4}, a_{5}$ and a self mapping $H: \mathcal{S} \rightarrow \mathcal{S}$ satisfies the conditions

$$
\begin{gather*}
0 \leq \frac{a_{4}-a_{2}}{a_{1}+a_{2}}<1, a_{1}+a_{2} \neq 0, a_{1}+a_{2}+a_{3}>0 \text { and } 0 \leq a_{3}-a_{5}  \tag{102}\\
L(x, y) \leq R(x, y) \tag{103}
\end{gather*}
$$

for all $x, y \in \mathcal{S}$, where

$$
\begin{aligned}
L(x, y) & :=a_{1} \sigma(H x, H y)+a_{2}[\sigma(x, H x)+\sigma(y, H y)]+a_{3}[\sigma(y, H x)+\sigma(x, H y)] \\
\left.R_{( } x, y\right) & :=a_{4} \sigma(x, y)+a_{5} \sigma\left(x, F^{2} x\right)
\end{aligned}
$$

Then, $H$ has at least one fixed point.
It is clear that all results in these section can be stated in the context of Branciari distance space by letting $s=1$. For avoiding the repetition, we skip to list these immediate consequences of Chapter 4 . In addition, one can also get several more consequences by modifying the contraction inequality.

## 5. Conclusions

One of the most attractive research topic of nonlinear functional analysis is metric fixed point theory [1-129]. In this paper, we aim to underline the importance of the existence of a fixed point rather than uniqueness. Such non-unique fixed point theorems can be more applicable not only in nonlinear analysis, but also, in several qualitative sciences. It seems that the analog of the presented results can be derived in some other abstract spaces, such as in the setting of modular metric spaces.
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#### Abstract

Some well known results from the existing literature are extended and generalized via new contractive type mappings in fuzzy metric spaces. A non trivial supporting example is also provided to demonstrate the validity of the obtained results.


Keywords: fuzzy metric space; $\alpha$ - $\varrho$-fuzzy contraction; $M$-cauchy sequence; $G$-cauchy sequence

## 1. Introduction

The Banach contraction principle [1] plays an important role in the study of nonlinear equations and is one of the most useful mathematical tools for establishing the existence and uniqueness of a solution of an operator equation $T x=x$. Many researchers have extended and generalized this principle in different spaces such as $b$-metric spaces, vector valued metric spaces, $G$-metric spaces, partially ordered complete metric spaces, cone metric spaces etc. Zadeh [2] introduced the notions of fuzzy logic and fuzzy sets. With this introduction, fuzzy mathematics began to evolve. Kramosil and Michalek [3] initiated the concept of fuzzy metric space as a generalization of the probabilistic metric space.

Fixed point theory in fuzzy metric space has been an attractive area for researchers. Heilpern [4] introduced fuzzy mappings and proved the fixed point theorem for such mappings. Grabiec [5] defined complete fuzzy metric space ( G-complete fuzzy metric space) and extended the Banach fixed point theorem to fuzzy metric space (in the sense of Kramosil and Michalek). Besides the extension of the illustrious Banach contraction principle, several results concerning fixed point were established in G-complete fuzzy metric spaces (see, e.g, [6]). Gregori and Sapena [6] defined fuzzy contraction and established a fixed point result in fuzzy metric space in the sense of George and Veeramani. Afterwards many fixed point results were established for complete fuzzy metric spaces introduced by George and Veeramani [7], called $M$-complete fuzzy metric.

Gopal et al. [8] proposed the notion of $\alpha-\phi$-fuzzy contractive mapping and proved some fixed point results in G-complete fuzzy metric spaces in the sense of Grabiec. In this paper, we propose the notion of $\alpha-\varrho$-fuzzy contractive mapping and establish some fixed point results for such mappings. Our work generalizes several corresponding results given in the literature, in particular, the Grabiec fixed point theorem is extended. A supporting example is also given.

## 2. Preliminaries

In this section we recall some basic definitions which will be needed in the sequel.

Definition 1 ([9]). A binary operation $*:[0,1] \times[0,1] \rightarrow[0,1]$ satisfying conditions (1)-(4) is called continuous t-norm:

1.     * is associative and commutative,
2. $*$ is continuous,
3. $1 * r=r$ for all $r \in[0,1]$,
4. if $r \leq s$ and $w \leq z$ then $r * w \leq s * z$ for all $r, s, w, z \in[0,1]$.
$\alpha *_{L} \beta=\max \{\alpha+\beta-1,0\}$, called Lukasievicz $t$-norm,
$\alpha * p \beta=\alpha \beta$, called product $t$-norm, and $\alpha *_{M} \beta=\min \{\alpha, \beta\}$, minimum $t$-norm are examples of continuous $t$-norms. Michalek and Kramosil [3] defined fuzzy metric space in the following way.

Definition 2. Having a nonempty set $S$, let $\varsigma$ be a fuzzy set on $S^{2} \times[0, \infty)$ and * be a continuous $t$-norm. Then the triplet $(S, \zeta, *)$ is said to be fuzzy metric space if the following conditions are satisfied:
(K1) $\varsigma(r, s, 0)=0$;
(K2) $\varsigma(r, s, \ell)=1$ iff $r=s$ for all $r, s \in S$ and $\ell>0$;
(K3) $\varsigma(r, s, \ell)=\varsigma(s, r, \ell)$ for all $\ell>0$;
(K4) $\varsigma(r, s, \ell) * \varsigma(s, w, t) \leq \varsigma(r, w, \ell+t)$ for all $r, s, w \in S$ and $\ell, t>0$;
(K5) $\varsigma(r, s, \ell):[0, \infty) \rightarrow[0,1]$ is left continuous and non-decreasing function of $\ell$;
(K6) $\lim _{\ell \rightarrow \infty} \zeta(r, s, \ell)=1$, for all $r, s, w \in S$.
The value of $\varsigma(r, s, \ell)$ represents the degree of closeness between $r$ and $s$ with respect to $\ell \geq 0$. Veeramani and George modified Kramosil's definition of fuzzy metric space in the following way.

Definition 3 ([10]). The triplet $(S, \varsigma, *)$ is called fuzzy metric space, if $S$ is a nonempty set, * is a continuous $t$-norm and $\varsigma$ is a fuzzy set on $S^{2} \times[0, \infty)$ such that for all $r, s, w \in S$ and $\ell, t>0$ the following assertions are satisfied.
(G1) $\varsigma(r, s, \ell)>0$,
(G2) $\varsigma(r, s, \ell)=1$ iff $r=s$,
(G3) $\varsigma(r, s, \ell)=\varsigma(s, r, \ell)$,
(G4) $\varsigma(r, s, \ell) * \varsigma(s, w, t) \leq \varsigma(r, w, \ell+t)$,
(G5) $\varsigma(r, s,):.(0, \infty) \rightarrow[0,1]$ is continuous.
Remark 1 ([11]). It should be noted that $0<\varsigma(r, s, \ell)<1$ if $r \neq s$ and $\ell>0$.
Lemma 1 ([6]). $\varsigma(r, s,$.$) is nondecreasing for all r, s \in S$.
Example 1 ([10]). For a metric space $(S, d)$, let $M: S^{2} \times(0, \infty) \rightarrow[0,1]$ be defined as

$$
\varsigma(r, s, \ell)=\frac{k \ell^{n}}{k \ell^{n}+m d(r, s)} ; \forall r, s \in S \text { and } \ell>0 \text {. where } k, m, n \in \mathbb{R}^{+},
$$

where $*$ is product $t$-norm (also true for minimum $t$-norm). Then $\varsigma$ is a fuzzy metric on $S$ and is referred to as a fuzzy metric induced by the metric d.

If we take $k=m=n=1$, then the above fuzzy metric reduces to the well known standard fuzzy metric. For further examples of fuzzy metrics see [12].

Definition 4 ([7]). In a fuzzy metric space $(S, \varsigma, *)$ :

1. A sequence $\left\{r_{n}\right\}$ will converge to $r \in S$ if $\lim _{n \rightarrow \infty} \varsigma\left(r_{n}, r, \ell\right)=1, \forall \ell>0$.
2. $\quad\left\{r_{n}\right\}_{n \in \mathbb{N}}$ is said to be an $M$-cauchy sequence if for every positive real number $\epsilon \in(0,1)$ and $\ell>0$ there exists $n_{\epsilon} \in \mathbb{N}$. such that $\varsigma\left(r_{n}, r_{m}, \ell\right)>1-\epsilon, \forall m, n \geq n_{\epsilon}$.
3. $\left\{r_{n}\right\}_{n \in \mathbb{N}}$ is called $G$-cauchy sequence if $\lim _{n \rightarrow \infty} \varsigma\left(r_{n+k}, r_{n}, \ell\right)=1$, for all $\ell>0$ and each $k \in \mathbb{N}$.

If every $M$-Cauchy sequence converges to some point of a fuzzy metric space $(S, \zeta, *)$, then $(S, \zeta, *)$ is called $M$-complete. Similarly $(S, \zeta, *)$ will be $G$-complete if every G-Cauchy sequence converges in it. It is worth mentioning that $G$-completeness implies $M$-completeness.

## 3. Main Results

Definition 5. Let $(S, \varsigma, *)$ be a fuzzy metric space and $\Omega$ be the class of all mappings $\varrho:[0,1] \rightarrow[1, \infty)$ such that for any sequence $\left\{r_{n}\right\} \subset[0,1]$, of positive real numbers $r_{n} \rightarrow 1 \Rightarrow \varrho\left(r_{n}\right) \rightarrow 1$. Then a self mapping $F: S \rightarrow S$ is said to be $\alpha$ - $\varrho$-fuzzy contraction if there exists two functions $\alpha: S^{2} \times(0, \infty) \rightarrow[0, \infty)$ and $\varrho \in \Omega$ such that

$$
\begin{equation*}
(\varsigma(F r, F s, \kappa \ell))^{\alpha(r, F r, \ell) \alpha(s, F s, \ell)} \geq \varrho(\varsigma(r, s, \ell)) \varsigma(r, s, \ell) \tag{1}
\end{equation*}
$$

for all $r, s \in S, \quad \ell>0$ and $\kappa \in(0,1)$.
Now we have proved our first result.
Theorem 1. Let $(S, \zeta, *)$ be a $G$-complete fuzzy metric space, $F: S \rightarrow S$ be $\alpha-\varrho-f u z z y$ contraction where $\alpha: S^{2} \times(0, \infty) \rightarrow[0, \infty)$ is such that $\alpha(r, F r, \ell) \geq 1$, for all $r \in S \ell>0$.

Then $F$ has a unique fixed point.
Proof. Define sequence $\left\{r_{n}\right\}$ by $r_{n+1}=F r_{n}, n \in \mathbb{N} \cup\{0\}$ where $r_{0}$ is an arbitrary but fixed element in $S$. Then by the hypothesis it follows that $\alpha\left(r_{n}, F r_{n}, \ell\right) \geq 1$, for $n \in \mathbb{N} \cup\{0\}$. If $r_{n+1}=r_{n}$ for any $n \in \mathbb{N}$, then $r_{n}$ is a fixed point of $F$. Therefore we assume that $r_{n+1} \neq r_{n}$ for all $n \in \mathbb{N}$, i.e., that no consecutive terms of the sequence $\left\{r_{n}\right\}$ are equal.

Further, if $r_{n}=r_{m}$ for some $n<m$, then as no consecutive terms of the sequence $\left\{r_{n}\right\}$ are equal from (1), we have

$$
\begin{aligned}
\varsigma\left(r_{n+1}, r_{n+2}, \ell\right) & =\varsigma\left(F r_{n}, F r_{n+1}, \ell\right) \\
& >\left(\zeta\left(F r_{n}, F r_{n+1}, \kappa \ell\right)\right)^{\alpha\left(r_{n}, F r_{n}, \ell\right) \alpha\left(r_{n+1}, F r_{n+1}, \ell\right)} \\
& \geq \varrho\left(\zeta\left(r_{n}, r_{n+1}, \ell\right)\right) \varsigma\left(r_{n}, r_{n+1}, \ell\right) \geq \varsigma\left(r_{n}, r_{n+1}, \ell\right),
\end{aligned}
$$

i.e., $\varsigma\left(r_{n}, r_{n+1}, \ell\right)<\varsigma\left(r_{n+1}, r_{n+2}, \ell\right)$. Similarly one can show that

$$
\varsigma\left(r_{n}, r_{n+1}, \ell\right)<\varsigma\left(r_{n+1}, r_{n+2}, \ell\right)<\cdots<\varsigma\left(r_{m}, r_{m+1}, \ell\right)
$$

Now $r_{n}=r_{m}$ implies that $r_{n+1}=F r_{n}=F r_{m}=r_{m+1}$, and so, the above inequality yields a contradiction. Thus we can suppose $r_{n} \neq r_{m}$ for all distinct $m, n \in \mathbb{N}$. Using (1), we get

$$
\begin{aligned}
& \varsigma\left(r_{n}, r_{n+1}, \kappa \ell\right) \geq\left(\varsigma\left(F r_{n-1}, F r_{n}, \kappa \ell\right)\right)^{\alpha\left(r_{n-1}, F r_{n-1}, \ell\right) \alpha\left(r_{n}, F r_{n}, \ell\right)} \\
\geq & \varrho\left(\varsigma\left(r_{n-1}, r_{n}, \ell\right)\right) \varsigma\left(r_{n-1}, r_{n}, \ell\right) \geq \varsigma\left(r_{n-1}, r_{n}, \ell\right) .
\end{aligned}
$$

Therefore

$$
\begin{equation*}
\varsigma\left(r_{n}, r_{n+1}, \kappa \ell\right) \geq \varsigma\left(r_{n-1}, r_{n}, \ell\right) \tag{2}
\end{equation*}
$$

Continuing in this manner, one can conclude by simple induction that

$$
\begin{equation*}
\varsigma\left(r_{n}, r_{n+1}, \kappa \ell\right) \geq \varsigma\left(r_{0}, r_{1}, \frac{\ell}{\kappa^{n-1}}\right) \tag{3}
\end{equation*}
$$

Let $q$ be a positive integer, then using (K4), we have

$$
\varsigma\left(r_{n}, r_{n+q}, \ell\right) \geq \varsigma\left(r_{n}, r_{n+1}, \frac{\ell}{q}\right) * \varsigma\left(r_{n+1}, r_{n+2}, \frac{\ell}{q}\right) * \overbrace{\cdots \cdots *}^{q} \zeta\left(r_{n+q-1}, r_{n+q}, \frac{\ell}{q}\right)
$$

Using (3), we have

$$
\zeta\left(r_{n}, r_{n+q}, \ell\right) \geq \varsigma\left(r_{0}, r_{1}, \frac{\ell}{q \kappa^{n}}\right) * \zeta\left(r_{0}, r_{1}, \frac{\ell}{q \kappa^{n+1}}\right) * \overbrace{\cdots \cdots *}^{q} \varsigma\left(r_{0}, r_{1}, \frac{\ell}{q \kappa^{n+q-1}}\right) .
$$

For $n \rightarrow \infty$, the above inequality becomes

$$
\lim _{n \rightarrow \infty} \varsigma\left(r_{n}, r_{n+q}, \ell\right)=1
$$

Hence $\left\{r_{n}\right\}$ is $G$-cauchy. Therefore there will be some $w \in S$ such that $r_{n} \rightarrow w$ as $n \rightarrow \infty$, that is $\lim _{n \rightarrow \infty} \varsigma\left(r_{n}, w, \ell\right)=1$ for each $\ell>0$.
Now using (K4) and (1) we have

$$
\begin{aligned}
\varsigma(F w, w, \ell) & \geq \varsigma\left(F w, F r_{n}, \frac{\ell}{2}\right) * \varsigma\left(r_{n+1}, w, \frac{\ell}{2}\right) \\
& \geq \varsigma\left(F w, F r_{n}, \frac{\ell}{2}\right)^{\alpha(w, F w, \ell) \alpha\left(r_{n}, F r_{n}, \ell\right)} * \varsigma\left(r_{n+1}, w, \frac{\ell}{2}\right) \\
& \geq \varrho\left(\varsigma\left(w, r_{n}, \frac{\ell}{2}\right)\right) \varsigma\left(w, r_{n}, \frac{\ell}{2}\right) * \varsigma\left(r_{n+1}, w, \frac{\ell}{2}\right) \\
& \geq \varsigma\left(w, r_{n}, \frac{\ell}{2}\right) * \varsigma\left(r_{n+1}, w, \frac{\ell}{2}\right) \rightarrow 1 * 1=1 .
\end{aligned}
$$

Thus $F w=w$. To show uniqueness, let $w$ and $z$ be two distinct fixed points of $F$. That is $w=F w \neq$ $F z=z$. Then for all $\ell>0,0<\varsigma(w, z, \ell)=\varsigma(F w, F z, \ell)<1$. Therefore using (1), we have

$$
\begin{aligned}
1>\varsigma(w, z, \ell) & =\varsigma(F w, F z, \ell) \geq(\varsigma(F w, F z, \ell))^{\alpha(w, F w, \ell) \alpha(z, F z, \ell)} \\
& \geq \varrho\left(\varsigma\left(w, z, \frac{\ell}{\kappa}\right)\right) \varsigma\left(w, z, \frac{\ell}{\kappa}\right) \geq \varsigma\left(w, z, \frac{\ell}{\kappa}\right) .
\end{aligned}
$$

Applying (1) repeatedly, we have $1>\varsigma(w, z, \ell) \geq \varsigma\left(w, z, \frac{\ell}{\kappa}\right) \geq \varsigma\left(w, z, \frac{\ell}{\kappa^{2}}\right) \geq \cdots \geq \varsigma\left(w, z, \frac{\ell}{k^{n}}\right)$. Letting $n \rightarrow \infty$, we have $1 \leq \varsigma(w, z, \ell)<1$. Which is a contradiction. Hence $w=z$.

Theorem 2. Let $(S, \varsigma, *)$ be a G-complete fuzzy metric space, $F: S \rightarrow S$ be a mapping. If there exists two mappings $\alpha: S^{2} \times(0, \infty) \rightarrow[0, \infty)$ and $\varrho \in \Omega$ such that $\alpha(r, F r, \ell) \geq 1$, for all $r \in S, \ell>0$ and

$$
\begin{equation*}
2^{\varsigma(F r, F s, \kappa \ell)} \geq(\alpha(r, F r, \ell) \alpha(s, F s, \ell)+1)^{\varrho(\varsigma(r, s, \ell)) \varsigma(r, s, \ell)} \tag{4}
\end{equation*}
$$

for all $r, s \in S, 0<\kappa<1$ and $\ell>0$, then $F$ has a unique fixed point.
Proof. Let $r_{0}$ be an arbitrary element in $S$. Set $r_{n+1}=F r_{n}, n \in \mathbb{N}$. Then by the hypothesis of the theorem it follows that $\alpha\left(r_{n}, F r_{n}, \ell\right) \geq 1$, where $n \in \mathbb{N} \cup\{0\}$. If $r_{n+1}=r_{n}$ for any $n \in \mathbb{N}$, then $r_{n}$ is a fixed point of $F$. Therefore we assume that $r_{n+1} \neq r_{n}$ for all $n \in \mathbb{N}$, i.e., that no consecutive terms of the sequence $\left\{r_{n}\right\}$ are equal.

Further, if $r_{n}=r_{m}$ for some $n<m$, then as no consecutive terms of the sequence $\left\{r_{n}\right\}$ are equal from (4), we have

$$
\begin{aligned}
2^{\varsigma\left(r_{n+1}, r_{n+2}, \ell\right)} & =2^{\varsigma\left(F r_{n}, F r_{n+1}, \ell\right)} \\
& >2^{\varsigma\left(F r_{n}, F r_{n+1}, \kappa \ell\right)} \\
& \geq\left(\alpha\left(r_{n}, r_{n+1}, \ell\right) \alpha\left(r_{n+1}, r_{n+2}, \ell\right)+1\right)^{\varrho\left(\left(\varsigma\left(r_{n}, r_{n+1}, \ell\right)\right) \varsigma\left(r_{n}, r_{n+1}, \ell\right)\right.} \\
& >2^{\varsigma\left(r_{n}, r_{n+1}, \ell\right)}
\end{aligned}
$$

i.e., $\varsigma\left(r_{n}, r_{n+1}, \ell\right)<\varsigma\left(r_{n+1}, r_{n+2}, \ell\right)$. Similarly one can show that

$$
\varsigma\left(r_{n}, r_{n+1}, \ell\right)<\varsigma\left(r_{n+1}, r_{n+2}, \ell\right)<\cdots<\varsigma\left(r_{m}, r_{m+1}, \ell\right)
$$

Now $r_{n}=r_{m}$ implies that $r_{n+1}=F r_{n}=F r_{m}=r_{m+1}$, and so, the above inequality yields a contradiction. Thus we can suppose $r_{n} \neq r_{m}$ for all distinct $m, n \in \mathbb{N}$. Using (4), we get

$$
\begin{aligned}
2^{\varsigma\left(r_{n}, r_{n+1}, \kappa \ell\right)} & =2^{\left(\varsigma\left(F r_{n-1}, F r_{n}, \kappa \ell\right)\right)} \\
& \geq\left(\alpha\left(r_{n-1}, r_{n}, \ell\right) \alpha\left(r_{n}, r_{n+1}, \ell\right)+1\right)^{\varrho\left(\left(\varsigma\left(r_{n-1}, r_{n}, \ell\right)\right) \varsigma\left(r_{n-1}, r_{n}, \ell\right)\right.} \\
& \geq 2^{\varrho\left(\varsigma\left(r_{n-1}, r_{n}, \ell\right)\right) \varsigma\left(r_{n-1}, r_{n}, \ell\right)} .
\end{aligned}
$$

Therefore

$$
\begin{align*}
& \varsigma\left(r_{n}, r_{n+1}, \kappa \ell\right) \geq \varrho\left(\varsigma\left(r_{n-1}, r_{n}, \ell\right)\right)\left(\varsigma\left(r_{n-1}, r_{n}, \ell\right)\right)  \tag{5}\\
& \Rightarrow \varsigma\left(r_{n}, r_{n+1}, \kappa \ell\right) \geq \varsigma\left(r_{n-1}, r_{n}, \ell\right)
\end{align*}
$$

Continuing in this manner one can conclude, by simple induction, that

$$
\begin{equation*}
\varsigma\left(r_{n}, r_{n+1}, \kappa \ell\right) \geq \varsigma\left(r_{0}, r_{1}, \frac{\ell}{\kappa^{n-1}}\right) \tag{6}
\end{equation*}
$$

Using (K4), we have for any positive integer $q$,

$$
\varsigma\left(r_{n}, r_{n+q}, \ell\right) \geq \varsigma\left(r_{n}, r_{n+1}, \frac{\ell}{q}\right) * \varsigma\left(r_{n+1}, r_{n+2}, \frac{\ell}{q}\right) * \overbrace{\cdots \cdots \cdots}^{q} \varsigma\left(r_{n+q-1}, r_{n+q}, \frac{\ell}{q}\right) .
$$

Using (6), we have

$$
\varsigma\left(r_{n}, r_{n+q}, \ell\right) \geq \varsigma\left(r_{0}, r_{1}, \frac{\ell}{q \kappa^{n}}\right) * \varsigma\left(r_{0}, r_{1}, \frac{\ell}{q \kappa^{n+1}}\right) * \overbrace{\cdots \cdots *}^{q} \varsigma\left(r_{0}, r_{1}, \frac{\ell}{q \kappa^{n+q-1}}\right) .
$$

For $n \rightarrow \infty$ the above inequality gives

$$
\lim _{n \rightarrow \infty} \varsigma\left(r_{n}, r_{n+q}, \ell\right)=1
$$

Hence $\left\{r_{n}\right\}$ is $G$-cauchy. As $S$ is complete, there will be $w \in S$ such that $r_{n} \rightarrow w$ as $n \rightarrow \infty$, that is $\lim _{n \rightarrow \infty} \varsigma\left(r_{n}, w, \ell\right)=1$ for each $\ell>0$.
Using (4) we have

$$
\begin{aligned}
2^{\varsigma\left(F w, r_{n+1}, \kappa \ell\right)} & =2^{\left(\varsigma\left(F w, F r_{n}, \kappa \ell\right)\right)} \geq\left(\alpha(w, F w, \ell) \alpha\left(r_{n}, F r_{n}, \ell\right)+1\right)^{\varrho\left(( \varsigma ( w , r _ { n } , \ell ) ) \left(\varsigma\left(w, r_{n}, \ell\right)\right.\right.} \\
& \geq 2^{\varrho\left(( \varsigma ( w , r _ { n } , \ell ) ) \left(\varsigma\left(w, r_{n}, \ell\right)\right.\right.} .
\end{aligned}
$$

This implies

$$
\begin{equation*}
\varsigma\left(F w, r_{n+1}, \kappa \ell\right) \geq \varrho\left(( \varsigma ( w , r _ { n } , \ell ) ) \left(\varsigma\left(w, r_{n}, \ell\right) .\right.\right. \tag{7}
\end{equation*}
$$

Using (K4) and (7) we get

$$
\begin{aligned}
\varsigma(F w, w, \kappa \ell) & \geq \varsigma\left(F w, r_{n+1}, \kappa \frac{\ell}{2}\right) * \varsigma\left(w, r_{n+1}, \kappa \frac{\ell}{2}\right) \\
& \geq \varrho\left(\varsigma\left(w, r_{n}, \frac{\ell}{2}\right)\right) \varsigma\left(w, r_{n}, \frac{\ell}{2}\right) * \varsigma\left(w, r_{n+1}, \kappa \frac{\ell}{2}\right) \\
& \geq \varsigma\left(w, r_{n}, \frac{\ell}{2}\right) * \varsigma\left(w, r_{n+1}, \kappa \frac{\ell}{2}\right) .
\end{aligned}
$$

For $n \rightarrow \infty$ the above inequality gives

$$
\lim _{n \rightarrow \infty} \zeta(F w, w, \kappa \ell)=1 \Rightarrow F w=w
$$

To prove uniqueness of the fixed point, assume $w$ and $z$ be two distinct fixed points of $F$. That is $w=F w \neq F z=z$. Then for all $\ell>0,0<\varsigma(w, z, \ell)=\varsigma(F w, F z, \ell)<1$. Therefore using (4), we have

$$
\begin{aligned}
2>2^{\varsigma(w, z, \ell)} & =2^{\varsigma(F w, F z, \ell)} \\
& \geq\left(\alpha\left(w, F w, \frac{\ell}{\kappa}\right) \alpha\left(z, F z, \frac{\ell}{\kappa}\right)+1\right)^{\varrho\left(\varsigma\left(w, z, \frac{\ell}{\kappa}\right)\right) \varsigma\left(w, z, \frac{\ell}{\kappa}\right)} \\
& \geq 2^{\varrho\left(\varsigma\left(w, z, \frac{\ell}{\kappa}\right)\right) \varsigma\left(w, z, \frac{\ell}{\kappa}\right)} \\
& \geq 2^{\varsigma\left(w, z, \frac{\ell}{\kappa}\right)} .
\end{aligned}
$$

which implies $1>\varsigma(w, z, \ell) \geq \varsigma\left(w, z, \frac{\ell}{\kappa}\right)$. With repeated use of (4), it turns out that

$$
1>\varsigma(w, z, \ell) \geq \varsigma\left(w, z, \frac{\ell}{\kappa}\right) \geq \varsigma\left(w, z, \frac{\ell}{\kappa^{2}}\right) \geq \cdots \geq \varsigma\left(w, z, \frac{\ell}{\kappa^{n}}\right)
$$

For $n \rightarrow \infty$, we get $1 \leq \varsigma(w, z, \ell)<1$. Which is a contradiction. Therefore $w=z$.
Theorem 3. Let $(S, \varsigma, *)$ be a $G$-complete fuzzy metric space, $F: S \rightarrow S$ be a mapping. If there exist two mappings $\alpha: S^{2} \times(0, \infty) \rightarrow[0, \infty)$ and $\varrho \in \Omega$ such that $\alpha(r, F r, \ell) \geq 1$, for all $r \in S, \ell>0$ and

$$
\begin{equation*}
\frac{\varsigma(F r, F s, k \ell)}{\alpha(r, F r, \ell) \alpha(s, F s, \ell)} \geq \varrho(\varsigma(r, s, \ell)) \varsigma(r, s, \ell) \tag{8}
\end{equation*}
$$

for all $r, s \in S, 0<\kappa<1$ and $\ell>0$, then $F$ has a unique fixed point.
Proof. Set $r_{n+1}=F r_{n}, n=0,1, \cdots$, for a fixed element $r_{0} \in S$. By hypothesis of the theorem we have $\alpha\left(r_{n}, F r_{n}, \ell\right)=\alpha\left(r_{n}, r_{n+1}, \ell\right) \geq 1$ where $n \in \mathbb{N} \cup\{0\}$. Let $r_{n+1} \neq r_{n}$, for $n \geq 0$. Otherwise $r_{n}$ is fixed point of $F$ and hence the result is proved. Further, if $r_{n}=r_{m}$ for some $n<m$, then as no consecutive terms of the sequence $\left\{r_{n}\right\}$ are equal from (8), we have

$$
\begin{aligned}
\varsigma\left(r_{n+1}, r_{n+2}, \ell\right) & =\varsigma\left(F r_{n}, F r_{n+1}, \ell\right) \\
& >\varsigma\left(F r_{n}, F r_{n+1}, \kappa \ell\right) \geq \frac{\varsigma\left(F r_{n}, F r_{n+1}, \kappa \ell\right)}{\alpha\left(\left(r_{n}, r_{n+1}\right) \alpha\left(r_{n+1}, r_{n+2}, \ell\right)\right.} \\
& \geq \varrho\left(\varsigma\left(r_{n}, r_{n+1}, \ell\right) \varsigma\left(r_{n}, r_{n+1}, \ell\right)\right. \\
& >\varsigma\left(r_{n}, r_{n+1}, \ell\right)
\end{aligned}
$$

i.e., $\varsigma\left(r_{n}, r_{n+1}, \ell\right)<\varsigma\left(r_{n+1}, r_{n+2}, \ell\right)$. Similarly it can be proved that

$$
\varsigma\left(r_{n}, r_{n+1}, \ell\right)<\varsigma\left(r_{n+1}, r_{n+2}, \ell\right)<\cdots<\varsigma\left(r_{m}, r_{m+1}, \ell\right)
$$

Now $r_{n}=r_{m}$ implies that $r_{n+1}=F r_{n}=F r_{m}=r_{m+1}$, and so, the above inequality yields a contradiction. Thus we can suppose $r_{n} \neq r_{m}$ for all distinct $m, n \in \mathbb{N}$. Using (8), we have

$$
\begin{aligned}
\varsigma\left(r_{n}, r_{n+1}, \kappa \ell\right) & =\varsigma\left(F r_{n-1}, F r_{n}, \kappa \ell\right) \geq \frac{\varsigma\left(F r_{n-1}, F r_{n}, \kappa \ell\right)}{\alpha\left(r_{n-1}, r_{n}\right) \alpha\left(r_{n}, r_{n+1}, \ell\right)} \\
& \geq \varrho\left(\varsigma\left(r_{n-1}, r_{n}, \ell\right)\right) \varsigma\left(r_{n-1}, r_{n}, \ell\right)
\end{aligned}
$$

Therefore

$$
\begin{align*}
& \varsigma\left(r_{n}, r_{n+1}, \kappa \ell\right) \geq \varrho\left(\varsigma\left(r_{n-1}, r_{n}, \ell\right)\right)\left(\varsigma\left(r_{n-1}, r_{n}, \ell\right)\right)  \tag{9}\\
& \Rightarrow \varsigma\left(r_{n}, r_{n+1}, \kappa \ell\right) \geq \varsigma\left(r_{n-1}, r_{n}, \ell\right)
\end{align*}
$$

Following the related arguments in the proof of Theorem (1), we conclude that $\left\{r_{n}\right\}$ is a G-cauchy sequence. Due to the completeness of $S$, there will be $w \in S$ such that $r_{n} \rightarrow w$ as $n \rightarrow \infty$, that is $\lim _{n \rightarrow \infty} \varsigma\left(r_{n}, w, \ell\right)=1$ for each $\ell>0$.

Then using (K4) and (8) we have

$$
\begin{aligned}
\varsigma(F w, w, \kappa \ell) & \geq \varsigma\left(F w, r_{n+1}, \kappa \frac{\ell}{2}\right) * \varsigma\left(w, r_{n+1}, \kappa \frac{\ell}{2}\right) \\
& =\varsigma\left(F w, F r_{n}, \kappa \frac{\ell}{2}\right) * \varsigma\left(w, r_{n+1}, \kappa \frac{\ell}{2}\right) \\
& \geq \frac{\varsigma\left(F w, F r_{n}, \kappa \frac{\ell}{2}\right)}{\alpha(w, F w, \ell) \alpha\left(r_{n}, r_{n+1}, \ell\right)} * \varsigma\left(w, r_{n+1}, \kappa \frac{\ell}{2}\right) \\
& \geq \varrho\left(( \varsigma ( w , r _ { n } , \frac { \ell } { 2 } ) ) \left(\varsigma\left(w, r_{n}, \frac{\ell}{2}\right) * \varsigma\left(w, r_{n+1}, \kappa \frac{\ell}{2}\right)\right.\right. \\
& \geq \varsigma\left(w, r_{n}, \frac{\ell}{2}\right) * \varsigma\left(w, r_{n+1}, \kappa \frac{\ell}{2}\right)
\end{aligned}
$$

For $n \rightarrow \infty$ the above inequality gives

$$
\lim _{n \rightarrow \infty} \varsigma(F w, w, \kappa \ell)=1 \Rightarrow F w=w
$$

For uniqueness, assume $w$ and $z$ be two distinct fixed points of $F$. That is $w=F w \neq F z=z$. Then for all $\ell>0,0<\varsigma(w, z, \ell)=\varsigma(F w, F z, \ell)<1$. Therefore using (8), we have

$$
\begin{aligned}
1>\varsigma(w, z, \ell) & =\varsigma(F w, F z, \ell) \\
& \geq \frac{\varsigma(F w, F z, \ell)}{\alpha(w, F w, \ell) \alpha(z, F z, \ell)} \\
& \left.\geq \varrho\left(\varsigma\left(w, z, \frac{\ell}{\kappa}\right)\right) \varsigma\left(w, z, \frac{\ell}{\kappa}\right)\right) \geq \varsigma\left(w, z, \frac{\ell}{\kappa}\right) .
\end{aligned}
$$

Using (8), it can be shown that $1>\varsigma(w, z, \ell) \geq \varsigma\left(w, z, \frac{\ell}{\kappa}\right) \geq \varsigma\left(w, z, \frac{\ell}{\kappa^{2}}\right) \geq \cdots \geq \varsigma\left(w, z, \frac{\ell}{\kappa^{n}}\right)$.
Letting $n \rightarrow \infty$, we get $1 \leq \varsigma(w, z, \ell)<1$, a contradiction. Hence $w=z$.
By taking $\alpha(r, s, \ell)=1$ and $\varrho(t)=1$ in Theorems (1), (2) and (3) , we have the following corollary which is actually the fixed point result established by Grabiec [5].

Corollary 1. Let $(S, \zeta, *)$ be a $G$-complete fuzzy metric space and $F: S \rightarrow S$ be be a self mapping such that

$$
\begin{equation*}
\varsigma(F r, F s, \kappa \ell) \geq \varsigma(r, s, \ell) \tag{10}
\end{equation*}
$$

for all $r, s \in S, \quad \ell>0$ and $\kappa \in(0,1)$.
Then $F$ has a unique fixed point.

## 4. Example

In this section we present a supporting example to demonstrate the validity of our results.
Example 2. Let $S=[0, \infty), r * s=r s$ for all $r, s \in[0,1]$ and $\zeta(r, s, \ell)=e^{\frac{-|u-v|}{\ell}}$ for all $r, s \in S$ and $t>0$. Then $(S, \varsigma, *)$ is a complete fuzzy metric space. Let $F: S \rightarrow S$ be defined as

$$
F u= \begin{cases}\frac{u}{9}, & \text { if } r \in[0,1], \\ \sqrt{u} & \text { if } r \in(1, \infty) .\end{cases}
$$

Further, define $\alpha$ : $S^{2} \times(0, \infty) \rightarrow[0, \infty)$ as

$$
\alpha(r, s, \ell)= \begin{cases}\sqrt{2} & \text { if } r, s \in[0,1] \\ \left(\frac{3}{2}\right)^{0.25} & \text { if } r, s \in(1, \infty) \\ 0 & \text { otherwise }\end{cases}
$$

Also for all $r, s \in S$ and $\ell>0$, we have $\alpha(r, F r, \ell) \geq 1$, and

$$
\begin{aligned}
(\varsigma(F r, F v, \ell))^{\alpha(r, F r, \ell) \alpha(s, F s, \ell)} & \geq e^{\frac{-|u-v|}{4 \ell}} \\
& =(\varsigma(r, s, \ell))^{-\frac{3}{4}} \varsigma(r, s, \ell)
\end{aligned}
$$

That is $F$ is $\alpha-\varrho-$ fuzzy contraction with $\varrho(t)=t^{-\frac{3}{4}}$, where $t \in[0,1]$.
Thus all conditions of Theorem (1) are fulfilled. Obviously 0 is a unique fixed point of $F$.
Similarly supporting examples for other results do exist and can be constructed easily.

## 5. Conclusions

We proposed the concept of the $\alpha-\rho$-Fuzzy Contraction and some new types of fuzzy contractive mappings. We proved three theorems which ensure the existence and uniqueness of fixed points of these new types of contractive mappings. The new concepts may lead to further investigation and applications. For example, using the recent ideas in the literature, it is possible to extend our results to the case of coupled fixed points in fuzzy metric spaces.
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#### Abstract

We first provide a best proximity point result for quasi-noncyclic relatively nonexpansive mappings in the setting of dualistic partial metric spaces. Then, those spaces will be endowed with convexity and a result for a cyclic mapping will be obtained. Afterwards, we prove a best proximity point result for tricyclic mappings in the framework of the newly introduced extended partial $S_{b}$-metric spaces. In this way, we obtain extensions of some results in the literature.
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## 1. Introduction

Whether a self mapping has fixed points or not is a problem that has been exhaustively studied ever since Banach stated his contraction principle. In the beginning of the current century, an issue of equivalent importance to that of the fixed point problem appeared: Let $T$ be a cyclic (resp. noncyclic) mapping on $A \cup B$ where $A$ and $B$ are nonempty subsets of a metric space $(X, d)$, that is, $T(A) \subseteq B$ and $T(B) \subseteq A$ resp. $T(A) \subseteq A$ and $T(B) \subseteq B)$. The equation $T x=x$ may not possess a soltution, in this case, we wish to determine an element (resp. a pair) which is as close to its image as possible, i.e., an element $x \in A \cup B$ such that $d(x, T x)=\operatorname{dist}(A, B)$ (resp. a pair $(x, y) \in A \times B$ of fixed points such that $d(x, y)=\operatorname{dist}(A, B))$. Such a point (resp. pair) is called a best proximity point (resp. pair). The problem of best approximation for cyclic and noncyclic mappings attracted a good many authors and many pertinent results were obtained in different frameworks [1-7].

In 2011, the notion of $P$-property was introduced in [8] and best proximity point results for weakly contractive non-self-mappings were obtained. Two years later, using the aforementioned property, Abkar and Gabaleh [9] proved that some existence and uniqueness results in best proximity point theory can be acquired from existing results in the fixed point theory. In the same year, Almeida, Karapinar and Sadarangani [10] showed that best proximity point results can be obtained from fixed point results using only the weaker condition of weak $P$-property. In 2016, Ref. [11] presented a new approach to best proximity point results by means of the so-called simulation functions.

In 2017, Sabar, Aamri and Bassou [12] introduced the class of tricyclic mappings and best proximity points thereof. Let $A, B$ and $C$ be nonempty subsets of a metric space $(X, d)$. A mapping $T: A \cup$ $B \cup C \longrightarrow A \cup B \cup C$ is said to be tricyclic if $T(A) \subseteq B, T(B) \subseteq C$ and $T(C) \subseteq A$, and a best proximity point for $T$ is an element $x \in A \cup B \cup C$ such that $D\left(x, T x, T^{2} x\right)=\operatorname{dist}(A, B, C)$ where $D(x, y, z)=d(x, y)+d(y, z)+d(z, x)$ and

$$
\operatorname{dist}(A, B, C)=\inf \{D(x, y, z): x \in A, y \in B \text { and } z \in C\}
$$

This paper aims to establish best proximity point results for subclasses of cyclic, noncyclic and tricylic mappings in the framework of partial dualistic metric spaces and the lately introduced extended partial $S_{b}$-metric spaces [13].

## 2. Best Proximity Point Results in Dualistic Partial Metric Spaces

This section deals with cyclic and noncyclic mappings in dualistic partial metric spaces; these spaces were first introduced as follows.

Definition 1 ([14]). Let $X$ be a nonempty set. A function $\mathcal{D}: X \times X \longrightarrow \mathbb{R}$ is called a dualistic partial metric if
$\left(D_{1}\right) x=y$ if and only if $\mathcal{D}(x, x)=\mathcal{D}(y, y)=\mathcal{D}(x, y)$,
$\left(D_{2}\right) \mathcal{D}(x, x) \leq \mathcal{D}(x, y)$,
$\left(D_{3}\right) \mathcal{D}(x, y)=\mathcal{D}(y, x)$,
$\left(D_{4}\right) \mathcal{D}(x, y) \leq \mathcal{D}(x, z)+\mathcal{D}(z, y)-\mathcal{D}(z, z)$,
for all $x, y, z \in X$.
Complying with [14], $\mathcal{D}$ generates a $T_{0}$ topology on $X$, denoted by $\tau(\mathcal{D})$ in which the open balls are

$$
\left\{B_{\mathcal{D}}(x, \varepsilon): x \in X, \varepsilon>0\right\} \quad \text { where } B_{\mathcal{D}}(x, \varepsilon)=\{y \in X: \mathcal{D}(x, y)<\varepsilon+\mathcal{D}(x, x)\}
$$

Now, we are able to introduce the notions of convergence and Cauchy sequences in the setting of dualistic partial metric spaces.

Definition 2 ([15]). A sequence $\left(x_{n}\right)$ in $(X, \mathcal{D})$ converges to a point $x$ if and only if $\mathcal{D}(x, x)=$ $\lim _{n \rightarrow \infty} \mathcal{D}\left(x_{n}, x\right)$ and it is a Cauchy sequence if $\lim _{n \longrightarrow \infty} \mathcal{D}\left(x_{n}, x_{m}\right)$ exists and it is finite.

To present our results, we need to mention some basic concepts related to noncyclic mappings. In this section, unless stated otherwise, $A$ and $B$ are nonempty subsets of a dualistic partial metric space $(X, \mathcal{D})$ and $T: A \cup B \longrightarrow A \cup B$ is a noncyclic mapping:

$$
\begin{aligned}
F_{A}(T) & =\{x \in A: T x=x\} \text { and } F_{B}(T)=\{y \in B: T y=y\} \\
\operatorname{dist}(A, B) & =\inf \{\mathcal{D}(x, y): x \in A, y \in B\} \\
A_{0} & =\{x \in A: \mathcal{D}(x, y)=\operatorname{dist}(A, B) \text { for some } y \in B\} \\
B_{0} & =\{y \in B: \mathcal{D}(x, y)=\operatorname{dist}(A, B) \text { for some } x \in A\}
\end{aligned}
$$

Definition 3. The mapping $T$ is said to be relatively nonexpansive if

$$
\mathcal{D}(T x, T y) \leq \mathcal{D}(x, y) \text { for all } x \in A \text { and } y \in B
$$

In addition, a pair $(x, y) \in A \times B$ is said to be a best proximity pair if

$$
x \in F_{A}(T), y \in F_{B}(T) \text { and } \mathcal{D}(x, y)=\operatorname{dist}(A, B) .
$$

In [16], Gabeleh and Otafudu introduced the class of quasi-noncyclic relatively nonexpansive mappings as follows.

Definition 4. Suppose $A_{0} \neq \varnothing$. The mapping $T$ is said to be quasi-noncyclic relatively nonexpansive mapping provided that $\left(F_{A_{0}}(T), F_{B_{0}}(T)\right) \neq \varnothing$ and, for all $(a, b) \in F_{A_{0}}(T) \times F_{B_{0}}(T)$, we have

$$
\left\{\begin{array}{l}
\mathcal{D}(T x, b) \leq \mathcal{D}(x, b) \text { for all } x \in A \\
\mathcal{D}(a, T y) \leq \mathcal{D}(a, y) \text { for all } y \in B
\end{array}\right.
$$

The class of quasi-noncyclic relatively nonexpansive mappings is not a subclass of noncyclic relatively nonexpansive mappings. To check that out and for more constructions on quasi-noncyclic relatively nonexpansive mappings, we refer the reader to [17,18].

Definition 5. $A$ is said to be approximatively compact with respect to $B$ if and only if every sequence $\left(x_{n}\right)$ in $A$ such that $\mathcal{D}\left(y, x_{n}\right) \longrightarrow \mathcal{D}(y, A)$ for some $y \in B$ has a convergent subsequence.

## Remark 1.

- If $A$ is a compact set, then it is approximatively compact with respect to $B$.
- If $A \cap B \neq \varnothing$, then $A$ is approximatively compact with respect to $A \cap B$. Indeed, let $\left(x_{n}\right)$ in $A$ such that $\mathcal{D}\left(y, x_{n}\right) \longrightarrow \mathcal{D}(y, A)$ for some $y \in A \cap B$. Since $\mathcal{D}(y, y) \leq \mathcal{D}(y, x)$ for all $x \in X, \mathcal{D}(y, A)=\mathcal{D}(y, y)$ and that means $\left(x_{n}\right)$ converges to $y$.

Definition 6 ([19]). The pair $(A, B)$ is called sharp (resp. semi-sharp) proximal if and only if, for each $x$ in $A$ and $y$ in $B$, there exist a unique (resp. at most one) element $x^{\prime}$ in $B$ and a unique element $y^{\prime}$ in $A$ such that

$$
\mathcal{D}\left(x, x^{\prime}\right)=\mathcal{D}\left(y^{\prime}, y\right)=\operatorname{dist}(A, B)
$$

Now, we're entitled to state our first main result.

Theorem 1. Let $(X, \mathcal{D})$ be a dualistic partial metric space such that $\mathcal{D}$ is continuous and let $A, B$ be nonempty subsets of $X$ such that $A_{0} \neq \varnothing, B$ is approximatively compact with respect to $A$ and the pair $(A, B)$ is semi-sharp proximal. Then,, each quasi-noncyclic relatively nonexpansive mapping defined on $A \cup B$ possesses a best proximity pair.

Proof. Let $\left(x_{n}\right)$ be a sequence of elements of $A_{0}$ which converges to some $x \in F_{A_{0}}(T)$. ( The fact that $F_{A_{0}}(T)$ is nonempty guarantees the existence of such a sequence ). Choose a point $y_{n}$ in $B_{0}$ such that

$$
\mathcal{D}\left(x_{n}, y_{n}\right)=\operatorname{dist}(A, B) \text { for all } n \in \mathbb{N} .
$$

Now, we get

$$
\begin{aligned}
\mathcal{D}\left(x, y_{n}\right) & \leq \mathcal{D}\left(x, x_{n}\right)+\mathcal{D}\left(x_{n}, y_{n}\right)-\mathcal{D}\left(x_{n}, x_{n}\right) \\
& =\mathcal{D}\left(x, x_{n}\right)+\operatorname{dist}(A, B)-\mathcal{D}\left(x_{n}, x_{n}\right) \\
& \leq \mathcal{D}\left(x, x_{n}\right)+\operatorname{dist}(x, B)-\mathcal{D}\left(x_{n}, x_{n}\right) .
\end{aligned}
$$

Taking into account that $\mathcal{D}$ is a continuous mapping on $X \times X$, we get

$$
\mathcal{D}\left(x_{n}, x_{n}\right) \longrightarrow \mathcal{D}(x, x) \text { as } n \longrightarrow \infty .
$$

Therefore, letting $n \longrightarrow \infty$, we obtain $\mathcal{D}\left(x, y_{n}\right) \longrightarrow \operatorname{dist}(x, B)$. The hypothesis that $B$ is approximatively compact with respect to $A$ implies the existence of a subsequence $\left(y_{n_{k}}\right)$ of $\left(y_{n}\right)$ and a $y \in B$ such that $y_{n_{k}} \longrightarrow y$ as $k \longrightarrow \infty$. Hence, $\operatorname{dist}(A, B)=\mathcal{D}\left(x_{n_{k}}, y_{n_{k}}\right) \longrightarrow \mathcal{D}(x, y)$, which means

$$
\mathcal{D}(x, y)=\operatorname{dist}(A, B)
$$

Since $T$ is quasi-noncyclic relatively nonexpansive,

$$
\mathcal{D}(x, T y) \leq \mathcal{D}(x, y)=\operatorname{dist}(A, B)
$$

Now, we use the assumption that the pair $(A, B)$ is semi-sharp proximal to conclude that $y$ is a fixed point and therefore $(x, y)$ is a best proximity pair.

Example 1. Let $X=\mathbb{R}^{2}$ with the dualistic partial metric $\mathcal{D}\left((x, y),\left(x^{\prime}, y^{\prime}\right)\right)=\max \left\{x, x^{\prime}\right\}+$ $\max \left\{y, y^{\prime}\right\}$. Let $A=\{0\} \times[0, \infty)$ and $B=\{1\} \times[0, \infty)$. Then, $A_{0}=\{(0,0)\}$ and $\operatorname{dist}(A, B)=1$. Moreover, the pair $(A, B)$ is semi-sharp proximal. Let $T: A \cup B \longrightarrow A \cup B$ be a noncyclic mapping such that $T(0, x)=(0, x / 2)$ and $T(1, x)=(1, x / 2)$ for all $x \in[0, \infty)$. Clearly, $T$ is a quasi-noncyclic relatively nonexpansive and its best proximity pair is $((0,0),(1,0))$.

As a special case of the previous theorem, we obtain the following result which was proven in [20].
Corollary 1. (Theorem 1 of [20]) Let $(X, d)$ be a complete metric space and $A, B$ be nonempty subsets of $X$ such that $A$ is closed and $A_{0} \neq \varnothing$. Suppose that $B$ is approximatively compact with respect to $A$ and that $T: A \cup B$ $\longrightarrow A \cup B$ is a quasi-noncyclic mapping such that $T \mid A$ is a contraction in the sense of Banach, $T\left(A_{0}\right) \subseteq A_{0}$ and the pair $(A, B)$ is semi-sharp proximal. Then, $T$ has a best proximity pair.

The notion of convexity in metric spaces was firstly introduced in [21] and the exact same notion can be given in dualistic partial metric spaces.

Definition 7. A mapping $W: X \times X \times[0,1] \longrightarrow X$ is said to be a convex structure on $X$ if, for each $(x, y) \in X \times X$ and $\lambda \in[0,1]$,

$$
\mathcal{D}(u, W(x, y, \lambda)) \leq \lambda \mathcal{D}(u, x)+(1-\lambda) \mathcal{D}(u, y) \text { for all } u \in X
$$

In addition, $(X, \mathcal{D}, W)$ is said to be a convex dualistic partial metric space.
Definition 8. A subset $K$ of a convex dualistic partial metric space $(X, \mathcal{D}, W)$ is said to be convex if $W(x, y, \lambda) \in K$ for all $x, y \in K$ and $\lambda \in[0,1]$.

The following propositions are immediate.

Proposition 1 ([21]). Let $\left\{K_{\alpha}\right\}_{\alpha \in A}$ be a family of convex subsets of the convex dualistic partial metric space $X$; then, $\cap_{\alpha \in A} K_{\alpha}$ is also a convex subset of $X$.

Proposition 2. The closed ball centered at $a \in X$ with radius $r \in \mathbb{R}$ is a convex subset of $X$.
Proof. Let $x, y \in B(a, r)$ and $\lambda \in[0,1]$,

$$
\begin{aligned}
\mathcal{D}(a, W(x, y, \lambda)) & \leq \lambda \mathcal{D}(a, x)+(1-\lambda) \mathcal{D}(a, y) \\
& \leq \lambda(r+\mathcal{D}(a, a))+(1-\lambda)(r+\mathcal{D}(a, a)) \\
& \leq r+\mathcal{D}(a, a)
\end{aligned}
$$

In addition, this means that the closed ball is convex.
Definition 9. A convex dualistic partial metric space $(X, \mathcal{D}, W)$ is said to verify property $(C)$ if every bounded increasing net of nonempty, closed and convex subsets of $X$ is of nonempty intersection.

A weakly compact convex subset of a Banach space has property ( $C$ ) for instance. For more examples, we allude to [22].

Let $A$ and $B$ be nonempty subsets of a convex dualistic partial metric space $(X, \mathcal{D}, W)$. We set

$$
\begin{aligned}
\delta(A, B) & =\sup \{\mathcal{D}(x, y): x \in A \text { and } y \in B\} \\
\delta_{(x)}(B) & =\sup \{\mathcal{D}(x, y): y \in B\} \text { for all } x \in A
\end{aligned}
$$

By $\overline{\operatorname{con}}(A)$, we denote the closed and convex hull of $A$ and it is defined by

$$
\overline{\operatorname{con}}(A)=\cap\{C: C \text { is a closed and convex subset of } X \text { such that } C \supseteq A\} .
$$

The following lemma is used in the proof of our second main result of this section.
Lemma 1. Let $(A, B)$ be a nonempty, bounded, closed, and convex pair in a convex dualistic partial metric space $(X, \mathcal{D}, W)$. Suppose that $T: A \cup B \rightarrow A \cup B$ is a cyclic mapping. If $X$ has the property $(C)$, then there exists a pair $\left(K_{1}, K_{2}\right) \subseteq(A, B)$ which is maximal with respect to being nonempty, closed and convex such that $T$ is cyclic on $K_{1} \cup K_{2}$. Furthermore,

$$
\overline{c o}\left(T\left(K_{1}\right)\right)=K_{2} \text { and } \overline{c o}\left(T\left(K_{2}\right)\right)=K_{1} .
$$

Proof. The set of all nonempty, closed, and convex pairs $(C, D) \subseteq(A, B)$ such that $T$ is cyclic on $C \cup D$ is partially ordered by reverse inclusion, i.e.,

$$
\left(C_{1}, D_{1}\right) \leq\left(C_{2}, D_{2}\right) \Longleftrightarrow\left(C_{2}, D_{2}\right) \subseteq\left(C_{1}, D_{1}\right)
$$

For each increasing chain $\left\{\left(C_{\alpha}, D_{\alpha}\right)\right\}_{\alpha}$, we set $C:=\cap C_{\alpha}$ and $D:=\cap D_{\alpha}$. Since $X$ has the property (C) and from the fact that every intersection of convex subsets is a convex subset, $(C, D)$ is a nonempty, closed and convex pair. In addition,

$$
T(C) \subseteq T\left(\cap C_{\alpha}\right) \subseteq \cap T\left(C_{\alpha}\right) \subseteq \cap D_{\alpha}=D
$$

Similarly, $T(D) \subseteq C$, which means that $T$ is cyclic on $C \cup D$. Therefore, every increasing chain is bounded above and Zorn's Lemma assures the existence of the maximal pair ( $K_{1}, K_{2}$ ). Now, we note that the pair $\left(\overline{c o}\left(T\left(K_{2}\right)\right), \overline{c o}\left(T\left(K_{1}\right)\right)\right) \subseteq\left(K_{1}, K_{2}\right)$ is nonempty, closed and convex. We also have

$$
T\left(\overline{c o}\left(T\left(K_{2}\right)\right)\right) \subseteq T\left(K_{1}\right) \subseteq \overline{c o}\left(T\left(K_{1}\right)\right)
$$

Similarly, $T\left(\overline{c o}\left(T\left(K_{1}\right)\right)\right) \subseteq \overline{c o}\left(T\left(K_{2}\right)\right)$, that is, $T$ is cyclic on $\overline{c o}\left(T\left(K_{2}\right)\right) \cup \overline{c o}\left(T\left(K_{1}\right)\right)$. The maximality of $\left(K_{1}, K_{2}\right)$ finishes the proof.

Theorem 2. Let $(A, B)$ be a nonempty, bounded, closed, and convex pair in a convex dualistic partial metric space $(X, \mathcal{D}, W)$ such that $\mathcal{D}$ is continuous and $\mathcal{D}(x, x) \leq 0$ for all $x \in A \cup B$. Let $\left(K_{1}, K_{2}\right) \subseteq(A, B)$ be a maximal pair with respect to being nonempty, closed and convex such that $T$ is cyclic on $K_{1} \cup K_{2}$. Suppose that $T: A \cup B \rightarrow A \cup B$ is a cyclic. Suppose that, for all $x \in K_{1}$ and $y \in K_{2}$,

$$
\mathcal{D}(T x, T y) \leq \Lambda:=\left\{k \delta\left(K_{1}, K_{2}\right)+(1-k) \operatorname{dist}(A, B)\right\}+\min \{\mathcal{D}(T x, T x), \mathcal{D}(T y, T y)\}
$$

If $X$ has the property ( $C$ ), then $T$ has a best proximity pair.
Proof. Let $x \in K_{1}$ and $y \in K_{2}$; from the inequality fulfilled by the mapping $T$, we get $T y \in B(T x, \Lambda)$ and then

$$
T\left(K_{2}\right) \subseteq B(T x, \Lambda)
$$

thus,

$$
K_{1}=\overline{c o}\left(T\left(K_{2}\right)\right) \subseteq B(T x, \Lambda),
$$

which means,

$$
\mathcal{D}(T x, z) \leq \Lambda+\mathcal{D}(T x, T x), \text { for all } z \in K_{1}
$$

that is, $\delta_{T x}\left(K_{1}\right) \leq \Lambda+\mathcal{D}(T x, T x)$ and similarly we get $\delta_{T y}\left(K_{2}\right) \leq \Lambda+\mathcal{D}(T y, T y)$. Put

$$
L_{1}:=\left\{x \in K_{1}: \delta_{x}\left(K_{2}\right) \leq \Lambda+\mathcal{D}(x, x)\right\} \text { and } L_{2}:=\left\{y \in K_{2}: \delta_{y}\left(K_{1}\right) \leq \Lambda+\mathcal{D}(y, y)\right\}
$$

Clearly, $\left(L_{1}, L_{2}\right)$ is a pair of nonempty, closed and convex subsets such that $T$ is cyclic on $L_{1} \cup L_{2}$. We take account of the maximilaty of $\left(K_{1}, K_{2}\right)$ to conclude that $L_{1}=K_{1}$ and $L_{2}=K_{2}$-from which we get

$$
\delta_{x}\left(K_{2}\right) \leq r \delta\left(K_{1}, K_{2}\right)+(1-r) \operatorname{dist}(A, B)+\mathcal{D}(x, x) \text { for all } x \in K_{1}
$$

Hence,

$$
\delta\left(K_{1}, K_{2}\right)=\operatorname{dist}(A, B)
$$

Consequently,

$$
\operatorname{dist}(A, B) \leq \mathcal{D}(p, T p), \mathcal{D}(T q, q) \leq \delta\left(K_{1}, K_{2}\right)=\operatorname{dist}(A, B), \text { for all }(p, q) \in K_{1} \times K_{2}
$$

In addition, that is the desired result.
The next corollary follows immediately.
Corollary 2 ([1]). Let $(A, B)$ be a nonempty, bounded, closed, and convex pair in a convex metric space $(X, d, W)$. Suppose that $T: A \cup B \rightarrow A \cup B$ is a generalized cyclic contraction. If $X$ has the $(C)$ property, then $T$ has a best proximity pair.

## 3. Tricyclic Mappings in Convex Extended Partial $S_{b}$ Metric Spaces

Lately, extended partial $S_{b}$-metric spaces were introduced as comes
Definition 10 ([7]). Let $X$ be a nonempty subset and let $\theta: X^{3} \longrightarrow[1, \infty)$. If a mapping $S_{\theta}: X^{3} \longrightarrow[0, \infty)$ satisfies

1. $x=y=z$ if and only if $S_{\theta}(x, y, z)=S_{\theta}(x, x, x)=S_{\theta}(y, y, y)=S_{\theta}(z, z, z)$,
2. $S_{\theta}(x, x, x) \leq S_{\theta}(x, y, z)$,
3. $S_{\theta}(x, y, z) \leq \theta(x, y, z)\left[S_{\theta}(x, x, t)+S_{\theta}(y, y, t)+S_{\theta}(z, z, t)\right]$,
for all $x, y, z, t \in X$. Then, $\left(X, S_{\theta}\right)$ is called an extended partial $S_{b}$-metric space.
Next, we introduce the notion of convexity in extended partial $S_{b}$-metric spaces.
Definition 11. Let $\left(X, S_{\theta}\right)$ be an extended partial $S_{b}$-metric space. A mapping $W: X \times X \times[0,1] \longrightarrow X$ is said to be a convex structure on $X$ if, for each $(x, y) \in X \times X$ and $\lambda \in[0,1]$,

$$
S_{\theta}(u, v, W(x, y, \lambda)) \leq \lambda S_{\theta}(u, v, x)+(1-\lambda) S_{\theta}(u, v, y) \text { for all } u, v \in X
$$

In addition, $\left(X, S_{\theta}, W\right)$ is said to be a convex extended partial $S_{b}$-metric space.
It is easy to see that every convex metric space in the sense of [15] is a convex extended partial $S_{b}$-metric space. Now, we present a yet stronger version of convexity.

Definition 12. Retaining the same notations as in the previous definition, $W$ is said to be a double convex structure on $X$ if it is a convex structure and if, for each $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right) \in X \times X, \lambda \in[0,1]$ and $u \in X$,

$$
S_{\theta}\left(u, W\left(x_{1}, y_{1}, \lambda\right), W\left(x_{2}, y_{2}, \lambda\right)\right) \leq \lambda S_{\theta}\left(u, x_{1}, x_{2}\right)+(1-\lambda) S_{\theta}\left(u, y_{1}, y_{2}\right)
$$

Example 2. Let $(X,\|\cdot\|)$ be a normed linear space and $S_{\theta}: X^{3} \longrightarrow[0, \infty)$ be defined as $S_{\theta}(x, y, z)=$ $\|x-y\|+\|y-z\|+\|z-x\|$. Then, $\left(X, S_{\theta}\right)$ is an extended partial $S_{b}$-metric space and the mapping $W$ :
$X \times X \times[0,1] \longrightarrow X$ defined by $W(x, y, \lambda)=\lambda x+(1-\lambda) y$ is a convex structure on $X$. Moreover, $W$ is a double convex structure. Indeed, fix $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right) \in X \times X, \lambda \in[0,1]$ and $u \in X$, we have

$$
\begin{aligned}
S_{\theta}\left(u, W\left(x_{1}, y_{1}, \lambda\right), W\left(x_{2}, y_{2}, \lambda\right)\right)= & \left\|u-\lambda x_{1}-(1-\lambda) y_{1}\right\| \\
& +\left\|u-\lambda x_{2}-(1-\lambda) y_{2}\right\| \\
& +\left\|\lambda x_{1}+(1-\lambda) y_{1}-\lambda x_{2}-(1-\lambda) y_{2}\right\| \\
\leq & \lambda\left\|u-x_{1}\right\|+(1-\lambda)\left\|u-y_{1}\right\| \\
& +\lambda\left\|u-x_{2}\right\|+(1-\lambda)\left\|u-y_{2}\right\| \\
& +\lambda\left\|x_{1}-x_{2}\right\|+(1-\lambda)\left\|y_{1}-y_{2}\right\| \\
= & \lambda S_{\theta}\left(u, x_{1}, x_{2}\right)+(1-\lambda) S_{\theta}\left(u, y_{1}, y_{2}\right) .
\end{aligned}
$$

From now on, $\left(X, S_{\theta}, W\right)$ will denote a convex extended partial $S_{b}$-metric space.
Definition 13. A subset $K$ of $X$ is said to be convex if $W(x, y, \lambda) \in K$ for all $x, y \in X$ and $\lambda \in[0,1]$.
Definition 14. For all $x, y \in X$ and $\varepsilon>0$, the ball of foci $x$ and $y$, and of ray $\varepsilon$ is given by

$$
B(x, y, \varepsilon)=\left\{z \in X: S_{\theta}(x, y, z) \leq \varepsilon\right\} .
$$

The following propositions follow from the aforementioned definitions immediately.
Proposition 3 ([21]). Let $\left\{K_{\alpha}\right\}_{\alpha}$ be a family of convex subsets of the convex extended partial $S_{b}$-metric space $X$, then $\cap K_{\alpha}$ is a convex subset of $X$ as well.

Proposition 4. The balls $B(x, y, \varepsilon)$ are convex subsets of $X$. Moreover, they are closed subsets whenever $S_{\theta}$ is a continuous mapping.

Proof. Let $a, b \in B(x, y, \varepsilon)$ and $\lambda \in[0,1]$.

$$
\begin{aligned}
S_{\theta}(x, y, W(a, b, \lambda)) & \leq \lambda S_{\theta}(x, y, a)+(1-\lambda) S_{\theta}(x, y, b) \\
& \leq \lambda \varepsilon+(1-\lambda) \varepsilon=\varepsilon .
\end{aligned}
$$

Furthermore, $B(x, y, \varepsilon)=T^{-1}([0, \varepsilon])$ where $T(z)=S_{\theta}(x, y, z)$ for all $z \in X$. The balls $B(x, y, \varepsilon)$ are closed subsets if $S_{\theta}$ is continuous.

Before getting to our main result of this section, we fix some notations. Let $A, B$ and $C$ be nonempty subsets of $\left(X, S_{\theta}, W\right)$ :

$$
\begin{aligned}
\operatorname{dist}(A, B, C) & =\inf \left\{S_{\theta}(x, y, z): x \in A, y \in B \text { and } z \in C\right\} \\
\delta(A, B, C) & =\sup \left\{S_{\theta}(x, y, z): x \in A, y \in B \text { and } z \in C\right\} \\
\delta_{(x, y)}(C) & =\sup \left\{S_{\theta}(x, y, z): z \in C\right\} \text { for all } x \in A \text { and } y \in B
\end{aligned}
$$

Take note that extended partial $S_{b}$-metric spaces are, sort of, three-dimensional metric spaces and, since a tricyclic mapping is defined on the union of three subsets, the definition of a best proximity point for a tricylic mapping is naturally given by:

Definition 15. Let $T: A \cup B \cup C \longrightarrow A \cup B \cup C$ be a tricyclic mapping where $A, B$ and $C$ are nonempty subsets of $\left(X, S_{\theta}\right)$. A point $x \in A \cup B \cup C$ is said to be a best proximity point for $T$ provided that

$$
S_{\theta}\left(x, T x, T^{2} x\right)=\operatorname{dist}(A, B, C)
$$

Lemma 2. Let $(A, B, C)$ be a nonempty, bounded, closed, and convex triad in $X$. Suppose that $T: A \cup B \cup$ $C \longrightarrow A \cup B \cup C$ is a tricyclic mapping. If $X$ has the property $(C)$, then there exists a triad $\left(K_{1}, K_{2}, K_{3}\right) \subseteq$ $(A, B)$ which is maximal with respect to being nonempty, closed and convex such that $T$ is tricyclic on $K_{1} \cup K_{2}$. Furthermore,

$$
\overline{c o}\left(T\left(K_{1}\right)\right)=K_{2}, \overline{c o}\left(T\left(K_{2}\right)\right)=K_{3} \text { and } \overline{c o}\left(T\left(K_{3}\right)\right)=K_{1} .
$$

Proof. Let $\Gamma$ denote the set of all nonempty, closed, and convex triads $(I, J, H) \subseteq(A, B, C)$ such that $T$ is tricyclic on $I \cup J \cup H$. Note that $\Gamma$ is partially ordered by reverse inclusion, that is,

$$
\left(I_{1}, J_{1}, H_{1}\right) \leq\left(I_{2}, J_{2}, H_{2}\right) \Longleftrightarrow\left(I_{2}, J_{2}, H_{2}\right) \subseteq\left(I_{1}, J_{1}, H_{1}\right) .
$$

Let $\left\{\left(I_{\alpha}, J_{\alpha}, H_{\alpha}\right)\right\}_{\alpha}$ be an increasing chain of $\Gamma$. Since $X$ has the property $(C)$ and from the fact that every intersection of convex subsets is a convex subset, $\left(\cap I_{\alpha}, \cap J_{\alpha}, \cap H_{\alpha}\right)$ is a nonempty, closed and convex triad. In addition, the maximal triad $\left(K_{1}, K_{2}, K_{3}\right)$ is obtained as Zorn's Lemma states. Now, the triad $\left(\overline{c o}\left(T\left(K_{3}\right)\right), \overline{c o}\left(T\left(K_{1}\right)\right), \overline{c o}\left(T\left(K_{2}\right)\right)\right) \subseteq\left(K_{1}, K_{2}, K_{3}\right)$ is nonempty, closed and convex. We also have

$$
T\left(\overline{c o}\left(T\left(K_{3}\right)\right)\right) \subseteq T\left(K_{1}\right) \subseteq \overline{c o}\left(T\left(K_{1}\right)\right)
$$

Similarly, we see that $T$ is tricyclic on $\overline{c o}\left(T\left(K_{3}\right)\right) \cup \overline{c o}\left(T\left(K_{1}\right)\right) \cup \overline{c o}\left(T\left(K_{3}\right)\right)$. The desired result follows from the maximality of $\left(K_{1}, K_{2}, K_{3}\right)$.

Theorem 3. Let $(A, B, C)$ be a nonempty, bounded, closed, and convex triad in $X$ such that $S_{\theta}$ is continuous and $W$ is a double convex strusture. Let $\left(K_{1}, K_{2}, K_{3}\right) \subseteq(A, B, C)$ be a maximal triad with respect to being nonempty, closed and convex such that $T$ is tricyclic on $K_{1} \cup K_{2} \cup K_{3}$. Suppose that $T: A \cup B \cup C \longrightarrow A \cup B \cup C$ is a tricyclic mapping such that

$$
S_{\theta}(T x, T y, T z) \leq \Lambda:=k \delta\left(K_{1}, K_{2}, K_{3}\right)+(1-k) \operatorname{dist}(A, B, C)
$$

for all $(x, y, z) \in K_{1} \times K_{2} \times K_{3}$. If $X$ has the property $(C)$ then $T$ has a best proximity triad.
Proof. Let $x \in K_{1}, y \in K_{2}$; the inequality satisfied by the mapping $T$ implies that $T z \in B(T x, T y, \Lambda)$ for all $z \in K_{3}$ and that means

$$
T\left(K_{3}\right) \subseteq B(T x, T y, \Lambda)
$$

Since $S_{\theta}$ is continuous, $B(T x, T y, \Lambda)$ is closed. Thus,

$$
K_{1}=\overline{c o}\left(T\left(K_{3}\right)\right) \subseteq B(T x, T y, \Lambda) .
$$

Thus,

$$
\delta_{(T x, T y)}\left(K_{1}\right) \leq \Lambda
$$

Put

$$
\begin{aligned}
L_{1}: & =\left\{(x, y) \in K_{1} \times K_{2}: \delta_{(x, y)}\left(K_{3}\right) \leq \Lambda\right\} \\
L_{2} & :=\left\{(y, z) \in K_{2} \times K_{3}: \delta_{(y, z)}\left(K_{1}\right) \leq \Lambda\right\} \\
L_{3}: & =\left\{(z, x) \in K_{3} \times K_{1}: \delta_{(z, x)}\left(K_{2}\right) \leq \Lambda\right\}
\end{aligned}
$$

Clearly, $\left(L_{1}, L_{2}, L_{3}\right)$ is a triad of nonempty, closed and convex subsets. Define

$$
\begin{gathered}
\widetilde{T}:(A \times B) \cup(B \times C) \cup(C \times A) \longrightarrow(A \times B) \cup(B \times C) \cup(C \times A) \\
(x, y) \longmapsto \widetilde{T}(x, y)=(T x, T y)
\end{gathered}
$$

Since $T$ is tricyclic on $A \cup B \cup C, \widetilde{T}$ is tricyclic on $(A \times B) \cup(B \times C) \cup(C \times A)$. For all $(x, y) \in K_{1} \times K_{2}$, $\widetilde{T}(x, y)=(T x, T y) \in L_{2}$, then $\widetilde{T}\left(K_{1} \times K_{2}\right) \subseteq L_{2}$. Thus, $\widetilde{T}$ is tricyclic on $L_{1} \cup L_{2} \cup L_{3}$. Furthermore, $\left(K_{1} \times K_{2}, K_{2} \times K_{3}, K_{3} \times K_{1}\right)$ is maximal in

$$
\widetilde{\Gamma}=\left\{\begin{array}{l}
((I \times J),(J \times H),(H \times I)) \subseteq((A \times B),(B \times C),(C \times A)) / \\
(I \times J),(J \times H) \text { and }(H \times I) \text { are non-empty, bounded, closed } \\
\text { and convex with } \widetilde{T} \text { is tricyclic on }(I \times J) \cup(J \times H) \cup(H \times I)
\end{array}\right\},
$$

which is partially ordered by

$$
\begin{aligned}
& \left(\left(I_{1} \times J_{1}\right),\left(J_{1} \times H_{1}\right),\left(H_{1} \times I_{1}\right)\right) \underset{\leq}{ }\left(\left(I_{2} \times J_{2}\right),\left(J_{2} \times H_{2}\right),\left(H_{2} \times I_{2}\right)\right) \Longleftrightarrow \\
& \left(\left(I_{2} \times J_{2}\right),\left(J_{2} \times H_{2}\right),\left(H_{2} \times I_{2}\right)\right) \subseteq\left(\left(I_{1} \times J_{1}\right),\left(J_{1} \times H_{1}\right),\left(H_{1} \times I_{1}\right)\right) .
\end{aligned}
$$

Therefore,

$$
L_{1}=K_{1} \times K_{2}, L_{2}=K_{2} \times K_{3} \text { and } L_{3}=K_{3} \times K_{1} .
$$

Consequently, for all $(x, y) \in K_{1} \times K_{2}$,

$$
\delta_{(x, y)}\left(K_{3}\right)-k \delta\left(K_{1}, K_{2}, K_{3}\right) \leq(1-k) \operatorname{dist}(A, B, C) .
$$

That is,

$$
\delta\left(K_{1}, K_{2}, K_{3}\right) \leq \operatorname{dist}(A, B, C)
$$

Now, for all $(p, q, r) \in K_{1} \times K_{2} \times K_{3}$, we get

$$
\begin{aligned}
\operatorname{dist}(A, B, C) & \leq S_{\theta}\left(p, T p, T^{2} p\right), S_{\theta}\left(q, T q, T^{2} q\right), S_{\theta}\left(r, T r, T^{2} r\right) \\
& \leq \delta\left(K_{1}, K_{2}, K_{3}\right) \leq \operatorname{dist}(A, B, C) .
\end{aligned}
$$

In addition, this is a best proximity triad.
As a particular case of the previous theorem, we get the following result.
Corollary 3 ([12]). Let A, B and C be nonempty, closed, bounded and convex subsets of reflexive Banach space $X$, let $T: A \cup B \cup C \longrightarrow A \cup B \cup C$ be a tricyclic contraction map i.e.,

$$
D(T x, T y, T z) \leq k D(x, y, z)+(1-k) \operatorname{dist}(A, B, C) \text { for all }(x, y, z) \in A \times B \times C
$$

where $D(x, y, z)=\|x-y\|+\|y-z\|+\|z-x\|$. Then, $T$ has a best proximity triad.

## 4. Conclusions

In this work, we have provided two best approximation result for cyclic mappings in thesetting of dualistic partial and convex, metric spaces. Next, we have provided best proximity point existence result for a new class of tricyclic mappings. Our three results extend and improve some results in the literature.
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#### Abstract

In this paper, by introducing the concept of generalized Ćirić-type weak ( $\phi_{g}, \mathcal{R}$ )-contraction, we prove some common fixed point results in partial metric spaces endowed with binary relation $\mathcal{R}$. We also deduce some useful consequences showing the usability of our results. Finally, we present an application to establish the solution of a system of integral equations.
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## 1. Introduction

With a view to enhance the domain of applicability, Matthews [1] initiated the idea of a partial metric space by weakening the metric conditions and also proved an analogue of Banach contraction principle in such spaces. Thereafter, many well-known results of metric fixed point theory were extended to partial metric spaces (see [2-16] and references therein).

On the other hand, Turinici [17] initiated the idea of order theoretic metric fixed point results, which was put in more natural and systematic forms by Ran and Reurings [18], Nieto and Rodríguez-López [19,20], and some others. Very recently, Alam and Imdad [21] extended the Banach contraction principle to complete metric space endowed with an arbitrary binary relation. This idea has inspired intense activity in this theme, and by now, there exists considerable literature around this result (e.g., [6,21-25]).

Proving new results in metric fixed point theory by replacing contraction conditions with a generalized one continues to be the natural approach. In recent years, several well-known contraction conditions such as Kannan type, Chatterjee type, Ciric type, phi-contractions, and some others were introduced in this direction.

In this paper, we introduce some useful notions, namely, $\mathcal{R}$-precompleteness, $\mathcal{R}$ - $g$-continuity and $\mathcal{R}$-compatibility, and utilize the same to establish common fixed point results for generalized weak $\phi$-contraction mappings in partial metric spaces endowed with an arbitrary binary relation $\mathcal{R}$. We also derive several useful corollaries which are either new results in their own right or sharpened versions of some known results. Finally, an application is provided to validate the utility of our result.

## 2. Preliminaries

Matthews [1] defined partial metric space as follows:

Definition 1. [1] Let $M$ be a non-empty set. A mapping $\rho: M \times M \rightarrow[0, \infty)$ is said to be a partial metric if (for all $z_{1}, z_{2}, z_{3} \in M$ ):
(a) $z_{1}=z_{2} \Longleftrightarrow \rho\left(z_{1}, z_{1}\right)=\rho\left(z_{1}, z_{2}\right)=\rho\left(z_{2}, z_{2}\right)$;
(b) $\rho\left(z_{1}, z_{1}\right) \leq \rho\left(z_{1}, z_{2}\right)$;
(c) $\rho\left(z_{1}, z_{2}\right)=\rho\left(z_{2}, z_{1}\right)$;
(d) $\rho\left(z_{1}, z_{2}\right) \leq \rho\left(z_{1}, z_{3}\right)+\rho\left(z_{3}, z_{2}\right)-\rho\left(z_{3}, z_{3}\right)$.

The pair $(M, \rho)$ is called a partial metric space.
Notice that in partial metric, the self-distance of any point need not be zero. A metric on a non-empty set $M$ is a partial metric with the condition that for all $z \in M, \rho(z, z)=0$.

A partial metric $\rho$ generates a $T_{0}$-topology, say $\tau_{\rho}$ on $M$, with base the family of open balls $\mathcal{B}_{\rho}(z, \epsilon)$ ( $z \in M$ and $\epsilon>0$ ) defined as:

$$
\mathcal{B}_{\rho}(z, \epsilon)=\{w \in M: \rho(z, w) \leq \rho(z, z)+\epsilon\} .
$$

If $\rho$ is a partial metric on $M$, then the function $d_{\rho}: M \times M \rightarrow[0, \infty)$ defined by:

$$
d_{\rho}\left(z_{1}, z_{2}\right)=2 \rho\left(z_{1}, z_{2}\right)-\rho\left(z_{1}, z_{1}\right)-\rho\left(z_{2}, z_{2}\right)
$$

is a metric on $M$.
Definition 2. [1] Let $(M, \rho)$ be a partial metric space. Then:
(a) A sequence $\left\{z_{n}\right\}$ is said to be convergent to a point $z \in M$ if $\lim _{n \rightarrow \infty} \rho\left(z_{n}, z\right)=\rho(z, z)$.
(b) A sequence $\left\{z_{n}\right\}$ is said to be Cauchy if $\lim _{m, n \rightarrow \infty} \rho\left(z_{n}, z_{m}\right)$ exists and is finite.
(c) $(M, \rho)$ is said to be complete if every Cauchy sequence $\left\{z_{n}\right\}$ in $M$ converges (with respect to $\tau_{\rho}$ ) to a point $a z \in M$ and $\rho(z, z)=\lim _{n \rightarrow \infty} \rho\left(z_{n}, z_{m}\right)$.

Remark 1. In a complete partial metric space, every closed subset is complete.
The following lemmas are needed in the sequel.
Lemma 1. [1] Let $(M, \rho)$ be a partial metric space. Then:
(a) A sequence $\left\{z_{n}\right\}$ is Cauchy in $(M, \rho)$ if and only if it is Cauchy in $\left(M, d_{\rho}\right)$.
(b) $(M, \rho)$ is complete if and only if the metric space $\left(M, d_{\rho}\right)$ is complete. In addition:

$$
\lim _{n \rightarrow \infty} d_{\rho}\left(z_{n}, z\right)=0 \Longleftrightarrow \rho(z, z)=\lim _{n \rightarrow \infty} \rho\left(z_{n}, z\right)=\lim _{m, n \rightarrow \infty} \rho\left(z_{n}, z_{m}\right)
$$

Lemma 2. [2] Let $(M, \rho)$ be a partial metric space and $\left\{z_{n}\right\}$ a sequence in $M$ such that $\left\{z_{n}\right\} \rightarrow w$, for some $w \in M$ with $\rho(w, w)=0$. Then, for any $z \in M$, we have $\lim _{n \rightarrow \infty} \rho\left(z_{n}, z\right)=\rho(w, z)$.

Definition 3. Let $S$ and $g$ be two self-mappings on a non-empty set $M$.
(a) An element $z \in M$ is said to be a coincidence point of $S$ and $g$ if $S z=g z$.
(b) An element $z^{*} \in M$ is said to be a point of coincidence if $z^{*}=S z=g z$, for some $z \in M$.
(c) If $z \in M$ is a point of coincidence of $S$ and $g$ such that $z=S z=g z$, then $z$ is called a common fixed point.

## 3. Relation Theoretic Notions and Auxiliary Results

Let $M$ be a non-empty set. A binary relation $\mathcal{R}$ on $M$ is a subset of $M \times M$. For $z_{1}, z_{2} \in M$, we write $\left(z_{1}, z_{2}\right) \in \mathcal{R}$ if $z_{1}$ is related to $z_{2}$ under $\mathcal{R}$. Sometimes, we denote it as $z_{1} \mathcal{R} z_{2}$ instead of $\left(z_{1}, z_{2}\right) \in \mathcal{R}$.

Further, if $\left(z_{1}, z_{2}\right) \in \mathcal{R}$ such that $z_{1}$ and $z_{2}$ are distinct, then we write $\left(z_{1}, z_{2}\right) \in \mathcal{R} \neq$ (sometimes as $z_{1} \mathcal{R}^{\neq} z_{2}$ ). It is observed that $\mathcal{R}^{\neq} \subseteq \mathcal{R}$ is also a binary relation on $M . M \times M$ and $\varnothing$ are trivial binary relations on $M$, specifically called a universal relation and empty relation, respectively. The inverse, transpose or dual relation of $\mathcal{R}$ is denoted by $\mathcal{R}^{-1}$ and is defined as $\mathcal{R}^{-1}=\left\{\left(z_{1}, z_{2}\right) \in M \times M\right.$ : $\left.\left(z_{2}, z_{1}\right) \in \mathcal{R}\right\}$. We denote by $\mathcal{R}^{s}$ the symmetric closure of $\mathcal{R}$, which is defined as $\mathcal{R}^{s}=\mathcal{R} \cup \mathcal{R}^{-1}$.

Throughout this manuscript, $M$ is a non-empty set, $\mathcal{R}$ stands for a binary relation on $M$ and $I_{M}$ denotes an identity mapping, and $S$ and $g$ are self-mappings on $M$.

Definition 4. [26] For a binary relation $\mathcal{R}$ :
(a) Two elements $z_{1}, z_{2} \in M$ are said to be $\mathcal{R}$-comparative if $\left(z_{1}, z_{2}\right) \in \mathcal{R}$ or $\left(z_{2}, z_{1}\right) \in \mathcal{R}$. We denote it by $\left[z_{1}, z_{2}\right] \in \mathcal{R}$.
(b) $\mathcal{R}$ is said to be complete if $\left[z_{1}, z_{2}\right] \in \mathcal{R}$, for all $z_{1}, z_{2} \in M$.

Proposition 1. [21] For a binary relation $\mathcal{R}$ on $M$, we have (for all $z_{1}, z_{2} \in M$ ):

$$
\left(z_{1}, z_{2}\right) \in \mathcal{R}^{s} \Longleftrightarrow\left[z_{1}, z_{2}\right] \in \mathcal{R}
$$

Definition 5. [21] A sequence $\left\{z_{n}\right\} \subseteq M$ is said to be $\mathcal{R}$-preserving if $\left(z_{n}, z_{n+1}\right) \in \mathcal{R}$, for all $n \in \mathbb{N}_{0}$.
Here, we follow the notion (of $\mathcal{R}$-preserving) as used by Alam and Imdad [21]. Notice that Roldán and Shahzad [27] and Shahzad et al. [28] used the term " $\mathcal{R}$-nondecreasing" instead of " $\mathcal{R}$-preserving".

Definition 6. [29] Let $N \subseteq M$. If for each $z_{1}, z_{2} \in N$, there exists a point $z_{3} \in M$ such that $\left(z_{1}, z_{3}\right) \in \mathcal{R}$ and $\left(z_{2}, z_{3}\right) \in \mathcal{R}$, then $N$ is said to be $\mathcal{R}$-directed.

Definition 7. [30] For $z_{1}, z_{2} \in M$, a path of length $l \in \mathbb{N}$ in $\mathcal{R}$ from $z_{1}$ to $z_{2}$ is a finite sequence $\left\{p_{0}, p_{1}, \ldots, p_{l}\right\} \subseteq M$ such that $p_{0}=z_{1}, p_{l}=z_{2}$ and $\left(p_{i}, p_{i+1}\right) \in \mathcal{R}$, for each $0 \leq i \leq l-1$.

Definition 8. [31] Let $N \subseteq M$. If for each $z_{1}, z_{2} \in N$, there exists a path in $\mathcal{R}$ from $z_{1}$ to $z_{2}$, then $N$ is said to be $\mathcal{R}$-connected.

Definition 9. [21] $\mathcal{R}$ is said to be $S$-closed if $\left(z_{1}, z_{2}\right) \in \mathcal{R}$ implies that $\left(S z_{1}, S z_{2}\right) \in \mathcal{R}$, for all $z_{1}, z_{2} \in M$.
Definition 10. [31] $\mathcal{R}$ is said to be $(S, g)$-closed if $\left(g z_{1}, g z_{2}\right) \in \mathcal{R}$ implies that $\left(S z_{1}, S z_{2}\right) \in \mathcal{R}$, for all $z_{1}, z_{2} \in M$.

Observe that on setting $g=I_{M}$, Definition 10 reduces to Definition 9 .
Proposition 2. [31] If $\mathcal{R}$ is $(S, g)$-closed, then $\mathcal{R}^{s}$ is also $(S, g)$-closed.
Definition 11. [23] $\mathcal{R}$ is said to be locally $S$-transitive if for each $\mathcal{R}$-preserving sequence $\left\{z_{n}\right\} \subseteq S(M)$ with range $E=\left\{z_{n}: n \in \mathbb{N}_{0}\right\}$, the binary relation $\left.\mathcal{R}\right|_{E}$ is transitive.

Motivated by Alam and Imdad [31], we introduce the notion of $\mathcal{R}$-continuity and $\mathcal{R}$ - $g$-continuity in the context of partial metric space as follows:

Definition 12. Let $(M, \rho)$ be a partial metric space endowed with a binary relation $\mathcal{R}$. A self-mapping $S$ on $M$ is said to be $\mathcal{R}$-continuous at a point $z \in M$ if for any $\mathcal{R}$-preserving sequence $\left\{z_{n}\right\} \subseteq M$ such that $\left\{z_{n}\right\} \rightarrow z$, we have $\left\{S z_{n}\right\} \rightarrow S z$. $S$ is $\mathcal{R}$-continuous if it is $\mathcal{R}$-continuous at each point of $M$.

Definition 13. Let $(M, \rho)$ be a partial metric space endowed with a binary relation $\mathcal{R}$. A self mapping $S$ is said to be $(g, \mathcal{R})$-continuous at a point $z \in M$ if for any sequence $\left\{z_{n}\right\} \subseteq M$ with $\left\{g z_{n}\right\} \mathcal{R}$-preserving and $\left\{g z_{n}\right\} \rightarrow g z$, we have $\left\{S z_{n}\right\} \rightarrow S z$. $S$ is $\mathcal{R}$ - $g$-continuous if it is $\mathcal{R}$ - $g$-continuous at each point of $M$.

Remark 2. Notice that for $g=I_{M}$, Definition 13 reduces to Definition 12.
In the next definition, we introduce $\mathcal{R}$-compatibility.
Definition 14. Let $(M, \rho)$ be a partial metric space endowed with binary relation $\mathcal{R}$ and $S, g: M \rightarrow M$. $S$ and $g$ are said to be $\mathcal{R}$-compatible if for any sequence $\left\{z_{n}\right\}$ such that $\left\{S z_{n}\right\}$ and $\left\{g z_{n}\right\}$ are $\mathcal{R}$-preserving and $\lim _{n \rightarrow \infty} S z_{n}=\lim _{n \rightarrow \infty} g z_{n}$, we have:

$$
\lim _{n \rightarrow \infty} d_{\rho}\left(g\left(S z_{n}\right), S\left(g z_{n}\right)\right)=0
$$

Inspired by Imdad et al. [24], we introduce the following notions in the setting of partial metric spaces in the similar way.

Definition 15. Let $(M, \rho)$ be a partial metric space endowed with a binary relation $\mathcal{R}$. A subset $N \subseteq M$ is said to be $\mathcal{R}$-precomplete if each $\mathcal{R}$-preserving Cauchy sequence $\left\{z_{n}\right\} \subseteq N$ converges to some $z \in M$.

Remark 3. Every $\mathcal{R}$-complete subset of $M$ is $\mathcal{R}$-precomplete.
Proposition 3. Every $\mathcal{R}$-closed subspace of an $\mathcal{R}$-complete partial metric space is $\mathcal{R}$-complete.
Proposition 4. An $\mathcal{R}$-complete subspace of a partial metric space is $\mathcal{R}$-closed.
Next, we introduce the notion of $\rho$-self closedness in the setting of partial metric spaces.
Definition 16. Let $(M, \rho)$ be a partial metric space endowed with binary relation $\mathcal{R}$. Then $\mathcal{R}$ is said to be $\rho$-self closed iffor each $\mathcal{R}$-preserving sequence $\left\{z_{n}\right\} \subseteq M$ with $\left\{z_{n}\right\} \rightarrow z$, there exists a subsequence $\left\{z_{n_{k}}\right\}$ of $\left\{z_{n}\right\}$ such that $\left[z_{n_{k}}, z\right] \in \mathcal{R}$, for all $k \in \mathbb{N}_{0}$.

We now state the following lemma needed in our subsequent discussion.
Lemma 3. Let $M$ be a non-empty set and $g: M \rightarrow M$. Then there exists a subset $N \subseteq M$ with $g(N)=g(M)$ and $g: N \rightarrow M$ is one-one.

We use the following notations in our subsequent discussions:
$\operatorname{Coin}(S, g)$ : Set of all coincidence points of $S$ and $g$;
$M(g, S, \mathcal{R})$ : The collection of all points $z \in M$ such that $[g z, S z] \in \mathcal{R}$.
4. Main Results

Let $\Phi$ denote the set of all mappings $\phi:[0, \infty) \rightarrow[0, \infty)$ satisfying the following:
( $\Phi 1$ ) $\phi$ is non-decreasing;
(Ф2) $\quad \phi(\delta)=0$ iff $\delta=0$ and $\liminf _{n \rightarrow \infty} \phi\left(\delta_{n}\right)>0$ if $\lim _{n \rightarrow \infty} \delta_{n}>0$.
Notice that Reference [32] used the condition that $\phi$ is continuous. Inspired by Reference [33], we replace their condition by a more weaker condition ( $\Phi 2$ ). In fact, this condition is also weaker than that $\phi$ is lower semi-continuous. Indeed, if $\phi$ is a lower semi-continuous function, then for a sequence $\left\{\delta_{n}\right\}$ with $\lim _{n \rightarrow \infty} \delta_{n}=\delta>0$, we have $\liminf _{n \rightarrow \infty} \phi\left(\delta_{n}\right) \geq \phi(\delta)>0$.

Before presenting our main result, we define the following.

Definition 17. Let $M$ be a non-empty set endowed with an arbitrary binary relation $\mathcal{R}$ and $N \subseteq M$. Then, $N$ is said to be $(S, g, \mathcal{R})$-directed if for each $z_{1}, z_{2} \in N$, there exists a point $z_{3} \in M$ such that $\left(g z_{i}, g z_{3}\right) \in \mathcal{R}$, for $i=1,2$ and $\left(g z_{3}, S z_{3}\right) \in \mathcal{R}$.

Definition 18. Let $M$ be a non-empty set endowed with an arbitrary binary relation $\mathcal{R}$ and $N \subseteq M$. Then, $N$ is said to be $(S, g, \mathcal{R})$-connected if for each $z_{1}, z_{2} \in N$, there exists a path $\left\{g p_{0}, g p_{1}, \ldots, g p_{l}\right\} \subseteq g(M)$ between $z_{1}$ and $z_{2}$ such that $\left(g p_{i}, S p_{i}\right) \in \mathcal{R}$, for $1 \leq i \leq l-1$.

Remark 4. For $g=I_{M}$, Definitions 17 and 18 reduce to $(S, \mathcal{R})$-directed and $(S, \mathcal{R})$-connected.
Now, we state and prove our first main result, which runs as follows:
Theorem 1. Let $(M, \rho)$ be a partial metric space equipped with a binary relation $\mathcal{R}, N \subseteq M$, an $\mathcal{R}^{\neq}$-precomplete subspace in $M$ and $S, g: M \rightarrow M$. Assume that the following conditions are satisfied:
(a) $M(g, S, \mathcal{R}) \neq \varnothing$;
(b) $\mathcal{R}$ is $(S, g)$-closed;
(c) $S(M) \subseteq g(M) \cap N$;
(d) $\mathcal{R}$ is locally S-transitive;
(e) $S$ satisfies generalized Ćirić-type weak $\left(\phi_{g}, \mathcal{R}\right)$-contraction, i.e.,

$$
\begin{equation*}
\rho(S z, S w) \leq \mathcal{M}_{\rho, g}(z, w)-\phi(\rho(S z, S w)) \tag{1}
\end{equation*}
$$

for all $z, w \in M$ with $(g z, g w) \in \mathcal{R}^{\neq}$and $\phi \in \Phi$, where:

$$
\mathcal{M}_{\rho, g}(z, w)=\max \left\{\rho(g z, g w), \rho(g z, S z), \rho(g w, S w), \frac{\rho(g z, S w)+\rho(g w, S z)}{2}\right\}
$$

(f) $\quad(f 1) S$ and $g$ are $\mathcal{R}^{\neq \text {-compatible; }}$
(f2) $S$ and $g$ are $\mathcal{R}^{\neq \text {-continuous; }}$ or alternatively:
$\left(f^{*}\right) \quad\left(f^{*} 1\right) N \subseteq g(M) ;$
$\left(f^{*} 2\right)$ either $S$ is $\left(g, \mathcal{R}^{\neq}\right)$-continuous or $S$ and $g$ are continuous or $\mathcal{R}^{\neq\left.\right|_{N}}$ is $\rho$-self closed.
Then, $S$ and $g$ have a coincidence point.
Proof. Choose $z_{0} \in M$ as in (a) and construct a sequence $\left\{g z_{n}\right\}$ in $M$ as follows:

$$
g z_{n}=S z_{n-1}=S^{n} z_{0}, \forall n \in \mathbb{N}_{0}
$$

If there is some $m_{0} \in \mathbb{N}_{0}$ such that $g z_{m_{0}}=g z_{m_{0}+1}$, then $z_{m_{0}}$ is the coincidence point of the pair $(S, g)$ and we are done. Henceforth, assume that $g z_{n} \neq g z_{n+1}$, for all $n \in \mathbb{N}_{0}$. In view of condition (b), we have $\left(g z_{n}, g z_{n+1}\right) \in \mathcal{R}$, for all $n \in \mathbb{N}_{0}$. Employing condition (e), we have:

$$
\begin{equation*}
\rho\left(S z_{n-1}, S z_{n}\right) \leq \mathcal{M}_{\rho, g}\left(z_{n-1}, z_{n}\right)-\phi\left(\rho\left(S z_{n-1}, S z_{n}\right)\right) \tag{2}
\end{equation*}
$$

which implies:

$$
\begin{equation*}
\rho\left(g z_{n}, g z_{n+1}\right)=\rho\left(S z_{n-1}, S z_{n}\right) \leq \mathcal{M}_{\rho, g}\left(z_{n-1}, z_{n}\right) \tag{3}
\end{equation*}
$$

where:

$$
\begin{aligned}
\mathcal{M}_{\rho, g}\left(z_{n-1}, z_{n}\right)= & \max \left\{\rho\left(g z_{n-1}, g z_{n}\right), \rho\left(g z_{n-1}, S z_{n-1}\right), \rho\left(g z_{n}, S z_{n}\right),\right. \\
& \left.\frac{\rho\left(g z_{n-1}, S z_{n}\right)+\rho\left(g z_{n}, S z_{n-1}\right)}{2}\right\} \\
= & \max \left\{\rho\left(g z_{n-1}, g z_{n}\right), \rho\left(g z_{n-1}, g z_{n}\right), \rho\left(g z_{n}, g z_{n+1}\right),\right. \\
& \left.\frac{\rho\left(g z_{n-1}, g z_{n+1}\right)+\rho\left(g z_{n}, g z_{n}\right)}{2}\right\} \\
\leq & \max \left\{\rho\left(g z_{n-1}, g z_{n}\right), \rho\left(g z_{n}, g z_{n+1}\right), \frac{\rho\left(g z_{n-1}, g z_{n}\right)+\rho\left(g z_{n}, g z_{n+1}\right)}{2}\right\} \\
= & \max \left\{\rho\left(g z_{n-1}, g z_{n}\right), \rho\left(g z_{n}, g z_{n+1}\right)\right\} .
\end{aligned}
$$

Now, if $\mathcal{M}_{\rho, g}\left(z_{n-1}, z_{n}\right)=\rho\left(g z_{n}, g z_{n+1}\right)$, then Equation (2) becomes:

$$
\rho\left(g z_{n}, g z_{n+1}\right) \leq \rho\left(g z_{n}, g z_{n+1}\right)-\phi\left(\rho\left(g z_{n}, g z_{n+1}\right)\right)
$$

a contradiction. Hence, we have $\mathcal{M}_{\rho, g}\left(z_{n-1}, z_{n}\right)=\rho\left(g z_{n-1}, g z_{n}\right)$ and Equation (3) implies that $\left\{\rho\left(g z_{n}, g z_{n+1}\right)\right\}$ is non-decreasing (also bounded below by 0 ). Thus, there exists $r \geq 0$ such that $\lim _{n \rightarrow \infty} \rho\left(g z_{n}, g z_{n+1}\right)=r$. Next, we show that $r=0$. Suppose, by contrast, that it is not so, i.e., $r>0$. Passing the limit $n \rightarrow \infty$ in Equation (2), we get:

$$
r \leq r-\liminf _{n \rightarrow \infty} \phi\left(\rho\left(g z_{n}, g z_{n+1}\right)\right)
$$

which is a contradiction. Hence:

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \rho\left(g z_{n}, g z_{n+1}\right)=0 \tag{4}
\end{equation*}
$$

We also have:

$$
\begin{aligned}
d_{\rho}\left(g z_{n}, g z_{n+1}\right) & =2 \rho\left(g z_{n}, g z_{n+1}\right)-\rho\left(g z_{n}, g z_{n}\right)-\rho\left(g z_{n+1}, g z_{n+1}\right) \\
& \leq 2 \rho\left(g z_{n}, g z_{n+1}\right)
\end{aligned}
$$

which, on letting $n \rightarrow \infty$ and applying Equation (4), yields that:

$$
\lim _{n \rightarrow \infty} d_{\rho}\left(g z_{n}, g z_{n+1}\right)=0
$$

Now, our claim is that $\left\{g z_{n}\right\}$ is a Cauchy sequence in $\left(N, d_{\rho}\right)$. Otherwise, there exist two subsequences $\left\{g z_{m_{k}}\right\}$ and $\left\{g z_{n_{k}}\right\}$ of $\left\{g z_{n}\right\}$ such that $n_{k}$ is the smallest integer for which:

$$
\begin{equation*}
n_{k}>m_{k}>k \text { and } d_{\rho}\left(g z_{m_{k}}, g z_{n_{k}}\right) \geq \epsilon \tag{5}
\end{equation*}
$$

Since $d_{\rho}(z, w) \leq 2 \rho(z, w)$, for all $z, w \in M$, Equation (5) gives:

$$
n_{k}>m_{k}>k, \rho\left(g z_{m_{k}}, g z_{n_{k}}\right) \geq \frac{\epsilon}{2} \text { and } \rho\left(g z_{m_{k}}, g z_{n_{k}}\right)<\frac{\epsilon}{2} .
$$

Now, using triangular inequality, we have:

$$
\begin{aligned}
\frac{\epsilon}{2} \leq \rho\left(g z_{m_{k}}, g z_{n_{k}}\right) & \leq \rho\left(g z_{m_{k}}, g z_{n_{k}-1}\right)+\rho\left(g z_{n_{k}-1}, g z_{n_{k}}\right) \\
& <\frac{\epsilon}{2}+\rho\left(g z_{n_{k}-1}, g z_{n_{k}}\right)
\end{aligned}
$$

Letting $k \rightarrow \infty$ in the above inequality, we obtain:

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \rho\left(g z_{m_{k}}, g z_{n_{k}}\right)=\frac{\epsilon}{2} . \tag{6}
\end{equation*}
$$

Again, the triangle inequality yields the following:

$$
\rho\left(g z_{m_{k}}, g z_{n_{k}-1}\right) \leq \rho\left(g z_{m_{k}}, g z_{n_{k}}\right)+\rho\left(g z_{n_{k}}, g z_{n_{k}-1}\right)
$$

and:

$$
\rho\left(g z_{m_{k}}, g z_{n_{k}}\right) \leq \rho\left(g z_{m_{k}}, g z_{n_{k}-1}\right)+\rho\left(g z_{n_{k}-1}, g z_{n_{k}}\right)
$$

which together give rise to:

$$
\left|\rho\left(g z_{m_{k}}, g z_{n_{k}-1}\right)-\rho\left(g z_{m_{k}}, g z_{n_{k}}\right)\right| \leq \rho\left(g z_{n_{k}-1}, g z_{n_{k}}\right)
$$

Now, on taking $k \rightarrow \infty$, the above inequality gives:

$$
\lim _{k \rightarrow \infty} \rho\left(g z_{m_{k}}, g z_{n_{k}-1}\right)=\frac{\epsilon}{2} .
$$

In a similar manner, one can show that:

$$
\lim _{k \rightarrow \infty} \rho\left(g z_{m_{k}-1}, g z_{n_{k}-1}\right)=\lim _{k \rightarrow \infty} \rho\left(g z_{m_{k}-1}, g z_{n_{k}}\right)=\frac{\epsilon}{2} .
$$

Thus, we get:

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \mathcal{M}_{\rho, g}\left(z_{m_{k}-1}, z_{n_{k}-1}\right)=\frac{\epsilon}{2} . \tag{7}
\end{equation*}
$$

Using (d), we have $\left(g z_{m_{k}-1}, g z_{n_{k}-1}\right) \in \mathcal{R}$ and hence, Equation (1) implies:

$$
\left.\rho\left(g z_{m_{k}}, g z_{n_{k}}\right) \leq \mathcal{M}_{\rho, g}\left(z_{m_{k}-1}, z_{n_{k}-1}\right)\right)-\phi\left(\rho\left(g z_{m_{k}}, g z_{n_{k}}\right)\right) .
$$

Using Equations (6) and (7) and letting $k \rightarrow \infty$ in the above inequality, we get:

$$
\frac{\epsilon}{2} \leq \frac{\epsilon}{2}-\liminf _{k \rightarrow \infty} \phi\left(\rho\left(g z_{m_{k}}, g z_{n_{k}}\right)\right)
$$

a contradiction. Hence, $\left\{g z_{n}\right\}$ is Cauchy in $\left(N, d_{\rho}\right)$ (as $\left\{g z_{n}\right\} \subseteq S(M) \subseteq N$ ) which is also $\mathcal{R}^{\neq}$-preserving. Lemma 1 ensures that it is also Cauchy in ( $N, \rho$ ). Thus, the $\mathcal{R}^{\neq}$-precompleteness of $N$ in $M$ ensures the existence of a point $\bar{z} \in M$ such that:

$$
\begin{equation*}
\lim _{n \rightarrow \infty} g z_{n}=\bar{z} \tag{8}
\end{equation*}
$$

Thus, we also have:

$$
\begin{equation*}
\lim _{n \rightarrow \infty} d_{\rho}\left(g z_{n}, \bar{z}\right)=0 \tag{9}
\end{equation*}
$$

Now, by Equation (9) and Lemma 1, we get:

$$
\begin{equation*}
\rho(\bar{z}, \bar{z})=\lim _{m, n \rightarrow \infty} \rho\left(g z_{n}, \bar{z}\right)=\lim _{m, n \rightarrow \infty} \rho\left(g z_{m}, g z_{n}\right)=0 . \tag{10}
\end{equation*}
$$

Further, by the definition of $\left\{g z_{n}\right\}$ and Equation (8), we have:

$$
\begin{equation*}
\lim _{n \rightarrow \infty} S z_{n}=\bar{z} \tag{11}
\end{equation*}
$$

Finally, to prove the existence of coincidence point of $S$ and $g$, we make use of conditions $(f)$ and $\left(f^{*}\right)$. Firstly, assume that $(f)$ holds. Now, as $\left(g z_{n}, g z_{n+1}\right) \in \mathcal{R}^{\neq}$, so using assumption $(f 2)$ and Equation (8), we obtain:

$$
\begin{equation*}
\lim _{n \rightarrow \infty} g\left(g z_{n}\right)=g\left(\lim _{n \rightarrow \infty} g z_{n}\right)=g \bar{z} \tag{12}
\end{equation*}
$$

By the definition of $\left\{g z_{n}\right\}$, we have $\left\{S z_{n}\right\}$ is also $\mathcal{R}^{\neq}$-preserving (i.e., $\left(S z_{n}, S z_{n+1}\right) \in \mathcal{R}^{\neq}$, for all $n$ ), so using assumption ( $f 2$ ) and Equation (11), we get:

$$
\begin{equation*}
\lim _{n \rightarrow \infty} g\left(S z_{n}\right)=g\left(\lim _{n \rightarrow \infty} S z_{n}\right)=g \bar{z} . \tag{13}
\end{equation*}
$$

By using Equation (8) and $\mathcal{R}^{\neq}$-continuity of $S$, we obtain:

$$
\begin{equation*}
\lim _{n \rightarrow \infty} S\left(g z_{n}\right)=S\left(\lim _{n \rightarrow \infty} g z_{n}\right)=S \bar{z} \tag{14}
\end{equation*}
$$

As $\left\{S z_{n}\right\}$ and $\left\{g z_{n}\right\}$ are $\mathcal{R}^{\neq}$-preserving and $\lim _{n \rightarrow \infty} S z_{n}=\lim _{n \rightarrow \infty} g z_{n}=\bar{z}$, by the condition $(f 1)$, we have:

$$
\begin{equation*}
\lim _{n \rightarrow \infty} d_{\rho}\left(g\left(S z_{n}\right), S\left(g z_{n}\right)\right)=0 \tag{15}
\end{equation*}
$$

Now, from Equations (13)-(15) and continuity of $d_{\rho}$, it follows that:

$$
\begin{aligned}
d_{\rho}(g \bar{z}, S \bar{z}) & =d_{\rho}\left(\lim _{n \rightarrow \infty} g\left(S z_{n}\right), \lim _{n \rightarrow \infty} S\left(g z_{n}\right)\right) \\
& =\lim _{n \rightarrow \infty} d_{\rho}\left(g\left(S z_{n}\right), S\left(g z_{n}\right)\right) \\
& =0,
\end{aligned}
$$

i.e., $g \bar{z}=S \bar{z}$ and we are done. Secondly, suppose that $\left(f^{*}\right)$ is satisfied. Then, by $\left(f^{*} 1\right)$, there exists some $z \in M$ such that $\bar{z}=g z$. Hence, Equations (8) and (11) respectively reduce to:

$$
\begin{equation*}
\lim _{n \rightarrow \infty} g z_{n}=g z \tag{16}
\end{equation*}
$$

and:

$$
\begin{equation*}
\lim _{n \rightarrow \infty} S z_{n}=g z \tag{17}
\end{equation*}
$$

Next, to accomplish that $z$ is a coincidence point of $S$ and $g$, we utilize $\left(f^{*} 2\right)$. Thus, suppose that $S$ is $\mathcal{R}^{\neq-g \text {-continuous, then using Equation (16), we obtain: }}$

$$
\begin{equation*}
\lim _{n \rightarrow \infty} S z_{n}=S z \tag{18}
\end{equation*}
$$

Now, by virtue of uniqueness of limit, Equations (17) and (18) give $S z=g z$.
Next, assume that $S$ and $g$ are continuous. Then owing to Lemma 3, there exists $D \subseteq M$ such that $g(D)=g(M)$ and $g: D \rightarrow M$ is injective. Now, define a mapping $\bar{S}: g(D) \rightarrow g(M)$ by:

$$
\begin{equation*}
\bar{S}(g t)=S t, \forall g t \in g(D) \tag{19}
\end{equation*}
$$

As $g: D \rightarrow M$ is injective and $S(M) \subseteq g(M), \bar{S}$ is well-defined. Further, due to the continuity of $S$ and $g, \bar{S}$ is continuous. The fact that $g(D)=g(M)$, assumptions (c) and $\left(f^{*} 1\right)$ imply that:

$$
S(M) \subseteq g(D) \cap N \text { and } N \subseteq g(D)
$$

Thus, without loss of generality, we can construct $\left\{z_{n}\right\} \subseteq D$, satisfying Equation (16) with $z \in D$. On using Equations (16), (17), and (19) with continuity of $\bar{S}$, we obtain:

$$
S z=\bar{S}(g z)=\bar{S}\left(\lim _{n \rightarrow \infty} g z_{n}\right)=\lim _{n \rightarrow \infty} \bar{S}\left(g z_{n}\right)=\lim _{n \rightarrow \infty} S z_{n}=g z
$$

and we are done. Alternatively, if $\left.\mathcal{R}^{\neq}\right|_{N}$ is $\rho$-self closed, then for any $\mathcal{R}^{\neq}$-preserving sequence $\left\{g z_{n}\right\}$ in $N$ with $\left\{g z_{n}\right\} \rightarrow g z$, there exists a subsequence $\left\{g z_{n_{k}}\right\}$ of $\left\{g z_{n}\right\}$ such that $\left[g z_{n_{k}}, g z\right] \in \mathcal{R}$, for all $k \in \mathbb{N}_{0}$. Suppose $\rho(g z, S z)>0$, then we have:

$$
\mathcal{M}_{\rho, g}\left(z_{n_{k}}, z\right)=\max \left\{\rho\left(g z_{n_{k}}, g z\right), \rho\left(g z_{n_{k}}, S z_{n_{k}}\right), \rho(g z, S z), \frac{\rho\left(g z_{n_{k}}, S z\right)+\rho\left(g z, S z_{n_{k}}\right)}{2}\right\} .
$$

Letting $k \rightarrow \infty$ and using Equation (8), we get:

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \mathcal{M}_{\rho, g}\left(z_{n_{k}}, z\right)=\rho(g z, S z) \tag{20}
\end{equation*}
$$

Now, applying $z=z_{n_{k}}$ and $w=z$, condition (e) gives:

$$
\rho\left(S z_{n_{k}}, S z\right) \leq \mathcal{M}_{\rho, g}\left(z_{n_{k}}, z\right)-\phi\left(\rho\left(S z_{n_{k}}, S z\right)\right),
$$

which, on letting $n \rightarrow \infty$ and using Equations (8) and (20) and Lemma 2, yields that:

$$
\rho(g z, S z) \leq \rho(g z, S z)-\liminf _{k \rightarrow \infty} \phi\left(\rho\left(g z_{n_{k}+1}, S z\right)\right)
$$

a contradiction. Hence $\rho(g z, S z)=0$, i.e., $g z=S z$. This completes the proof.
Now, we present a corresponding uniqueness result.
Theorem 2. In addition to the assumptions of Theorem 1, if we assume that the following condition is satisfied:
(g) $S(M)$ is $\left(S, g, \mathcal{R}^{s}\right)$-connected,
then $S$ and $g$ have a unique point of coincidence. Moreover, if:
(h) S and $g$ are weakly compatible,
then $S$ and $g$ have a unique common fixed point.
Proof. Firstly, Theorem 1 ensures that $\operatorname{Coin}(S, g) \neq \varnothing$. Let $\bar{z}, \bar{w} \in \operatorname{Coin}(S, g)$. Then, there exists $z, w \in M$ such that $\bar{z}=S z=g z$ and $\bar{w}=S w=g w$. Our claim is that $\bar{z}=\bar{w}$. Now, owing to hypothesis $(g)$, there exists a path, say $\left\{g p_{0}, g p_{1}, g p_{2}, \ldots, g p_{l}\right\} \subseteq M$ of some finite length $l$ in $\left.\mathcal{R}\right|_{g(M)} ^{s}$ from $S z$ to $S w$ with:

$$
\begin{equation*}
g p_{0}=S z, g p_{l}=S w \text { and }\left[g p_{i}, g p_{i+1}\right] \in \mathcal{R}, \text { for each } 0 \leq i \leq l-1 \tag{21}
\end{equation*}
$$

and:

$$
\begin{equation*}
\left[g p_{i}, S p_{i}\right] \in \mathcal{R}, \text { for each } 1 \leq i \leq l-1 \tag{22}
\end{equation*}
$$

Define constant sequences $\left\{p_{n}^{0}=z\right\}$ and $\left\{p_{n}^{l}=w\right\}$, then we have $g p_{n+1}^{0}=S p_{n}^{0}=S z=\bar{z}$ and $g p_{n+1}^{l}=S p_{n}^{l}=S w=\bar{w}$, for all $n \in \mathbb{N}_{0}$. Further, set $p_{0}^{i}=p_{i}$, for each $0 \leq i \leq l$ and define sequences $\left\{p_{n}^{1}\right\},\left\{p_{n}^{2}\right\}, \ldots,\left\{p_{n}^{k-1}\right\}$ by:

$$
g p_{n+1}^{i}=S p_{n}^{i}, \forall n \in \mathbb{N}_{0} \text { and for each } 1 \leq i \leq l-1
$$

Hence:

$$
g p_{n+1}^{i}=S p_{n}^{i}, \forall n \in \mathbb{N}_{0} \text { and for each } 0 \leq i \leq l
$$

By mathematical induction, we will prove that:

$$
\left[g p_{n}^{i}, g p_{n}^{i+1}\right] \in \mathcal{R}, \forall n \in \mathbb{N}_{0} \text { and for each } 0 \leq i \leq l-1
$$

In view of Equation (21), the result holds for $n=0$. Now, suppose it holds for $n=k>0$, i.e.:

$$
\left[g p_{k}^{i}, g p_{k}^{i+1}\right] \in \mathcal{R}, \text { for each } 0 \leq i \leq l-1
$$

By $(S, g)$-closedness of $\mathcal{R}$ and Proposition 2, we have:

$$
\left[S p_{k}^{i}, S p_{k}^{i+1}\right]=\left[g p_{k+1}^{i}, g p_{k+1}^{i+1}\right] \in \mathcal{R}, \text { for each } 0 \leq i \leq l-1,
$$

i.e., the result holds for $n=k+1$ and hence, it holds for all $n \in \mathbb{N}_{0}$. Also from Equation (22), we have [ $\left.g p_{0}^{i}, g p_{1}^{i}\right] \in \mathcal{R}$ and $\mathcal{R}$ is ( $S, g$ )-closed, so by Proposition 2 and Equation (4), we have:

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \rho\left(g p_{n}^{i}, g p_{n+1}^{i}\right)=0 \tag{23}
\end{equation*}
$$

Now, for all $n \in \mathbb{N}_{0}$ and for each $0 \leq i \leq l-1$, define $f_{n}^{i}=\rho\left(g p_{n}^{i}, g p_{n}^{i+1}\right)$. Our claim is that:

$$
\lim _{n \rightarrow \infty} f_{n}^{i}=0
$$

Suppose, by contrast, that $\lim _{n \rightarrow \infty} f_{n}^{i}=f>0$. Since $\left[g p_{n}^{i}, g p_{n}^{i+1}\right] \in \mathcal{R},\left(g p_{n}^{i}, g p_{n}^{i+1}\right) \in \mathcal{R}$ or $\left(g p_{n}^{i+1}, g p_{n}^{i}\right) \in \mathcal{R}$, for all $n \in \mathbb{N}_{0}$ and for each $0 \leq i \leq l-1$. Making use of Equation (1), we have:

$$
\rho\left(S p_{n}^{i}, S p_{n}^{i+1}\right) \leq \mathcal{M}_{\rho, g}\left(p_{n}^{i}, p_{n}^{i+1}\right)-\phi\left(\rho\left(S p_{n}^{i}, S p_{n}^{i+1}\right)\right)
$$

or:

$$
\begin{equation*}
\rho\left(g p_{n+1}^{i}, S p_{n+1}^{i+1}\right) \leq \mathcal{M}_{\rho, g}\left(p_{n}^{i}, p_{n}^{i+1}\right)-\phi\left(\rho\left(g p_{n+1}^{i}, g p_{n+1}^{i+1}\right)\right) \tag{24}
\end{equation*}
$$

where:

$$
\begin{aligned}
& \mathcal{M}_{\rho, g}\left(p_{n}^{i}, p_{n}^{i+1}\right)= \max \left\{\rho\left(g p_{n}^{i}, g p_{n}^{i+1}\right), \rho\left(g p_{n}^{i}, S p_{n}^{i}\right), \rho\left(g p_{n}^{i+1}, S p_{n}^{i+1}\right),\right. \\
&\left.\frac{\rho\left(g p_{n}^{i}, S p_{n}^{i+1}\right)+\rho\left(g p_{n}^{i+1}, S p_{n}^{i}\right)}{2}\right\} \\
&= \max \left\{\rho\left(g p_{n}^{i}, g p_{n}^{i+1}\right), \rho\left(g p_{n}^{i}, g p_{n+1}^{i}\right), \rho\left(g p_{n}^{i+1}, g p_{n+1}^{i+1}\right),\right. \\
&\left.\frac{\rho\left(g p_{n}^{i}, g p_{n+1}^{i+1}\right)+\rho\left(g p_{n}^{i+1}, g p_{n+1}^{i}\right)}{2}\right\} \\
& \leq \max \left\{\rho\left(g p_{n}^{i}, g p_{n}^{i+1}\right), \rho\left(g p_{n}^{i}, g p_{n+1}^{i}\right), \rho\left(g p_{n}^{i+1}, g p_{n+1}^{i+1}\right),\right. \\
&\left.\frac{\rho\left(g p_{n}^{i}, g p_{n+1}^{i}\right)+\rho\left(g p_{n+1}^{i}, g p_{n+1}^{i+1}\right)+\rho\left(g p_{n}^{i+1}, g p_{n}^{i}\right)+\rho\left(g p_{n}^{i}, g p_{n+1}^{i}\right)}{2}\right\}
\end{aligned}
$$

Now, letting $n \rightarrow \infty$ and using Equation (23), we obtain:

$$
\lim _{n \rightarrow \infty} \mathcal{M}_{\rho, g}\left(p_{n}^{i}, p_{n}^{i+1}\right)=f
$$

which, on applying Equation (24) after taking limit, yields that:

$$
f \leq f-\liminf _{n \rightarrow \infty} \phi\left(\rho\left(p_{n+1}^{i}, p_{n+1}^{i+1}\right)\right)
$$

a contradiction. Therefore, $\lim _{n \rightarrow \infty} f_{n}^{i}=0$.
Next, we have:

$$
\begin{aligned}
\rho(\bar{z}, \bar{w})=\rho\left(g p_{n}^{0}, g p_{n}^{l}\right) & \leq \sum_{i=0}^{k-1} \rho\left(g p_{n}^{i}, g p_{n}^{i+1}\right)-\sum_{i=1}^{k-1} \rho\left(g p_{n}^{i}, g p_{n}^{i+1}\right) \\
& \leq \sum_{i=0}^{k-1} \rho\left(g p_{n}^{i}, g p_{n}^{i+1}\right) \\
& =\sum_{i=0}^{k-1} f_{n}^{i} \rightarrow 0(\text { as } n \rightarrow \infty) .
\end{aligned}
$$

Hence, $\bar{z}=\bar{w}$, i.e., $S z=S w$. Thus, $S$ and $g$ have a unique point of coincidence.
Secondly, to justify the existence of a unique common fixed point, we consider $z \in \operatorname{Coin}(S, g)$, i.e., $S z=g z=\bar{z}$, for some $\bar{z} \in M$. By the condition $(h), S$ and $g$ commute at their coincidence points, i.e.,

$$
\begin{equation*}
S(g z)=g(S z)=g(g z) \tag{25}
\end{equation*}
$$

thereby yielding $S \bar{z}=g \bar{z}$, i.e., $\bar{z} \in \operatorname{Coin}(S, g)$. Thus, by the uniqueness of point of the coincidence point, we have:

$$
\bar{z}=g \bar{z}=S \bar{z}
$$

The uniqueness of the common fixed point is a direct consequence of the uniqueness of the coincidence point. This finishes the proof.

We present the following example to support our result.
Example 1. Let $M=[0, \infty)$ with partial metric $\rho: M \times M \rightarrow[0, \infty)$ defined by:

$$
\rho\left(z_{1}, z_{2}\right)=\max \left\{z_{1}, z_{2}\right\}
$$

Define a binary relation $\mathcal{R}=\left\{\left(z_{1}, z_{2}\right) \in M \times M: z_{1} \geq z_{2}\right\}$. Clearly, $(M, \rho)$ is a complete partial metric space. Define $S, g: M \rightarrow M$ by:

$$
S z=\frac{z}{3} \text { and } g z=\frac{z}{2}, \forall z \in M
$$

It is clear that $\mathcal{R}$ is $(S, g)$-closed and $S$ and $g$ are continuous. Next, define $\phi:[0, \infty) \rightarrow[0, \infty)$ by:

$$
\phi(t)=\frac{t}{6}, \forall t \in[0, \infty)
$$

Clearly, $\phi \in \Phi$. Observe that all the conditions of Theorems 1 and 2 are fulfilled (with $N=M$ ). Hence, $S$ and $g$ have a unique common fixed point (namely 0 ).

Next, we present the following corollaries.
Corollary 1. The conclusion of Theorem 2 remains valid if we replace the condition $(g)$ by any one of the following:
(g1) $\left.\mathcal{R}\right|_{g(M)}$ is complete;
(g2) $\quad S(M)$ is $\left(S, g, \mathcal{R}^{s}\right)$-directed.
Proof. If ( $g 1$ ) holds true, then for any $z_{1}, z_{2} \in S(M)$, we have $z_{1}=g w_{1}$ and $z_{2}=g w_{2}$, for some $w_{1}, w_{2} \in M($ as $S(M) \subseteq g(M))$. In view of $(g 1)$, we have $\left.\left[g w_{1}, g w_{2}\right] \in \mathcal{R}\right|_{g(M)}$, i.e., $\left\{g w_{1}, g w_{2}\right\}$ is a path of length 1 in $\left.\mathcal{R}\right|_{g(M)} ^{s}$ from $z_{1}$ to $z_{2}$. Hence, condition $(g)$ of Theorem 2 is fulfilled and the result is concluded by Theorem 2.

On the other hand, if condition $(g 2)$ holds, then for each $z_{1}, z_{2} \in S(M)$ (such that $z_{1}=g w_{1}$ and $z_{2}=g w_{2}$, for $\left.w_{1}, w_{2} \in M\right)$, there exists $w_{3} \in M$ such that $\left[g w_{1}, g w_{3}\right],\left.\left[g w_{2}, g w_{3}\right] \in \mathcal{R}\right|_{g(M)}$, i.e., $\left\{g w_{1}, g w_{3}, g w_{2}\right\}$ is a path of length 2 in $\left.\mathcal{R}\right|_{g(M)} ^{s}$ from $z_{1}$ to $z_{2}$ and $\left.\left[g w_{3}, S w_{3}\right] \in \mathcal{R}\right|_{g(M)}$. Hence, condition $(g)$ of Theorem 2 is fulfilled and again by Theorem 2 , the conclusion follows.

Corollary 2. The conclusions of Theorems 1 and 2 remain true if we replace assumption (e) by the following one:
(e1) S satisfies

$$
\begin{equation*}
\rho(S z, S w) \leq \rho(g z, g w)-\phi(\rho(S z, S w)) \tag{26}
\end{equation*}
$$

for all $z, w \in M$ with $(g z, g w) \in \mathcal{R}^{\neq}$and $\phi \in \Phi$.
Proof. As $\rho(g z, g w) \leq \mathcal{M}_{\rho, g}(z, w)$, we have:

$$
\rho(S z, S w) \leq \rho(g z, g w)-\phi(\rho(S z, S w)) \Longrightarrow \rho(S z, S w) \leq \mathcal{M}_{\rho, g}(z, w)-\phi(\rho(S z, S w))
$$

for all $z, w \in M$ with $(g z, g w) \in \mathcal{R}^{\neq}$. Thus, all the assumptions of Theorems 1 and 2 are satisfied and the conclusions hold.

Following Reference [32], it can be easily seen that in a partial metric space ( $M, \rho$ ), for all $(g z, g w) \in \mathcal{R}^{\neq}$, the conditions:

$$
\begin{equation*}
\rho(S z, S w) \leq \rho(g z, g w)-\phi(\rho(S z, S w)) \tag{27}
\end{equation*}
$$

and:

$$
\begin{equation*}
\rho(S z, S w) \leq \mathcal{M}_{\rho, g}(z, w)-\phi(\rho(S z, S w)) \tag{28}
\end{equation*}
$$

are more weaker than:

$$
\begin{equation*}
\rho(S z, S w) \leq \rho(g z, g w)-\phi(\rho(g z, g w)) \tag{29}
\end{equation*}
$$

and:

$$
\begin{equation*}
\rho(S z, S w) \leq \mathcal{M}_{\rho, g}(z, w)-\phi\left(\mathcal{M}_{\rho, g}(z, w)\right) \tag{30}
\end{equation*}
$$

respectively. However, the converse need not be true in general (even the above assertion is true for any $z, w \in M$ ). This leads us to our next corollary.

Corollary 3. The conclusions of Theorems 1 and 2 remain true if we replace assumption (e) by the following one:
(e2) S satisfies:

$$
\begin{equation*}
\rho(S z, S w) \leq \rho(g z, g w)-\phi(\rho(g z, g w)) \tag{31}
\end{equation*}
$$

or:

$$
\begin{equation*}
\rho(S z, S w) \leq \mathcal{M}_{\rho, g}(z, w)-\phi\left(\mathcal{M}_{\rho, g}(z, w)\right) \tag{32}
\end{equation*}
$$

for all $z, w \in M$ with $(g z, g w) \in \mathcal{R}^{\neq}$and $\phi \in \Phi$.
By setting $\phi(t)=(1-k) t$, with $k \in[0,1)$ and $t \in[0, \infty)$ in Corollary 3 , we deduce the following corollaries:

Corollary 4. The conclusions of Theorems 1 and 2 remain true if we replace assumption (e) with the following one:
(e3) there exists $k \in[0,1)$ such that:

$$
\rho(S z, S w) \leq k \rho(g z, g w)
$$

for all $z, w \in M$ with $(g z, g w) \in \mathcal{R}^{\neq}$and $\phi \in \Phi$.

We see that the above corollary is a relatively new and somewhat refined version of Alam and Imdad [31] type result in partial metric space with some refinement, e.g.:

- We use $\mathcal{R}^{\neq}$-precompleteness of subspace $N \subseteq M$ in place of $\mathcal{R}$-completeness.
 their $\mathcal{R}$-analogous.

Corollary 5. The conclusions of Theorems 1 and 2 remain true if we replace assumption (e) with the following one:
(e4) S satisfies:

$$
\begin{equation*}
\rho(S z, S w) \leq k \mathcal{M}_{\rho, g}(z, w) \tag{33}
\end{equation*}
$$

for all $z, w \in M$ with $(g z, g w) \in \mathcal{R}^{\neq}$and $\phi \in \Phi$.
By considering $g=I_{M}$, the following fixed point result can be deduced easily from Theorems 1 and 2.

Corollary 6. Let $(M, \rho)$ be a partial metric space equipped with a binary relation $\mathcal{R}, N \subseteq M$ an $\mathcal{R}^{\neq}$-precomplete subspace in $M$ and $S: M \rightarrow M$. Assume that the following assumptions are satisfied:
(a) There exists $z_{0} \in M$ such that $\left(z_{0}, S z_{0}\right) \in \mathcal{R}$;
(b) $\mathcal{R}$ is S-closed;
(c) $S(M) \subseteq N$;
(d) $\mathcal{R}$ is locally $S$-transitive;
(e) S satisfies generalized Ćirić-type weak $(\phi, \mathcal{R})$-contraction, i.e.:

$$
\rho(S z, S w) \leq M(z, w)-\phi(\rho(S z, S w))
$$

for all $z, w \in M$ with $(z, w) \in \mathcal{R}^{\neq}$and $\phi \in \Phi$, where:

$$
M(z, w)=\max \left\{\rho(z, w), \rho(z, S z), \rho(w, S w), \frac{\rho(z, S w)+\rho(w, S z)}{2}\right\}
$$


Then, $S$ has a fixed point. In addition, if:
(g) $N$ is $\left(S, \mathcal{R}^{s}\right)$-connected,
then the fixed point is unique.
In place of $\mathcal{R}^{\neq}$-precomplete of $N$, if we use the $\mathcal{R}^{\neq}$-completeness of the whole space $M$, then we find a particular version of Theorem 1.
 following assumptions:
(a) $M(g, S, \mathcal{R}) \neq \varnothing$;
(b) $\mathcal{R}$ is $(S, g)$-closed;
(c) $S(M) \subseteq g(M)$;
(d) $\mathcal{R}$ is locally $S$-transitive;
(e) $S$ satisfies generalized Ćirić-type weak $\left(\phi_{g}, \mathcal{R}\right)$-contraction, i.e.,,:

$$
\begin{equation*}
\rho(S z, S w) \leq \mathcal{M}_{\rho, g}(z, w)-\phi(\rho(S z, S w)) \tag{34}
\end{equation*}
$$

for all $z, w \in M$ with $(g z, g w) \in \mathcal{R}^{\neq}$and $\phi \in \Phi$, where:

$$
\mathcal{M}_{\rho, g}(z, w)=\max \left\{\rho(g z, g w), \rho(g z, S z), \rho(g w, S w), \frac{\rho(g z, S w)+\rho(g w, S z)}{2}\right\} ;
$$

(f) $\quad(f 1) S$ and $g$ are $\mathcal{R}^{\neq \text {-compatible; }}$
( $f 2$ ) $S$ and $g$ are $\mathcal{R}^{\neq \text {-continuous; }}$ or alternatively:


Then, $S$ and $g$ have a coincidence point.
Proof. The result follows by Proposition 3 and Remark 3.
Moreover, in Corollary 7, if we assume $g$ to be surjective, then assumption (c) as well as assumption $\left(f^{*} 1\right)$ can be removed trivially since $N=g(M)=M$.

## 5. Consequences

### 5.1. Results in Abstract Spaces

By considering $\mathcal{R}$ to be the universal relation, i.e., $\mathcal{R}=M \times M$, we deduce the following results from Theorems 1 and 2.

Corollary 8. Let $(M, \rho)$ be a partial metric space and $S, g: M \rightarrow M$. Assume that the following conditions are satisfied:
(a) $\quad S(M) \subseteq g(M) \cap N$;
(b) $S$ satisfies:

$$
\rho(S z, S w) \leq \mathcal{M}_{\rho, g}(z, w)-\phi(\rho(S z, S w))
$$

for all $z, w \in M$ with $g z \neq g w$ and $\phi \in \Phi$;
(c) $\left(c_{1}\right) S$ and $g$ are compatible;
$\left(c_{2}\right) S$ and $g$ are continuous;
or alternatively:
$\left(c^{*}\right) \quad N \subseteq g(M)$.
Then, $S$ and $g$ have a coincidence point.
Corollary 9. Moreover, if S and $g$ are weakly compatible, then $S$ and $g$ have a unique common fixed point.
In view of Corollary 4 under $\mathcal{R}=M \times M$, it can be easily seen that Corollary 8 is a more generalized and sharpened version of Goebel and Jungck type results in partial metric spaces.

### 5.2. Results in Ordered Partial Metric Spaces via Increasing Mappings

The idea under consideration was initiated by Turinici [17], which was later generalized by several authors, e.g., Ran and Reurings [18], Nieto and Rodríguez-López [19], and some others, e.g., the authors of [34-37]. In this section, from now on, $\preceq ~ d e n o t e s ~ a ~ p a r t i a l ~ o r d e r ~ o n ~ a ~ n o n-e m p t y ~ s e t ~$ $M,(M, \preceq)$ denotes a partially ordered set, and $(M, \rho, \preceq)$ stands for a partial metric space with partial order $\preceq$, which we call ordered partial metric space.

Now, we recall the following notions which are needed in the sequel.
Definition 19. [38] A mapping $S: M \rightarrow M$ is said to be $g$-increasing if $S z_{1} \preceq S z_{2}$, for any $z_{1}, z_{2} \in M$ with $g z_{1} \preceq g z_{2}$.

Remark 5. Notice that $S$ is $g$-increasing and the notion $\preceq$ is $(S, g)$-closed in our sense coincide with each other.
Definition 20. [39] Let $\left\{z_{n}\right\}$ be a sequence in an ordered set $(M, \preceq)$. Then:
(a) $\left\{z_{n}\right\}$ is said to be increasing if for all $m, n \in \mathbb{N}_{0}$ :

$$
m \leq n \Longrightarrow z_{m} \preceq z_{n}
$$

(b) $\quad\left\{z_{n}\right\}$ is said to be decreasing if for all $m, n \in \mathbb{N}_{0}$ :

$$
m \leq n \Longrightarrow z_{n} \preceq z_{m}
$$

(c) $\left\{z_{n}\right\}$ is said to be monotone if it is either increasing or decreasing.

Now, we introduce the notion of increasing-convergence-upper bound (ICU) property in the setting of ordered partial metric spaces.

Definition 21. Let $(M, \rho, \preceq)$ be an ordered partial metric space. We say that $(M, \rho, \preceq)$ has ICU (increasing-convergence-upper bound) property if every increasing sequence $\left\{z_{n}\right\} \subseteq M$ such that $\left\{z_{n}\right\} \rightarrow z$ is bounded above by limit, i.e., $z_{n} \preceq z$, for all $n \in \mathbb{N}$.

Remark 6. It is observed that $(M, \rho, \preceq)$ has ICU property is equivalent to $\preceq$ is $\rho$-self closed.
Notice that Alam et al. [40] defined ICU property in the setting of ordered metric spaces.
Definition 22. In an ordered partial metric space $(M, \rho, \preceq)$, we define the following:
(a) $(M, \rho, \preceq)$ is said to be $\bar{O}$-complete (resp. $\underline{O}$-complete, O-complete) if every increasing (resp. decreasing, monotone) Cauchy sequence in $M$ converges in $M$.
(b) a self-mapping $S$ on $M$ is said to be ( $g, \bar{O}$ )-continuous (resp. ( $g, \underline{O}$ )-continuous, $(g, O)$-continuous) at $z \in M$, if for any increasing (resp. decreasing, monotone) sequence $\left\{z_{n}\right\} \subseteq M$ such that $\left\{z_{n}\right\} \rightarrow z$, we have $\left\{S z_{n}\right\} \rightarrow S z$.
$S$ is $(g, \bar{O})$-continuous (resp. $(g, \underline{O})$-continuous, $(g, O)$-continuous) on $M$ if it is $(g, \bar{O})$-continuous (resp. $(g, \underline{O})$-continuous, $(g, O)$-continuous) at every $z \in M$.
(c) two self-mappings $S$ and $g$ are said to be $\bar{O}$-compatible (resp. $\underline{O}$-compatible, O-compatible) if for any sequence $\left\{z_{n}\right\}$ and $z \in M$ such that $\left\{S z_{n}\right\}$ and $\left\{g z_{n}\right\}$ are increasing (resp. decreasing and monotone) and $\lim _{n \rightarrow \infty} S z_{n}=\lim _{n \rightarrow \infty} g z_{n}=z$, we have:

$$
\lim _{n \rightarrow \infty} \rho\left(S\left(g z_{n}\right), g\left(S z_{n}\right)\right)=0
$$

Remark 7. Notice that for $g=I,(g, \bar{O})$-continuity reduces to $\bar{O}$-continuity, and the same happens to the others.
The above notions were defined by Kutbi et al. [41] in the setting of ordered metric spaces. Now, we introduce the following notion.

Definition 23. A subset $N$ of an ordered partial metric space ( $M, \rho, \preceq$ ) is said to be $\bar{O}$-precomplete (resp. O-precomplete, O-precomplete) if every increasing (resp. decreasing, monotone) Cauchy sequence in $N$ converges to a point of $M$.

Under consideration of Remarks 5 and 6 and $\mathcal{R}=\preceq$, we obtained the below result from Theorem 1, which is new for the existing literature.

Corollary 10. Let $(M, \rho, \preceq)$ be an ordered partial metric space, $N \subseteq M$ an $\bar{O}$-precomplete subspace in $M$ and $S, g: M \rightarrow M$. Assume that the following assumptions are satisfied:
(a) There exists $z_{0} \in M$ such that $g z_{0} \preceq S z_{0}$;
(b) $S$ is $g$-increasing;
(c) $S(M) \subseteq g(M) \cap N$;
(d) $S$ satisfies generalized Ćirić-type weak $\left(\phi_{g}, \preceq\right)$-contraction, i.e.,

$$
\begin{equation*}
\rho(S z, S w) \leq \mathcal{M}_{\rho, g}(z, w)-\phi(\rho(S z, S w)) \tag{35}
\end{equation*}
$$

for all $z, w \in M$ with $g z \preceq g w$ and $\phi \in \Phi$, where:

$$
\mathcal{M}_{\rho, g}(z, w)=\max \left\{\rho(g z, g w), \rho(g z, S x), \rho(g w, S w), \frac{\rho(g z, S w)+\rho(g w, S z)}{2}\right\}
$$

(e) (e1) S and $g$ are $\bar{O}$-compatible;
(e2) S and g are $\bar{O}$-continuous;
or alternatively:
$\left(e^{*}\right) \quad\left(e^{*} 1\right) N \subseteq g(M)$;
$\left(e^{*} 2\right)$ either $S$ is $(g, \bar{O})$-continuous or $S$ and $g$ are continuous or $(N, \rho, \preceq)$ has ICU property.
Then, $S$ and $g$ have a coincidence point.
5.3. Results in Ordered Partial Metric Spaces via Comparable Mappings

Definition 24. [42] For $S, g: M \rightarrow M, S$ is said to be $g$-comparable if for all $z_{1}, z_{2} \in M$ such that $g z_{1} \prec \succ g z_{2}$, we have $S z_{1} \prec \succ S z_{2}$.

Remark 8. Observe that the notion $S$ is $g$-comparable is equivalent to saying that $\prec \succ$ is $(S, g)$-closed.
Definition 25. [43] Let $(M, \preceq)$ be an ordered set and $\left\{z_{n}\right\}$ a sequence in $M$. Then:
(a) $\left\{z_{n}\right\}$ is said to be termwise bounded if there is an element $z \in M$ such that each term of $\left\{z_{n}\right\}$ is comparable with $z$, i.e., $z_{n} \prec \succ z$, for all $n \in \mathbb{N}_{0}$ and $z$ is a $c$-bound of $\left\{z_{n}\right\}$.
(b) $\quad\left\{z_{n}\right\}$ is said to be termwise monotone if consecutive terms of $\left\{z_{n}\right\}$ are comparable, i.e., $z_{n} \prec \succ z_{n+1}$, for all $n \in \mathbb{N}_{0}$.

Now, we introduce TCC property in the setting of ordered partial metric spaces.
Definition 26. We say that an ordered partial metric space ( $M, \rho, \preceq$ ) has TCC property if every termwise monotone convergent sequence $\left\{z_{n}\right\}$ in $M$ has a subsequence, which is termwise bounded by the limit (of the sequence) as a c-bound, i.e.:

$$
z_{n} \downarrow z \Longrightarrow \text { there exists a subsequence }\left\{z_{n_{k}}\right\} \text { of }\left\{z_{n}\right\} \text { with } z_{n_{k}} \prec \succ z, \forall k \in \mathbb{N}_{0} .
$$

Remark 9. It is observed that $(M, \rho, \preceq)$ has TCC property which is equivalent to $\prec \succ$, which is $\rho$-self closed.
In view of Remarks 8 and 9 and using $\mathcal{R}=\prec \succ$ in Theorem 1, we again obtained a new result for the existing literature.

Corollary 11. Let $(M, \rho, \preceq)$ be an ordered partial metric space, $N \subseteq M$, an $O$-precomplete subspace in $M$ and $S, g: M \rightarrow M$. Assume that the following assumptions are satisfied:
(a) There exists $z_{0} \in M$ such that $g z_{0} \prec \succ S z_{0}$;
(b) $S$ is $g$-increasing;
(c) $S(M) \subseteq g(M) \cap N$;
(d) $S$ satisfies generalized Ćirić-type weak $\left(\phi_{g}, \mathcal{R}\right)$-contraction, i.e.:

$$
\begin{equation*}
\rho(S z, S w) \leq \mathcal{M}_{\rho, g}(z, w)-\phi(\rho(S z, S w)) \tag{36}
\end{equation*}
$$

for all $z, w \in M$ with $g z \prec \succ g y$ and $\phi \in \Phi$, where;

$$
\mathcal{M}_{\rho, g}(z, w)=\max \left\{\rho(g z, g w), \rho(g z, S z), \rho(g w, S w), \frac{\rho(g z, S w)+\rho(g w, S z)}{2}\right\}
$$

(e) (e1) S and $g$ are O-compatible;
(e2) $S$ and $g$ are O-continuous; or alternatively:
$\left(e^{*}\right) \quad\left(e^{*} 1\right) N \subseteq g(M)$;
$\left(e^{*} 2\right)$ either $S$ is $(g, O)$-continuous or $S$ and $g$ are continuous or $(N, \rho, \preceq)$ has TCC property.
Then, $S$ and $g$ have a coincidence point.

## 6. Application

Let us consider the following system of equations:

$$
\left\{\begin{array}{l}
z(t)=\int_{0}^{T} K_{1}(t, \tau, z(\tau)) d \tau+a(t)  \tag{37}\\
z(t)=\int_{0}^{T} K_{2}(t, \tau, z(\tau)) d \tau+a(t)
\end{array}\right.
$$

for all $t \in \Omega=[0, T], T>0$, where $K_{1}, K_{2}: \Omega \times \Omega \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ and $a: \Omega \rightarrow \mathbb{R}^{n}$.
Our aim is to provide an existence theorem in order to find the solution of the above system of integral equations using Theorem 1.

Let $\mathcal{R}$ be an arbitrary transitive binary relation on $\mathbb{R}^{n}$ and $M=\mathcal{C}\left(\Omega, \mathbb{R}^{n}\right)$, set of all continuous mappings from $\Omega \rightarrow \mathbb{R}^{n}$, with sup norm $\|z\|_{M}=\max _{t \in \Omega}\|z(t)\|, z \in M$. Consider a binary relation $\mathcal{R}_{M}$ on $M$ as:

$$
\left(z_{1}, z_{2}\right) \in \mathcal{R}_{M} \Longleftrightarrow\left(z_{1}(t), z_{2}(t)\right) \in \mathcal{R}, \forall t \in \Omega
$$

For any $\mathcal{R}_{M}$-preserving sequence $\left\{z_{n}\right\}$ in $M$ converging to $z \in M$, we have $\left(z_{n}(t), z(t)\right) \in \mathcal{R}$, for all $t \in \Omega$. Further, define $S, g: M \rightarrow M$ by:

$$
S z(t)=\int_{0}^{T} K_{1}(t, \tau, z(\tau)) d \tau+a(t) \text { and } g z(t)=\int_{0}^{T} K_{2}(t, \tau, z(\tau)) d \tau+a(t)
$$

for all $t \in \Omega$, where $g$ is surjective.
Theorem 3. Suppose the following conditions are satisfied:
(A) $K_{1}, K_{2}: \Omega \times \Omega \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ and $a: \Omega \rightarrow \mathbb{R}^{n}$ are continuous;
(B) There exists some $z_{0} \in M$ such that:

$$
\left(\int_{0}^{T} K_{2}\left(t, \tau, z_{0}(\tau)\right) d \tau+a(t), \int_{0}^{T} K_{1}\left(t, \tau, z_{0}(\tau)\right) d \tau+a(t)\right) \in \mathcal{R}, \forall t \in \Omega
$$

(C) $\quad(g z(t), g w(t)) \in \mathcal{R} \Longrightarrow(S z(t), S w(t)) \in \mathcal{R}, \forall t \in \Omega$;
(D) For each $z, w \in M$ such that $(z, w) \in \mathcal{R}^{\neq}$and $t, \tau \in \Omega$, there exists a number $\lambda \in\left[0, \frac{1}{T}\right]$ such that:

$$
\left\|K_{1}(t, \tau, z(\tau))-K_{1}(t, \tau, w(\tau))\right\| \leq \lambda\|g z(t)-g w(t)\| .
$$

Then, Equation (37) has a solution in $M$.
Proof. Define $\rho: M \times M \rightarrow[0, \infty)$ as:

$$
\rho(z, w)=\|z-w\|_{M}, \forall z, w \in M .
$$

Now, for $(z, w) \in \mathcal{R}^{\neq}$, we have:

$$
\begin{aligned}
\rho(S z, S w) & =\max _{t \in \Omega}\left\|\int_{0}^{T}\left(K_{1}(t, \tau, z(\tau))-K_{1}(t, \tau, w(\tau))\right) d \tau\right\| \\
& \leq \max _{t \in \Omega} \int_{0}^{T}\left\|K_{1}(t, \tau, z(\tau))-K_{1}(t, \tau, w(\tau))\right\| d \tau \\
& \leq \lambda \max _{t \in \Omega}\|g z(t)-g w(t)\| \int_{0}^{T} d \tau \\
& =\lambda T\|g z-g w\|_{M} \\
& =\lambda_{1} \rho(g z, g w),
\end{aligned}
$$

where $\lambda_{1}=\lambda T$. Now, define $\phi:[0, \infty) \rightarrow[0, \infty)$ as $\phi(t)=\left(1-\lambda_{1}\right) t, \lambda_{1} \in[0,1)$. It can be easily seen that $\phi \in \Phi$. Applying it in the above inequality, we obtain:

$$
\begin{aligned}
\rho(S z, S w) & \leq \rho(g z, g w)-\phi(\rho(g z, g w)) \\
& \leq \rho(g z, g w)-\phi(\rho(S z, S w)) \\
& \leq \mathcal{M}_{\rho, g}(z, w)-\phi(\rho(S z, S w)),
\end{aligned}
$$

where $\mathcal{M}_{\rho, g}$ is as defined in Theorem 1. By choosing $N=M$, it is also clear that $S(M) \subseteq M=g(M)$. Hence, by fulfilling all the necessary requirements of Theorem $1, S$ and $g$ have a coincidence point. Hence, the system (Equation (37)) has a solution. This completes the proof.

## 7. Conclusions

Essentially, inspired by Alam and Imdad [21] and Zhiqun Xue [32], we introduced a new contraction condition and used the same to prove some new fixed point results in the setting of partial metric space. To establish our claim, we deduced some corollaries which are still new and refined versions of earlier known results in literature. Finally, by presenting an application, we exhibited the usability of our main result.
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#### Abstract

In this paper, we prove that on any contact manifold $(M, \xi)$ there exists an arbitrary $C^{\infty}$-small contactomorphism which does not admit a square root. In particular, there exists an arbitrary $C^{\infty}$-small contactomorphism which is not "autonomous". This paper is the first step to study the topology of $\operatorname{Cont}_{0}(M, \xi) \backslash \operatorname{Aut}(M, \xi)$. As an application, we also prove a similar result for the diffeomorphism group $\operatorname{Diff}(M)$ for any smooth manifold $M$.
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## 1. Introduction

For any closed manifold $M$, the set of diffeomorphisms $\operatorname{Diff}(M)$ forms a group and any one-parameter subgroup $f: \mathbb{R} \rightarrow \operatorname{Diff}(M)$ can be written in the following form

$$
f(t)=\exp (t X)
$$

Here, $X \in \Gamma(T M)$ is a vector field and $\exp : \Gamma(T M) \rightarrow \operatorname{Diff}(M)$ is the time 1 flow of vector fields. From the inverse function theorem, one might expect that there exists an open neighborhood of the zero section $\mathcal{U} \subset \Gamma(T M)$ such that

$$
\exp : \mathcal{U} \longrightarrow \operatorname{Diff}(M)
$$

is a diffeomorphism onto an open neighborhood of $\operatorname{Id} \in \operatorname{Diff}(M)$. However, this is far from true ([1], Warning 1.6). So one might expect that the set of "autonomous" diffeomorphisms

$$
\operatorname{Aut}(M)=\exp (\Gamma(T M))
$$

is a small subset of $\operatorname{Diff}(M)$.
For a symplectic manifold $(M, \omega)$, the set of Hamiltonian diffeomorphisms $\operatorname{Ham}^{c}(M, \omega)$ contains "autonomous" subset $\operatorname{Aut}(M, \omega)$ which is defined by

$$
\operatorname{Aut}(M, \omega)=\left\{\exp (X) \left\lvert\, \begin{array}{c}
X \text { is a time-independent Hamiltonian vector field } \\
\text { whose support is compact }
\end{array}\right.\right\} .
$$

In [2], Albers and Frauenfelder proved that on any symplectic manifold there exists an arbitrary $C^{\infty}$-small Hamiltonian diffeomorphism not admitting a square root. In particular, there exists an arbitrary $C^{\infty}$-small Hamiltonian diffeomorphism in $\operatorname{Ham}^{c}(M, \omega) \backslash \operatorname{Aut}(M, \omega)$.

Polterovich and Shelukhin used spectral spread of Floer homology and Conley conjecture to prove that $\operatorname{Ham}^{c}(M, \omega) \backslash \operatorname{Aut}(M, \omega) \subset \operatorname{Ham}^{c}(M, \omega)$ is $C^{\infty}$-dense and dense in the topology induced from Hofer's metric if $(M, \omega)$ is closed symplectically aspherical manifold ([3]). The author generalized this theorem to arbitrary closed symplectic manifolds and convex symplectic manifolds ([4]).

One might expect that "contact manifold" version of these theorems hold. In this paper, we prove that there exists an arbitrary $C^{\infty}$-small contactomorphism not admitting a square root. In particular,
there exists an arbitrary $C^{\infty}$-small contactomorphism in $\operatorname{Cont}_{0}^{c}(M, \xi) \backslash \operatorname{Aut}(M, \xi)$. So, this paper is a contact manifold version of [2]. As an application, we prove that there exists an arbitrary $C^{\infty}$-small diffeomorphism in $\operatorname{Diff}_{0}^{c}(M)$ not admitting a square root. This also implies that there exists an arbitrary $C^{\infty}$-small diffeomorphism in $\operatorname{Diff}_{0}^{c}(M) \backslash \operatorname{Aut}(M)$.

## 2. Main Result

Let $M$ be a smooth $(2 n+1)$-dimensional manifold without boundary. A 1-form $\alpha$ on $M$ is called contact if $\left(\alpha \wedge(d \alpha)^{n}\right)(p) \neq 0$ holds on any $p \in M$. A codimension 1 tangent distribution $\xi$ on $M$ is called contact structure if it is locally defined by $\operatorname{ker}(\alpha)$ for some (locally defined) contact form $\alpha$. A diffeomorphism $\phi \in \operatorname{Diff}(M)$ is called contactomorphism if $\phi_{*} \xi=\xi$ holds (i.e., $\phi$ preserves the contact structure $\xi)$. Let $\operatorname{Cont}_{0}^{c}(M, \xi)$ be the set of compactly supported contactomorphisms which are isotopic to Id through compactly supported contactomorphisms. In other words, $\operatorname{Cont}_{0}^{c}(M, \xi)$ is a connected component of compactly supported contactomorphisms ( $\left.\operatorname{Cont}^{c}(M, \xi)\right)$ which contains Id.

$$
\operatorname{Cont}_{0}^{c}(M, \xi)=\left\{\begin{array}{c|c}
\phi_{1} & \begin{array}{c}
\phi_{t}(t \in[0,1]) \text { is an isotopy of contactomorphisms } \\
\phi_{0}=\mathrm{Id}, \cup_{t \in[0,1]} \operatorname{supp}\left(\phi_{t}\right) \text { is compact }
\end{array}
\end{array}\right\}
$$

Let $X \in \Gamma^{c}(T M)$ be a compactly supported vector field on $M$. $X$ is called contact vector field if the flow of $X$ preserves the contact structure $\xi$ (i.e., $\exp (X)_{*} \xi=\xi$ holds). Let $\Gamma_{\xi}^{c}(T M)$ be the set of compactly supported contact vector fields on $M$ and let $\operatorname{Aut}(M, \xi)$ be their images

$$
\operatorname{Aut}(M, \xi)=\left\{\exp (X) \mid X \in \Gamma_{\tilde{\zeta}}^{c}(T M)\right\}
$$

We prove the following theorem.
Theorem 1. Let $(M, \xi)$ be a contact manifold without boundary. Let $\mathcal{W}$ be any $C^{\infty}$-open neighborhood of $I d \in \operatorname{Cont}_{0}^{c}(M, \xi)$. Then, there exists $\phi \in \mathcal{W}$ such that

$$
\phi \neq \psi^{2}
$$

holds for any $\psi \in \operatorname{Cont}_{0}^{c}(M, \xi)$. In particular, $\mathcal{W} \backslash \operatorname{Aut}(M, \xi)$ is not empty.
Remark 1. If $\phi$ is autonomous $(\phi=\exp (X)), \phi$ has a square root $\psi=\exp \left(\frac{1}{2} X\right)$.
Corollary 1. The exponential map $\exp : \Gamma_{\tilde{\zeta}}^{c}(T M) \rightarrow \operatorname{Cont}_{0}^{c}(M, \xi)$ is not surjective.
We also consider the diffeomorphism version of this theorem and corollary. Let $M$ be a smooth manifold without boundary and let $\operatorname{Diff}^{c}(M)$ be the set of compactly supported diffeomorhisms

$$
\operatorname{Diff}^{c}(M)=\{\phi \in \operatorname{Diff}(M) \mid \operatorname{supp}(\phi) \text { is compact }\} .
$$

Let $\operatorname{Diff}_{0}^{c}(M)$ be the connected component of $\operatorname{Diff}^{C}(M)$ (i.e., any element of $\operatorname{Diff}_{0}^{c}(M)$ is isotopic to Id). We define the set of autonomous diffeomorphisms by

$$
\operatorname{Aut}(M)=\left\{\exp (X) \mid X \in \Gamma^{c}(T M)\right\}
$$

By combining the arguments in this paper and in [2], we can prove the following theorem.
Theorem 2. Let $M$ be a smooth manifold without boundary. Let $\mathcal{W}$ be any $C^{\infty}$-open neighborhood of $I d \in \operatorname{Diff}{ }_{0}^{c}(M)$. Then, there exists $\phi \in \mathcal{W}$ such that

$$
\phi \neq \psi^{2}
$$

holds for any $\psi \in \operatorname{Diff}^{f}(M)$. In particular, $\mathcal{W} \backslash \operatorname{Aut}(M)$ is not empty.
Corollary 2. The exponential map $\exp : \Gamma^{c}(T M) \rightarrow \operatorname{Diff}_{0}^{c}(M)$ is not surjective.

## 3. Milnor's Criterion

In [1], Milnor gave a criterion for the existence of a square root of a diffeomorphism. We use this criterion later. We fix $l \in \mathbb{N}_{\geq 2}$ and a diffeomorphism $\phi \in \operatorname{Diff}(M)$. Let $P^{l}(\phi)$ be the set of " $l$-periodic orbits" which is defined by

$$
P^{l}(\phi)=\left\{\left(x_{1}, \cdots, x_{l}\right) \mid x_{i} \neq x_{j}(i \neq j), x_{j}=\phi^{j-1}\left(x_{1}\right), x_{1}=\phi\left(x_{l}\right)\right\} / \sim .
$$

This equivalence relation $\sim$ is given by the natural $\mathbb{Z} / l \mathbb{Z}$-action

$$
\left(x_{1}, \cdots, x_{l}\right) \rightarrow\left(x_{l}, x_{1}, \cdots, x_{l-1}\right)
$$

Proposition 1 (Milnor [1], Albers-Frauenfelder [2]). Assume that $\phi \in \operatorname{Diff}(M)$ has a square root (i.e., there exists $\psi \in \operatorname{Diff}(M)$ such that $\phi=\psi^{2}$ holds). Then, there exists a free $\mathbb{Z} / 2 \mathbb{Z}$-action on $P^{2 k}(\phi)(k \in \mathbb{N})$. In particular, $\sharp P^{2 k}(\phi)$ is even if $\sharp P^{2 k}(\phi)$ is finite.

## 4. Proof of Theorem 1

Proof. Before stating the proof of Theorem 1, we introduce the notion of a contact Hamiltonian function. Let $M$ be a smooth manifold without boundary and let $\alpha \in \Omega^{1}(M)$ be a contact form on $M$ $(\xi=\operatorname{ker}(\alpha))$. A Reeb vector field $R_{\alpha} \in \Gamma(T M)$ is the unique vector field which satisfies

$$
\begin{gathered}
\alpha\left(R_{\alpha}\right)=1 \\
d \alpha\left(R_{\alpha}, \cdot\right)=0 .
\end{gathered}
$$

For any smooth function $h \in C_{c}^{\infty}(M)$, there exists only one contact vector field $X_{h} \in \Gamma_{\tilde{\zeta}}^{c}(T M)$ which satisfies

$$
X_{h}=h \cdot R_{\alpha}+Z \text { where } Z \in \xi
$$

In fact, $X_{h}$ is a contact vector field if and only if $\left.\mathcal{L}_{X_{h}}(\alpha)\right|_{\xi}=0$ holds ( $\mathcal{L}$ is the Lie derivative). So,

$$
\mathcal{L}_{X_{h}}(\alpha)(Y)=d h(Y)+d \alpha\left(X_{h}, Y\right)=d h(Y)+d \alpha(Z, Y)=0
$$

holds for any $Y \in \xi$. Because $d \alpha$ is non-degenerate on $\xi$, above equation determines $Z \in \xi$ uniquely. $X_{h}$ is the contact vector field associated to the contact Hamiltonian function $h$. We denote the time $t$ flow of $X_{h}$ by $\phi_{h}^{t}$ and time 1 flow of $X_{h}$ by $\phi_{h}$.

Let $(M, \xi)$ be a contact manifold without boundary. We fix a point $p \in(M, \xi)$ and a sufficiently small open neighborhood $U \subset M$ of $p$. Let $\left(x_{1}, y_{1}, \cdots, x_{n}, y_{n}, z\right)$ be a coordinate of $\mathbb{R}^{2 n+1}$. Let $\alpha_{0} \in \Omega^{1}\left(\mathbb{R}^{2 n+1}\right)$ be a contact form

$$
\alpha_{0}=\frac{1}{2} \sum_{1 \leq i \leq n}\left(x_{i} d y_{i}-y_{i} d x_{i}\right)+d z
$$

on $\mathbb{R}^{2 n+1}$. By using the famous Moser's arguments, we can assume that there exists an open neighborhood of the origin $V \subset \mathbb{R}^{2 n+1}$ and a diffeomorphism

$$
\begin{equation*}
F: V \longrightarrow U \tag{1}
\end{equation*}
$$

which satisfies

$$
\left.\xi\right|_{U}=\operatorname{ker}\left(\left(F^{-1}\right)^{*} \alpha_{0}\right)
$$

So, we first prove the theorem for $\left(V, \operatorname{ker}\left(\alpha_{0}\right)\right)$ and apply this to $(M, \xi)$.
We fix $k \in \mathbb{N}_{\geq 1}$ and $R>0$ so that

$$
\left\{\left(x_{1}, y_{1}, \cdots, z\right) \in \mathbb{R}^{2 n+1}| |\left(x_{1}, \cdots, y_{n}\right)|<R,|z|<R\} \subset V\right.
$$

holds. Let $f \in C_{c}^{\infty}(V)$ be a contact Hamiltonian function. Then its contact Hamiltonian vector field $X_{f}$ can be written in the following form

$$
\begin{gathered}
X_{f}\left(x_{1}, \cdots, z\right)=\sum_{1 \leq i \leq n}\left(-\frac{\partial f}{\partial y_{i}}+\frac{x_{i}}{2} \frac{\partial f}{\partial z}\right) \frac{\partial}{\partial x_{i}} \\
+\sum_{1 \leq i \leq n}\left(\frac{\partial f}{\partial x_{i}}+\frac{y_{i}}{2} \frac{\partial f}{\partial z}\right) \frac{\partial}{\partial y_{i}} \\
+\left(f-\sum_{1 \leq i \leq n} \frac{x_{i}}{2} \frac{\partial f}{\partial x_{i}}-\sum_{1 \leq i \leq n} \frac{y_{i}}{2} \frac{\partial f}{\partial y_{i}}\right) \frac{\partial}{\partial z} .
\end{gathered}
$$

Let $e: \mathbb{R}^{2 n} \longrightarrow \mathbb{R}$ be a quadric function

$$
e\left(x_{1}, y_{1}, \cdots, x_{n}, y_{n}\right)=x_{1}^{2}+y_{1}^{2}+\sum_{2 \leq i \leq n} \frac{x_{i}^{2}+y_{i}^{2}}{2}
$$

We define a contact Hamiltonian function $h$ on $V$ by

$$
h\left(x_{1}, y_{1}, \cdots, x_{n}, y_{n}, z\right)=\beta(z) \rho\left(e\left(x_{1}, y_{1}, \cdots, x_{n}, y_{n}\right)\right)
$$

Here, $\beta: \mathbb{R} \rightarrow[0,1]$ and $\rho: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0}$ are smooth functions which satisfy the following five conditions.

1. $\operatorname{supp}(\rho) \subset\left[0, \frac{R^{2}}{2}\right]$
2. $\rho(r) \geq \rho^{\prime}(r) \cdot r,-\frac{\pi}{2 k}<\rho^{\prime}(r) \leq \frac{\pi}{2 k}$
3. There exists an unique $a \in\left[0, \frac{R^{2}}{2}\right]$ which satisfies the following conditions

$$
\left\{\begin{array}{l}
\rho^{\prime}(r)=\frac{\pi}{2 k} \Longleftrightarrow r=a \\
\rho(a)=\frac{\pi}{2 k} \cdot a
\end{array}\right.
$$

4. $\operatorname{supp}(\beta) \subset\left[-\frac{R}{2}, \frac{R}{2}\right]$
5. $\beta(0)=1, \beta^{-1}(1)=0$

Then, we can prove the following lemma.
Lemma 1. Let $h \in C_{c}^{\infty}(V)$ be a contact Hamiltonian function as above. Then,

$$
\left[q, \phi_{h}(q), \cdots, \phi_{h}^{2 k-1}(q)\right] \in P^{2 k}\left(\phi_{h}\right)
$$

holds if and only if

$$
q \in\left\{\left(x_{1}, y_{1}, 0, \cdots, 0\right) \in V \mid x_{1}^{2}+y_{1}^{2}=a\right\} \stackrel{\text { def. }}{=} S_{a}
$$

holds.

Proof of Lemma 1. In order to prove this lemma, we first calculate the behavior of the function $z\left(\phi_{h}^{t}(q)\right)$ for a fixed $q \in V$ (Here, $z$ is the $(2 n+1)$-th coordinate of $\left.\mathbb{R}^{2 n+1}\right)$.

$$
\begin{gathered}
\frac{d}{d t}\left(z\left(\phi_{h}^{t}(q)\right)\right)=h-\sum_{1 \leq i \leq n} \frac{x_{i}}{2} \frac{\partial h}{\partial x_{i}}-\sum_{1 \leq i \leq n} \frac{y_{i}}{2} \frac{\partial h}{\partial y_{i}} \\
=\beta(z)\left\{\rho(e)-\sum_{1 \leq i \leq n} \frac{x_{i}}{2} \frac{\partial}{\partial x_{i}}(\rho(e))-\sum_{1 \leq i \leq n} \frac{y_{i}}{2} \frac{\partial}{\partial y_{i}}(\rho(e))\right\} \\
=\beta(z)\left\{\rho(e)-\rho^{\prime}(e) \cdot e\right\} \geq 0
\end{gathered}
$$

In the last inequality, we used the condition 2. So, this inequality implies that

$$
\phi_{h}^{2 k}(q)=q \Longrightarrow \frac{d}{d t}\left(z\left(\phi_{h}^{t}(q)\right)\right)=0
$$

holds.
Next, we study the behavior of $x_{i}\left(\phi_{h}^{t}(q)\right)$ and $y_{i}\left(\phi_{h}^{t}(q)\right)$. Let $\pi_{i}$ be the projection

$$
\begin{gathered}
\pi_{i}: \mathbb{R}^{2 n+1} \longrightarrow \mathbb{R}^{2} \\
\left(x_{1}, y_{1}, \cdots, x_{n}, y_{n}, z\right) \mapsto\left(x_{i}, y_{i}\right)
\end{gathered}
$$

Then, $Y_{h}^{i}=\pi_{i}\left(X_{h}\right)$ can be decomposed into the angular component $Y_{h}^{i, \theta}$ and the radius component $Y_{h}^{i, r}$ as follows

$$
\begin{gathered}
Y_{h}^{i, \theta}\left(x_{1}, y_{1}, \cdots, z\right)=-\frac{\partial h}{\partial y_{i}} \frac{\partial}{\partial x_{i}}+\frac{\partial h}{\partial x_{i}} \frac{\partial}{\partial y_{i}} \\
Y_{h}^{i, r}\left(x_{1}, y_{1}, \cdots, z\right)=\left(\frac{1}{2} \frac{\partial h}{\partial z}\right)\left(x_{i} \frac{\partial}{\partial x_{i}}+y_{i} \frac{\partial}{\partial y_{i}}\right) .
\end{gathered}
$$

Let $w_{i}$ be the complex coordinate of $\left(x_{i}, y_{i}\right)\left(w_{i}=x_{i}+\sqrt{-1} y_{i}\right)$. Then, the angular component causes the following rotation on $w_{i}$, if we ignore the $z$-coordinate,

$$
\begin{gathered}
\arg \left(w_{i}\right) \longrightarrow \arg \left(w_{i}\right)+2 \rho^{\prime}\left(e\left(x_{1}, \cdots, y_{n}\right)\right) \beta(z) C_{i} t \\
C_{i}= \begin{cases}1 & i=1 \\
\frac{1}{2} & 2 \leq i \leq n\end{cases}
\end{gathered}
$$

By conditions 2, 3, and 5 in the definition of $\beta$ and $\rho,\left|2 \rho^{\prime}\left(e\left(x_{1}, \cdots, y_{n}\right)\right) \beta(z) C_{i}\right|$ is at most $\frac{2 \pi}{2 k}$ and the equality holds if and only if $\left(x_{1}, y_{1}, \cdots, x_{n}, y_{n}, z\right) \in S_{a}$ holds. On the circle $S_{a}, \phi_{h}$ is the $\frac{2 \pi}{2 k}$-rotation of the circle $S_{a}$. This implies that Lemma 1 holds.

Next, we perturb the contactomorphism $\phi_{h}$. Let $(r, \theta)$ be a coordinate of $\left(x_{1}, y_{1}\right) \in \mathbb{R}^{2} \backslash(0,0)$ as follows

$$
x_{1}=r \cos \theta, \quad y_{1}=r \sin \theta
$$

We fix $\epsilon_{k}>0$. Then $\epsilon_{k}(1-\cos (k \theta))$ is a contact Hamiltonian function on $\mathbb{R}^{2} \backslash(0,0) \times \mathbb{R}^{2 n-1}$ and its contact Hamiltonian vector field can be written in the following form

$$
X_{\epsilon_{k}(1-\cos (k \theta))}=-\frac{\epsilon_{k} k}{r} \sin (k \theta) \frac{\partial}{\partial r}+\epsilon_{k}(1-\cos (k \theta)) \frac{\partial}{\partial z}
$$

So $\phi_{\epsilon_{k}(1-\cos (k \theta))}$ only changes the $r$ of $\left(x_{1}, y_{1}\right)$-coordinate and $z$-coordinate as follows

$$
\left(r, \theta, x_{2}, y_{2}, \cdots, x_{n}, y_{n}, z\right) \mapsto\left(\sqrt{r^{2}-2 \epsilon_{k} k \sin (k \theta)}, \theta, x_{2}, \cdots, y_{n}, z+\epsilon_{k}(1-\cos (k \theta))\right)
$$

We fix two small open neighborhoods of the circle $S_{a}$ as follows

$$
\begin{gathered}
S_{a} \subset W_{1} \subset W_{2} \subset \mathbb{R}^{2} \backslash(0,0) \times \mathbb{R}^{2 n-1} \\
X_{h}(p) \neq 0 \text { on } p \in W_{2} .
\end{gathered}
$$

We also fix a cut-off function $\eta: \mathbb{R}^{2 n+1} \rightarrow[0,1]$ which satisfies the following conditions

$$
\begin{gathered}
\eta\left(\left(x_{1}, \cdots, z\right)\right)=1 \quad\left(\left(x_{1}, \cdots, z\right) \in W_{1}\right) \\
\eta\left(\left(x_{1}, \cdots, z\right)\right)=0 \quad\left(\left(x_{1}, \cdots, z\right) \in \mathbb{R}^{2 n+1} \backslash W_{2}\right) \\
\phi_{h}^{j}\left(\mathbb{R}^{2 n+1} \backslash W_{2}\right) \cap \operatorname{supp}(\eta)=\varnothing \quad(1 \leq j \leq 2 k) .
\end{gathered}
$$

We will use the last condition in the proof of Lemma 2. Then, $\eta\left(x_{1} \cdots, z\right) \cdot \epsilon_{k}(1-\cos (k \theta))$ is defined on $\mathbb{R}^{2 n+1}$. We denote this contact Hamiltonian function by $g_{\epsilon_{k}}$. We define $\phi_{\epsilon_{k}} \in \operatorname{Cont}_{0}^{c}\left(\mathbb{R}^{2 n+1}, \operatorname{ker}\left(\alpha_{0}\right)\right)$ by the composition $\phi_{\varepsilon_{\epsilon_{k}}} \circ \phi_{h}$.

Lemma 2. We take $\epsilon_{k}>0$ sufficiently small. We define $2 k$ points $\left\{a_{i}\right\}_{1 \leq i \leq 2 k}$ by

$$
\left.a_{i}=\left(\sqrt{a} \cos \left(\frac{i \pi}{k}\right), \sqrt{a} \sin \left(\frac{i \pi}{k}\right), 0, \cdots, 0\right)\right) \in S_{a}
$$

Then $P^{2 k}\left(\phi_{\epsilon_{k}}\right)$ has only one point $\left[a_{1}, a_{2}, \cdots, a_{2 k}\right]$.
Proof of Lemma 2. The proof of this lemma is as follows. On $W_{1}, \phi_{\varepsilon_{e_{k}}}$ only changes the $r$-coordinate of $\left(x_{1}, y_{1}\right)$ and $z$-coordinate. So, $\phi_{\epsilon_{k}}$ increases the angle of each $\left(x_{i}, y_{i}\right)$ coordinate at most $\frac{2 \pi}{2 k}$ and the equality holds on only $S_{a}$. On the circle $S_{a}$, the fixed points of $\phi_{g_{e_{k}}}$ are $2 k$ points $\left\{a_{i}\right\}$. From the arguments in the proof of Lemma 1, this implies that

$$
\left[a_{1}, a_{2}, \cdots, a_{2 k}\right] \in P^{2 k}\left(\phi_{\epsilon_{k}}\right)
$$

holds and this is the only element of $P^{2 k}\left(\phi_{\epsilon_{k}}\right)$ on $W_{1}$. So, it suffices to prove that this is the only element in $P^{2 k}\left(\phi_{\epsilon_{k}}\right)$ if $\epsilon_{k}>0$ is sufficiently small. We prove this by contradiction. Let $\left\{\epsilon_{k}^{(j)}>0\right\}_{j \in \mathbb{N}}$ be a sequence which satisfies $\epsilon_{k}^{(j)} \rightarrow 0$. We assume that there exists a sequence

$$
\left[b_{1}^{(j)}, \cdots, b_{2 k}^{(j)}\right] \in P^{2 k}\left(\phi_{\epsilon_{k}^{(j)}}\right) \backslash\left[a_{1}, a_{2}, \cdots, a_{2 k}\right] .
$$

We may assume without loss of generality that $b_{1}^{(j)} \notin W_{1}$ holds because

$$
\left(b_{1}^{(j)}, \cdots, b_{2 k}^{(j)}\right) \notin W_{1}^{2 k}
$$

holds. We may assume that $b_{1}^{(j)}$ converges to a point $b \notin W_{1}$. Then, $\phi_{h}^{2 k}(b)=b$ holds. If $X_{h}(b) \neq 0$, $\phi_{h}$ increases the angle of every $\left(x_{i}, y_{i}\right)$ coordinate less than $\frac{2 \pi}{2 k}$ and this contradicts $\phi_{h}^{2 k}(b)=b$. Thus $X_{h}(b)=0$ holds. Because we assumed $X_{h}(p) \neq 0$ on $p \in W_{2}, X_{h}(b)=0$ implies that $b \notin W_{2}$ holds. Let $N \in \mathbb{N}$ be a large integer so that $b_{1}^{(N)} \notin W_{2}$ holds. Then, $\phi_{h}^{j}\left(\mathbb{R}^{2 n+1} \backslash W_{2}\right) \cap \operatorname{supp}(\eta)=\varnothing$ $(1 \leq j \leq 2 k)$ implies that $\phi_{\epsilon_{k}^{(N)}}^{j}\left(b_{1}^{(N)}\right)=\phi_{h}^{j}\left(b_{1}^{(N)}\right)$ holds for $1 \leq j \leq 2 k$ and $\left[b_{1}^{(N)}, \cdots, b_{2 k}^{(N)}\right] \in P^{2 k}\left(\phi_{h}\right)$ holds. This contradicts Lemma 1 because $b_{1}^{(N)} \notin S_{a}$. So, we proved Lemma 2.

We assume that $\epsilon_{k}>0$ is sufficiently small so that the conclusion of Lemma 2 holds and we define $\phi_{k}$ by $\phi_{k}=\phi_{\epsilon_{k}}$. Thus, we have constructed $\phi_{k} \in \operatorname{Cont}_{0}^{c}\left(V, \operatorname{Ker}\left(\alpha_{0}\right)\right)$ which does not admit a square root for each $k \in \mathbb{N}$. Without loss of generality, we may assume that $\epsilon_{k} \rightarrow 0$ holds. Then $\phi_{k}$ converges to Id.

Finally, we prove Theorem 1. We define $\psi_{k} \in \operatorname{Cont}_{0}^{c}(M, \xi)$ for $k \in \mathbb{N}$ as follows. Recall that $F$ is a diffeomorphism which was defined in Equation (1).

$$
\psi_{k}(x)= \begin{cases}F \circ \phi_{k} \circ F^{-1}(x) & x \in U \\ x & x \in M \backslash U\end{cases}
$$

Lemma 2 implies that

$$
P^{2 k}\left(\psi_{k}\right)=\left\{\left[F\left(a_{1}\right), \cdots, F\left(a_{2 k}\right)\right]\right\}
$$

holds. Proposition 1 implies that $\psi_{k}$ does not admit a square root. Because $p \in M$ is any point and $U$ is any small open neighborhood of $p$, we proved Theorem 1.

## 5. Proof of Theorem 2

Proof. Let $M$ be a $m$-dimensional smooth manifold without boundary. We fix a point $p \in M$. Let $U$ be an open neighborhood of $p$ and let $V \subset \mathbb{R}^{m}$ be an open neighborhood of the origin such that there is a diffeomorphism

$$
F: V \longrightarrow U
$$

In order to prove Theorem 2, it suffices to prove that there exists a sequence $\psi_{k}(k \in \mathbb{N})$ so that

- $\psi_{k}$ does not admit a square root
- $\operatorname{supp}\left(\psi_{k}\right) \subset U$
- $\psi_{k} \longrightarrow$ Id as $k \longrightarrow+\infty$
hold.
First, assume that $m$ is odd $(m=2 n+1)$. In this case, $\alpha_{0}$ is a contact form on $V$. Let $\phi_{k}$ be a contactomorphism which we constructed in the proof of Theorem 1
- $\quad \phi_{k} \in \operatorname{Cont}_{o}^{c}\left(V, \operatorname{ker}\left(\alpha_{0}\right)\right)$
- $\sharp P^{2 k}\left(\phi_{k}\right)=1$.

We define $\psi_{k} \in \operatorname{Diff}_{0}^{\mathcal{C}}(M)$ by

$$
\psi_{k}(x)= \begin{cases}F \circ \phi_{k} \circ F^{-1}(x) & x \in U \\ x & x \in M \backslash U\end{cases}
$$

Then, $\sharp P^{2 k}\left(\psi_{k}\right)=1$ holds and this implies that $\psi_{k}$ does not admit a square root and satisfies the above conditions. So, we proved Theorem 2 if $m$ is odd.

Next, assume that $m$ is even $(m=2 n)$. Let $\omega_{0}$ be a standard symplectic form on $\left(x_{1}, y_{1}, \cdots, x_{n}, y_{n}\right) \in \mathbb{R}^{2 n}$ which is defined by

$$
\omega_{0}=\sum_{1 \leq i \leq n} d x_{i} \wedge d y_{i}
$$

By using the arguments in [2], we can construct a sequence $\phi_{k} \in \operatorname{Ham}^{c}\left(V, \omega_{0}\right)$ for $k \in \mathbb{N}$ which satisfies the following conditions

- $\sharp P^{2 k}\left(\phi_{k}\right)=1$
- $\quad \phi_{k} \longrightarrow$ Id as $k \longrightarrow+\infty$.

We define $\psi_{k} \in \operatorname{Diff}_{0}^{C}(M)$ by

$$
\psi_{k}= \begin{cases}F \circ \phi_{k} \circ F^{-1} & x \in U \\ x & x \in M \backslash U\end{cases}
$$

Then $\sharp P^{2 k}\left(\psi_{k}\right)=1$ holds and this implies that $\psi_{k}$ does not admit a square root and satisfies the above conditions. Hence, we have proved Theorem 2.
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#### Abstract

In this paper, some new results are given on fixed and common fixed points of Geraghty type contractive mappings defined in $b$-complete $b$-metric spaces. Moreover, two examples are represented to show the compatibility of our results. Some applications for nonlinear integral equations are also given.
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## 1. Introduction

In 1989, Bakhtin [1] introduced b-metric spaces as a generalization of metric spaces. Since then, several papers have been published on the fixed point theory in such spaces. For further works and results in $b$-metric spaces, we refer readers to References [2-22].

Definition 1. Let $X$ be a (nonempty) set and $s \geq 1$ be a given real number. A function d: $X \times X \rightarrow[0, \infty)$ is called a b-metric on $X$ if the following conditions hold for all $x, y, z \in X$ :
(i) $d(x, y)=0$ if and only if $x=y$,
(ii) $d(x, y)=d(y, x)$,
(iii) $d(x, y) \leq s[d(x, z)+d(z, y)]$ (b-triangular inequality).

Then, the pair $(X, d)$ is called a b-metric space with parameter $s$.
Example 1. [14] Let $(X, d)$ be a metric space and let $\beta>1, \lambda \geq 0$ and $\mu>0$. For $x, y \in X$, set $\rho(x, y)=$ $\lambda d(x, y)+\mu d(x, y)^{\beta}$. Then $(X, \rho)$ is a b-metric space with the parameter $s=2^{\beta-1}$ and not a metric space on $X$.

In 1973, Geraghty [23] introduced a class of functions to generalize the Banach contraction principle. Let $S$ be the family of all functions $\alpha:[0, \infty) \rightarrow[0,1)$ satisfying the property:

$$
\lim _{n \rightarrow \infty} \alpha\left(t_{n}\right)=1 \quad \text { implies } \quad \lim _{n \rightarrow \infty} t_{n}=0
$$

Theorem 1. [23] Let $(X, d)$ be a complete metric space. Let $T: X \rightarrow X$ be given mapping satisfying:

$$
d(T x, T y) \leq \alpha(d(x, y)) d(x, y), \quad x, y \in X
$$

where $\alpha \in S$. Then $T$ has a unique fixed point.

In 2011, Dukic et al. [24] reconsidered Theorem 1 in the framework of $b$-metric spaces (see also Reference [25]).

Let $(X, d)$ be a $b$-metric space with parameter $s \geq 1$ and $S$ denote the set of all functions $\alpha:[0, \infty) \rightarrow\left[0, \frac{1}{s}\right)$, satisfing the following condition:

$$
\lim _{n \rightarrow \infty} \alpha\left(t_{n}\right)=\frac{1}{s} \Rightarrow \lim _{n \rightarrow \infty} t_{n}=0
$$

Theorem 2. [24] Let $(X, d)$ be a b-complete $b$-metric space with parameter $s \geq 1$ and let $T: X \rightarrow X$ be a self-map. Suppose that there exists $\beta \in S$ such that:

$$
d(T x, T y) \leq \beta(d(x, y)) d(x, y)
$$

holds for all $x, y \in X$. Then $T$ has a unique fixed point $x^{*} \in X$.
In recent years, many researchers have extended the result of Geraghty in the context of various metric spaces (e.g., see References [26-29]). In the present paper, we extended some fixed point theorems for Geraghty contractive mappings in $b$-metric spaces.

## 2. Results

Let $\mathcal{B}$ denote the set of all functions $\beta:[0, \infty) \rightarrow\left[0, \frac{1}{s}\right)$ which satisfies the condition $\limsup _{n \rightarrow \infty} \beta\left(t_{n}\right)=\frac{1}{s}$ implies that $t_{n} \rightarrow 0$ as $n \rightarrow \infty$ [25].

Theorem 3. Let $(X, d)$ be a b-complete b-metric space with parameter $s \geq 1$. Let $T: X \rightarrow X$ be a self-mapping satisfying:

$$
\begin{equation*}
d(T x, T y) \leq \beta(M(x, y)) M(x, y), \quad x, y \in X \tag{1}
\end{equation*}
$$

where:

$$
M(x, y)=\max \left\{d(x, y), d(x, T x), d(y, T y), \frac{1}{2 s}(d(x, T y)+d(y, T x))\right\}
$$

and $\beta \in \mathcal{B}$. Then $T$ has a unique fixed point.
Proof of Theorem 3. Let $x_{0} \in X$ be arbitrary. Consider the sequence $\left\{x_{n}\right\}$ where:

$$
x_{n}=T x_{n-1}=T^{n} x_{0}, \quad n \in \mathbb{N}
$$

If there exists $n \in \mathbb{N}$ such that $x_{n+1}=x_{n}$, then $x_{n}$ is a fixed point of $T$ and the proof is finished. Otherwise, we have $d\left(x_{n+1}, x_{n}\right)>0$ for all $n \in \mathbb{N}$. By Condition (1), for all $n \in \mathbb{N}$ we have:

$$
\begin{equation*}
d\left(x_{n}, x_{n+1}\right)=d\left(T x_{n-1}, T x_{n}\right) \leq \beta\left(M\left(x_{n-1}, x_{n}\right)\right) M\left(x_{n-1}, x_{n}\right) \tag{2}
\end{equation*}
$$

where:

$$
\begin{aligned}
M\left(x_{n-1}, x_{n}\right) & =\max \left\{d\left(x_{n-1}, x_{n}\right), d\left(x_{n-1}, T x_{n-1}\right), d\left(x_{n}, T x_{n}\right), \frac{d\left(x_{n-1}, T x_{n}\right)+d\left(x_{n}, T x_{n-1}\right)}{2 s}\right\} \\
& =\max \left\{d\left(x_{n-1}, x_{n}\right), d\left(x_{n-1}, x_{n}\right), d\left(x_{n}, x_{n+1}\right), \frac{d\left(x_{n-1}, x_{n+1}\right)+d\left(x_{n}, x_{n}\right)}{2 s}\right\} \\
& \leq \max \left\{d\left(x_{n-1}, x_{n}\right), d\left(x_{n}, x_{n+1}\right), \frac{s\left(d\left(x_{n-1}, x_{n}\right)+d\left(x_{n}, x_{n+1}\right)\right)}{2 s}\right\} \\
& =\max \left\{d\left(x_{n-1}, x_{n}\right), d\left(x_{n}, x_{n+1}\right)\right\} .
\end{aligned}
$$

If $d\left(x_{n-1}, x_{n}\right) \leq d\left(x_{n}, x_{n+1}\right)$, then $M\left(x_{n-1}, x_{n}\right)=d\left(x_{n}, x_{n+1}\right)$. From Condition (2), we have:

$$
\begin{aligned}
d\left(x_{n}, x_{n+1}\right) & \leq \beta\left(M\left(x_{n-1}, x_{n}\right)\right) M\left(x_{n-1}, x_{n}\right) \\
& \leq \frac{1}{s} d\left(x_{n}, x_{n+1}\right) \quad n \in \mathbb{N} .
\end{aligned}
$$

This is a contradiction. Thus, we have:

$$
M\left(x_{n-1}, x_{n}\right)=d\left(x_{n}, x_{n-1}\right)
$$

Then, from Condition (2), we get:

$$
\begin{align*}
d\left(x_{n}, x_{n+1}\right) & \leq \beta\left(M\left(x_{n-1}, x_{n}\right)\right) d\left(x_{n-1}, x_{n}\right)  \tag{3}\\
& <d\left(x_{n-1}, x_{n}\right), \quad n \in \mathbb{N} .
\end{align*}
$$

So $\left\{d\left(x_{n-1}, x_{n}\right)\right\}$ is a decreasing sequence of non-negative reals. Hence, there exists $r \geq 0$ such that $d\left(x_{n-1}, x_{n}\right) \rightarrow r$ as $n \rightarrow \infty$. We claimed that $r=0$. Suppose on the contrary that $r>0$, then from Condition (3), we have:

$$
r \leq \limsup _{n \rightarrow \infty} \beta\left(M\left(x_{n-1}, x_{n}\right)\right) r
$$

Then,

$$
\frac{1}{s} \leq 1 \leq \limsup _{n \rightarrow \infty} \beta\left(M\left(x_{n-1}, x_{n}\right)\right) \leq \frac{1}{s}
$$

Since $\beta \in \mathcal{B}$, then $\lim _{n \rightarrow \infty} M\left(x_{n-1}, x_{n}\right)=0$. So $\lim _{n \rightarrow \infty} d\left(x_{n-1}, x_{n}\right)=0$, which is a contradiction, that is, $r=0$. Now we show that $\left\{x_{n}\right\}$ is a $b$-Cauchy sequence. Suppose on the contrary that $\left\{x_{n}\right\}$ is not a $b$-Cauchy sequence. Then there exists $\varepsilon>0$ for which we can find subsequences $\left\{x_{m(k)}\right\}$ and $\left\{x_{n(k)}\right\}$ of $\left\{x_{n}\right\}$ such that $n(k)$ is the smallest index for which $n(k)>m(k)>k$,

$$
\begin{equation*}
d\left(x_{m(k)}, x_{n(k)}\right) \geq \varepsilon \tag{4}
\end{equation*}
$$

and

$$
\begin{equation*}
d\left(x_{m(k)}, x_{n(k)-1}\right)<\varepsilon . \tag{5}
\end{equation*}
$$

From Condition (5) and using the $b$-triangular inequality, we have:

$$
\varepsilon \leq d\left(x_{m(k)}, x_{n(k)}\right) \leq s\left(d\left(x_{m(k)}, x_{m(k)+1}\right)+d\left(x_{m(k)+1}, x_{n(k)}\right)\right) .
$$

Then, we get:

$$
\begin{equation*}
\frac{\varepsilon}{s} \leq \limsup _{k \rightarrow \infty} d\left(x_{m(k)+1}, x_{n(k)}\right) \tag{6}
\end{equation*}
$$

Therefore,

$$
\begin{aligned}
& \limsup _{k \rightarrow \infty} M\left(x_{m(k)}, x_{n(k)-1}\right)=\limsup _{k \rightarrow \infty} \max \left\{d\left(x_{m(k)}, x_{n(k)-1}\right), d\left(x_{m(k)}, T x_{m(k)}\right)\right. \text {, } \\
& \left.d\left(x_{n(k)-1}, T x_{n(k)-1}\right), \frac{d\left(x_{m(k)}, T x_{n(k)-1}\right)+d\left(x_{n(k)-1}, T x_{m(k)}\right)}{2 s}\right\}
\end{aligned}
$$

$$
\begin{aligned}
& \left.d\left(x_{n(k)-1}, x_{n(k)}\right), \frac{d\left(x_{m(k)}, x_{n(k)}\right)+d\left(x_{n(k)-1}, x_{m(k)+1}\right)}{2 s}\right\}
\end{aligned}
$$

$$
\begin{aligned}
& \frac{s d\left(x_{m(k)}, x_{n(k)-1}\right)+s d\left(x_{n(k)}, x_{n(k)-1}\right)}{2 s} \\
& \left.+\frac{s d\left(x_{n(k)-1}, x_{m(k)}\right)+s d\left(x_{m(k)}, x_{m(k)+1}\right)}{2 s}\right\} \\
& \leq \varepsilon \text {. }
\end{aligned}
$$

From Condition (6) and Condition (1), we have:

$$
\begin{aligned}
\frac{\varepsilon}{s} & \leq \limsup ^{\lim \sup }\left(x_{m(k)+1}, x_{n(k)}\right) \\
& \leq \limsup _{k \rightarrow \infty} \beta\left(M\left(x_{m(k)}, x_{n(k)-1}\right)\right) M\left(x_{m(k)}, x_{n(k)-1}\right) \\
& \leq \varepsilon \underset{k \rightarrow \infty}{\limsup } \beta\left(M\left(x_{m(k)}, x_{n(k)-1}\right)\right) .
\end{aligned}
$$

Then $\frac{1}{s} \leq \lim \sup _{k \rightarrow \infty} \beta\left(M\left(x_{m(k)}, x_{n(k)-1}\right)\right) \leq \frac{1}{s}$. Since $\beta \in \mathcal{B}$, so $M\left(x_{m(k)}, x_{n(k)-1}\right) \rightarrow 0$, as a result, $d\left(x_{m(k)}, x_{n(k)-1}\right) \rightarrow 0$. From Condition (4) and using the $b$-triangular inequality, we have:

$$
\varepsilon \leq d\left(x_{m(k)}, x_{n(k)}\right) \leq s\left(d\left(x_{m(k)}, x_{n(k)-1}\right)+d\left(x_{n(k)-1}, x_{n(k)}\right)\right) .
$$

Therefore, $\lim _{k \rightarrow \infty} d\left(x_{m(k)}, x_{n(k)}\right)=0$. This contradicts with Condition (4). Hence, $\left\{x_{n}\right\}$ is a $b$-Cauchy sequence. The completeness of $X$ implies that there exists $u \in X$ such that $x_{n} \rightarrow u$. We showed that $u$ is a fixed point of $T$. By $b$-triangular inequality and Condition (1), we have:

$$
\begin{aligned}
d(u, T u) & \leq s\left(d\left(u, T x_{n}\right)+d\left(T x_{n}, T u\right)\right) \\
& \leq s d\left(u, T x_{n}\right)+s \beta\left(M\left(x_{n}, u\right)\right) M\left(x_{n}, u\right)
\end{aligned}
$$

Letting $n \rightarrow \infty$ in the above inequality, we obtain:

$$
\begin{align*}
d(u, T u) \leq & s \limsup _{n \rightarrow \infty} d\left(u, x_{n+1}\right)  \tag{7}\\
& +s \limsup _{n \rightarrow \infty} \beta\left(M\left(x_{n}, u\right)\right) \limsup _{n \rightarrow \infty} M\left(x_{n}, u\right),
\end{align*}
$$

where:

$$
\begin{aligned}
\lim _{\sup _{n \rightarrow \infty}} M\left(x_{n}, u\right) & =\lim _{\sup _{n \rightarrow \infty}} \max \left\{d\left(x_{n}, u\right), d\left(x_{n}, T x_{n}\right), d(u, T u), \frac{1}{2 s}\left(d\left(x_{n}, T u\right)+d\left(u, T x_{n}\right)\right)\right\} \\
& \leq \limsup _{n \rightarrow \infty} \max \left\{d\left(x_{n}, u\right), d\left(x_{n}, x_{n+1}\right), d(u, T u), \frac{1}{2 s}\left(s d\left(x_{n}, u\right)+\operatorname{sd}(u, T u)+d\left(u, x_{n+1}\right)\right)\right\} \\
& \leq d(u, T u) .
\end{aligned}
$$

Hence, from Condition (7), we have:

$$
d(u, T u) \leq s \lim \sup \beta\left(M\left(x_{n}, u\right)\right) d(u, T u)
$$

Consequently, $\frac{1}{s} \leq \limsup _{n \rightarrow \infty} \beta\left(M\left(x_{n}, u\right)\right) \leq \frac{1}{s}$. Since $\beta \in \mathcal{B}$, we concluded $\lim _{n \rightarrow \infty} M\left(x_{n}, u\right)=0$.
Therefore, $T u=u$. To see that the fixed point $u \in X$ is unique, suppose there is $v \neq u$ in $X$ such that $T v=v$. From Condition (1), we get:

$$
d(u, v)=d(T u, T v) \leq \beta(M(u, v)) M(u, v),
$$

where:

$$
\begin{aligned}
M(u, v) & =\max \left\{d(u, v), d(u, T u), d(v, T v), \frac{1}{2 s}(d(u, T v)+d(v, T u))\right\} \\
& \leq d(u, v)
\end{aligned}
$$

Therefore, we have $d(u, v)<\frac{1}{s} d(u, v)$. Then $u=v$, which is a contradiction.
Example 2. Let $X=\{1,2,3\}$ and $d: X \times X \rightarrow[0, \infty)$ be defined as follows:
(i) $d(1,2)=d(2,1)=1$,
(ii) $d(1,3)=d(3,1)=\frac{1}{9}$,
(iii) $d(2,3)=d(3,2)=\frac{6}{9}$.
(iv) $d(1,1)=d(2,2)=d(3,3)=0$.

It is easy to check that $(X, d)$ is a b-metric space with constant $s=\frac{3}{2}$. Set $T 1=T 3=1, T 2=3$ and $\beta(t)=\frac{2}{3} e^{-t}, t>0$ and $\beta(0) \in\left[0, \frac{2}{3}\right)$. Then we have:

$$
\begin{gathered}
d(T 1, T 2)=d(1,3)=\frac{1}{9} \leq \frac{2}{3} e^{-1}=\beta(M(1,2)) M(1,2), \\
d(T 1, T 3)=d(1,1)=0 \leq \beta(M(1,3)) M(1,3) \\
d(T 2, T 3)=d(3,1)=\frac{1}{9} \leq \frac{2}{3} e^{-\frac{6}{9}}\left(\frac{6}{9}\right)=\beta(M(2,3)) M(2,3) .
\end{gathered}
$$

Therefore, the conditions of Theorem 3 are satisfied.
Theorem 4. Let $(X, d)$ be a b-complete b-metric space with parameter $s \geq 1$. Let $T, S$ be self-mappings on $X$ which satisfy:

$$
\begin{equation*}
\operatorname{sd}(T x, S y) \leq \beta(M(x, y)) M(x, y), \quad x, y \in X \tag{8}
\end{equation*}
$$

where $M(x, y)=\max \{d(x, y), d(x, T x), d(y, S y)\}$ and $\beta \in \mathcal{B}$. If $T$ or $S$ are continuous, then $T$ and $S$ have $a$ unique common fixed point.

Proof of Theorem 4. Let $x_{0}$ be arbitrary. Define the sequence $\left\{x_{n}\right\}$ in $X$ by $x_{2 n+1}=T x_{2 n}$ and $x_{2 n+2}=$ $S x_{2 n+1}$ for all $n=0,1, \ldots$. From Condition (8), for all $n=0,1,2, \ldots$, we have:

$$
\begin{align*}
s d\left(x_{2 n+1}, x_{2 n+2}\right) & =s d\left(T x_{2 n}, S x_{2 n+1}\right)  \tag{9}\\
& \leq \beta\left(M\left(x_{2 n}, x_{2 n+1}\right)\right) M\left(x_{2 n}, x_{2 n+1}\right)
\end{align*}
$$

where:

$$
\begin{aligned}
M\left(x_{2 n}, x_{2 n+1}\right) & =\max \left\{d\left(x_{2 n}, x_{2 n+1}\right), d\left(x_{2 n}, T x_{2 n}\right), d\left(x_{2 n+1}, S x_{2 n+1}\right)\right\} \\
& =\max \left\{d\left(x_{2 n}, x_{2 n+1}\right), d\left(x_{2 n+1}, x_{2 n+2}\right)\right\}, \quad n=0,1,2, \ldots
\end{aligned}
$$

If $M\left(x_{2 n}, x_{2 n+1}\right)=d\left(x_{2 n+1}, x_{2 n+2}\right)$, then:

$$
\operatorname{sd}\left(x_{2 n+1}, x_{2 n+2}\right) \leq \beta\left(M\left(x_{2 n}, x_{2 n+1}\right)\right) d\left(x_{2 n+1}, x_{2 n+2}\right)<\frac{1}{s} d\left(x_{2 n+1}, x_{2 n+2}\right)
$$

which is a contradiction. Hence, we have $M\left(x_{2 n}, x_{2 n+1}\right)=d\left(x_{2 n}, x_{2 n+1}\right)$. From Condition (9), we have:

$$
\begin{align*}
d\left(x_{2 n+1}, x_{2 n+2}\right) & \leq \beta\left(M\left(x_{2 n}, x_{2 n+1}\right)\right) d\left(x_{2 n}, x_{2 n+1}\right)  \tag{10}\\
& \leq \frac{1}{s} d\left(x_{2 n}, x_{2 n+1}\right)
\end{align*}
$$

Then, we get $d\left(x_{2 n+1}, x_{2 n+2}\right) \leq d\left(x_{2 n}, x_{2 n+1}\right)$. Similarly, $d\left(x_{2 n+3}, x_{2 n+2}\right) \leq d\left(x_{2 n+2}, x_{2 n+1}\right)$. So, we have $d\left(x_{n}, x_{n+1}\right) \leq d\left(x_{n-1}, x_{n}\right)$. Thus $\left\{d\left(x_{n}, x_{n+1}\right)\right\}$ is a nonincreasing sequence, hence there exists $r \geq 0$ such that $d\left(x_{n}, x_{n+1}\right) \rightarrow r$ as $n \rightarrow \infty$. We showed that $r=0$. Suppose on the contrary that $r>0$. Letting $n \rightarrow \infty$ in (10), we obtain:

$$
r \leq \limsup _{n \rightarrow \infty} \beta\left(M\left(x_{2 n}, x_{2 n+1}\right)\right) r
$$

Then, we have:

$$
\frac{1}{s} \leq 1 \leq \limsup _{n \rightarrow \infty} \beta\left(M\left(x_{2 n}, x_{2 n+1}\right)\right) \leq \frac{1}{s}
$$

Since $\beta \in \mathcal{B}$, we have:

$$
\lim _{n \rightarrow \infty} M\left(x_{2 n}, x_{2 n+1}\right)=0
$$

Hence,

$$
r=\lim _{n \rightarrow \infty} d\left(x_{2 n}, x_{2 n+1}\right)=0
$$

which is a contradiction. Now, we show that $\left\{x_{2 n}\right\}$ is a $b$-Cauchy sequence. Suppose that $\left\{x_{2 n}\right\}$ is not a $b$-Cauchy sequence. Then there exists $\varepsilon>0$ for which we can find subsequences $\left\{x_{2 m(k)}\right\}$ and $\left\{x_{2 n(k)}\right\}$ of $\left\{x_{2 n}\right\}$ such that $n(k)$ is the smallest index for which $n(k)>m(k)>k$,

$$
\begin{equation*}
d\left(x_{2 n(k)}, x_{2 m(k)}\right) \geq \varepsilon \tag{11}
\end{equation*}
$$

and

$$
\begin{equation*}
d\left(x_{2 n(k)}, x_{2 m(k)-2}\right)<\varepsilon \tag{12}
\end{equation*}
$$

From Condition (8) and Condition (11) and the $b$-triangular inequality, we have:

$$
\begin{align*}
\varepsilon \leq & \leq d\left(x_{2 n(k)}, x_{2 m(k)}\right) \\
\leq & s d\left(x_{2 n(k)}, x_{2 n(k)+1}\right)+\operatorname{sd}\left(x_{2 n(k)+1}, x_{2 m(k)}\right) \\
= & s d\left(x_{2 n(k)}, x_{2 n(k)+1}\right)+\operatorname{sd}\left(T x_{2 n(k)}, S x_{2 m(k)-1}\right) \\
\leq & s d\left(x_{2 n(k)}, x_{2 n(k)+1}\right) \\
& +\beta\left(M\left(x_{2 n(k)}, x_{2 m(k)-1}\right)\right) M\left(x_{2 n(k)}, x_{2 m(k)-1}\right) \tag{13}
\end{align*}
$$

where:

$$
M\left(x_{2 n(k)}, x_{2 m(k)-1}\right)=\max \left\{d\left(x_{2 n(k)}, x_{2 m(k)-1}\right), d\left(x_{2 n(k)}, T x_{2 n(k)}\right), d\left(x_{2 m(k)-1}, S x_{2 m(k)-1}\right)\right\} .
$$

Letting $k \rightarrow \infty$, we have:

$$
\limsup _{k \rightarrow \infty} M\left(x_{2 n(k)}, x_{2 m(k)-1}\right)=\underset{k \rightarrow \infty}{\limsup } d\left(x_{2 n(k)}, x_{2 m(k)-1}\right)
$$

From the $b$-triangular inequality, we have:

$$
d\left(x_{2 n(k)}, x_{2 m(k)-1}\right) \leq s\left(d\left(x_{2 n(k)}, x_{2 m(k)-2}\right)+d\left(x_{2 m(k)-2}, x_{2 m(k)-1}\right)\right)
$$

Letting again $k \rightarrow \infty$ in the above inequality, we get:

$$
\begin{equation*}
\limsup _{k \rightarrow \infty} d\left(x_{2 n(k)}, x_{2 m(k)-1}\right) \leq s \varepsilon \tag{14}
\end{equation*}
$$

From Condition (13) and Condition (14), we obtain:

$$
\begin{aligned}
& \varepsilon \leq \limsup _{k \rightarrow \infty}\left(\beta\left(M\left(x_{2 n(k)}, x_{2 m(k)-1}\right)\right) M\left(x_{2 n(k)}, x_{2 m(k)-1}\right)\right) \\
& =\limsup _{k \rightarrow \infty} \beta\left(M\left(x_{2 n(k)}, x_{2 m(k)-1}\right)\right) \limsup _{k \rightarrow \infty} d\left(x_{2 n(k)}, x_{2 m(k)-1}\right) \\
& \leq s \varepsilon \limsup _{k \rightarrow \infty} \beta\left(M\left(x_{2 n(k)}, x_{2 m(k)-1}\right)\right) \text {. }
\end{aligned}
$$

Therefore,

$$
\frac{1}{s} \leq \limsup _{k \rightarrow \infty} \beta\left(M\left(x_{2 n(k)}, x_{2 m(k)-1}\right)\right) \leq \frac{1}{s}
$$

Since $\beta \in \mathcal{B}$, it follows that:

$$
\lim _{k \rightarrow \infty} M\left(x_{2 n(k)}, x_{2 m(k)-1}\right)=0
$$

Consequently,

$$
\begin{equation*}
\lim _{k \rightarrow \infty} d\left(x_{2 n(k)}, x_{2 m(k)-1}\right)=0 \tag{15}
\end{equation*}
$$

From Condition (11) and using the $b$-triangular inequality, we get:

$$
\varepsilon \leq d\left(x_{2 n(k)}, x_{2 m(k)}\right) \leq s\left(d\left(x_{2 n(k)}, x_{2 m(k)-1}\right)+d\left(x_{2 m(k)-1}, x_{2 m(k)}\right)\right)
$$

Letting $k \rightarrow \infty$ in the above inequality and using Condition (15), we obtain:

$$
\limsup _{k \rightarrow \infty} d\left(x_{2 n(k)}, x_{2 m(k)}\right)=0
$$

This contradicts Condition (11). This implies that $\left\{x_{2 n}\right\}$ is a $b$-Cauchy sequence and so is $\left\{x_{n}\right\}$. There exists $x^{*} \in X$ such that $\lim _{n \rightarrow \infty} x_{n}=x^{*}$. If $T$ is continuous, we have:

$$
T x^{*}=\lim _{n \rightarrow \infty} T x_{2 n}=\lim _{n \rightarrow \infty} x_{2 n+1}=x^{*}
$$

From Condition (8), we have:

$$
s d\left(x^{*}, S x^{*}\right)=\operatorname{sd}\left(T x^{*}, S x^{*}\right) \leq \beta\left(M\left(x^{*}, x^{*}\right)\right) M\left(x^{*}, x^{*}\right)
$$

where:

$$
\begin{aligned}
M\left(x^{*}, x^{*}\right) & =\max \left\{d\left(x^{*}, x^{*}\right), d\left(x^{*}, T x^{*}\right), d\left(x^{*}, S x^{*}\right)\right\} \\
& =d\left(x^{*}, S x^{*}\right)
\end{aligned}
$$

Since $\beta \in \mathcal{B}$, we have,

$$
s d\left(x^{*}, S x^{*}\right) \leq \beta\left(M\left(x^{*}, x^{*}\right)\right) d\left(x^{*}, S x^{*}\right) \leq \frac{1}{s} d\left(x^{*}, S x^{*}\right)
$$

Hence, $S x^{*}=x^{*}$. If $S$ is continuous, then, by a similar argument to that of above, one can show that $T, S$ have a common fixed point. Now, we prove the uniqueness of the common fixed point. Let $y=T y=S y$, is another common fixed point for $T$ and $S$. From Condition (8), we obtain:

$$
\operatorname{sd}\left(x^{*}, y\right)=\operatorname{sd}\left(T x^{*}, S y\right) \leq \beta\left(M\left(x^{*}, y\right)\right) M\left(x^{*}, y\right)
$$

where:

$$
M\left(x^{*}, y\right)=\max \left\{d\left(x^{*}, y\right), d\left(x^{*}, T x^{*}\right), d(y, S y)\right\}=d\left(x^{*}, y\right)
$$

Therefore, $x^{*}=y$ and the common fixed point $T$ and $f$ is unique.
In Theorem 4, if $T=S$, we get the following result.
Corollary 1. Let $(X, d)$ be a b-complete $b$-metric space with parameter $s \geq 1$ and $T$ be self-mapping on $X$ which satisfy:

$$
\begin{equation*}
\operatorname{sd}(T x, T y) \leq \beta(M(x, y)) M(x, y), \quad x, y \in X \tag{16}
\end{equation*}
$$

where $M(x, y)=\max \{d(x, y), d(x, T x), d(y, T y)\}$ and $T$ is continuous. Then $T$ has a unique fixed point.
Example 3. Let $X=[0,1]$ and $d: X \times X \rightarrow[0, \infty)$ be defined by $d(x, y)=|x-y|^{2}$, for all $x, y \in[0,1]$. It is easy to check that $(X, d)$ is a b-metric space with parameter $s=2$. Set $T x=\frac{x}{4}$ for all $x \in X$ and $\beta(t)=\frac{1}{4}$ for all $t>0$. Then,

$$
\begin{aligned}
2 d(T x, T y) & =2\left|\frac{x}{4}-\frac{y}{4}\right|^{2} \\
& \leq \frac{1}{4}|x-y|^{2} \\
& \leq \beta(M(x, y)) M(x, y)
\end{aligned}
$$

Then, the conditions of Corollary 1 are satisfied.

## 3. Applications to Nonlinear Integral Equations

In this section, we studied the existence of solutions for nonlinear integral equations, as an application to the fixed point theorems proved in the previous section.

Let $X=C[0, l]$ be the set of all real continuous functions on $[0, l]$ and $d: X \times X \rightarrow[0, \infty)$ be defined by:

$$
d(u, v)=\max _{0 \leq t \leq l}|u(t)-v(t)|^{2}, \quad u, v \in X .
$$

Obviously, $(X, d)$ is a complete $b$-metric space with parameter $s=2$. First, consider the integral equation:

$$
\begin{equation*}
u(t)=h(t)+\int_{0}^{l} G(t, s) k(t, s, u(s)) d s \tag{17}
\end{equation*}
$$

where $l>0$ and $h:[0, l] \rightarrow \mathbb{R}, G:[0, l] \times[0, l] \rightarrow \mathbb{R}$ and $k:[0, l] \times[0, l] \times \mathbb{R} \rightarrow \mathbb{R}$ are continuous functions.

Theorem 5. Suppose that the following hypotheses hold:
(1) for all $t, s \in[0, l]$ and $u, v \in X$, we have:

$$
|k(t, s, u(s))-k(t, s, v(s))| \leq \frac{\sqrt{e^{-M(u, v)} M(u, v)}}{2}
$$

(2) for all $t, s \in[0, l]$, we have:

$$
\max \int_{0}^{l} G(t, s)^{2} d s \leq \frac{1}{l}
$$

Then, the integral equation (see Condition (17)) has a unique solution $u \in X$.
Proof of Theorem 5. Let $T: X \rightarrow X$ be a mapping defined by:

$$
T u(t)=h(t)+\int_{0}^{l} G(t, s) k(t, s, u(s)) d s, \quad u \in X, t, s \in[0, l] .
$$

From Condition (1) and Condition (2), we can write:

$$
\begin{aligned}
d(T u, T v) & =\max _{t \in[0, l]}|T u(t)-T v(t)|^{2} \\
& =\max _{t \in[0, l]}\left\{\left|h(t)+\int_{0}^{l} G(t, s) k(t, s, u(s)) d s-h(t)-\int_{0}^{l} G(t, s) k(t, s, v(s)) d s\right|^{2}\right\} \\
& =\max _{t \in[0, l]}\left\{\left|\int_{0}^{l} G(t, s)(k(t, s, u(s))-k(t, s, v(s))) d s\right|^{2}\right\} \\
& \leq \max _{t \in[0, l]}\left\{\int_{0}^{l} G(t, s)^{2} d s \int_{0}^{l}|k(t, s, u(s))-k(t, s, v(s))|^{2} d s\right\} \\
& \leq \frac{1}{l} \int_{0}^{l}\left|\frac{\sqrt{e^{-M(u, v)} M(u, v)}}{2}\right|^{2} d s \\
& \leq \frac{e^{-M(u, v)}}{2} M(u, v) .
\end{aligned}
$$

So, we get:

$$
d(T u, T v) \leq \beta(M(u, v)) M(u, v)
$$

Thus, all conditions in Theorem 3 for $\beta(t)=\frac{e^{-t}}{2}, t>0$ and $\beta(0) \in\left[0, \frac{1}{2}\right)$ are satisfied and hence $T$ has a fixed point.

Let $X=C[a, b]$ be the set of all real continuous functions on $[a, b]$ and $X$ equipped with the $b$-metric below,

$$
d(u, v)=\max _{a \leq t \leq b}\left\{(|u(t)-v(t)|)^{p}\right\}, \quad p>1, u, v \in X .
$$

Then $(X, d)$ is a complete $b$-metric space with parameter $s=2^{p-1}$. Now, consider the integral equations:

$$
\begin{equation*}
u(t)=\int_{a}^{b} G(t, s) k_{1}(t, s, u(s)) d s \tag{18}
\end{equation*}
$$

and

$$
\begin{equation*}
u(t)=\int_{a}^{b} G(t, s) k_{2}(t, s, u(s)) d s \tag{19}
\end{equation*}
$$

where $G:[a, b] \times[a, b] \rightarrow \mathbb{R}$ and $k_{1}, k_{2}:[a, b] \times[a, b] \times \mathbb{R} \rightarrow \mathbb{R}$ are continuous functions.
Theorem 6. Suppose that:
(1) For all $t, s \in[a, b]$ and $u, v \in X$, we have:

$$
\left|k_{1}(t, s, u(s))-k_{2}(t, s, v(s))\right| \leq\left(\frac{\ln \left(1+(|u(s)-v(s)|)^{p}\right)}{2^{2 p-1}}\right)^{\frac{1}{p}} .
$$

(2) For all $t, s \in[a, b]$, we have:

$$
\max _{a \leq t \leq b} \int_{a}^{b} G(t, s)^{q} d s \leq \frac{1}{(b-a)^{\frac{q}{p}}}, \quad \frac{1}{p}+\frac{1}{q}=1
$$

Then the integral equations (Condition (18) and Condition (19)) have a unique common solution.
Proof of Theorem 6. Let $T, S: X \rightarrow X$ be mappings defined by:

$$
\begin{equation*}
T u(t)=\int_{a}^{b} G(t, s) k_{1}(t, s, u(s)) d s, \tag{20}
\end{equation*}
$$

and

$$
\begin{equation*}
S u(t)=\int_{a}^{b} G(t, s) k_{2}(t, s, u(s)) d s \tag{21}
\end{equation*}
$$

From Condition (1) and Condition (2), we have:

$$
\begin{aligned}
d(T u, T v) & =\max _{a \leq t \leq b}\left\{(|T u(t)-S v(t)|)^{p}\right\} \\
& \leq \max _{a \leq t \leq b}\left\{\left(\left|\int_{a}^{b} G(t, s) k_{1}(t, s, u(s)) d s-\int_{a}^{b} G(t, s) k_{2}(t, s, v(s)) d s\right|\right)^{p}\right\} \\
& \leq \max _{a \leq t \leq b}\left\{\left(\int_{a}^{b}|G(t, s)|\left(\left|k_{1}(t, s, u(s))-k_{2}(t, s, v(s))\right|\right) d s\right)^{p}\right\} \\
& \leq \max _{a \leq t \leq b}\left\{\left(\left(\int_{a}^{b}\left|G(t, s)^{q}\right| d s\right)^{\frac{1}{q}}\left(\int_{a}^{b}\left(\left|k_{1}(t, s, u(s))-k_{2}(t, s, v(s))\right|\right)^{p} d s\right)^{\frac{1}{p}}\right)^{p}\right\} \\
& \leq \max _{a \leq t \leq b}\left\{\left(\int_{a}^{b}\left|G(t, s)^{q}\right| d s\right)^{\frac{p}{q}}\left(\int_{a}^{b}\left(\left|k_{1}(t, s, u(s))-k_{2}(t, s, v(s))\right|\right)^{p} d s\right)\right\} \\
& \leq \max _{a \leq t \leq b}\left\{\left(\frac{1}{(b-a)^{\frac{q}{p}}}\right)^{\frac{p}{q}}\left(\int_{a}^{b}\left(\frac{\ln \left(1+(|u(s)-v(s)|)^{p}\right)}{2^{2 p-1}}\right) d s\right)\right\} \\
& \leq \frac{1}{(b-a)}\left(\int_{a}^{b}\left(\frac{\ln (1+d(u, v))}{2^{2 p-1}}\right) d s\right. \\
& \leq \frac{\ln (1+M(u, v))}{2^{2 p-1}} .
\end{aligned}
$$

Therefore, we get the following result:

$$
\begin{aligned}
2^{p-1} d(T u, T v) & \leq \frac{M(u, v)}{2^{p}} \\
& \leq \beta(M(u, v)) M(u, v)
\end{aligned}
$$

Hence, all of the hypotheses of Theorem 4 for $s=2^{p-1}$ and $\beta(t)=\frac{1}{2^{p}}$ are satisfied. Then $T$ and $S$ have a common fixed point $u \in X$.
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#### Abstract

In this paper, we ensure the existence and uniqueness of a best proximity point in rectangular metric spaces endowed with a graph structure.
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## 1. Introduction

Over the last decades, many researchers have focused on fixed point theory since it plays a very important role in the resolution of several mathematical models in various fields, see References [1-14]. One of the tools used is the well-known Banach contraction principle, which states that if $(X, d)$ is a complete metric space and $f: X \longrightarrow X$ is a contraction self-mapping, then $f$ has a unique fixed point in $X$. On the other hand, if $f$ is a non-self mapping, that is, $f: A \longrightarrow B$, where $A$ and $B$ are two subsets of $X$, then $f$ might not necessary have a fixed point, which leads one to think of an approximate solution $x$ of $f x=x$ such that $x$ is closet to $f x$ : thereby, best proximity point theory appeared. We recall the definition of a best proximity point.

Definition 1. Let $(X, d)$ be a metric space, $A$ and $B$ two subsets of $X$ and a mapping $f: A \longrightarrow B$. We denote by $d(A, B)$ the distance between $A$ and $B$ as follows

$$
d(A, B)=\min \{d(x, y): x \in A, \quad b \in B\}
$$

An element $u \in A$ is called a best proximity point of the mapping $f$ if

$$
\begin{equation*}
d(u, f u)=d(A, B) . \tag{1}
\end{equation*}
$$

There are many variants and extensions of results for the existence of a best proximity point. For more details, we refer to References [15-29].

One of the generalized metric spaces is the rectangular metric space introduced first by Branciari [30]. Metric spaces endowed with a graph were introduced by Jachymski [31], which is an extension of metric spaces with partial order structures. In this paper, we consider rectangular metric spaces with the additional structure of a graph. Our contribution is that of proving the existence of a unique best proximity point for mappings satisfying different contractive conditions.

## 2. Preliminaries

In this section, we present some useful preliminary definitions and results related to our study. First, we remind the reader of the definition of rectangular metric spaces along with the topology.

Definition 2. [30] Let $X$ be a nonempty set. If the function $d: X^{2} \longrightarrow[0, \infty)$ satisfies the following conditions for all $x, y, z \in X$ :
( $r_{1}$ ) $x=y$ if and only if $d(x, y)=0$;
$\left(r_{2}\right) \quad d(x, y)=d(y, x)$;
$\left(r_{3}\right) d(x, y) \leq d(x, u)+d(u, v)+d(v, y)$ for all different $u, v \in X \backslash\{x, y\}$,
then the pair $(X, d)$ is called a rectangular metric space.
Definition 3. [30] Let $(X, d)$ be a rectangular metric space. Then,

1. a sequence $\left\{x_{n}\right\}$ in $X$ converges to a point $x$ if and only if $\lim _{n \rightarrow \infty} d\left(x_{n}, x\right)=0$.
2. a sequence $\left\{x_{n}\right\}$ in $X$ is called Cauchy if $\lim _{n, m \rightarrow \infty} d\left(x_{n}, x_{m}\right)=0$.
3. $(X, d)$ is said to be complete if every Cauchy sequence $\left\{x_{n}\right\}$ in $X$ converges to a point $x \in X$.
4. Let $B_{r}\left(x_{0}, \delta\right)=\left\{y \in X\right.$ such that $\left.d\left(x_{0}, y\right)<\delta\right\}$ be an open ball in $(X, d)$. A mapping $f: X \longrightarrow X$ is continuous at $x_{0} \in X$ if for each $\epsilon>0$, there exists $\delta>0$ so that $f\left(B_{r}\left(x_{0}, \delta\right)\right) \subset B_{r}\left(f x_{0}, \epsilon\right)$.

Now, we present the definition of a best proximity point in the rectangular metric spaces $(X, d)$.
Definition 4. Let $A, B$ be nonempty subsets of $(X, d)$ and $f: A \longrightarrow B$ be a given mapping. We denote by $d(A, B)=\inf \{d(a, b): a \in A, b \in B\}$. An element $u \in A$ is called a best proximity point for the mapping $f$ if $d(u, f u)=d(A, B)$. We denote by $A_{0}$ and $B_{0}$ the following sets:

$$
\begin{align*}
& A_{0}=\{x \in A: d(x, y)=d(A, B) \text { for some } y \in B\}  \tag{2}\\
& B_{0}=\{y \in B: d(x, y)=d(A, B) \text { for some } x \in A\} \tag{3}
\end{align*}
$$

The concept of $P$-property was defined by Raj in Reference [32].
Definition 5. [32] Let $(A, B)$ be a pair of non-empty subsets of $(X, d)$ such that $A_{0} \neq \varnothing$. We say that the pair $(A, B)$ has the P-property if and only if for $x_{1}, x_{2} \in A_{0}$ and $\left.y_{1}, y_{2} \in B_{0} \begin{array}{ll}d\left(x_{1}, y_{1}\right) & =d(A, B) \\ d\left(x_{2}, y_{2}\right) & =d(A, B)\end{array}\right\} \Longrightarrow$ $d\left(x_{1}, x_{2}\right)=d\left(y_{1}, y_{2}\right)$.

Here, let us recall some preliminaries from graph theory. Let $X$ be a nonempty set and $\Delta=$ $\{(x, x) \in X \times X, x \in X\}$. A graph $G$ is a pair $(V, E)$ where $V=V(G)$ is a set of vertices coinciding with $X$ and $E=E(G)$ the set of its edges such that $\Delta \subset E(G)$. Furthermore, throughout this paper, we assume that the graph $G$ has no parallel edges, that is, we do not allow it to get two or more edges that are incident to the same two vertices. By reversing the direction of edges in $G$, we get the graph denoted $G^{-1}$ where its set of edges and vertices are defined as follows:

$$
E\left(G^{-1}\right)=\left\{(x, y) \in X^{2}:(y, x) \in E(G)\right\} \text { and } V\left(G^{-1}\right)=V(G)
$$

Consider the graph $\tilde{G}$ consisting of all vertices and edges of $G$ and $G^{-1}$, that is,

$$
\begin{equation*}
E(\tilde{G})=E(G) \cup E\left(G^{-1}\right) \tag{4}
\end{equation*}
$$

We denote by $\tilde{G}$ the undirected graph obtained by ignoring the direction of edges of $G$.
Definition 6. [31] A subgraph is a graph which consists of a subset of a graph's edges and associated vertices.

Definition 7. [31] Let $x$ and $y$ be two vertices in a graph $G$. A path in $G$ from $x$ to $y$ of length $n(n \in \mathbb{N} \cup\{0\})$ is a sequence $\left(x_{i}\right)_{i=0}^{n}$ of $n+1$ distinct vertices such that $x_{0}=x, x_{n}=y$ and $\left(x_{i}, x_{i+1}\right) \in E(G)$ for $i=1,2, \ldots, n$.

Definition 8. [31] A graph $G$ is said to be connected if there is a path between any two vertices of $G$ and it is weakly connected if $\tilde{G}$ is connected.

Definition 9. [31] A path is called elementary if no vertices appear more than once in it. For more details see Figures 1 and 2.

Let $(X, d)$ be a rectangular metric space. The graph $G$ may be converted to a weighted graph by assigning to each edge the distance given by the rectangular metric between its vertices. In order to later apply the rectangular inequality to the vertices of the graph, we need to consider a graph of length bigger than 2, which means that between two vertices, we can find a path through at least two other vertices.


Figure 1. Elementary path.


Figure 2. Non Elementary path.

## 3. Main Results

First, let $(X, d)$ be a rectangular metric space and $G$ be a directed graph without parallel edges such that $V(G)=X$.

Definition 10. Let $A$ and $B$ be two nonempty subsets of $(X, d)$. A mapping $f: A \longrightarrow B$ is said to be a $G$ contraction mapping if for all $x, y \in A, x \neq y$ with $(x, y) \in E(G)$ :
(i) $d(f x, f y) \leq \alpha d(x, y)$, for some $\alpha \in[0,1)$,
(ii)

$$
\left.\begin{array}{rl}
d\left(x_{1}, f x\right) & =d(A, B) \\
d\left(y_{1}, f y\right) & =d(A, B)
\end{array}\right\} \Longrightarrow\left(x_{1}, y_{1}\right) \in E(G), \forall x_{1}, y_{1} \in A
$$

Our first main result is as follows:
Theorem 1. Let $(X, d)$ be a complete rectangular metric space, $A$ and $B$ be two nonempty closed subsets of $(X, d)$ such that $(A, B)$ has the P-property. Let $f: A \longrightarrow B$ be a continuous $G$-contractive mapping such that $f\left(A_{0}\right) \subseteq B_{0}$ and $A_{0} \neq \varnothing$. Assume that $d$ is continuous and the following condition $\left(C_{1}\right)$ holds: there exist $x_{0}$ and $x_{1}$ in $A_{0}$ such that there is an elementary path in $A_{0}$ between them and $d\left(x_{1}, f x_{0}\right)=d(A, B)$.

Then, there exists a sequence $\left\{x_{n}\right\}_{n \in \mathbb{N}}$ with $d\left(x_{n+1}, f x_{n}\right)=d(A, B)$ for $n \in \mathbb{N}$. Moreover, if there exists a path $\left(y^{i}\right)_{i=0}^{s} \subseteq A_{0}$ in $G$ between any two elements $x$ and $y$, then $f$ has a unique best proximity point.

Proof. From the condition $\left(C_{1}\right)$, there exist two points $x_{0}$ and $x_{1}$ in $A_{0}$ such that $d\left(x_{1}, f x_{0}\right)=d(A, B)$ and a path $\left(t_{0}^{i}\right)_{i=0}^{N}$ in $G$ between them such that the sequence $\left\{t_{0}^{i}\right\}_{i=0}^{N}$ containing points of $A_{0}$. Consequently, $t_{0}^{0}=x_{0}, t_{0}^{N}=x_{1}$ and $\left(t_{0}^{i}, t_{0}^{i+1}\right) \in E(G) \forall 0 \leq i \leq N$.

Given that $t_{0}^{1} \in A_{0}, f\left(A_{0}\right) \subseteq B_{0}$ and from the definition of $A_{0}$, there exists $t_{1}^{1} \in A_{0}$ such that $d\left(t_{1}^{1}, f t_{0}^{1}\right)=d(A, B)$. Similarly, for $i=2, \ldots, N$, there exists $t_{1}^{i} \in A_{0}$ such that $d\left(t_{1}^{i}, f t_{0}^{i}\right)=d(A, B)$.

As $\left(t_{0}^{i}\right)_{i=0}^{N}$ is a path in $G$ then $\left(t_{0}^{0}, t_{0}^{1}\right)=\left(x_{0}, t_{0}^{1}\right) \in E(G)$. From the above, we have $d\left(x_{1}, f x_{0}\right)=$ $d(A, B)$ and $d\left(t_{1}^{1}, f t_{0}^{1}\right)=d(A, B)$. Therefore, as $f$ is a G-contraction, it follows that $\left(x_{1}, t_{1}^{1}\right) \in E(G)$. In a similar manner, it follows that

$$
\begin{equation*}
\left(t_{1}^{i-1}, t_{1}^{i}\right) \in E(G) \text { for } i=2, \ldots, N \tag{5}
\end{equation*}
$$

Let $x_{2}=t_{1}^{N}$. Then, $\left(t_{1}^{i}\right)_{i=0}^{N}$ is a path from $x_{1}=t_{1}^{0}$ to $x_{2}=t_{1}^{N}$. For each $i=2, \ldots, N$, as $t_{1}^{i} \in A_{0}$ and $f t_{1}^{i} \in f\left(A_{0}\right) \subseteq B_{0}$, then by the definition of $B_{0}$, there exists $t_{2}^{i} \in A_{0}$ such that $d\left(t_{2}^{i}, f t_{1}^{i}\right)=d(A, B)$. In addition, we have $d\left(x_{2}, f x_{1}\right)=d(A, B)$. As above mentioned, we obtain

$$
\begin{equation*}
\left(x_{2}, t_{2}^{1}\right) \in E(G) \text { and }\left(t_{2}^{i-1}, t_{2}^{i}\right) \in E(G) \forall i=1,2, \ldots, N . \tag{6}
\end{equation*}
$$

Let $x_{3}=t_{2}^{N}$. Then, $\left(t_{2}^{i}\right)_{i=0}^{N}$ is a path from $t_{2}^{0}=x_{2}$ and $t_{2}^{N}=x_{3}$.
Continuing in this process, for all $n \in \mathbb{N}$, we generate a path $\left(t_{n}^{i}\right)_{i=0}^{N}$ from $x_{n}=t_{n}^{0}$ and $x_{n+1}=t_{n}^{N}$. As a consequence, we build a sequence $\left\{x_{n}\right\}_{n \in \mathbb{N}}$ where $x_{n+1} \in\left[x_{n}\right]_{G}^{N}$ and $d\left(x_{n+1}, f x_{n}\right)=d(A, B)$ such that

$$
\begin{equation*}
d\left(t_{n+1}^{i}, f t_{n}^{i}\right)=d(A, B) \forall i=0, \ldots, N \tag{7}
\end{equation*}
$$

From the $P$-property of $(A, B)$ and (7), it follows for each $n \in \mathbb{N}$,

$$
\begin{equation*}
d\left(t_{n}^{i-1}, t_{n}^{i}\right)=d\left(f t_{n-1}^{i-1}, f t_{n-1}^{i}\right) \forall i=1, \ldots, N \tag{8}
\end{equation*}
$$

Next, we claim that $d\left(x_{n}, x_{n+1}\right) \leq \alpha^{n} C$, where $C$ is a constant. To prove the claim, we need to consider the following two cases where $\left(t_{n}^{i}\right)_{i=0, \ldots, N}$ is a path from $x_{n}$ to $x_{n+1}$.

Note that for all $i=0, \ldots, N,\left(t_{n}^{i}\right)_{i=0, \ldots, N}$ are different owing to the fact that the considered path $\left(t_{n}^{i}\right)$ is elementary. Then, we can apply the triangular inequality $\left(r_{3}\right)$.

Case 1: $N=2 k+1(N$ is odd $)$.

For any positive integer $n$, we get

$$
\begin{align*}
d\left(x_{n}, x_{n+1}\right) & =d\left(t_{n}^{0}, t_{n}^{N}\right)=d\left(t_{n}^{0}, t_{n}^{2 k+1}\right) \\
& \leq d\left(t_{n}^{0}, t_{n}^{1}\right)+d\left(t_{n}^{1}, t_{n}^{2}\right)+d\left(t_{n}^{2}, t_{n}^{2 k+1}\right) \\
& \leq d\left(t_{n}^{0}, t_{n}^{1}\right)+d\left(t_{n}^{1}, t_{n}^{2}\right)+\ldots+d\left(t_{n}^{2 k}, t_{n}^{2 k+1}\right) \\
& \leq \sum_{i=1}^{2 k+1} d\left(t_{n}^{i-1}, t_{n}^{i}\right) \\
& =\sum_{i=1}^{N} d\left(f t_{n-1}^{i-1}, f t_{n-1}^{i}\right) \tag{9}
\end{align*}
$$

Knowing that $\left(t_{n-1}^{i-1}, t_{n-1}^{i}\right) \in E(G)$ for all $n \in \mathbb{N}$, and $f$ is a $G$-contraction, we obtain from (9)

$$
\begin{equation*}
d\left(x_{n}, x_{n+1}\right) \leq \alpha \sum_{i=1}^{N} d\left(t_{n-1}^{i-1}, t_{n-1}^{i}\right) \forall n \in \mathbb{N} \tag{10}
\end{equation*}
$$

By induction, it follows that for all $n \in \mathbb{N}$

$$
\begin{equation*}
d\left(x_{n}, x_{n+1}\right) \leq \alpha^{n} \sum_{i=1}^{N} d\left(t_{0}^{i-1}, t_{0}^{i}\right)=C \alpha^{n} \tag{11}
\end{equation*}
$$

where $C=\sum_{i=1}^{N} d\left(t_{0}^{i-1}, t_{0}^{i}\right)$.
Case 2: $N=2 k$ ( $N$ is even).

$$
\begin{aligned}
d\left(x_{n}, x_{n+1}\right) & =d\left(t_{n}^{0}, t_{n}^{N}\right)=d\left(t_{n}^{0}, t_{n}^{2 k}\right) \\
& \leq d\left(t_{n}^{0}, t_{n}^{1}\right)+d\left(t_{n}^{1}, t_{n}^{2}\right)+d\left(t_{n}^{2}, t_{n}^{2 k}\right) \\
& \leq d\left(t_{n}^{0}, t_{n}^{1}\right)+d\left(t_{n}^{1}, t_{n}^{2}\right)+\ldots+d\left(t_{n}^{2 k-3}, t_{n}^{2 k-2}\right)+d\left(t_{n}^{2 k-2}, t_{n}^{2 k}\right) \\
& =\sum_{i=1}^{2 k} d\left(t_{n}^{i-1}, t_{n}^{i}\right)-d\left(t_{n}^{2 k-2}, t_{n}^{2 k-1}\right)-d\left(t_{n}^{2 k-1}, t_{n}^{2 k}\right)+d\left(t_{n}^{2 k-2}, t_{n}^{2 k}\right) \\
& \leq \sum_{i=1}^{2 k} d\left(t_{n}^{i-1}, t_{n}^{i}\right)+d\left(t_{n}^{2 k-2}, t_{n}^{2 k}\right) \\
& \leq \sum_{i=1}^{2 k} d\left(f t_{n-1}^{i-1}, f t_{n-1}^{i}\right)+d\left(t_{n}^{2 k-2}, t_{n}^{2 k}\right)
\end{aligned}
$$

By the same arguments used in Case 1, we deduce that $\sum_{i=1}^{2 k} d\left(f t_{n-1}^{i-1}, f t_{n-1}^{i}\right) \leq \alpha^{n} \sum_{i=1}^{N} d\left(t_{0}^{i-1}, t_{0}^{i}\right)$. On the other hand, $d\left(t_{n}^{2 k-2}, t_{n}^{2 k}\right) \leq \alpha^{n} d\left(t_{0}^{2 k-2}, t_{0}^{2 k}\right)$. Indeed, from (7), we have $d\left(t_{n}^{2 k-2}, f t_{n-1}^{2 k-2}\right)=d(A, B)$ and $d\left(t_{n}^{2 k}, f t_{n-1}^{2 k}\right)=d(A, B)$ and using the P-property, we get

$$
\begin{align*}
d\left(t_{n}^{2 k-2}, t_{n}^{2 k}\right) & =d\left(f t_{n-1}^{2 k-2}, f t_{n-1}^{2 k}\right) \\
& \leq \alpha d\left(t_{n-1}^{2 k-2}, t_{n-1}^{2 k}\right) \\
& \leq \alpha^{n} d\left(t_{0}^{2 k-2}, t_{0}^{2 k}\right) \tag{12}
\end{align*}
$$

Then, we conclude that $d\left(x_{n}, x_{n+1}\right) \leq \alpha^{n} C$ where $C=\sum_{i=1}^{N} d\left(t_{0}^{i-1}, t_{0}^{i}\right)+d\left(t_{0}^{2 k-2}, t_{0}^{2 k}\right)$.
Let us prove that $\left\{x_{n}\right\}$ is a Cauchy sequence. Let $n, m \in \mathbb{N}$ such that $m \geq n$. We suppose w.l.o.g that $m$ is odd $(m=2 k+1)$ since the case $m=2 k$ is similar. Note that $x_{n}=t_{0}^{n}, x_{n+1}=t_{n}^{N}$ and $t_{0}^{n} \neq t_{n}^{N}$
for all $n$ since the path $\left(t_{n}^{i}\right)_{i=0, \ldots, N}$ is elementary. Then, using the triangular inequality of the rectangular metric, we obtain

$$
\begin{aligned}
d\left(x_{n}, x_{m}\right) & \leq d\left(x_{n}, x_{n+1}\right)+d\left(x_{n+1}, x_{n+2}\right)+\ldots+d\left(x_{m-1}, x_{m}\right) \\
& \leq d\left(x_{n}, x_{n+1}\right)+d\left(x_{n+1}, x_{n+2}\right)+\ldots+d\left(x_{m-1}, x_{m}\right) \\
& \leq C \alpha^{n}+C \alpha^{n+1}+\ldots+C \alpha^{m-1} \\
& =C \alpha^{n}\left(1+\alpha+\ldots+\alpha^{m-n-1}\right) \\
& \leq C \frac{\alpha^{n}}{1-\alpha} .
\end{aligned}
$$

As $\alpha<1$, then $\lim _{n, m \longrightarrow \infty} d\left(x_{n}, x_{m}\right)=0$. Therefore, $\left\{x_{n}\right\}_{n \in \mathbb{N}}$ is a Cauchy sequence and there exists $u \in A$ such that $x_{n} \longrightarrow u$ as $n \longrightarrow \infty$.

Using the continuity of $f$, we get $f x_{n} \longrightarrow f u$ as $n \longrightarrow \infty$. Now, using the continuity of the rectangular metric function, we obtain $d\left(x_{n+1}, f x_{n}\right)$ converges to $d(u, f u)$ as $n \longrightarrow \infty$.

Since $d\left(x_{n+1}, f x_{n}\right)=d(A, B)$, the sequence $\left\{d\left(x_{n+1}, f x_{n}\right)\right\}_{n}$ is constant. Consequently, $d(u, f u)=$ $d(A, B)$. Then, $u$ is a best proximity point of $f$.

In order to prove the uniqueness of the best proximity point $u$, we assume that there exist $u$ and $u^{\prime}$ such that

$$
\begin{align*}
d(u, f u) & =d(A, B)  \tag{13}\\
d\left(u^{\prime}, f u^{\prime}\right) & =d(A, B) \tag{14}
\end{align*}
$$

Knowing that the pair $(A, B)$ has the $P$-property, from (13) and (14), we get $d\left(u, u^{\prime}\right)=d\left(f u, f u^{\prime}\right)$. Since $f$ is a G-contraction, we obtain $d\left(u, u^{\prime}\right)=d\left(f u, f u^{\prime}\right) \leq \alpha d\left(u, u^{\prime}\right)$, which holds unless

$$
d\left(u, u^{\prime}\right)=0 \text {, then } u=u^{\prime} .
$$

Definition 11. Let $f: A \longrightarrow B$ be a mapping. Define $X_{f}\left(G_{A_{0}}\right)$ as

$$
\begin{equation*}
X_{f}\left(G_{A_{0}}\right):=\left\{x \in A_{0}: \exists y \in A_{0} \text { for which } d(y, f x)=\operatorname{dist}(A, B) \text { and }(x, y) \in E(G)\right\} \tag{15}
\end{equation*}
$$

Definition 12. Let $A$ and $B$ be two non-empty subsets of $(X, d)$. A mapping $f: A \longrightarrow B$ is said to be $a$ $G$-weakly contractive mapping if for all $x, y \in A, x \neq y$ with $(x, y) \in E(G)$ :
(i) $d(f x, f y) \leq d(x, y)-\psi(d(x, y))$, where $\psi:[0, \infty) \longrightarrow[0, \infty)$ is a continuous and nondecreasing function such that $\psi$ is positive on $(0, \infty), \psi(0)=0$ and $\lim _{t \rightarrow \infty} \psi(t)=\infty$. If $A$ is bounded, then the infinity condition can be omitted.
(ii) $\left.\begin{array}{rl}d\left(x_{1}, f x\right) & =d(A, B) \\ d\left(y_{1}, f y\right) & =d(A, B)\end{array}\right\} \Longrightarrow\left(x_{1}, y_{1}\right) \in E(G), \forall x_{1}, y_{1} \in A$.

Our second main result is as follows:
Theorem 2. Let $(X, d)$ be a complete rectangular metric space endowed with a directed graph, $A$ and $B$ be two nonempty closed subsets of $(X, d)$ such that $(A, B)$ has the P-property. Let $f: A \longrightarrow B$ be a continuous $G$-weakly contractive mapping such that $f\left(A_{0}\right) \subseteq B_{0}$. Assume that d is continuous and $A_{0}$ is a closed nonempty set. Then, there exists a sequence $\left\{x_{n}\right\}_{n \in \mathbb{N}}$ in $A_{0}$ such that $d\left(x_{n+1}, f x_{n}\right)=d(A, B)$ for $n \in \mathbb{N}$. Moreover, $f$ has a unique best proximity point.

Proof. It follows from the definition of $A_{0}$ and $B_{0}$ that for every $x \in A_{0}$, there exists $y \in B_{0}$ such that $d(x, y)=\operatorname{dist}(A, B)$. Conversely, for every $y^{\prime} \in B_{0}$ there exists $x^{\prime} \in A_{0}$ such that $d\left(x^{\prime}, y^{\prime}\right)=\operatorname{dist}(A, B)$. Since $f\left(A_{0}\right) \subset B_{0}$, for every $x \in A_{0}$ there exists $y \in A_{0}$ such that $d(y, f x)=\operatorname{dist}(A, B)$.

Let $x_{0} \in X_{f}\left(G_{A_{0}}\right)$, then there exists $x_{1} \in A_{0}$ such that $\left(x_{0}, x_{1}\right) \in E(G)$ and $d\left(x_{1}, f x_{0}\right)=\operatorname{dist}(A, B)$. On the other hand, since $x_{1} \in A_{0}$ and $f\left(A_{0}\right) \subset B_{0}$, there exists $x_{2} \in A_{0}$ such that $d\left(x_{2}, f x_{1}\right)=\operatorname{dist}(A, B)$ and because $f$ is a $G$-weakly contractive mapping, we get $\left(x_{1}, x_{2}\right) \in E(G)$. We repeat this process in a similar way, we build a sequence $\left\{x_{n}\right\}$ in $A_{0}$ such that

$$
\begin{align*}
\left(x_{n}, x_{n+1}\right) & \in E(G)  \tag{16}\\
d\left(x_{n+1}, f x_{n}\right) & =\operatorname{dist}(A, B) \forall n \in \mathbb{N} . \tag{17}
\end{align*}
$$

Since the pair $(A, B)$ has the $P$-property, we conclude that $d\left(x_{n}, x_{n+1}\right)=d\left(f x_{n-1}, f x_{n}\right)$ for all $n \in \mathbb{N}$. Then, for any positive integer $n$

$$
\begin{align*}
d\left(x_{n}, x_{n+1}\right) & =d\left(f x_{n-1}, f x_{n}\right) \\
& \leq d\left(x_{n-1}, x_{n}\right)-\psi\left(d\left(x_{n-1}, x_{n}\right)\right) \\
& \leq d\left(x_{n-1}, x_{n}\right) \tag{18}
\end{align*}
$$

If we denote by $v_{n}=d\left(x_{n}, x_{n+1}\right)$, from (18), $\left\{v_{n}\right\}$ is a nonnegative decreasing sequence. Hence, $\left\{v_{n}\right\}$ converges to some real number $v \geq 0$. Suppose that $v>0$. As $\psi$ is increasing, for any positive integer $n$, we have

$$
\begin{aligned}
v_{n}=d\left(x_{n}, x_{n+1}\right) & \leq d\left(x_{n-1}, x_{n}\right)-\psi\left(d\left(x_{n-1}, x_{n}\right)\right) \\
& =v_{n-1}-\psi\left(v_{n-1}\right) \\
& \leq v_{n-1}-\psi(v)
\end{aligned}
$$

At the limit, $v \leq v-\psi(v)<v$, which is a contradiction, so $v=0$, that is,

$$
\begin{equation*}
d\left(x_{n}, x_{n+1}\right) \longrightarrow 0 \text { as } n \longrightarrow \infty . \tag{19}
\end{equation*}
$$

Similarly, we find that

$$
\begin{equation*}
d\left(x_{n}, x_{n+2}\right) \longrightarrow 0 \text { as } n \longrightarrow \infty \tag{20}
\end{equation*}
$$

Now, let us prove that $\left\{x_{n}\right\}$ is a Cauchy sequence.
For any $\epsilon>0$, choose $N$ such that

$$
\begin{align*}
& d\left(x_{N}, x_{N+1}\right)<\min \left\{\frac{\epsilon}{8}, \psi\left(\frac{\epsilon}{8}\right)\right\}  \tag{21}\\
& d\left(x_{N}, x_{N+2}\right)<\min \left\{\frac{\epsilon}{8}, \psi\left(\frac{\epsilon}{8}\right)\right\} \tag{22}
\end{align*}
$$

Let $B\left[x_{N}, \epsilon\right]:=\left\{x \in X: d\left(x_{N}, x\right)<\epsilon\right\}$ be a closed ball with center $x_{N}$ and radius $\epsilon$. We claim that $f\left(B\left[x_{N}, \epsilon\right]\right) \subseteq B\left[f x_{N-1}, \epsilon\right]$.

Using the $P$-property, we obtain

$$
\left.\begin{array}{l}
d\left(x_{N}, f x_{N-1}\right)=\operatorname{dist}(A, B) \\
d\left(x_{N+1}, f x_{N}\right)
\end{array}\right\}=\operatorname{dist}(A, B) \quad \Longrightarrow
$$

$$
\begin{equation*}
d\left(x_{N}, x_{N+1}\right)=d\left(f x_{N-1}, f x_{N}\right) \tag{23}
\end{equation*}
$$

Consider $x \in B\left[x_{N}, \epsilon\right]$, i.e., $d\left(x_{N}, x\right) \leq \epsilon$. We distinguish two cases $d\left(x_{N}, x\right) \leq \frac{\epsilon}{2}$ and $d\left(x_{N}, x\right)>\frac{\epsilon}{2}$. Case 1: $d\left(x_{N}, x\right) \leq \frac{\epsilon}{2}$.

Using the rectangular inequality, we distinguish the following two subcases:

- If $f x_{N-1}=f x_{N+1}, f x_{N+2}=f x$ and $f x_{N+1} \neq f x_{N+2}$, we have

$$
\begin{aligned}
d\left(f x_{N-1}, f x\right) & =d\left(f x_{N+1}, f x_{N+2}\right) \\
& \leq d\left(x_{N+1}, x_{N+2}\right)-\psi\left(d\left(x_{N+1}, x_{N+2}\right)\right) \\
& \leq d\left(x_{N+1}, x_{N+2}\right) \\
& =d\left(f x_{N}, f x_{N+1}\right) \\
& \leq d\left(x_{N}, x_{N+1}\right) \\
& \leq \frac{\epsilon}{8}
\end{aligned}
$$

In the case where $f x_{N+1}=f x_{N+2}$, we obtain $d\left(f x_{N-1}, f x\right)=0$.

- If $f x_{N-1} \neq f x_{N+1}, f x_{N+2} \neq f x$ and $f x_{N+1} \neq f x_{N+2}$, we have

$$
\begin{aligned}
d\left(f x_{N-1}, f x\right) & \leq d\left(f x_{N-1}, f x_{N+1}\right)+d\left(f x_{N+1}, f x_{N+2}\right)+d\left(f x_{N+2}, f x\right) \\
& =d\left(x_{N}, x_{N+2}\right)+d\left(f x_{N+1}, f x_{N+2}\right)+d\left(f x_{N+2}, f x\right) \\
& \leq d\left(x_{N}, x_{N+2}\right)+d\left(x_{N+1}, x_{N+2}\right)-\psi\left(d\left(x_{N+1}, x_{N+2}\right)\right)+d\left(x_{N+2}, x\right)-\psi\left(d\left(x_{N+2}, x\right)\right) \\
& \leq d\left(x_{N}, x_{N+2}\right)+d\left(x_{N+1}, x_{N+2}\right)+d\left(x_{N+2}, x\right) \\
& \leq d\left(x_{N}, x_{N+2}\right)+d\left(x_{N+1}, x_{N+2}\right)+d\left(x_{N+2}, x_{N+1}\right)+d\left(x_{N+1}, x_{N}\right)+d\left(x_{N}, x\right) \\
& \leq d\left(x_{N}, x_{N+2}\right)+2 d\left(x_{N+1}, x_{N+2}\right)+d\left(x_{N+1}, x_{N}\right)+d\left(x_{N}, x\right) \\
& \leq d\left(x_{N}, x_{N+2}\right)+2 d\left(x_{N}, x_{N+1}\right)-2 \psi\left(d\left(x_{N}, x_{N+1}\right)\right)+d\left(x_{N+1}, x_{N}\right)+d\left(x_{N}, x\right) \\
& \leq d\left(x_{N}, x_{N+2}\right)+3 d\left(x_{N}, x_{N+1}\right)+d\left(x_{N}, x\right) \\
& \leq \frac{\epsilon}{8}+3 \times \frac{\epsilon}{8}+\frac{\epsilon}{2}=\epsilon
\end{aligned}
$$

which implies that $f x \in B\left[f x_{N-1}, \epsilon\right]$.
Case 2: $\frac{\epsilon}{2}<d\left(x_{N}, x\right) \leq \epsilon$.

- If $f x_{N-1}=f x_{N+1}, f x_{N}=f x$ and $f x_{N+1}=f x_{N}$, we get

$$
\begin{aligned}
d\left(f x_{N-1}, f x\right) & \leq d\left(f x_{N+1}, f x_{N}\right) \\
& \leq d\left(x_{N+1}, x_{N}\right)-\psi\left(d\left(x_{N+1}, x_{N}\right)\right) \\
& \leq d\left(x_{N+1}, x_{N}\right) \\
& \leq \frac{\epsilon}{8}
\end{aligned}
$$

- If $f x_{N-1} \neq f x_{N+1}, f x_{N} \neq f x$ and $f x_{N+1} \neq f x_{N}$, we have

$$
\begin{aligned}
d\left(f x_{N-1}, f x\right) & \leq d\left(f x_{N-1}, f x_{N+1}\right)+d\left(f x_{N+1}, f x_{N}\right)+d\left(f x_{N}, f x\right) \\
& \leq d\left(x_{N}, x_{N+2}\right)+d\left(x_{N+1}, x_{N}\right)-\psi\left(d\left(x_{N+1}, x_{N}\right)\right)+d\left(x_{N}, x\right)-\psi\left(d\left(x_{N}, x\right)\right) \\
& \leq d\left(x_{N}, x_{N+2}\right)+d\left(x_{N+1}, x_{N}\right)+d\left(x_{N}, x\right)-\psi\left(d\left(x_{N}, x\right)\right) \\
& \leq \frac{\epsilon}{8}+\frac{\epsilon}{8}+\epsilon-\psi\left(\frac{\epsilon}{2}\right) \\
& =\frac{\epsilon}{4}+\epsilon-\psi\left(\frac{\epsilon}{2}\right) \\
& \leq \frac{\epsilon}{2}+\epsilon-\psi\left(\frac{\epsilon}{2}\right) \\
& \leq \psi\left(\frac{\epsilon}{2}\right)+\epsilon-\psi\left(\frac{\epsilon}{2}\right)=\epsilon .(\text { since } \psi \text { is increasing }) .
\end{aligned}
$$

Then, $d\left(f x_{N-1}, f x\right) \leq \epsilon$, which gives that $f x \in B\left[f x_{N-1}, \epsilon\right]$. Thus, we obtain that

$$
\begin{equation*}
f\left(B\left[x_{N}, \epsilon\right]\right) \subseteq B\left[f x_{N-1}, \epsilon\right] \tag{24}
\end{equation*}
$$

Claim: If $y \in B\left[f x_{N-1}, \epsilon\right]$ with $d(x, y)=\operatorname{dist}(A, B)$ for some $x \in A_{0}$, then $x \in B\left[x_{N}, \epsilon\right]$.
Let $y \in B\left[f x_{N-1}, \epsilon\right]$. Then,

$$
\begin{equation*}
d\left(f x_{N-1}, y\right) \leq \epsilon \tag{25}
\end{equation*}
$$

Assume that there exists $x \in A_{0}$ such that $d(x, y)=\operatorname{dist}(A, B)$. From (17), we get $d\left(x_{N}, f x_{N-1}\right)=$ $\operatorname{dist}(A, B)$ which gives us using the $P$-property,

$$
\begin{equation*}
d\left(x, x_{N}\right)=d\left(y, f x_{N-1}\right) \tag{26}
\end{equation*}
$$

From (25) and (26), we obtain that $d\left(x, x_{N}\right) \leq \epsilon$, i.e., $x \in B\left[x_{N}, \epsilon\right]$ and the claim is proved.
From (21) and (23), we have $x_{N+1} \in B\left[x_{N}, \epsilon\right]$. Then, using (24), we get $f x_{N+1} \in B\left[f x_{N-1}, \epsilon\right]$, i.e.,

$$
\begin{equation*}
d\left(f x_{N+1}, f x_{N-1}\right) \leq \epsilon \tag{27}
\end{equation*}
$$

Since $d\left(x_{N+2}, f x_{N+1}\right)=\operatorname{dist}(A, B)$, by the precedent claim $d\left(x_{N+2}, f x_{N}\right) \leq \epsilon$. Again, from (24), $d\left(x_{N+2}, f x_{N-1}\right) \leq \epsilon$ and from the claim $d\left(x_{N+3}, f x_{N}\right) \leq \epsilon$. In this way, we obtain

$$
\begin{equation*}
d\left(x_{N+m}, x_{N}\right) \leq \epsilon \forall m \in \mathbb{N} \tag{28}
\end{equation*}
$$

Thus, the sequence $\left\{x_{n}\right\}$ is Cauchy. Since $A$ is a closed subset of the complete rectangular metric space, there exists $x^{*} \in A$ such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} x_{N}=x^{*} \tag{29}
\end{equation*}
$$

From the continuity of $f$, we obtain

$$
\begin{equation*}
\lim _{n \rightarrow \infty} f x_{N}=f x^{*} \tag{30}
\end{equation*}
$$

Then, using the continuity of the rectangular metric, we obtain

$$
\begin{equation*}
d\left(x_{N+1}, f x_{N}\right) \longrightarrow d\left(x^{*}, f x^{*}\right) \text { as } N \longrightarrow \infty \tag{31}
\end{equation*}
$$

From (17), $d\left(x_{N+1}, x_{N}\right)=\operatorname{dist}(A, B)$, we conclude that $\left\{d\left(x_{N+1}, x_{N}\right)\right\}_{N}$ is a constant sequence equal to $\operatorname{dist}(A, B)$. Therefore, from (31), $d\left(x^{*}, f x^{*}\right)=\operatorname{dist}(A, B)$. Thereby, $x^{*}$ is a best proximity point of $f$.

Let us prove the uniqueness of the best proximity point. Consider $x_{1}, x_{2}$ two different best proximity points. Then, $d\left(x_{1}, f x_{1}\right)=d\left(x_{2}, f x_{2}\right)=\operatorname{dist}(A, B)$. From the $P$-property, we obtain $d\left(x_{1}, x_{2}\right)=d\left(f x_{1}, f x_{2}\right)$. Using that $f$ is weakly G-contractive, we get

$$
\begin{equation*}
0<d\left(x_{1}, x_{2}\right)=d\left(f x_{1}, f x_{2}\right) \leq d\left(x_{1}, x_{2}\right)-\psi\left(d\left(x_{1}, x_{2}\right)\right)<d\left(x_{1}, x_{2}\right) \tag{32}
\end{equation*}
$$

which is a contradiction. Therefore, $x_{1}=x_{2}$.
Definition 13. Let $(X, d)$ be a rectangular metric space and $G$ be a directed graph. Let $A, B$ be two nonempty subsets of $X$. A non-self mapping $T: A \longrightarrow B$ is said to be

- a G-proximal Kannan mapping if for $x, y, u, v \in A$, there exists $b \in\left[0, \frac{1}{2}\right)$ such that

$$
\left.\begin{array}{ll}
(x, y) & \in E(G) \\
d(u, T x) & =d(A, B) \\
d(v, T y) & =d(A, B)
\end{array}\right\} \Longrightarrow d(u, v) \leq b[d(x, v)+d(y, u)]
$$

- proximally $G$-edge preserving if for each $x, y, u, v \in A$

$$
\left.\begin{array}{ll}
(x, y) & \in E(G) \\
d(u, T x) & =d(A, B) \\
d(v, T y) & =d(A, B)
\end{array}\right\} \Longrightarrow(u, v) \in E(G)
$$

Our third main result is as follows:
Theorem 3. Let $(X, d)$ be a rectangular metric space and $G$ a directed graph. Let $A, B$ be two nonempty closed subsets of $X$. Assume that $A_{0}$ is nonempty and $d$ is continuous. Let $T: A \longrightarrow B$ be a continuous non-self mapping satisfying the following properties:

- T is proximal G-edge preserving and a G-proximal Kannan mapping such that $T\left(A_{0}\right) \subseteq B_{0}$.
- There exist $x_{0}, x_{1} \in A_{0}$ such that

$$
\begin{equation*}
d\left(x_{1}, T x_{0}\right)=d(A, B) \text { and }\left(x_{0}, x_{1}\right) \in E(G) . \tag{33}
\end{equation*}
$$

Then, $T$ has a best proximity point $x^{*}$ in A. Furthermore, the sequence $\left\{x_{n}\right\}$ defined by $d\left(x_{n}, T x_{n-1}\right)=$ $d(A, B)$ for all $n \in \mathbb{N}$ converges to $x^{*}$. Moreover, if there exists a path in $G$ between any two points of $A$, then the best proximity point is unique.

Proof. From (33), there exist $x_{0}, x_{1} \in A_{0}$ such that

$$
\begin{equation*}
d\left(x_{1}, T x_{0}\right)=d(A, B) \text { and }\left(x_{0}, x_{1}\right) \in E(G) . \tag{34}
\end{equation*}
$$

Since $T\left(A_{0}\right) \subseteq B_{0}$, we have $T x_{1} \in B_{0}$ and there exists $x_{2} \in A_{0}$ such that

$$
\begin{equation*}
d\left(x_{2}, T x_{1}\right)=d(A, B) . \tag{35}
\end{equation*}
$$

Using the proximally $G$-edge preserving of $T$, (34) and (35), we get ( $\left.x_{1}, x_{2}\right) \in E(G)$. By continuing this process, we obtain the sequence $\left\{x_{n}\right\}$ in $A_{0}$ such that

$$
\begin{gather*}
d\left(x_{n}, T x_{n-1}\right)=d(A, B)  \tag{36}\\
\text { with }\left(x_{n}, T x_{n-1}\right) \in E(G) \forall n \in \mathbb{N} . \tag{37}
\end{gather*}
$$

Now, let us prove that $\left\{x_{n}\right\}$ is a Cauchy sequence in $A$. Note that if there exists $n_{0} \in \mathbb{N}$ such that $x_{n_{0}}=x_{n_{0}+1}$, from (36), we get that $x_{n_{0}}$ is a best proximity point of $T$. Therefore, we may assume that $x_{n-1} \neq x_{n}$ for all $n \in \mathbb{N}$.

Since $T$ is a $G$-proximal Kannan mapping for each $n \in \mathbb{N}$, we obtain $\left(x_{n-1}, x_{n}\right) \in E(G)$, $d\left(x_{n}, T x_{n-1}\right)=d(A, B)$ and $d\left(x_{n+1}, T x_{n}\right)=d(A, B)$ which imply that

$$
d\left(x_{n}, x_{n+1}\right) \leq b\left[d\left(x_{n-1}, x_{n+1}\right)+d\left(x_{n}, x_{n}\right)\right] \leq b d\left(x_{n-1}, x_{n+1}\right) .
$$

By induction, we obtain

$$
\begin{equation*}
d\left(x_{n}, x_{n+1}\right) \leq b^{n} d\left(x_{0}, x_{2}\right)=b^{n} C \quad \forall n \in \mathbb{N} . \tag{38}
\end{equation*}
$$

As $b<\frac{1}{2}$, then $d\left(x_{n}, x_{n+1}\right) \longrightarrow 0$ as $n \longrightarrow \infty$. Let $p \geq 1$.

## Case 1:

$$
\begin{align*}
d\left(x_{n}, x_{n+(2 p+1)}\right) & =d\left(x_{n}, x_{n+1}\right)+d\left(x_{n+1}, x_{n+2}\right)+\ldots+d\left(x_{n+2 p}, x_{n+2 p+1}\right) \\
& \leq b^{n} C+b^{n+1} C+\ldots+b^{n+2 p} C \\
& =\left(b^{n}+b^{n+1}+\ldots+b^{n+2 p}\right) C \longrightarrow 0 \text { as } n, p \longrightarrow \infty \tag{39}
\end{align*}
$$

## Case 2:

$$
\begin{align*}
d\left(x_{n}, x_{n+(2 p)}\right) & =d\left(x_{n}, x_{n+1}\right)+d\left(x_{n+1}, x_{n+2}\right)+\ldots+d\left(x_{n+2 p-2}, x_{n+2 p}\right) \\
& \leq d\left(x_{n}, x_{n+1}\right)+d\left(x_{n+1}, x_{n+2}\right)+\ldots+d\left(x_{n+2 p-2}, x_{n+2 p-1}\right)+d\left(x_{n+2 p-1}, x_{n+2 p}\right) \\
& +d\left(x_{n+2 p-2}, x_{n+2 p}\right) \\
& \leq \sum_{k=n}^{n+2 p-1} C b^{k}+d\left(x_{n+2 p-2}, x_{n+2 p}\right) . \tag{40}
\end{align*}
$$

Knowing that $\sum_{k=n}^{n+2 p-1} C b^{k} \longrightarrow 0$ as $n, p \longrightarrow \infty$, we shall prove that $d\left(x_{n+2 p-2,}, x_{n+2 p}\right) \longrightarrow 0$ as $n, p \longrightarrow \infty$. From (36), we can conclude that

$$
\begin{align*}
d\left(x_{n+2 p-2}, T x_{n+2 p-1}\right) & =d(A, B)  \tag{41}\\
d\left(x_{n+2 p}, T x_{n+2 p+1}\right) & =d(A, B) . \tag{42}
\end{align*}
$$

On the other hand, from (37) we get $\left(x_{n+2 p-1}, x_{n+2 p}\right) \in E(G)$ and $\left(x_{n+2 p}, x_{n+2 p+1}\right) \in E(G)$. Then, since $G$ is a connected graph, there exists a path between $x_{n+2 p-1}$ and $x_{n+2 p+1}$ in $G$. Therefore,

$$
\begin{equation*}
\left(x_{n+2 p-1}, x_{n+2 p+1}\right) \in E(G) \tag{43}
\end{equation*}
$$

Knowing that $T$ is a $G$-proximal Kannan mapping and from (41)-(43), we obtain

$$
\begin{align*}
d\left(x_{n+2 p-2}, x_{n+2 p}\right) & \leq b\left[d\left(x_{n+2 p-1}, x_{n+2 p}\right)+d\left(x_{n+2 p+1}, x_{n+2 p-2}\right)\right]  \tag{44}\\
& \leq b\left[d\left(x_{n+2 p-1}, x_{n+2 p}\right)+d\left(x_{n+2 p-2}, x_{n+2 p-1}\right)+d\left(x_{n+2 p-1}, x_{n+2 p}\right)+d\left(x_{n+2 p}, x_{n+2 p+1}\right)\right] \\
& =b\left[2 d\left(x_{n+2 p-1}, x_{n+2 p}\right)+d\left(x_{n+2 p-2}, x_{n+2 p-1}\right)+d\left(x_{n+2 p}, x_{n+2 p+1}\right)\right] \\
& \leq b\left[2 C b^{n+2 p-1}+C b^{n+2 p-2}+C b^{n+2 p}\right] \longrightarrow 0 \text { as } n, p \rightarrow \infty .
\end{align*}
$$

Therefore, from (40), we conclude that $d\left(x_{n}, x_{n+2 p}\right) \longrightarrow 0$ as $n, p \longrightarrow \infty$. It follows that $\left\{x_{n}\right\}$ is a Cauchy sequence in $A$. Since $A$ is closed, there exists $x^{*} \in A$ such that $x_{n} \longrightarrow x^{*}$ as $n \longrightarrow \infty$. By the continuity of $T$, we obtain $T x_{n} \longrightarrow T x^{*}$ as $n \longrightarrow \infty$. Since $d$ is assumed to be continuous, we get $d\left(x_{n+1}, T x_{n}\right) \longrightarrow d\left(x^{*}, T x^{*}\right)$ as $n \longrightarrow \infty$. By (36), we conclude that

$$
d\left(x^{*}, T x^{*}\right)=d(A, B)
$$

Thus, $x^{*}$ is a best proximity point of $T$ and the sequence $\left\{x_{n}\right\}$ defined by $d\left(x_{n+1}, T x_{n}\right)=d(A, B)$ converges to $x^{*}$ for all $n \in \mathbb{N}$.

Let us prove the uniqueness of the best proximity point $x^{*}$. Suppose that $x_{1}^{*}$ and $x_{2}^{*}$ are two best proximity points. Then, we obtain $d\left(x_{1}^{*}, T x_{1}^{*}\right)=d(A, B), d\left(x_{2}^{*}, T x_{2}^{*}\right)=d(A, B)$ and $\left(x_{1}^{*}, x_{2}^{*}\right) \in E(G)$, which gives $d\left(x_{1}^{*}, x_{2}^{*}\right) \leq b\left[d\left(x_{1}^{*}, x_{2}^{*}\right)+d\left(x_{1}^{*}, x_{2}^{*}\right)\right]=2 b d\left(x_{1}^{*}, x_{2}^{*}\right)$. Therefore, we get $(1-2 b) d\left(x_{1}^{*}, x_{2}^{*}\right) \leq 0$, which implies that $1-2 b \leq 0 \Longrightarrow b \geq \frac{1}{2}$. It is a contradiction with respect to $b<\frac{1}{2}$. Then, $d\left(x_{1}^{*}, x_{2}^{*}\right)=0$, that is, $x_{1}^{*}=x_{2}^{*}$ and so the uniqueness of the best proximity point follows.

## 4. Conclusions and Perspectives

In Theorems 1-3, we assumed that the rectangular metric space is continuous, which is a strong hypothesis and does not hold in general. To our knowledge, our work is the first attempt to prove best proximity point results not only in the setting of rectangular metric spaces, but with the addition of a graph theory structure. Finally, an open question, how does one prove the above three theorems when omitting the continuity of the rectangular metric?
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