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#### Abstract

In the theory of analytic and univalent functions, coefficients of functions' Taylor series representation and their related functional inequalities are of major interest and how they estimate functions' growth in their specified domains. One of the important and useful functional inequalities is the Fekete-Szegö inequality. In this work, we aim to analyze the Fekete-Szegö functional and to find its upper bound for certain analytic functions which give parabolic and petal type regions as image domains. Coefficient inequalities and the Fekete-Szegö inequality of inverse functions to these certain analytic functions are also established in this work.
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## 1. Introduction and Preliminaries

Let $\mathcal{A}$ be the class of functions $f$ of the form

$$
\begin{equation*}
f(z)=z+\sum_{n=2}^{\infty} a_{n} z^{n} \tag{1}
\end{equation*}
$$

which are analytic in the open unit $\operatorname{disk} \mathcal{U}=\{z:|z|<1\}$ and $\mathcal{S}$ be the class of functions from $\mathcal{A}$ which are univalent in $\mathcal{U}$. One of the classical results regarding univalent functions related to coefficients $a_{n}$ of a function's Taylor series, named as the Fekete-Szegö problem, introduced by Fekete and Szegö [1], is defined as follows:

If $f \in \mathcal{S}$ and is of the form (1), then

$$
\left|a_{3}-\lambda a_{2}^{2}\right| \leq\left\{\begin{array}{clc}
3-4 \lambda, & \text { if } & \lambda \leq 0 \\
1+2 \exp \left(\frac{2 \lambda}{\lambda-1}\right), & \text { if } & 0 \leq \lambda \leq 1 \\
4 \lambda-3, & \text { if } & \lambda \geq 1
\end{array}\right.
$$

This result is sharp. The Fekete-Szegö problem has a rich history in literature. Several results dealing with maximizing the non-linear functional $\left|a_{3}-\lambda a_{2}^{2}\right|$ for various classes and subclasses of univalent functions have been proved. The functional has been examined for $\lambda$ to be both a real and complex number. Several authors used certain classified techniques to maximize the Fekete-Szegö
functional $\left|a_{3}-\lambda a_{2}^{2}\right|$ for different types of functions having interesting geometric characteristics of image domains. For more details and results, we refer to [1-11]. The function $f$ is said to be subordinate to the function $g$, written symbolically as $f \prec g$, if there exists a schwarz function $w$ such that

$$
\begin{equation*}
f(z)=g(w(z)), \quad z \in \mathcal{U} \tag{2}
\end{equation*}
$$

where $w(0)=0,|w(z)|<1$ for $z \in \mathcal{U}$. Let $P$ denote the class of analytic functions $p$ such that $p(0)=1$ and $p \prec \frac{1+z}{1-z}, z \in \mathcal{U}$. For details, see [12].

In 1991, Goodman [13] initiated the concept of a conic domain by introducing generalized convex functions which generated the first parabolic region as an image domain of analytic functions. He introduced and defined the class $U C V$ of uniformly convex functions as follows:

$$
U C V=\left\{f \in \mathcal{A}: \Re\left(1+(z-\zeta) \frac{f^{\prime \prime}(z)}{f^{\prime}(z)}\right)>0, z, \zeta \in \mathcal{U}\right\}
$$

Later on, Rønning [14], and Ma and Minda [7] independently gave the most suitable one variable characterization of the class UCV and defined it as follows:

$$
U C V=\left\{f \in \mathcal{A}: \Re\left(1+\frac{z f^{\prime \prime}(z)}{f^{\prime}(z)}\right)>\left|\frac{z f^{\prime \prime}(z)}{f^{\prime}(z)}\right|, z \in \mathcal{U}\right\}
$$

This characterization gave birth to the first conic (parabolic) domain

$$
\Omega=\{w: \Re w>|w-1|\} .
$$

This domain was then generalized by Kanas and Wiśniowska $[15,16]$ who introduced the domain

$$
\Omega_{k}=\{w: \Re w>k|w-1|, k \geq 0\}
$$

The conic domain $\Omega_{k}$ represents the right half plane for $k=0$, hyperbolic regions when $0<k<1$, parabolic region for $k=1$ and elliptic regions when $k>1$. For more details, we refer [15,16]. This conic domain $\Omega_{k}$ has been extensively studied in [17-19]. The domain $\Omega$ was also generalized by Noor and Malik [20] by introducing the domain

$$
\begin{aligned}
\Omega[A, B]=\{u+i v: & {\left[\left(B^{2}-1\right)\left(u^{2}+v^{2}\right)-2(A B-1) u+\left(A^{2}-1\right)\right]^{2} } \\
& \left.>\left(-2(B+1)\left(u^{2}+v^{2}\right)+2(A+B+2) u-2(A+1)\right)^{2}+4(A-B)^{2} v^{2}\right\}
\end{aligned}
$$

The domain $\Omega[A, B]$ represents the petal type region, for more details, we refer to [20]. Now, we consider the following class of functions which take all values from the domain $\Omega[A, B],-1 \leq$ $B<A \leq 1$.

Definition 1. A function $p(z)$ is said to be in the class $U P[A, B]$, if and only if

$$
\begin{equation*}
p(z) \prec \frac{(A+1) \widetilde{p}(z)-(A-1)}{(B+1) \widetilde{p}(z)-(B-1)}, \quad-1 \leq B<A \leq 1 \tag{3}
\end{equation*}
$$

where $\widetilde{p}(z)=1+\frac{2}{\pi^{2}}\left(\log \frac{1+\sqrt{z}}{1-\sqrt{z}}\right)^{2}, z \in \mathcal{U}$.
It can be seen that $\Omega[1,-1]=\Omega_{1}=\Omega$. This fact leads us to the following implications of different well-known classes of analytic functions.

1. UP $[A, B] \subset P\left(\frac{3-A}{3-B}\right)$, the well-known class of functions with real part greater than $\frac{3-A}{3-B}$, see [12].
2. UP $[1,-1]=\mathcal{P}(\widetilde{p})$, the well-known class of functions, introduced by Kanas and Wiśniowska [4,21].

Now we consider the following classes $\operatorname{UCV}[A, B]$ of uniformly Janowski convex functions and $S T[A, B]$ of corresponding Janowski starlike functions (see [20] ) as follows.

Definition 2. A function $f \in \mathcal{A}$ is said to be in the class $U C V[A, B],-1 \leq B<A \leq 1$, if and only if

$$
\Re\left(\frac{(B-1) \frac{\left(z f^{\prime}(z)\right)^{\prime}}{f^{\prime}(z)}-(A-1)}{(B+1) \frac{\left(z f^{\prime}(z)\right)^{\prime}}{f^{\prime}(z)}-(A+1)}\right)>\left|\frac{(B-1) \frac{\left(z f^{\prime}(z)\right)^{\prime}}{f^{\prime}(z)}-(A-1)}{(B+1) \frac{\left(z f^{\prime}(z)\right)^{\prime}}{f^{\prime}(z)}-(A+1)}-1\right|,
$$

or equivalently,

$$
\begin{equation*}
\frac{\left(z f^{\prime}(z)\right)^{\prime}}{f^{\prime}(z)} \in U P[A, B] . \tag{4}
\end{equation*}
$$

Definition 3. A function $f \in \mathcal{A}$ is said to be in the class $S T[A, B],-1 \leq B<A \leq 1$, if and only if

$$
\Re\left(\frac{(B-1) \frac{z f^{\prime}(z)}{f(z)}-(A-1)}{(B+1) \frac{z f^{\prime}(z)}{f(z)}-(A+1)}\right)>\left|\frac{(B-1) \frac{z f^{\prime}(z)}{f(z)}-(A-1)}{(B+1) \frac{z f^{\prime}(z)}{f(z)}-(A+1)}-1\right|
$$

or equivalently,

$$
\begin{equation*}
\frac{z f^{\prime}(z)}{f(z)} \in U P[A, B] . \tag{5}
\end{equation*}
$$

It can easily be seen that $f \in U C V[A, B] \Longleftrightarrow z f^{\prime} \in S T[A, B]$. It is clear that $U C V[1,-1]=$ $U C V$ and $S T[1,-1]=S T$, the well-known classes of uniformly convex and corresponding starlike functions respectively, introduced by Goodman [13] and Rønning [22].

In 1994, Ma and Minda [7] found the maximum bound of Fekete-Szegö functional $\left|a_{3}-\lambda a_{2}^{2}\right|$ for uniformly convex functions of class $U C V$ and then Kanas [21] investigated the same for the functions of class $\mathcal{P}(\widetilde{p})$. Our aim is to solve this classical Fekete-Szegö problem for the functions of classes $U P[A, B], U C V[A, B]$ and $S T[A, B]$. We need the following lemmas (see [7]) to prove our results.

Lemma 1. If $p(z)=1+p_{1} z+p_{2} z^{2}+\cdots$ is a function with positive real part in $\mathcal{U}$, then, for any complex number $\mu$,

$$
\left|p_{2}-\mu p_{1}^{2}\right| \leq 2 \max \{1,|2 \mu-1|\}
$$

and the result is sharp for the functions

$$
p_{0}(z)=\frac{1+z}{1-z} \quad \text { or } \quad p_{*}(z)=\frac{1+z^{2}}{1-z^{2}}, \quad(z \in \mathcal{U})
$$

Lemma 2. If $p(z)=1+p_{1} z+p_{2} z^{2}+\cdots$ is a function with positive real part in $\mathcal{U}$, then, for any real number $v$,

$$
\left|p_{2}-v p_{1}^{2}\right| \leq\left\{\begin{array}{l}
-4 v+2, \quad v \leq 0 \\
2, \quad 0 \leq v \leq 1 \\
4 v-2, \quad v \geq 1
\end{array}\right.
$$

When $v<0$ or $v>1$, the equality holds if and only if $p(z)$ is $\frac{1+z}{1-z}$ or one of its rotations. If $0<v<1$, then, the equality holds if and only if $p(z)=\frac{1+z^{2}}{1-z^{2}}$ or one of its rotations. If $v=0$, the equality holds if and only if,

$$
p(z)=\left(\frac{1+\eta}{2}\right) \frac{1+z}{1-z}+\left(\frac{1-\eta}{2}\right) \frac{1-z}{1+z} \quad(0 \leq \eta \leq 1),
$$

or one of its rotations. If $v=1$, then, the equality holds if and only if $p(z)$ is reciprocal of one of the function such that equality holds in the case of $v=0$. Although the above upper bound is sharp, when $0<v<1$, it can be improved as follows:

$$
\left|p_{2}-v p_{1}^{2}\right|+\left|p_{1}\right|^{2} \leq 2 \quad\left(0<v \leq \frac{1}{2}\right)
$$

and

$$
\left|p_{2}-v p_{1}^{2}\right|+(1-v)\left|p_{1}\right|^{2} \leq 2 \quad\left(\frac{1}{2}<v \leq 1\right) .
$$

2. Main Results

Theorem 1. Let $p \in U P[A, B],-1 \leq B<A \leq 1$ and of the form $p(z)=1+\sum_{n=1}^{\infty} p_{n} z^{n}$. Then, for a complex number $\mu$, we have

$$
\begin{equation*}
\left|p_{2}-\mu p_{1}^{2}\right| \leq \frac{4}{\pi^{2}}(A-B) \cdot \max \left(1,\left|\frac{4}{\pi^{2}}(B+1)-\frac{2}{3}+4 \mu\left(\frac{A-B}{\pi^{2}}\right)\right|\right) \tag{6}
\end{equation*}
$$

and for a real number $\mu$, we have

These results are sharp and the equality in (6) holds for the functions

$$
\begin{equation*}
p_{1}(z)=\frac{\frac{2(A+1)}{\pi^{2}}\left(\log \frac{1+\sqrt{z}}{1-\sqrt{z}}\right)^{2}+2}{\frac{2(B+1)}{\pi^{2}}\left(\log \frac{1+\sqrt{z}}{1-\sqrt{z}}\right)^{2}+2} \tag{8}
\end{equation*}
$$

or

$$
\begin{equation*}
p_{2}(z)=\frac{\frac{2(A+1)}{\pi^{2}}\left(\log \frac{1+z}{1-z}\right)^{2}+2}{\frac{2(B+1)}{\pi^{2}}\left(\log \frac{1+z}{1-z}\right)^{2}+2} \tag{9}
\end{equation*}
$$

When $\mu<-\frac{\pi^{2}}{12(A-B)}-\frac{B+1}{A-B}$ or $\mu>\frac{5 \pi^{2}}{12(A-B)}-\frac{B+1}{A-B}$, the equality in (7) holds for the function $p_{1}(z)$ or one of its rotations. If $-\frac{\pi^{2}}{12(A-B)}-\frac{B+1}{A-B}<\mu<\frac{5 \pi^{2}}{12(A-B)}-\frac{B+1}{A-B}$, then, the equality in (7) holds for the function $p_{2}(z)$ or one of its rotations. If $\mu=-\frac{\pi^{2}}{12(A-B)}-\frac{B+1}{A-B}$, the equality in (7) holds for the function

$$
\begin{equation*}
p_{3}(z)=\left(\frac{1+\eta}{2}\right) p_{1}(z)+\left(\frac{1-\eta}{2}\right) p_{1}(-z), \quad(0 \leq \eta \leq 1) \tag{10}
\end{equation*}
$$

or one of its rotations. If $\mu=\frac{5 \pi^{2}}{12(A-B)}-\frac{B+1}{A-B}$, then, the equality in (7) holds for the functions $p(z)$ which is reciprocal of one of the function such that equality holds in the case for $\mu=-\frac{\pi^{2}}{12(A-B)}-\frac{B+1}{A-B}$.

Proof. For $h \in P$ and of the form $h(z)=1+\sum_{n=1}^{\infty} c_{n} z^{n}$, we consider

$$
h(z)=\frac{1+w(z)}{1-w(z)}
$$

where $w(z)$ is such that $w(0)=0$ and $|w(z)|<1$. It follows easily that

$$
\begin{align*}
w(z) & =\frac{h(z)-1}{h(z)+1} \\
& =\frac{\left(1+c_{1} z+c_{2} z^{2}+c_{3} z^{3}+\cdots\right)-1}{\left(1+c_{1} z+c_{2} z^{2}+c_{3} z^{3}+\cdots\right)+1}  \tag{11}\\
& =\frac{1}{2} c_{1} z+\left(\frac{1}{2} c_{2}-\frac{1}{4} c_{1}^{2}\right) z^{2}+\left(\frac{1}{2} c_{3}-\frac{1}{2} c_{2} c_{1}+\frac{1}{8} c_{1}^{3}\right) z^{3}+\cdots .
\end{align*}
$$

Now, if $\tilde{p}(z)=1+R_{1} z+R_{2} z^{2}+\cdots$, then from (11), one may have

$$
\begin{aligned}
\widetilde{p}(w(z))= & 1+R_{1} w(z)+R_{2}(w(z))^{2}+R_{3}(w(z))^{3}+\cdots \\
= & 1+R_{1}\left(\frac{1}{2} c_{1} z+\left(\frac{1}{2} c_{2}-\frac{1}{4} c_{1}^{2}\right) z^{2}+\left(\frac{1}{2} c_{3}-\frac{1}{2} c_{2} c_{1}+\frac{1}{8} c_{1}^{3}\right) z^{3}+\cdots\right) \\
& +R_{2}\left(\frac{1}{2} c_{1} z+\left(\frac{1}{2} c_{2}-\frac{1}{4} c_{1}^{2}\right) z^{2}+\left(\frac{1}{2} c_{3}-\frac{1}{2} c_{2} c_{1}+\frac{1}{8} c_{1}^{3}\right) z^{3}+\cdots\right)^{2} \\
& +R_{3}\left(\frac{1}{2} c_{1} z+\left(\frac{1}{2} c_{2}-\frac{1}{4} c_{1}^{2}\right) z^{2}+\left(\frac{1}{2} c_{3}-\frac{1}{2} c_{2} c_{1}+\frac{1}{8} c_{1}^{3}\right) z^{3}+\cdots\right)^{3}+\cdots,
\end{aligned}
$$

where $R_{1}=\frac{8}{\pi^{2}}, R_{2}=\frac{16}{3 \pi^{2}}$ and $R_{3}=\frac{184}{45 \pi^{2}}$, see [21]. Using these, the above series reduces to

$$
\begin{equation*}
\tilde{p}(w(z))=1+\frac{4}{\pi^{2}} c_{1} z+\frac{4}{\pi^{2}}\left(c_{2}-\frac{1}{6} c_{1}^{2}\right) z^{2}+\frac{4}{\pi^{2}}\left(c_{3}-\frac{1}{3} c_{2} c_{1}+\frac{2}{45} c_{1}^{3}\right) z^{3}+\cdots . \tag{12}
\end{equation*}
$$

Since $p \in U P[A, B]$, so from relations (2), (3) and (12), one may have

$$
\begin{aligned}
p(z) & =\frac{(A+1) \widetilde{p}(w(z))-(A-1)}{(B+1) \widetilde{p}(w(z))-(B-1)} \\
& =\frac{2+(A+1) \frac{4}{\pi^{2}} c_{1} z+(A+1) \frac{4}{\pi^{2}}\left(c_{2}-\frac{1}{6} c_{1}^{2}\right) z^{2}+\cdots}{2+(B+1) \frac{4}{\pi^{2}} c_{1} z+(B+1) \frac{4}{\pi^{2}}\left(c_{2}-\frac{1}{6} c_{1}^{2}\right) z^{2}+\cdots}
\end{aligned}
$$

This implies that

$$
\begin{align*}
p(z)= & 1+(A-B) \frac{2}{\pi^{2}} c_{1} z+(A-B) \frac{2}{\pi^{2}}\left(c_{2}-\frac{1}{6} c_{1}^{2}-\frac{2}{\pi^{2}}(B+1) c_{1}^{2}\right) z^{2}+ \\
& (A-B) \frac{8}{\pi^{2}}\left(\left(\frac{(B+1)^{2}}{\pi^{4}}+\frac{B+1}{6 \pi^{2}}+\frac{1}{90}\right) c_{1}^{3}-\left(\frac{B+1}{\pi^{2}}+\frac{1}{12}\right) c_{2} c_{1}+\frac{1}{4} c_{3}\right) z^{3}+\cdots . \tag{13}
\end{align*}
$$

If $p(z)=1+\sum_{n=1}^{\infty} p_{n} z^{n}$, then equating coefficients of $z$ and $z^{2}$, one may have

$$
\begin{aligned}
& p_{1}=\frac{2}{\pi^{2}}(A-B) c_{1} \\
& p_{2}=\frac{2}{\pi^{2}}(A-B)\left(c_{2}-\frac{1}{6} c_{1}^{2}-\frac{2}{\pi^{2}}(B+1) c_{1}^{2}\right) .
\end{aligned}
$$

Now for a complex number $\mu$, consider

$$
p_{2}-\mu p_{1}^{2}=\frac{2}{\pi^{2}}(A-B)\left[c_{2}-c_{1}^{2}\left(\frac{1}{6}+\frac{2}{\pi^{2}}(B+1)+\mu \frac{2}{\pi^{2}}(A-B)\right)\right] .
$$

This implies that

$$
\begin{equation*}
\left|p_{2}-\mu p_{1}^{2}\right|=\frac{2}{\pi^{2}}(A-B)\left|c_{2}-\left(\frac{1}{6}+\frac{2}{\pi^{2}}(B+1)+\mu \frac{2}{\pi^{2}}(A-B)\right) c_{1}^{2}\right| \tag{14}
\end{equation*}
$$

Using Lemma 1, one may have

$$
\left|p_{2}-\mu p_{1}^{2}\right| \leq \frac{2}{\pi^{2}}(A-B) \cdot 2 \max (1,|2 v-1|)
$$

where

$$
v=\frac{1}{6}+\frac{2}{\pi^{2}}(B+1)+\mu \frac{2}{\pi^{2}}(A-B)
$$

This leads us to the required inequality (6) and applying Lemma 2 to the expression (14) for real number $\mu$, we get the required inequality (7). Sharpness follows from the functions $p_{i}(z) ; i=1,2,3$, defined by (8)-(10), and the following series form.

$$
\begin{aligned}
p_{1}(z)= & 1+\frac{4(A-B)}{\pi^{2}} z+\frac{8(A-B)}{\pi^{2}}\left(\frac{1}{3}-\frac{2(B+1)}{\pi^{2}}\right) z^{2}+ \\
& \frac{16(A-B)}{\pi^{2}}\left(4\left(\frac{(B+1)^{2}}{\pi^{4}}+\frac{B+1}{6 \pi^{2}}+\frac{1}{90}\right)-2\left(\frac{B+1}{\pi^{2}}+\frac{1}{12}\right)+\frac{1}{4}\right) z^{3}+\cdots, \\
p_{2}(z)= & 1+\frac{4(A-B)}{\pi^{2}} z^{2}+\frac{8(A-B)}{\pi^{2}}\left(\frac{1}{3}-\frac{2(B+1)}{\pi^{2}}\right) z^{4}+ \\
& \frac{16(A-B)}{\pi^{2}}\left(4\left(\frac{(B+1)^{2}}{\pi^{4}}+\frac{B+1}{6 \pi^{2}}+\frac{1}{90}\right)-2\left(\frac{B+1}{\pi^{2}}+\frac{1}{12}\right)+\frac{1}{4}\right) z^{6}+\cdots .
\end{aligned}
$$

Corollary 1. Let $p \in U P[1,-1]=\mathcal{P}\left(p_{1}\right)=\mathcal{P}(\widetilde{p})$ and of the form $p(z)=1+\sum_{n=1}^{\infty} p_{n} z^{n}$. Then, for a complex number $\mu$, we have

$$
\begin{equation*}
\left|p_{2}-\mu p_{1}^{2}\right| \leq \frac{8}{\pi^{2}} \cdot \max \left(1,\left|\frac{8 \mu}{\pi^{2}}-\frac{2}{3}\right|\right) \tag{15}
\end{equation*}
$$

and for real number $\mu$, we have

$$
\left|p_{2}-\mu p_{1}^{2}\right| \leq \frac{4}{\pi^{2}}\left\{\begin{array}{cc}
\frac{4}{3}-\frac{16}{\pi^{2}} \mu, & \mu \leq-\frac{\pi^{2}}{24}  \tag{16}\\
2, & -\frac{\pi^{2}}{24} \leq \mu \leq \frac{5 \pi^{2}}{24} \\
-\frac{4}{3}+\frac{16}{\pi^{2}} \mu, & \mu \geq \frac{5 \pi^{2}}{24}
\end{array}\right.
$$

These inequalities are sharp.
In [4,21], Kanas studied the class $\mathcal{P}\left(p_{k}\right)$ which consists of functions who take all values from the conic domain $\Omega_{k}$. Kanas [21] found the bound of Fekete-Szegö functional for the class $\mathcal{P}\left(p_{k}\right)$ whose particular case for $k=1$ is as follows:

Let $p(z)=1+b_{1} z+b_{2} z^{2}+b_{3} z^{3}+\cdots \in \mathcal{P}\left(p_{1}\right)$. Then, for real number $\mu$, we have

$$
\left|b_{2}-\mu b_{1}^{2}\right| \leq \frac{8}{\pi^{2}}\left\{\begin{array}{cc}
1-\frac{8}{\pi^{2}} \mu, & \mu \leq 0  \tag{17}\\
1, & \mu \in(0,1] \\
1+\frac{8}{\pi^{2}}(\mu-1), & \mu \geq 1
\end{array}\right.
$$

We observe that Corollary 1 improves the bounds of the Fekete-Szegö functional $\left|p_{2}-\mu p_{1}^{2}\right|$ for the functions of class $\mathcal{P}\left(p_{1}\right)$.

Theorem 2. Let $f \in U C V[A, B],-1 \leq B<A \leq 1$ and of the form (1). Then, for a real number $\mu$, we have

This result is sharp.
Proof. If $f \in U C V[A, B],-1 \leq B<A \leq 1$, then it follows from relations (2)-(4),

$$
\frac{\left(z f^{\prime}(z)\right)^{\prime}}{f^{\prime}(z)}=\frac{(A+1) \widetilde{p}(w(z))-(A-1)}{(B+1) \widetilde{p}(w(z))-(B-1)}
$$

where $w(z)$ is such that $w(0)=0$ and $|w(z)|<1$. The right hand side of above expression gets its series form from (13) and reduces to

$$
\begin{align*}
\frac{\left(z f^{\prime}(z)\right)^{\prime}}{f^{\prime}(z)}= & 1+(A-B) \frac{2}{\pi^{2}} c_{1} z+(A-B) \frac{2}{\pi^{2}}\left(c_{2}-\frac{1}{6} c_{1}^{2}-\frac{2}{\pi^{2}}(B+1) c_{1}^{2}\right) z^{2}+ \\
& (A-B) \frac{8}{\pi^{2}}\left(\left(\frac{(B+1)^{2}}{\pi^{4}}+\frac{B+1}{6 \pi^{2}}+\frac{1}{90}\right) c_{1}^{3}-\left(\frac{B+1}{\pi^{2}}+\frac{1}{12}\right) c_{2} c_{1}+\frac{1}{4} c_{3}\right) z^{3}+\cdots \tag{19}
\end{align*}
$$

If $f(z)=z+\sum_{n=2}^{\infty} a_{n} z^{n}$, then one may have

$$
\begin{equation*}
\frac{\left(z f^{\prime}(z)\right)^{\prime}}{f^{\prime}(z)}=1+2 a_{2} z+\left(6 a_{3}-4 a_{2}^{2}\right) z^{2}+\left(12 a_{4}-18 a_{2} a_{3}+8 a_{2}^{3}\right) z^{3}+\cdots \tag{20}
\end{equation*}
$$

From (19) and (20), comparison of coefficients of $z$ and $z^{2}$ gives

$$
\begin{equation*}
a_{2}=\frac{1}{\pi^{2}}(A-B) c_{1} \tag{21}
\end{equation*}
$$

and

$$
6 a_{3}-4 a_{2}^{2}=(A-B) \frac{2}{\pi^{2}}\left(c_{2}-\frac{1}{6} c_{1}^{2}-\frac{2}{\pi^{2}}(B+1) c_{1}^{2}\right)
$$

This implies, by using (21), that

$$
\begin{equation*}
a_{3}=\frac{1}{3 \pi^{2}}(A-B)\left(c_{2}-\frac{1}{6} c_{1}^{2}-\frac{2}{\pi^{2}}(B+1) c_{1}^{2}+\frac{2}{\pi^{2}}(A-B) c_{1}^{2}\right) \tag{22}
\end{equation*}
$$

Now, for a real number $\mu$, consider

$$
\begin{aligned}
\left|a_{3}-\mu a_{2}^{2}\right| & =\left|(A-B) \frac{1}{3 \pi^{2}}\left(c_{2}-\frac{1}{6} c_{1}^{2}-\frac{2}{\pi^{2}}(B+1) c_{1}^{2}\right)+\frac{2}{3 \pi^{4}}(A-B)^{2} c_{1}^{2}-\mu \frac{1}{\pi^{4}}(A-B)^{2} c_{1}^{2}\right| \\
& =\frac{A-B}{3 \pi^{2}}\left|c_{2}-c_{1}^{2}\left(\frac{1}{6}+\frac{2}{\pi^{2}}(B+1)-\frac{2}{\pi^{2}}(A-B)+\frac{3 \mu}{\pi^{2}}(A-B)\right)\right| \\
& =\frac{A-B}{3 \pi^{2}}\left|c_{2}-v c_{1}^{2}\right|
\end{aligned}
$$

where

$$
v=\frac{1}{6}+\frac{2}{\pi^{2}}(B+1)-\frac{1}{\pi^{2}}(A-B)(2-3 \mu) .
$$

Applying Lemma 2 leads us to the required result. The inequality (18) is sharp and equality holds for $\mu<\frac{2}{3}-\frac{\pi^{2}}{18(A-B)}-\frac{2(B+1)}{3(A-B)}$ or $\mu>\frac{2}{3}+\frac{5 \pi^{2}}{18(A-B)}-\frac{2(B+1)}{3(A-B)}$ when $f(z)$ is $f_{1}(z)$ or one of its rotations, where $f_{1}(z)$ is defined such that $\frac{\left(z f_{1}^{\prime}(z)\right)^{\prime}}{f_{1}^{\prime}(z)}=p_{1}(z)$. If $\frac{2}{3}-\frac{\pi^{2}}{18(A-B)}-\frac{2(B+1)}{3(A-B)}<\mu<\frac{2}{3}+\frac{5 \pi^{2}}{18(A-B)}-$ $\frac{2(B+1)}{3(A-B)}$, then, the equality holds for the function $f_{2}(z)$ or one of its rotations, where $f_{2}(z)$ is defined such that $\frac{\left(z f_{2}^{\prime}(z)\right)^{\prime}}{f_{2}^{\prime}(z)}=p_{2}(z)$. If $\mu=\frac{2}{3}-\frac{\pi^{2}}{18(A-B)}-\frac{2(B+1)}{3(A-B)}$, the equality holds for the function $f_{3}(z)$ or one of its rotations, where $f_{3}(z)$ is defined such that $\frac{\left(z f_{3}^{\prime}(z)\right)^{\prime}}{f_{3}^{\prime}(z)}=p_{3}(z)$. If $\mu=\frac{2}{3}+\frac{5 \pi^{2}}{18(A-B)}-\frac{2(B+1)}{3(A-B)}$, then, the equality holds for $f(z)$, which is such that $\frac{\left(z f^{\prime}(z)\right)^{\prime}}{f^{\prime}(z)}$ is reciprocal of one of the function such that equality holds in the case of $\mu=\frac{2}{3}-\frac{\pi^{2}}{18(A-B)}-\frac{2(B+1)}{3(A-B)}$.

For $A=1, B=-1$, the above result takes the following form which is proved by Ma and Minda [8].

Corollary 2. Let $f \in U C V[1,-1]=U C V$ and of the form (1). Then, for a real number $\mu$,

$$
\left|a_{3}-\mu a_{2}^{2}\right| \leq \frac{2}{3 \pi^{2}}\left\{\begin{array}{cc}
\frac{4}{3}+\frac{8}{\pi^{2}}(2-3 \mu), & \mu \leq \frac{2}{3}-\frac{\pi^{2}}{36} \\
2, & \frac{2}{3}-\frac{\pi^{2}}{36} \leq \mu \leq \frac{2}{3}+\frac{5 \pi^{2}}{36} \\
-\frac{4}{3}-\frac{8}{\pi^{2}}(2-3 \mu), & \mu \geq \frac{2}{3}+\frac{5 \pi^{2}}{36}
\end{array}\right.
$$

This result is sharp.
Theorem 3. Let $f \in S T[A, B],-1 \leq B<A \leq 1$ and of the form (1). Then, for a real number $\mu$,

This result is sharp.
Proof. The proof follows similarly as in Theorem 2.
For $A=1, B=-1$, the above result reduces to the following form.

Corollary 3. Let $f \in S T[1,-1]$ and of the form (1). Then, for a real number $\mu$,

$$
\left|a_{3}-\mu a_{2}^{2}\right| \leq \frac{2}{\pi^{2}}\left\{\begin{array}{cc}
\frac{4}{3}+\frac{16}{\pi^{2}}(1-2 \mu), & \leq \frac{1}{2}-\frac{\pi^{2}}{48} \\
2, & \frac{1}{2}-\frac{\pi^{2}}{48}
\end{array}\right.
$$

Now we consider the inverse function $\mathcal{F}$ which maps petal type regions to the open unit disk $\mathcal{U}$, defined as $\mathcal{F}(w)=\mathcal{F}(f(z))=z, z \in \mathcal{U}$ and we find the following coefficient bound for inverse functions. As the classes $U C V[A, B]$ and $S T[A, B]$ are the subclasses of $\mathcal{S}$. Thus the existence of such inverse functions to the functions from $U C V[A, B]$ and $S T[A, B]$ is assured.

Theorem 4. Let $w=f(z) \in U C V[A, B],-1 \leq B<A \leq 1$ and $\mathcal{F}(w)=f^{-1}(w)=w+\sum_{n=2}^{\infty} d_{n} w^{n}$. Then,

$$
\left|d_{n}\right| \leq \frac{4(A-B)}{n(n-1) \pi^{2}} \quad(n=2,3,4)
$$

Proof. Since $\mathcal{F}(w)=\mathcal{F}(f(z))=z$, so it is easy to see that

$$
d_{2}=-a_{2}, \quad d_{3}=2 a_{2}^{2}-a_{3}, \quad d_{4}=-a_{4}+5 a_{2} a_{3}-5 a_{2}^{3}
$$

By using (21) and (22), one can have

$$
\begin{equation*}
d_{2}=\frac{-1}{\pi^{2}}(A-B) c_{1} \tag{24}
\end{equation*}
$$

and

$$
\begin{equation*}
d_{3}=\frac{A-B}{3 \pi^{2}}\left[\left(\frac{1}{6}+\frac{2}{\pi^{2}}(B+1)+\frac{4}{\pi^{2}}(A-B)\right) c_{1}^{2}-c_{2}\right] . \tag{25}
\end{equation*}
$$

From (19) and (20), comparison of $z^{3}$ gives

$$
\begin{aligned}
a_{4}= & \frac{A-B}{3 \pi^{2}}\left[\left(\frac{1}{45}+\frac{1}{\pi^{2}}\left(\frac{1}{3}(B+1)-\frac{1}{4}(A-B)\right)+\frac{1}{\pi^{4}}\left(2(B+1)^{2}-3(A-B)(B+1)+(A-B)^{2}\right)\right) c_{1}^{3}\right. \\
& \left.-\left(\frac{1}{6}+\frac{1}{\pi^{2}}\left(2(B+1)-\frac{3}{2}(A-B)\right)\right) c_{2} c_{1}+\frac{1}{2} c_{3}\right] .
\end{aligned}
$$

Using the values of $a_{n} ; n=2,3,4$, we get

$$
\begin{align*}
d_{4}= & -\frac{A-B}{3 \pi^{2}}\left[\left(\frac{1}{45}+\frac{1}{3 \pi^{2}}\left(B+1+\frac{7}{4}(A-B)\right)+\frac{1}{\pi^{4}}\left(2(B+1)^{2}+7(A-B)(B+1)+6(A-B)^{2}\right)\right) c_{1}^{3}\right.  \tag{26}\\
& \left.-\left(\frac{1}{6}+\frac{2}{\pi^{2}}\left(B+1+\frac{7}{4}(A-B)\right)\right) c_{2} c_{1}+\frac{1}{2} c_{3}\right] .
\end{align*}
$$

Now, from (24) and (25), one can have

$$
\left|d_{2}\right| \leq \frac{2}{\pi^{2}}(A-B)
$$

and

$$
\begin{aligned}
\left|d_{3}\right| \leq & \frac{A-B}{3 \pi^{2}}\left|\frac{1}{6}+\frac{2}{\pi^{2}}(B+1)+\frac{4}{\pi^{2}}(A-B)\right|\left|c_{2}-c_{1}^{2}\right| \\
& +\frac{A-B}{3 \pi^{2}}\left|\frac{5}{6}-\frac{2}{\pi^{2}}(B+1)-\frac{4}{\pi^{2}}(A-B)\right|\left|c_{2}\right| .
\end{aligned}
$$

Application of the bounds $\left|c_{2}-c_{1}^{2}\right| \leq 2$ and $\left|c_{2}\right| \leq 2$ (see Lemma 2 for $v=1$ and $v=0$ ) gives $\left|d_{3}\right| \leq \frac{2(A-B)}{3 \pi^{2}}$. Lastly, (26) reduces to

$$
\begin{equation*}
\left|d_{4}\right| \leq \frac{A-B}{3 \pi^{2}}\left[\left|\lambda_{1}\right|\left|c_{3}-2 c_{2} c_{1}+c_{1}^{3}\right|+\left|\lambda_{2}\right|\left|c_{3}-c_{2} c_{1}\right|+\left|\lambda_{3}\right|\left|c_{3}\right|\right] \tag{27}
\end{equation*}
$$

where

$$
\begin{aligned}
& \lambda_{1}=\frac{1}{45}+\frac{1}{3 \pi^{2}}\left(B+1+\frac{7}{4}(A-B)\right)+\frac{1}{\pi^{4}}\left(2(B+1)^{2}+7(A-B)(B+1)+6(A-B)^{2}\right) \\
& \lambda_{2}=\frac{11}{90}+\frac{4}{3 \pi^{2}}\left(B+1+\frac{7}{4}(A-B)\right)-\frac{2}{\pi^{4}}\left(2(B+1)^{2}+7(A-B)(B+1)+6(A-B)^{2}\right)
\end{aligned}
$$

and

$$
\lambda_{3}=\frac{16}{45}-\frac{5}{3 \pi^{2}}\left(B+1+\frac{7}{4}(A-B)\right)+\frac{1}{\pi^{4}}\left(2(B+1)^{2}+7(A-B)(B+1)+6(A-B)^{2}\right) .
$$

Applying the bounds $\left|c_{3}-2 c_{2} c_{1}+c_{1}^{3}\right| \leq 2$, see [23], $\left|c_{3}-c_{2} c_{1}\right| \leq 2$ and $\left|c_{3}\right| \leq 2$, see [7] to the right hand side of (27) and using the fact that $\lambda_{i} \geq 0 ; i=1,2,3$, we have $\left|d_{4}\right| \leq \frac{A-B}{3 \pi^{2}}$ and this completes the proof.

For $A=1, B=-1$, the above result takes the following form which is proved by Ma and Minda [8].

Corollary 4. Let $w=f(z) \in U C V$ and $\mathcal{F}(w)=f^{-1}(w)=w+\sum_{n=2}^{\infty} d_{n} w^{n}$. Then,

$$
\left|d_{n}\right| \leq \frac{8}{n(n-1) \pi^{2}} \quad(n=2,3,4)
$$

Theorem 5. Let $w=f(z) \in \operatorname{UCV}[A, B],-1 \leq B<A \leq 1$ and $\mathcal{F}(w)=f^{-1}(w)=w+\sum_{n=2}^{\infty} d_{n} w^{n}$. Then, for a real number $\mu$, we have

$$
\left|d_{3}-\mu d_{2}^{2}\right| \leq \frac{A-B}{3 \pi^{2}}\left\{\begin{array}{cc}
\frac{4}{3}-\frac{8}{\pi^{2}}(B+1)-\frac{4}{\pi^{2}}(A-B)(4-3 \mu), & \mu \geq \frac{4}{3}+\frac{\pi^{2}}{18(A-B)}+\frac{2(B+1)}{3(A-B)} \\
& ----------- \\
2, & \frac{4}{3}-\frac{5 \pi^{2}}{18(A-B)}+\frac{2(B+1)}{3(A-B)} \leq \mu \\
& \leq \frac{4}{3}+\frac{\pi^{2}}{18(A-B)}+\frac{2(B+1)}{3(A-B)} \\
& --------------1 \\
& \mu \leq \frac{4}{3}-\frac{5 \pi^{2}}{18(A-B)}+\frac{2(B+1)}{3(A-B)}
\end{array}\right.
$$

This result is sharp.
Proof. The proof follows directly from (24), (25) and Lemma 2.
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#### Abstract

In this work, our focus is to study the Fekete-Szegö functional in a different and innovative manner, and to do this we find its upper bound for certain analytic functions which give hyperbolic regions as image domain. The upper bounds obtained in this paper give refinement of already known results. Moreover, we extend our work by calculating similar problems for the inverse functions of these certain analytic functions for the sake of completeness.
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## 1. Introduction and Preliminaries

We consider the class of analytic functions $f$ in the open unit disk $\mathcal{U}=\{z:|z|<1\}$, defined as

$$
\begin{equation*}
f(z)=z+\sum_{n=2}^{\infty} a_{n} z^{n} \tag{1}
\end{equation*}
$$

We also consider $\mathcal{S}$, the class of those functions from $\mathcal{A}$ which are univalent in $\mathcal{U}$. Fekete-Szegö problem may be considered as one of the most important results about univalent functions, which is related to coefficients $a_{n}$ of a function's taylor series and was introduced by Fekete and Szegö [1]. We state it as:

If $f \in \mathcal{S}$ and is of the form (1), then

$$
\left|a_{3}-\lambda a_{2}^{2}\right| \leq\left\{\begin{array}{clc}
3-4 \lambda, & \text { if } & \lambda \leq 0 \\
1+2 \exp \left(\frac{2 \lambda}{\lambda-1}\right), & \text { if } & 0 \leq \lambda \leq 1 \\
4 \lambda-3, & \text { if } & \lambda \geq 1
\end{array}\right.
$$

The problem of maximizing the absolute value of the functional $a_{3}-\lambda a_{2}^{2}$ is called Fekete-Szegö problem. This result is sharp and is studied thoroughly by many researchers. The equality holds true for Koebe function. The case $0<\lambda<1$ provides an example of an extremal problem over $\mathcal{S}$ in which Koebe fails to be extremal. In this regard, one can find a number of results related to the maximization of the non-linear functional $\left|a_{3}-\lambda a_{2}^{2}\right|$ for various classes and subclasses of univalent functions. Moreover,
this functional has also been studied for $\lambda$ as real as well as complex number. To maximize Fekete-Szegö functional $\left|a_{3}-\lambda a_{2}^{2}\right|$ for different types of functions, showing interesting geometric characteristics of image domains, several authors used certain classified techniques. For in-depth understanding and more details, we refer the interested readers to study [1-11].

Subordination of two functions $f$ and $g$ is written symbolically as $f \prec g$, and is defined with respect to a schwarz function $w$ such that $w(0)=0,|w(z)|<1$ for $z \in \mathcal{U}$, as

$$
\begin{equation*}
f(z)=g(w(z)), \quad z \in \mathcal{U} . \tag{2}
\end{equation*}
$$

We now include $P$, the class of analytic functions $p$ such that $p(0)=1$ and $p \prec \frac{1+z}{1-z}, z \in \mathcal{U}$. For details, see [12].

Goodman [13] opened an altogether new area of research with the initiation of the concept of conic domain. He did it in 1991, by introducing parabolic region as image domain of analytic functions. Related to the same, he introduced the class $U C V$ of uniformly convex functions and defined it as follows:

$$
U C V=\left\{f \in \mathcal{A}: \Re\left(1+(z-\zeta) \frac{f^{\prime \prime}(z)}{f^{\prime}(z)}\right)>0, z, \zeta \in \mathcal{U}\right\}
$$

The most suitable one variable characterization of the above defined class UCV of Goodman was independently given by Rønning [14], and Ma and Minda [6]. They defined it as follows:

$$
U C V=\left\{f \in \mathcal{A}: \Re\left(1+\frac{z f^{\prime \prime}(z)}{f^{\prime}(z)}\right)>\left|\frac{z f^{\prime \prime}(z)}{f^{\prime}(z)}\right|, z \in \mathcal{U}\right\}
$$

It proved its importance by giving birth to a domain, ever first of its kind, that is, conic (parabolic) domain, given as $\Omega=\{w: \Re w>|w-1|\}$. Later on, $\beta$-uniformly convex functions were introduced by Kanas and Wiśniowska [15], which are defined as:

$$
\beta-U C V=\left\{f \in \mathcal{A}: \Re\left(1+\frac{z f^{\prime \prime}(z)}{f^{\prime}(z)}\right)>\beta\left|\frac{z f^{\prime \prime}(z)}{f^{\prime}(z)}\right|, z \in \mathcal{U}\right\} .
$$

This proved to be a remarkable innovation in this area since it gave the most general conic domain $\Omega_{\beta}$, given as under, which covers parabolic as well as hyperbolic and elliptic regions.

$$
\Omega_{\beta}=\{w: \Re w>\beta|w-1|, \beta \geq 0\}
$$

For different values of $\beta$, the conic domain $\Omega_{\beta}$, represents different image domains. For $\beta=0$, this represents the right half plane, whereas hyperbolic regions when $0<\beta<1$, parabolic region for $\beta=1$ and elliptic regions when $\beta>1$. For further investigation, we refer to [15,16]. Another breakthrough occurred in this field when Noor and Malik [17] further generalized this domain $\Omega_{\beta}$. They introduced the domain

$$
\begin{align*}
\Omega_{\beta}[A, B]=\left\{u+i v:\left[\left(B^{2}-1\right)\right.\right. & \left.\left(u^{2}+v^{2}\right)-2(A B-1) u+\left(A^{2}-1\right)\right]^{2}  \tag{3}\\
& \left.>\beta^{2}\left[\left(-2(B+1)\left(u^{2}+v^{2}\right)+2(A+B+2) u-2(A+1)\right)^{2}+4(A-B)^{2} v^{2}\right]\right\} .
\end{align*}
$$

The class of functions given in the following definition takes all values from the above domain $\Omega_{\beta}[A, B],-1 \leq B<A \leq 1, \beta \geq 0$. For more details, we refer to [17].

Definition 1. A function $p(z)$ is said to be in the class $\beta-P[A, B]$, if and only if,

$$
\begin{equation*}
p(z) \prec \frac{(A+1) \widetilde{p}_{\beta}(z)-(A-1)}{(B+1) \widetilde{p}_{\beta}(z)-(B-1)}, \quad-1 \leq B<A \leq 1, \beta \geq 0, \tag{4}
\end{equation*}
$$

where $\widetilde{p}_{\beta}(z)$ is defined by

$$
\widetilde{\mathcal{p}}_{\beta}(z)=\left\{\begin{array}{l}
\frac{1+z}{1-z^{\prime}} \quad \beta=0,  \tag{5}\\
1+\frac{2}{\pi^{2}}\left(\log \frac{1+\sqrt{z}}{1-\sqrt{z}}\right)^{2}, \quad \beta=1, \\
1+\frac{2}{1-\beta^{2}} \sinh ^{2}\left[\left(\frac{2}{\pi} \arccos \beta\right) \operatorname{arctanh} \sqrt{z}\right], \quad 0<\beta<1, \\
1+\frac{1}{\beta^{2}-1} \sin \left(\frac{\pi}{2 R(t)} \int_{0}^{\frac{u(z)}{\sqrt{t}}} \frac{1}{\sqrt{1-x^{2}} \sqrt{1-(t x)^{2}}} d x\right)+\frac{1}{\beta^{2}-1}, \quad \beta>1,
\end{array}\right.
$$

where $u(z)=\frac{z-\sqrt{t}}{1-\sqrt{t z}}, t \in(0,1), z \in \mathcal{U}$ and $z$ is chosen such that $\beta=\cosh \left(\frac{\pi R^{\prime}(t)}{4 R(t)}\right), R(t)$ is the Legendre's complete elliptic integral of the first kind, and $R^{\prime}(t)$ is complementary integral of $R(t)$. For more details about the function $\widetilde{p}_{\beta}(z)$, we refer the readers to $[15,16]$.

It may be noted that if we restrict the domain as $\Omega_{\beta}[1,-1]=\Omega_{\beta}$, then it becomes the conic domain defined by Kanas and Wiśniowska [15,16]. With the help of this important fact, we notice the following important connections of different well-known classes of analytic functions.

1. $\quad \beta-P[A, B] \subset P\left(\frac{2 \beta+1-A}{2 \beta+1-B}\right)$, the class of functions with real part greater than $\frac{2 \beta+1-A}{2 \beta+1-B}$.
2. $\beta-P[1,-1]=\mathcal{P}\left(\widetilde{p}_{\beta}\right)$, the well-known class introduced by Kanas and Wiśniowska $[15,16]$.
3. $0-P[A, B]=P[A, B]$, the well-known class introduced by Janowski [18].

We now include the two very important classes $\beta-U C V[A, B]$ of $\beta$-uniformly Janowski functions and $\beta-S T[A, B]$ of corresponding $\beta$-Janowski starlike functions which are used in Section 2 of this paper. These are introduced in [17] and defined as follows.

Definition 2. A function $f \in \mathcal{A}$ is said to be in the class $\beta-U C V[A, B], \beta \geq 0,-1 \leq B<A \leq 1$, if and only if,

$$
\Re\left(\frac{(B-1) \frac{\left(z f^{\prime}(z)\right)^{\prime}}{f^{\prime}(z)}-(A-1)}{(B+1) \frac{\left(z f^{\prime}(z)\right)^{\prime}}{f^{\prime}(z)}-(A+1)}\right)>\beta\left|\frac{(B-1) \frac{\left(z f^{\prime}(z)\right)^{\prime}}{f^{\prime}(z)}-(A-1)}{(B+1) \frac{\left(z f^{\prime}(z)\right)^{\prime}}{f^{\prime}(z)}-(A+1)}-1\right|
$$

or equivalently,

$$
\begin{equation*}
\frac{\left(z f^{\prime}(z)\right)^{\prime}}{f^{\prime}(z)} \in \beta-P[A, B] \tag{6}
\end{equation*}
$$

Definition 3. A function $f \in \mathcal{A}$ is said to be in the class $\beta-S T[A, B], \beta \geq 0,-1 \leq B<A \leq 1$, if and only if ,

$$
\Re\left(\frac{(B-1) \frac{z f^{\prime}(z)}{f(z)}-(A-1)}{(B+1) \frac{z f^{\prime}(z)}{f(z)}-(A+1)}\right)>\beta\left|\frac{(B-1) \frac{z f^{\prime}(z)}{f(z)}-(A-1)}{(B+1) \frac{z f^{\prime}(z)}{f(z)}-(A+1)}-1\right|
$$

or equivalently,

$$
\begin{equation*}
\frac{z f^{\prime}(z)}{f(z)} \in \beta-P[A, B] \tag{7}
\end{equation*}
$$

It can easily be seen that $f(z) \in \beta-U C V[A, B] \Longleftrightarrow z f^{\prime}(z) \in \beta-S T[A, B]$. It is clear that $\beta-U C V[1,-1]=\beta-U C V$ and $\beta-S T[1,-1]=\beta-S T$, the well-known classes of $\beta$-uniformly convex and corresponding $\beta$-starlike functions respectively, introduced by Kanas and Wiśniowska [15,16].

As it is mentioned earlier that a number of well known researchers contributed in the development of this area of study, to mark the importance of our work in this stream of work, we take a quick review of what is done so far. In 1994, Ma and Minda [6] found the maximum bound of Fekete-Szegö functional $\left|a_{3}-\lambda a_{2}^{2}\right|$ for the class $U C V$ of uniformly convex functions whereas Kanas [19] solved the

Fekete-Szegö problem for the functions of class $\mathcal{P}\left(\widetilde{p}_{\beta}\right)$. Further, for the functions of classes $\beta-U C V$ and $\beta-S T$, the same problem was studies by Mishra and Gochhayat [20]. Keeping in view the ongoing research, our aim for this paper is to solve the classical Fekete-Szegö problem for the functions of classes $\beta-P[A, B], \beta-U C V[A, B]$ and $\beta-S T[A, B]$. To prove our results, we need the following lemmas. For the proofs, one may study the reference [6].

Lemma 1. If $p(z)=1+p_{1} z+p_{2} z^{2}+\cdots$ is a function with positive real part in $\mathcal{U}$, then, for any complex number $\mu$,

$$
\left|p_{2}-\mu p_{1}^{2}\right| \leq 2 \max \{1,|2 \mu-1|\}
$$

and the result is sharp for the functions

$$
p_{0}(z)=\frac{1+z}{1-z} \quad \text { or } \quad p_{*}(z)=\frac{1+z^{2}}{1-z^{2}}, \quad(z \in \mathcal{U})
$$

Lemma 2. If $p(z)=1+p_{1} z+p_{2} z^{2}+\cdots$ is a function with positive real part in $\mathcal{U}$, then, for any real number $v$,

$$
\left|p_{2}-v p_{1}^{2}\right| \leq\left\{\begin{array}{l}
-4 v+2, \quad v \leq 0 \\
2, \quad 0 \leq v \leq 1 \\
4 v-2, \quad v \geq 1
\end{array}\right.
$$

When $v<0$ or $v>1$, the equality holds if and only if $p(z)$ is $\frac{1+z}{1-z}$ or one of its rotations. If $0<v<1$, then, the equality holds if and only if $p(z)=\frac{1+z^{2}}{1-z^{2}}$ or one of its rotations. If $v=0$, the equality holds if and only if,

$$
p(z)=\left(\frac{1+\eta}{2}\right) \frac{1+z}{1-z}+\left(\frac{1-\eta}{2}\right) \frac{1-z}{1+z} \quad(0 \leq \eta \leq 1),
$$

or one of its rotations. If $v=1$, then, the equality holds if and only if $p(z)$ is reciprocal of one of the function such that equality holds in the case of $v=0$. Although the above upper bound is sharp, when $0<v<1$, it can be improved as follows:

$$
\left|p_{2}-v p_{1}^{2}\right|+\left|p_{1}\right|^{2} \leq 2 \quad\left(0<v \leq \frac{1}{2}\right)
$$

and

$$
\left|p_{2}-v p_{1}^{2}\right|+(1-v)\left|p_{1}\right|^{2} \leq 2 \quad\left(\frac{1}{2}<v \leq 1\right) .
$$

## 2. Main Results

Theorem 1. Let $p \in \beta-P[A, B],-1 \leq B<A \leq 1,0<\beta<1$, and of the form $p(z)=1+\sum_{n=1}^{\infty} p_{n} z^{n}$. Then, for a complex number $\mu$, we have

$$
\begin{equation*}
\left|p_{2}-\mu p_{1}^{2}\right| \leq \frac{(A-B) T^{2}}{1-\beta^{2}} \cdot \max \left(1,\left|\frac{(B+1) T^{2}}{\left(1-\beta^{2}\right)}+\mu \frac{(A-B) T^{2}}{\left(1-\beta^{2}\right)}-\frac{T^{2}}{3}-\frac{2}{3}\right|\right) \tag{8}
\end{equation*}
$$

and for real number $\mu$, we have

$$
\left|p_{2}-\mu p_{1}^{2}\right| \leq \frac{(A-B) T^{2}}{1-\beta^{2}}\left\{\begin{array}{cc}
\frac{2}{3}+\frac{T^{2}}{3}-\frac{(B+1) T^{2}}{1-\beta^{2}}-\frac{\mu(A-B) T^{2}}{1-\beta^{2}}, & \mu \leq-\frac{1-\beta^{2}}{3(A-B) T^{2}}-\frac{B+1}{A-B}+\frac{1-\beta^{2}}{3(A-B)},  \tag{9}\\
1, & -\frac{1-\beta^{2}}{3(A-B) T^{2}}-\frac{B+1}{A-B}+\frac{1-\beta^{2}}{3(A-B)} \leq \mu \\
& \leq \frac{5\left(1-\beta^{2}\right)}{3(A-B) T^{2}}-\frac{B+1}{A-B}+\frac{1-\beta^{2}}{3(A-B)}, \\
-\frac{2}{3}-\frac{T^{2}}{3}+\frac{(B+1) T^{2}}{1-\beta^{2}}+\frac{\mu(A-B))^{2}}{1-\beta^{2}}, & \mu \geq \frac{5\left(1-\beta^{2}\right)}{3(A-B) T^{2}}-\frac{B+1}{A-B}+\frac{1-\beta^{2}}{3(A-B)},
\end{array}\right.
$$

where $T=T(\beta)=\frac{2}{\pi} \arccos (\beta)$ and the equality in (8) holds for the functions

$$
\begin{equation*}
p_{1}(z)=\frac{\frac{A+1}{1-\beta^{2}} \sinh ^{2}\left[\left(\frac{2}{\pi} \arccos \beta\right) \operatorname{arctanh} \sqrt{z}\right]+1}{\frac{B+1}{1-\beta^{2}} \sinh ^{2}\left[\left(\frac{2}{\pi} \arccos \beta\right) \operatorname{arctanh} \sqrt{z}\right]+1} \tag{10}
\end{equation*}
$$

or

$$
\begin{equation*}
p_{2}(z)=\frac{\frac{A+1}{1-\beta^{2}} \sinh ^{2}\left[\left(\frac{2}{\pi} \arccos \beta\right) \operatorname{arctanh}(z)\right]+1}{\frac{B+1}{1-\beta^{2}} \sinh ^{2}\left[\left(\frac{2}{\pi} \arccos \beta\right) \operatorname{arctanh}(z)\right]+1} . \tag{11}
\end{equation*}
$$

When $\mu<-\frac{1-\beta^{2}}{3(A-B) T^{2}}-\frac{B+1}{A-B}+\frac{1-\beta^{2}}{3(A-B)}$ or $\mu>\frac{5\left(1-\beta^{2}\right)}{3(A-B) T^{2}}-\frac{B+1}{A-B}+\frac{1-\beta^{2}}{3(A-B)}$, the equality in (9) for the function $p_{1}(z)$ or one of its rotations. If $-\frac{1-\beta^{2}}{3(A-B) T^{2}}-\frac{B+1}{A-B}+\frac{1-\beta^{2}}{3(A-B)}<\mu<\frac{5\left(1-\beta^{2}\right)}{3(A-B) T^{2}}-\frac{B+1}{A-B}+\frac{1-\beta^{2}}{3(A-B)}$, then the equality in (9) holds for the function $p_{2}(z)$ or one of its rotations. If $\mu=-\frac{1-\beta^{2}}{3(A-B) T^{2}}-\frac{B+1}{A-B}+\frac{1-\beta^{2}}{3(A-B)}$, the equality in (9) holds for the function

$$
\begin{equation*}
p_{3}(z)=\left(\frac{1+\eta}{2}\right) p_{1}(z)+\left(\frac{1-\eta}{2}\right) p_{1}(-z), \quad(0 \leq \eta \leq 1) \tag{12}
\end{equation*}
$$

or one of its rotations. If $\mu=\frac{5\left(1-\beta^{2}\right)}{3(A-B) T^{2}}-\frac{B+1}{A-B}+\frac{1-\beta^{2}}{3(A-B)}$, then, the equality in (9) holds for the function $p(z)$ which is reciprocal of one of the function such that equality holds in the case for $\mu=-\frac{1-\beta^{2}}{3(A-B) T^{2}}-\frac{B+1}{A-B}+$ $\frac{1-\beta^{2}}{3(A-B)}$.

Proof. For $h \in P$ and of the form $h(z)=1+\sum_{n=1}^{\infty} c_{n} z^{n}$, we consider

$$
h(z)=\frac{1+w(z)}{1-w(z)}
$$

where $w(z)$ is such that $w(0)=0$ and $|w(z)|<1$. It follows easily that

$$
\begin{align*}
w(z) & =\frac{h(z)-1}{h(z)+1} \\
& =\frac{\left(1+c_{1} z+c_{2} z^{2}+c_{3} z^{3}+\cdots\right)-1}{\left(1+c_{1} z+c_{2} z^{2}+c_{3} z^{3}+\cdots\right)+1} \\
& =\frac{1}{2} c_{1} z+\left(\frac{1}{2} c_{2}-\frac{1}{4} c_{1}^{2}\right) z^{2}+\left(\frac{1}{2} c_{3}-\frac{1}{2} c_{2} c_{1}+\frac{1}{8} c_{1}^{3}\right) z^{3}+\cdots \tag{13}
\end{align*}
$$

Now, if $\widetilde{p}_{\beta}(w(z))=1+R_{1}(\beta) w(z)+R_{2}(\beta) w^{2}(z)+R_{3}(\beta) w^{3}(z)+\cdots$, then from (13), one may have

$$
\begin{aligned}
\widetilde{p}_{\beta}(w(z))= & 1+R_{1}(\beta) w(z)+R_{2}(\beta) w^{2}(z)+R_{3}(\beta) w^{3}(z)+\cdots, \\
= & 1+R_{1}(\beta)\left(\frac{1}{2} c_{1} z+\left(\frac{1}{2} c_{2}-\frac{1}{4} c_{1}^{2}\right) z^{2}+\left(\frac{1}{2} c_{3}-\frac{1}{2} c_{2} c_{1}+\frac{1}{8} c_{1}^{3}\right) z^{3}+\cdots\right)+ \\
& R_{2}(\beta)\left(\frac{1}{2} c_{1} z+\left(\frac{1}{2} c_{2}-\frac{1}{4} c_{1}^{2}\right) z^{2}+\left(\frac{1}{2} c_{3}-\frac{1}{2} c_{2} c_{1}+\frac{1}{8} c_{1}^{3}\right) z^{3}+\cdots\right)^{2}+ \\
& R_{3}(\beta)\left(\frac{1}{2} c_{1} z+\left(\frac{1}{2} c_{2}-\frac{1}{4} c_{1}^{2}\right) z^{2}+\left(\frac{1}{2} c_{3}-\frac{1}{2} c_{2} c_{1}+\frac{1}{8} c_{1}^{3}\right) z^{3}+\cdots\right)^{3}+\cdots,
\end{aligned}
$$

where $R_{1}(\beta), R_{2}(\beta)$ and $R_{3}(\beta)$ are given by

$$
\begin{gathered}
R_{1}(\beta)=\frac{2 T^{2}}{1-\beta^{2}}, \\
R_{2}(\beta)=\frac{2 T^{2}}{3\left(1-\beta^{2}\right)}\left(2+T^{2}\right), \\
R_{3}(\beta)=\frac{2 T^{2}}{9\left(1-\beta^{2}\right)}\left(\frac{23}{5}+4 T^{2}+\frac{2}{5} T^{4}\right),
\end{gathered}
$$

and $T=T(\beta)=\frac{2}{\pi} \arccos (\beta), 0<\beta<1$, see [19]. Using these, the above series reduces to

$$
\begin{align*}
\widetilde{p}_{\beta}(w(z))= & 1+\frac{T^{2}}{1-\beta^{2}} c_{1} z+\frac{T^{2}}{1-\beta^{2}}\left(\left(T^{2}-1\right) \frac{1}{6} c_{1}^{2}+c_{2}\right) z^{2}+ \\
& \frac{T^{2}}{1-\beta^{2}}\left(\frac{1}{9}\left(\frac{2}{5}-\frac{1}{2} T^{2}+\frac{1}{10} T^{4}\right) c_{1}^{3}-\frac{1}{3}\left(1-T^{2}\right) c_{2} c_{1}+c_{3}\right) z^{3}+\cdots . \tag{14}
\end{align*}
$$

Since $p \in \beta-P[A, B], 0<\beta<1$, so from relations (2), (4) and (14), one may have

$$
\begin{align*}
p(z) & =\frac{(A+1) \tilde{p}_{\beta}(w v(z))-(A-1)}{(B+1) \tilde{p}_{\beta}(w(z))-(B-1)} \\
& =1+\frac{(A-B)}{2} \frac{T^{2}}{1-\beta^{2}} c_{1} z+\frac{(A-B)}{2} \frac{T^{2}}{1-\beta^{2}}\left(\frac{T^{2} c_{1}^{2}}{6}-\frac{1}{6} c_{1}^{2}-\frac{(B+1) T^{2}}{2\left(1-\beta^{2}\right)} c_{1}^{2}+c_{2}\right) z^{2}+\cdots . \tag{15}
\end{align*}
$$

If $p(z)=1+\sum_{n=1}^{\infty} p_{n} z^{n}$, then equating coefficients of like powers of $z$, we have

$$
\begin{aligned}
& p_{1}=\frac{(A-B)}{2} \frac{T^{2}}{1-\beta^{2}} c_{1} \\
& p_{2}=\frac{(A-B)}{2} \frac{T^{2}}{1-\beta^{2}}\left(\frac{T^{2} c_{1}^{2}}{6}-\frac{1}{6} c_{1}^{2}-\frac{(B+1) T^{2}}{2\left(1-\beta^{2}\right)} c_{1}^{2}+c_{2}\right)
\end{aligned}
$$

Now for complex number $\mu$, consider

$$
p_{2}-\mu p_{1}^{2}=\frac{(A-B)}{2} \frac{T^{2}}{1-\beta^{2}}\left(\frac{T^{2} c_{1}^{2}}{6}-\frac{1}{6} c_{1}^{2}-\frac{(B+1) T^{2}}{2\left(1-\beta^{2}\right)} c_{1}^{2}+c_{2}\right)-\mu \frac{(A-B)^{2} T^{4}}{4\left(1-\beta^{2}\right)^{2}} c_{1}^{2} .
$$

This implies that

$$
\begin{equation*}
\left|p_{2}-\mu p_{1}^{2}\right|=\frac{(A-B) T^{2}}{2\left(1-\beta^{2}\right)}\left|c_{2}-c_{1}^{2}\left(\frac{1}{6}-\frac{T^{2}}{6}+\frac{(B+1) T^{2}}{2\left(1-\beta^{2}\right)}+\mu \frac{(A-B) T^{2}}{2\left(1-\beta^{2}\right)}\right)\right| \tag{16}
\end{equation*}
$$

Now using Lemma 1, we have

$$
\left|p_{2}-\mu p_{1}^{2}\right| \leq \frac{(A-B) T^{2}}{2\left(1-\beta^{2}\right)} \cdot 2 \max (1,|2 v-1|),
$$

where

$$
v=\frac{1}{6}-\frac{T^{2}}{6}+\frac{(B+1) T^{2}}{2\left(1-\beta^{2}\right)}+\mu \frac{(A-B) T^{2}}{2\left(1-\beta^{2}\right)} .
$$

This leads us to the required inequality (8) and applying Lemma 2 to the expression (16) for real number $\mu$, we get the required inequality (9).

For $A=1, B=-1$, the above result reduces to the following form.

Corollary 1. Let $p \in \beta-P[1,-1]=\mathcal{P}\left(\widetilde{p}_{\beta}\right), 0<\beta<1$, and of the form $p(z)=1+\sum_{n=1}^{\infty} p_{n} z^{n}$. Then, for a complex number $\mu$, we have

$$
\begin{equation*}
\left|p_{2}-\mu p_{1}^{2}\right| \leq \frac{2 T^{2}}{1-\beta^{2}} \cdot \max \left(1,\left|\mu \frac{2 T^{2}}{\left(1-\beta^{2}\right)}-\frac{T^{2}}{3}-\frac{2}{3}\right|\right) \tag{17}
\end{equation*}
$$

and for real number $\mu$, we have

$$
\left|p_{2}-\mu p_{1}^{2}\right| \leq \frac{T^{2}}{1-\beta^{2}}\left\{\begin{array}{cc}
\frac{4}{3}+\frac{2}{3} T^{2}-\frac{4 \mu T^{2}}{1-\beta^{2}}, & \mu<-\frac{1-\beta^{2}}{6 T^{2}}+\frac{\left(1-\beta^{2}\right)}{6},  \tag{18}\\
2, & -\frac{\left(1-\beta^{2}\right)}{6 T^{2}}+\frac{\left(1-\beta^{2}\right)}{6} \leq \mu \leq \frac{5\left(1-\beta^{2}\right)}{6 T^{2}}+\frac{1-\beta^{2}}{6}, \\
-\frac{4}{3}-\frac{2}{3} T^{2}+\frac{4 \mu T^{2}}{1-\beta^{2}}, & \mu>\frac{5\left(1-\beta^{2}\right)}{6 T^{2}}+\frac{1-\beta^{2}}{6} .
\end{array}\right.
$$

These results are sharp.
In $[3,19]$, Kanas studied the class $\mathcal{P}\left(\widetilde{p}_{\beta}\right)$ which consists of functions who take all values from the conic domain $\Omega_{\beta}$. Kanas [19] found the bound of Fekete-Szegö functional for the class $\mathcal{P}\left(\widetilde{p}_{\beta}\right)$ whose particular case for $0<\beta<1$ is as follows:

Let $p(z)=1+b_{1} z+b_{2} z^{2}+b_{3} z^{3}+\cdots \in \mathcal{P}\left(\widetilde{p}_{\beta}\right), 0<\beta<1$. Then, for real number $\mu$, we have

$$
\left|b_{2}-\mu b_{1}^{2}\right| \leq \frac{2 T^{2}}{1-\beta^{2}}\left\{\begin{array}{cc}
1-\mu \frac{2 T^{2}}{1-\beta^{2}}, & \mu \leq 0,  \tag{19}\\
1, & \mu \in(0,1] \\
1+(\mu-1) \frac{2 T^{2}}{1-\beta^{2}}, & \mu \geq 1
\end{array}\right.
$$

For certain values of $\beta$ and $\mu$, we have the following bounds for $\left|p_{2}-\mu p_{1}^{2}\right|$, shown in Table 1.
Table 1. Comparison of Fekete-Szegö inequalities.

| $\beta$ | $\mu$ | Bound from (18) | Bound from (19) |
| :---: | :---: | :---: | :---: |
| 0.3 | 3 | 4.8652 | 5.51463 |
| 0.3 | 2 | 2.82267 | 3.47193 |
| 0.5 | 2 | 1.84841 | 2.5939 |
| 0.5 | -1 | 2.37422 | 2.5939 |
| 0.7 | 3 | 2.28155 | 3.03221 |
| 0.7 | -1 | 1.7698 | 2.01932 |

We observe that Corollary 1 gives more refined bounds of Fekete-Szegö functional $\left|p_{2}-\mu p_{1}^{2}\right|$ for the functions of class $\mathcal{P}\left(\widetilde{p}_{\beta}\right), 0<\beta<1$ as compared to that from (19) as can be seen from above table.

Theorem 2. Let $f \in \beta-\operatorname{UCV}[A, B],-1 \leq B<A \leq 1,0 \leq \beta<1$ and of the form (1), then for a real number $\mu$, we have

$$
\left|a_{3}-\mu a_{2}^{2}\right| \leq \frac{(A-B) T^{2}}{12\left(1-\beta^{2}\right)}\left\{\begin{array}{cl}
\frac{4}{3}+\frac{2 T^{2}}{3}-\frac{2(B+1) T^{2}}{1-\beta^{2}}+(2-3 \mu) \frac{(A-B) T^{2}}{1-\beta^{2}}, & \mu \leq \frac{2}{3}-\frac{2\left(1-\beta^{2}\right)}{9(A-B) T^{2}}-\frac{2(B+1)}{3(A-B)}+\frac{2\left(1-\beta^{2}\right)}{9(A-B)},  \tag{20}\\
2, & \frac{2}{3}-\frac{2\left(1-\beta^{2}\right)}{9(A-B) T^{2}}-\frac{2(B+1)}{3(A-B)}+\frac{2\left(1-\beta^{2}\right)}{9(A-B)} \leq \mu \\
\leq \frac{2}{3}+\frac{10\left(1-\beta^{2}\right)}{9(A-B) T^{2}}-\frac{2(B+1)}{3(A-B)}+\frac{2\left(1-\beta^{2}\right)}{9(A-B)}, \\
-\frac{4}{3}-\frac{2 T^{2}}{3}+\frac{2(B+1) T^{2}}{1-\beta^{2}}-(2-3 \mu) \frac{(A-B) T^{2}}{1-\beta^{2}}, & \mu \geq \frac{2}{3}+\frac{10\left(1-\beta^{2}\right)}{9(A-B) T^{2}}-\frac{2(B+1)}{3(A-B)}+\frac{2\left(1-\beta^{2}\right)}{9(A-B)} .
\end{array}\right.
$$

Proof. If $f(z) \in \beta-U C V[A, B],-1 \leq B<A \leq 1,0 \leq \beta<1$, then it follows from relations (2), (4), and (6) that

$$
\frac{\left(z f^{\prime}(z)\right)^{\prime}}{f^{\prime}(z)}=\frac{(A+1) \widetilde{p}_{\beta}(w(z))-(A-1)}{(B+1) \widetilde{p}_{\beta}(w(z))-(B-1)}
$$

This implies by using (15) that

$$
\begin{equation*}
\frac{\left(z f^{\prime}(z)\right)^{\prime}}{f^{\prime}(z)}=1+\frac{(A-B)}{2} \frac{T^{2}}{1-\beta^{2}} c_{1} z+\frac{(A-B)}{2} \frac{T^{2}}{1-\beta^{2}}\left(\frac{T^{2} c_{1}^{2}}{6}-\frac{1}{6} c_{1}^{2}-\frac{(B+1) T^{2}}{2\left(1-\beta^{2}\right)} c_{1}^{2}+c_{2}\right) z^{2}+\cdots \tag{21}
\end{equation*}
$$

If $f(z)=z+\sum_{n=2}^{\infty} a_{n} z^{n}$, then one may have

$$
\begin{equation*}
\frac{\left(z f^{\prime}(z)\right)^{\prime}}{f^{\prime}(z)}=1+2 a_{2} z+\left(6 a_{3}-4 a_{2}^{2}\right) z^{2}+\left(12 a_{4}-18 a_{2} a_{3}+8 a_{2}^{3}\right) z^{3}+\cdots \tag{22}
\end{equation*}
$$

From (21) and (22), comparison of like powers of $z$ gives

$$
\begin{equation*}
a_{2}=\frac{(A-B) T^{2}}{4\left(1-\beta^{2}\right)} c_{1} \tag{23}
\end{equation*}
$$

and

$$
\begin{equation*}
a_{3}=\frac{(A-B) T^{2}}{12\left(1-\beta^{2}\right)}\left(c_{2}-\left(\frac{1}{6}-\frac{T^{2}}{6}+\frac{(B+1) T^{2}}{2\left(1-\beta^{2}\right)}-\frac{(A-B) T^{2}}{2\left(1-\beta^{2}\right)}\right) c_{1}^{2}\right) . \tag{24}
\end{equation*}
$$

Now, for a real number $\mu$, we consider

$$
\begin{aligned}
\left|a_{3}-\mu a_{2}^{2}\right| & =\frac{(A-B) T^{2}}{12\left(1-\beta^{2}\right)}\left|c_{2}-\left(\frac{1}{6}-\frac{T^{2}}{6}+\frac{(B+1) T^{2}}{2\left(1-\beta^{2}\right)}-\frac{(A-B) T^{2}}{2\left(1-\beta^{2}\right)}\right) c_{1}^{2}-\mu \frac{3(A-B)}{4} \frac{T^{2}}{1-\beta^{2}} c_{1}^{2}\right| \\
& =\frac{(A-B) T^{2}}{12\left(1-\beta^{2}\right)}\left|c_{2}-\left(\frac{1}{6}-\frac{T^{2}}{6}+\frac{(B+1) T^{2}}{2\left(1-\beta^{2}\right)}-\frac{(A-B) T^{2}}{2\left(1-\beta^{2}\right)}+\mu \frac{3(A-B) T^{2}}{4\left(1-\beta^{2}\right)}\right) c_{1}^{2}\right|
\end{aligned}
$$

Now applying Lemma 2, we have the required result. The inequality (20) is sharp and equality holds for $\mu<\frac{2}{3}-\frac{2\left(1-\beta^{2}\right)}{9(A-B) T^{2}}-\frac{2(B+1)}{3(A-B)}+\frac{2\left(1-\beta^{2}\right)}{9(A-B)}$ or $\mu>\frac{2}{3}+\frac{10\left(1-\beta^{2}\right)}{9(A-B) T^{2}}-\frac{2(B+1)}{3(A-B)}+\frac{2\left(1-\beta^{2}\right)}{9(A-B)}$ when $f(z)$ is $f_{1}(z)$ or one of its rotations, where $f_{1}(z)$ is defined such that $\frac{\left(z f_{1}^{\prime}(z)\right)^{\prime}}{f_{1}^{\prime}(z)}=p_{1}(z)$. If $\frac{2}{3}-\frac{2\left(1-\beta^{2}\right)}{9(A-B) T^{2}}-$ $\frac{2(B+1)}{3(A-B)}+\frac{2\left(1-\beta^{2}\right)}{9(A-B)}<\mu<\frac{2}{3}+\frac{10\left(1-\beta^{2}\right)}{9(A-B) T^{2}}-\frac{2(B+1)}{3(A-B)}+\frac{2\left(1-\beta^{2}\right)}{9(A-B)}$, then, the equality holds for the function $f_{2}(z)$ or one of its rotations, where $f_{2}(z)$ is defined such that $\frac{\left(z f_{2}^{\prime}(z)\right)^{\prime}}{f_{2}^{\prime}(z)}=p_{2}(z)$. If $\mu=\frac{2}{3}-\frac{2\left(1-\beta^{2}\right)}{9(A-B) T^{2}}-$ $\frac{2(B+1)}{3(A-B)}+\frac{2\left(1-\beta^{2}\right)}{9(A-B)}$, the equality holds for the function $f_{3}(z)$ or one of its rotations, where $f_{3}(z)$ is defined such that $\frac{\left(z f_{3}^{\prime}(z)\right)^{\prime}}{f_{3}^{\prime}(z)}=p_{3}(z)$. If $\mu=\frac{2}{3}+\frac{10\left(1-\beta^{2}\right)}{9(A-B) T^{2}}-\frac{2(B+1)}{3(A-B)}+\frac{2\left(1-\beta^{2}\right)}{9(A-B)}$, then, the equality holds for $f(z)$, which is such that $\frac{\left(z f^{\prime}(z)\right)^{\prime}}{f^{\prime}(z)}$ is reciprocal of one of the function such that equality holds in the case of $\mu=\frac{2}{3}-\frac{2\left(1-\beta^{2}\right)}{9(A-B) T^{2}}-\frac{2(B+1)}{3(A-B)}+\frac{2\left(1-\beta^{2}\right)}{9(A-B)}$.

For $A=1, B=-1$, the above result takes the following form which is proved by Mishra and Gochhayat [20].

Corollary 2. Let $f \in \beta-U C V[1,-1]=\beta-U C V, 0 \leq \beta<1$ and of the form (1), then

$$
\left|a_{3}-\mu a_{2}^{2}\right| \leq \frac{T^{2}}{6\left(1-\beta^{2}\right)}\left\{\begin{array}{cc}
\frac{4}{3}+\frac{2 T^{2}}{3}+(4-6 \mu) \frac{T^{2}}{1-\beta^{2}}, & \mu \leq \frac{2}{3}-\frac{1-\beta^{2}}{9 T^{2}}+\frac{1-\beta^{2}}{9}, \\
2, & \frac{2}{3}-\frac{1-\beta^{2}}{9 T^{2}}+\frac{1-\beta^{2}}{9} \leq \mu \leq \frac{2}{3}+\frac{5\left(1-\beta^{2}\right)}{9 T^{2}}+\frac{1-\beta^{2}}{9}, \\
-\frac{4}{3}-\frac{2 T^{2}}{3}-(4-6 \mu) \frac{T^{2}}{1-\beta^{2}}, & \mu \geq \frac{2}{3}+\frac{5\left(1-\beta^{2}\right)}{9 T^{2}}+\frac{1-\beta^{2}}{9} .
\end{array}\right.
$$

Theorem 3. If $f(z) \in \beta-S T[A, B],-1 \leq B<A \leq 1,0<\beta<1$ and of the form (1), then for a real number $\mu$, we have

$$
\left|a_{3}-\mu a_{2}^{2}\right| \leq \frac{(A-B) T^{2}}{2\left(1-\beta^{2}\right)}\left\{\begin{array}{cl}
\frac{2}{3}+\frac{T^{2}}{3}-\frac{(B+1) T^{2}}{1-\beta^{2}}+(1-2 \mu) \frac{(A-B) T^{2}}{1-\beta^{2}}, & \mu \leq \frac{1}{2}-\frac{1-\beta^{2}}{6 T^{2}(A-B)}-\frac{B+1}{2(A-B)}+\frac{1-\beta^{2}}{6(A-B),} \\
1, & \frac{1}{2}-\frac{1-\beta^{2}}{6 T^{2}(A-B)}-\frac{B+1}{2(A-B)}+\frac{1-\beta^{2}}{6(A-B)} \leq \mu \\
\leq \frac{1}{2}+\frac{5\left(1-\beta^{2}\right)}{6(A-B) T^{2}}-\frac{B+1}{2(A-B)}+\frac{1-\beta^{2}}{6(A-B),} \\
-\frac{2}{3}-\frac{T^{2}}{3}+\frac{(B+1) T^{2}}{1-\beta^{2}}-(1-2 \mu) \frac{(A-B) T^{2}}{1-\beta^{2}}, & \mu \geq \frac{1}{2}+\frac{5\left(1-\beta^{2}\right)}{6(A-B) T^{2}}-\frac{B+1}{2(A-B)}+\frac{1-\beta^{2}}{6(A-B) .} .
\end{array}\right.
$$

This result is sharp.
Proof. The proof follows similarly as in Theorem 2.
For $A=1, B=-1$, the above result takes the following form which is proved by Mishra and Gochhayat [20].

Corollary 3. Let $f \in \beta-S T[1,-1]=\beta-S T, 0<\beta<1$ and of the form (1). Then, for a real number $\mu$,

$$
\left|a_{3}-\mu a_{2}^{2}\right| \leq \frac{T^{2}}{1-\beta^{2}}\left\{\begin{array}{cc}
\frac{2}{3}+\frac{T^{2}}{3}+(1-2 \mu) \frac{2 T^{2}}{1-\beta^{2}}, & \mu \leq \frac{1}{2}-\frac{1-\beta^{2}}{12 T^{2}}+\frac{1-\beta^{2}}{12} \\
1, & \frac{1}{2}-\frac{1-\beta^{2}}{12 T^{2}}+\frac{1-\beta^{2}}{12} \leq \mu \leq \frac{1}{2}+\frac{5\left(1-\beta^{2}\right)}{12 T^{2}}+\frac{1-\beta^{2}}{12} \\
-\frac{2}{3}-\frac{T^{2}}{3}-(1-2 \mu) \frac{2 T^{2}}{1-\beta^{2}}, & \mu \geq \frac{1}{2}+\frac{5\left(1-\beta^{2}\right)}{12 T^{2}}+\frac{1-\beta^{2}}{12}
\end{array}\right.
$$

Now we consider the inverse function $\mathcal{F}$ which maps regions presented by (3) to the open unit disk $\mathcal{U}$, defined as $\mathcal{F}(w)=\mathcal{F}(f(z))=z, z \in \mathcal{U}$ and we find the following coefficient bound for inverse functions. The functions of classes $\beta-U C V[A, B]$ and $\beta-S T[A, B]$ have inverses as they are univalent too.

Theorem 4. Let $w=f(z) \in \beta-\operatorname{UCV}[A, B],-1 \leq B<A \leq 1,0 \leq \beta<1$ and $\mathcal{F}(w)=f^{-1}(w)=$ $w+\sum_{n=2}^{\infty} d_{n} w^{n}$. Then,

$$
\left|d_{n}\right| \leq \frac{(A-B) T^{2}}{2\left(1-\beta^{2}\right)} \quad(n=2,3)
$$

Proof. Since $\mathcal{F}(w)=\mathcal{F}(f(z))=z$, so it is easy to see that

$$
d_{2}=-a_{2}, \quad d_{3}=2 a_{2}^{2}-a_{3}, \quad d_{4}=-a_{4}+5 a_{2} a_{3}-5 a_{2}^{3}
$$

By using (23) and (24), one can have

$$
\begin{equation*}
d_{2}=-\frac{(A-B) T^{2}}{4\left(1-\beta^{2}\right)} c_{1} \tag{25}
\end{equation*}
$$

and

$$
\begin{align*}
d_{3}= & \frac{(A-B) T^{2}}{12\left(1-\beta^{2}\right)}\left[\left(\frac{1}{6}-\frac{T^{2}}{6}+\frac{(B+1) T^{2}}{2\left(1-\beta^{2}\right)}+\frac{(A-B) T^{2}}{1-\beta^{2}}\right) c_{1}^{2}-c_{2}\right] \\
= & \frac{(A-B) T^{2}}{12\left(1-\beta^{2}\right)}\left(\frac{1}{6}-\frac{T^{2}}{6}+\frac{(B+1) T^{2}}{2\left(1-\beta^{2}\right)}+\frac{(A-B) T^{2}}{1-\beta^{2}}\right)\left(c_{1}^{2}-c_{2}\right)  \tag{26}\\
& -\frac{(A-B) T^{2}}{12\left(1-\beta^{2}\right)}\left(\frac{11}{6}+\frac{T^{2}}{6}-\frac{(B+1) T^{2}}{2\left(1-\beta^{2}\right)}-\frac{(A-B) T^{2}}{1-\beta^{2}}\right) c_{2}+\frac{(A-B) T^{2}}{12\left(1-\beta^{2}\right)} c_{2} .
\end{align*}
$$

Now, from (25) and (26), one can have

$$
\left|d_{2}\right| \leq \frac{(A-B) T^{2}}{2\left(1-\beta^{2}\right)}
$$

and

$$
\begin{aligned}
\left|d_{3}\right| \leq & \frac{(A-B) T^{2}}{12\left(1-\beta^{2}\right)}\left|\frac{1}{6}-\frac{T^{2}}{6}+\frac{(B+1) T^{2}}{2\left(1-\beta^{2}\right)}+\frac{(A-B) T^{2}}{1-\beta^{2}}\right|\left|c_{2}-c_{1}^{2}\right| \\
& +\frac{(A-B) T^{2}}{12\left(1-\beta^{2}\right)}\left|\frac{11}{6}+\frac{T^{2}}{6}-\frac{(B+1) T^{2}}{2\left(1-\beta^{2}\right)}-\frac{(A-B) T^{2}}{1-\beta^{2}}\right|\left|c_{2}\right|+\frac{(A-B) T^{2}}{12\left(1-\beta^{2}\right)}\left|c_{2}\right| \\
= & \frac{(A-B) T^{2}}{12\left(1-\beta^{2}\right)}\left\{\left|\lambda_{1}\right|\left|c_{2}-c_{1}^{2}\right|+\left|\lambda_{2}\right|\left|c_{2}\right|+\left|c_{2}\right|\right\},
\end{aligned}
$$

where $\lambda_{1}=\frac{1}{6}-\frac{T^{2}}{6}+\frac{(B+1) T^{2}}{2\left(1-\beta^{2}\right)}+\frac{(A-B) T^{2}}{\left(1-\beta^{2}\right)}$ and $\lambda_{2}=\frac{11}{6}+\frac{T^{2}}{6}-\frac{(B+1) T^{2}}{2\left(1-\beta^{2}\right)}-\frac{(A-B) T^{2}}{\left(1-\beta^{2}\right)}$. We see that $\lambda_{i} \geq$ 0 ; $i=1,2$ for $-1 \leq B<A \leq 1,0 \leq \beta<1$. Thus, the application of bounds $\left|c_{2}-c_{1}^{2}\right| \leq 2$ and $\left|c_{2}\right| \leq 2$ (see Lemma 2 for $v=1$ and $v=0$ ) gives

$$
\begin{aligned}
\left|d_{3}\right| & \leq \frac{(A-B) T^{2}}{6\left(1-\beta^{2}\right)}\left\{\lambda_{1}+\lambda_{2}+1\right\} \\
& =\frac{(A-B) T^{2}}{2\left(1-\beta^{2}\right)}
\end{aligned}
$$

Theorem 5. Let $w=f(z) \in \beta-\operatorname{UCV}[A, B],-1 \leq B<A \leq 1,0 \leq \beta<1$ and $\mathcal{F}(w)=f^{-1}(w)=$ $w+\sum_{n=2}^{\infty} d_{n} w^{n}$. Then, for a real number $\mu$, we have

$$
\left|d_{3}-\mu d_{2}^{2}\right| \leq \frac{(A-B) T^{2}}{12\left(1-\beta^{2}\right)}\left\{\begin{array}{cl}
\frac{4}{3}+\frac{2 T^{2}}{3}-\frac{2(B+1) T^{2}}{1-\beta^{2}}-(4-3 \mu) \frac{(A-B) T^{2}}{1-\beta^{2}}, & \mu \geq \frac{4}{3}+\frac{2\left(1-\beta^{2}\right)}{9(A-B) T^{2}}-\frac{2\left(1-\beta^{2}\right)}{9(A-B)}+\frac{2(B+1)}{3(A-B)} \\
2, & \frac{4}{3}-\frac{10\left(1-\beta^{2}\right)}{9(A-B) T^{2}}-\frac{2\left(1-\beta^{2}\right)}{9(A-B)}+\frac{2(B+1)}{3(A-B)} \leq \mu \\
& \leq \frac{4}{3}+\frac{2\left(1-\beta^{2}\right)}{9(A-B) T^{2}}-\frac{2\left(1-\beta^{2}\right)}{9(A-B)}+\frac{2(B+1)}{3(A-B)} \\
-\frac{4}{3}-\frac{2 T^{2}}{3}+\frac{2(B+1) T^{2}}{1-\beta^{2}}+(4-3 \mu) \frac{(A-B) T^{2}}{1-\beta^{2}}, & \mu \leq \frac{4}{3}-\frac{10\left(1-\beta^{2}\right)}{9(A-B) T^{2}}-\frac{2\left(1-\beta^{2}\right)}{9(A-B)}+\frac{2(B+1)}{3(A-B)}
\end{array}\right.
$$

This result is sharp.
Proof. The proof follows directly from (25), (26), and Lemma 2.
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#### Abstract

In this paper, we obtain new inequalities for $g$-frames in Hilbert $C^{*}$-modules by using operator theory methods, which are related to a scalar $\lambda \in \mathbb{R}$ and an adjointable operator with respect to two g-Bessel sequences. It is demonstrated that our results can lead to several known results on this topic when suitable scalars and g-Bessel sequences are chosen.
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## 1. Introduction

Since their appearance in the literature [1] on nonharmonic Fourier series, frames for Hilbert spaces have been a useful tool and applied to different branches of mathematics and other fields. For details on frames, the reader can refer to the papers [2-11]. The author in [12] extended the concept of frames to bounded linear operators and thus gave us the notion of g-frames, which possess some properties that are quite different from those of frames (see [13,14]).

In the past decade, much attention has been paid to the extension of frame and $g$-frame theory from Hilbert spaces to Hilbert $C^{*}$-modules, and some significant results have been presented (see [15-23]). It should be pointed out that, due to the essential differences between Hilbert spaces and Hilbert $C^{*}$-modules and the complex structure of the $C^{*}$-algebra involved in a Hilbert $C^{*}$-module, the problems on frames and $g$-frames for Hilbert $C^{*}$-modules are expected to be more complicated than those for Hilbert spaces. Also, increasingly more evidence is indicating that there is a close relationship between the theory of wavelets and frames and Hilbert $C^{*}$-modules in many aspects. This suggests that the discussion of frame and g-frame theory in Hilbert $C^{*}$-modules is interesting and important.

The authors in [24] provided a surprising inequality while further discussing the remarkable identity for Parseval frames derived from their research on effective algorithms to compute the reconstruction of a signal, which was later generalized to the situation of general frames and dual frames [25]. Those inequalities have already been extended to several generalized versions of frames in Hilbert spaces [26-28]. Moreover, the authors in [29-31] showed that $g$-frames in Hilbert $C^{*}$-modules have their inequalities based on the work in [24,25]; it is worth noting that the inequalities given in [30] are associated with a scalar in $[0,1]$ or $\left[\frac{1}{2}, 1\right]$. In this paper, we establish several new inequalities for g-frames in Hilbert $C^{*}$-modules, where a scalar $\lambda$ in $\mathbb{R}$, the real number set, and an adjointable operator with respect to two g-Bessel sequences are involved. Also, we show that some corresponding results in $[29,31]$ can be considered a special case of our results.

We continue with this section for a review of some notations and definitions.
This paper adopts the following notations: $\mathbb{J}$ and $\mathcal{A}$ are, respectively, a finite or countable index set and a unital $C^{*}$-algebra; $\mathcal{H}, \mathcal{K}$, and $\mathcal{K}_{j}$ 's $(j \in \mathbb{J})$ are Hilbert $C^{*}$-modules over $\mathcal{A}$ (or simply Hilbert $\mathcal{A}$-modules), setting $\langle f, f\rangle=|f|^{2}$ for any $f \in \mathcal{H}$. The family of all adjointable operators from $\mathcal{H}$ to $\mathcal{K}$ is designated $\operatorname{End}_{\mathcal{A}}^{*}(\mathcal{H}, \mathcal{K})$, which is abbreviated to $\operatorname{End}_{\mathcal{A}}^{*}(\mathcal{H})$ if $\mathcal{K}=\mathcal{H}$.

A sequence $\Lambda=\left\{\Lambda_{j} \in \operatorname{End}_{\mathcal{A}}^{*}\left(\mathcal{H}, \mathcal{K}_{j}\right)\right\}_{j \in \mathbb{J}}$ denotes a g-frame for $\mathcal{H}$ with respect to $\left\{\mathcal{K}_{j}\right\}_{j \in \mathbb{J}}$ if there are real numbers $0<C \leq D<\infty$ satisfying

$$
\begin{equation*}
C\langle f, f\rangle \leq \sum_{j \in \mathbb{J}}\left\langle\Lambda_{j} f, \Lambda_{j} f\right\rangle \leq D\langle f, f\rangle, \quad \forall f \in \mathcal{H} \tag{1}
\end{equation*}
$$

If only the second inequality in Equation (1) is required, then $\Lambda$ is said to be a g-Bessel sequence.
For a given g-frame $\Lambda=\left\{\Lambda_{j} \in \operatorname{End}_{\mathcal{A}}^{*}\left(\mathcal{H}, \mathcal{K}_{j}\right)\right\}_{j \in \mathbb{J}}$, there is always a positive, invertible, and self-adjoint operator in $\operatorname{End}_{\mathcal{A}}^{*}(\mathcal{H})$, which we call the g -frame operator of $\Lambda$, defined by

$$
\begin{equation*}
S_{\Lambda}: \mathcal{H} \rightarrow \mathcal{H}, \quad S_{\Lambda} f=\sum_{j \in \mathbb{J}} \Lambda_{j}^{*} \Lambda_{j} f \tag{2}
\end{equation*}
$$

For any $\mathbb{I} \subset \mathbb{J}$, let $\mathbb{I}^{c}$ be the complement of $\mathbb{I}$. We define a positive and self-adjoint operator in $\operatorname{End}_{\mathcal{A}}^{*}(\mathcal{H})$ related to $\mathbb{I}$ and a g-frame $\Lambda=\left\{\Lambda_{j} \in \operatorname{End}_{\mathcal{A}}^{*}\left(\mathcal{H}, \mathcal{K}_{j}\right)\right\}_{j \in \mathbb{J}}$ in the following form

$$
\begin{equation*}
S_{\mathbb{I}}^{\Lambda}: \mathcal{H} \rightarrow \mathcal{H}, \quad S_{\mathbb{I}}^{\Lambda} f=\sum_{j \in \mathbb{I}} \Lambda_{j}^{*} \Lambda_{j} f \tag{3}
\end{equation*}
$$

Recall that a g-Bessel $\Gamma=\left\{\Gamma_{j} \in \operatorname{End}_{\mathcal{A}}^{*}\left(\mathcal{H}, \mathcal{K}_{j}\right)\right\}_{j \in \mathbb{J}}$ is an alternate dual $g$-frame of $\Lambda$ if, for every $f \in \mathcal{H}$, we have $f=\sum_{j \in \mathbb{J}} \Lambda_{j}^{*} \Gamma_{j} f$.

Let $\Lambda=\left\{\Lambda_{j}\right\}_{j \in \mathbb{J}}$ and $\Gamma=\left\{\Gamma_{j}\right\}_{j \in \mathbb{J}}$ be g-Bessel sequences for $\mathcal{H}$ with respect to $\left\{\mathcal{K}_{j}\right\}_{j \in \mathbb{J}}$. We observe from the Cauchy-Schwarz inequality that the operator

$$
\begin{equation*}
S_{\Gamma \Lambda}: \mathcal{H} \rightarrow \mathcal{H}, \quad S_{\Gamma \Lambda} f=\sum_{j \in \mathbb{J}} \Gamma_{j}^{*} \Lambda_{j} f \tag{4}
\end{equation*}
$$

is well defined, and a direct calculation shows that $S_{\Gamma \Lambda} \in \operatorname{End}_{\mathcal{A}}^{*}(\mathcal{H})$.

## 2. The Main Results

The following result for operators is used to prove our main results.
Lemma 1. Suppose that $U, V, L \in \operatorname{End}_{\mathcal{A}}^{*}(\mathcal{H})$ and that $U+V=L$. Then, for any $\lambda \in \mathbb{R}$, we have

$$
U^{*} U+\frac{\lambda}{2}\left(V^{*} L+L^{*} V\right)=V^{*} V+\left(1-\frac{\lambda}{2}\right)\left(U^{*} L+L^{*} U\right)+(\lambda-1) L^{*} L \geq\left(\lambda-\frac{\lambda^{2}}{4}\right) L^{*} L
$$

Proof. On the one hand, we obtain

$$
U^{*} U+\frac{\lambda}{2}\left(V^{*} L+L^{*} V\right)=U^{*} U+\frac{\lambda}{2}\left(\left(L^{*}-U^{*}\right) L+L^{*}(L-U)\right)=U^{*} U-\frac{\lambda}{2}\left(U^{*} L+L^{*} U\right)+\lambda L^{*} L
$$

On the other hand, we have

$$
\begin{aligned}
V^{*} V & +\left(1-\frac{\lambda}{2}\right)\left(U^{*} L+L^{*} U\right)+(\lambda-1) L^{*} L \\
& =\left(L^{*}-U^{*}\right)(L-U)+\left(U^{*} L+L^{*} U\right)-\frac{\lambda}{2}\left(U^{*} L+L^{*} U\right)+(\lambda-1) L^{*} L \\
& =L^{*} L-\left(U^{*} L+L^{*} U\right)+U^{*} U+\left(U^{*} L+L^{*} U\right)-\frac{\lambda}{2}\left(U^{*} L+L^{*} U\right)+(\lambda-1) L^{*} L \\
& =U^{*} U-\frac{\lambda}{2}\left(U^{*} L+L^{*} U\right)+\lambda L^{*} L=\left(U-\frac{\lambda}{2} L\right)^{*}\left(U-\frac{\lambda}{2} L\right)+\left(\lambda-\frac{\lambda^{2}}{4}\right) L^{*} L \geq\left(\lambda-\frac{\lambda^{2}}{4}\right) L^{*} L
\end{aligned}
$$

This completes the proof.

Theorem 1. Let $\Lambda=\left\{\Lambda_{j}\right\}_{j \in \mathbb{J}}$ be a $g$-frame for $\mathcal{H}$ with respect to $\left\{\mathcal{K}_{j}\right\}_{j \in \mathbb{J}}$. Suppose that $\Gamma=\left\{\Gamma_{j}\right\}_{j \in \mathbb{J}}$ and $\Theta=\left\{\Theta_{j}\right\}_{j \in \mathbb{J}}$ are two $g$-Bessel sequences for $\mathcal{H}$ with respect to $\left\{\mathcal{K}_{j}\right\}_{j \in \mathbb{J}}$, and that the operator $S_{\Gamma \Lambda}$ is defined in Equation (4). Then, for any $\lambda \in \mathbb{R}$ and any $f \in \mathcal{H}$, we have

$$
\begin{align*}
&\left|\sum_{j \in \mathbb{J}}\left(\Gamma_{j}-\Theta_{j}\right)^{*} \Lambda_{j} f\right|^{2}+\sum_{j \in \mathbb{J}}\left\langle\Lambda_{j} f, \Theta_{j} S_{\Gamma \Lambda} f\right\rangle=\left|\sum_{j \in \mathbb{J}} \Theta_{j}^{*} \Lambda_{j} f\right|^{2}+\sum_{j \in \mathbb{J}}\left\langle\left(\Gamma_{j}-\Theta_{j}\right) S_{\Gamma \Lambda} f, \Lambda_{j} f\right\rangle \\
& \geq \geq\left(\lambda-\frac{\lambda^{2}}{4}\right) \sum_{j \in \mathbb{J}}\left\langle\Lambda_{j} f,\left(\Gamma_{j}-\Theta_{j}\right) S_{\Gamma \Lambda} f\right\rangle+\left(1+\frac{\lambda}{2}-\frac{\lambda^{2}}{4}\right) \sum_{j \in \mathbb{J}}\left\langle\Lambda_{j} f, \Theta_{j} S_{\Gamma \Lambda} f\right\rangle \\
& \quad-\frac{\lambda}{2} \sum_{j \in \mathbb{J}}\left\langle\Theta_{j} S_{\Gamma \Lambda} f, \Lambda_{j} f\right\rangle . \tag{5}
\end{align*}
$$

Proof. We let

$$
\begin{equation*}
U f=\sum_{j \in \mathbb{J}}\left(\Gamma_{j}-\Theta_{j}\right)^{*} \Lambda_{j} f \quad \text { and } \quad V f=\sum_{j \in \mathbb{J}} \Theta_{j}^{*} \Lambda_{j} f \tag{6}
\end{equation*}
$$

for each $f \in \mathcal{H}$. Then, $U, V \in \operatorname{End}_{\mathcal{A}}^{*}(\mathcal{H})$ and, further,

$$
U f+V f=\sum_{j \in \mathbb{J}}\left(\Gamma_{j}-\Theta_{j}\right)^{*} \Lambda_{j} f+\sum_{j \in \mathbb{J}} \Theta_{j}^{*} \Lambda_{j} f=\sum_{j \in \mathbb{J}} \Gamma_{j}^{*} \Lambda_{j} f=S_{\Gamma \Lambda} f
$$

By Lemma 1, we get

$$
\begin{aligned}
|U f|^{2} & +\frac{\lambda}{2}\left(\left\langle V f, S_{\Gamma \Lambda} f\right\rangle+\left\langle S_{\Gamma \Lambda} f, V f\right\rangle\right) \\
& =|V f|^{2}+\left(1-\frac{\lambda}{2}\right)\left(\left\langle U f, S_{\Gamma \Lambda} f\right\rangle+\left\langle S_{\Gamma \Lambda} f, U f\right\rangle\right)+(\lambda-1)\left|S_{\Gamma \Lambda} f\right|^{2}
\end{aligned}
$$

Hence,

$$
\begin{aligned}
|U f|^{2}= & |V f|^{2}+\left(1-\frac{\lambda}{2}\right)\left(\left\langle U f, S_{\Gamma \Lambda} f\right\rangle+\left\langle S_{\Gamma \Lambda} f, U f\right\rangle\right)+(\lambda-1)\left|S_{\Gamma \Lambda} f\right|^{2} \\
& -\frac{\lambda}{2}\left(\left\langle V f, S_{\Gamma \Lambda} f\right\rangle+\left\langle S_{\Gamma \Lambda} f, V f\right\rangle\right) \\
= & |V f|^{2}+\left\langle U f, S_{\Gamma \Lambda} f\right\rangle+\left\langle S_{\Gamma \Lambda} f, U f\right\rangle-\frac{\lambda}{2}\left(\left\langle U f, S_{\Gamma \Lambda} f\right\rangle+\left\langle S_{\Gamma \Lambda} f, U f\right\rangle\right) \\
& -\frac{\lambda}{2}\left(\left\langle V f, S_{\Gamma \Lambda} f\right\rangle+\left\langle S_{\Gamma \Lambda} f, V f\right\rangle\right)+(\lambda-1)\left|S_{\Gamma \Lambda} f\right|^{2} \\
= & |V f|^{2}+\left\langle U f, S_{\Gamma \Lambda} f\right\rangle+\left\langle S_{\Gamma \Lambda} f, U f\right\rangle-\frac{\lambda}{2}\left(\left\langle U f, S_{\Gamma \Lambda} f\right\rangle+\left\langle V f, S_{\Gamma \Lambda} f\right\rangle\right) \\
& \quad-\frac{\lambda}{2}\left(\left\langle S_{\Gamma \Lambda} f, U f\right\rangle+\left\langle S_{\Gamma \Lambda} f, V f\right\rangle\right)+(\lambda-1)\left|S_{\Gamma \Lambda} f\right|^{2} \\
= & |V f|^{2}+\left\langle U f, S_{\Gamma \Lambda} f\right\rangle+\left\langle S_{\Gamma \Lambda} f, U f\right\rangle-\lambda\left|S_{\Gamma \Lambda} f\right|^{2}+(\lambda-1)\left|S_{\Gamma \Lambda} f\right|^{2} \\
= & |V f|^{2}+\left\langle U f, S_{\Gamma \Lambda} f\right\rangle+\left\langle S_{\Gamma \Lambda} f, U f\right\rangle-\left\langle U f, S_{\Gamma \Lambda} f\right\rangle-\left\langle V f, S_{\Gamma \Lambda} f\right\rangle
\end{aligned}
$$

It follows that

$$
\begin{equation*}
|U f|^{2}+\left\langle V f, S_{\Gamma \Lambda} f\right\rangle=|V f|^{2}+\left\langle S_{\Gamma \Lambda} f, U f\right\rangle \tag{7}
\end{equation*}
$$

from which we arrive at

$$
\left|\sum_{j \in \mathbb{J}}\left(\Gamma_{j}-\Theta_{j}\right)^{*} \Lambda_{j} f\right|^{2}+\sum_{j \in \mathbb{J}}\left\langle\Lambda_{j} f, \Theta_{j} S_{\Gamma \Lambda} f\right\rangle=\left|\sum_{j \in \mathbb{J}} \Theta_{j}^{*} \Lambda_{j} f\right|^{2}+\sum_{j \in \mathbb{J}}\left\langle\left(\Gamma_{j}-\Theta_{j}\right) S_{\Gamma \Lambda} f, \Lambda_{j} f\right\rangle
$$

We are now in a position to prove the inequality in Equation (5).

Again by Lemma 1,

$$
\begin{align*}
|U f|^{2} & \geq\left(\lambda-\frac{\lambda^{2}}{4}\right)\left|S_{\Gamma \Lambda} f\right|^{2}-\frac{\lambda}{2}\left(\left\langle V f, S_{\Gamma \Lambda} f\right\rangle+\left\langle S_{\Gamma \Lambda} f, V f\right\rangle\right) \\
& =\left(\lambda-\frac{\lambda^{2}}{4}\right)\left\langle U f, S_{\Gamma \Lambda} f\right\rangle+\left(\lambda-\frac{\lambda^{2}}{4}\right)\left\langle V f, S_{\Gamma \Lambda} f\right\rangle-\frac{\lambda}{2}\left\langle V f, S_{\Gamma \Lambda} f\right\rangle-\frac{\lambda}{2}\left\langle S_{\Gamma \Lambda} f, V f\right\rangle \\
& =\left(\lambda-\frac{\lambda^{2}}{4}\right)\left\langle U f, S_{\Gamma \Lambda} f\right\rangle+\left(\frac{\lambda}{2}-\frac{\lambda^{2}}{4}\right)\left\langle V f, S_{\Gamma \Lambda} f\right\rangle-\frac{\lambda}{2}\left\langle S_{\Gamma \Lambda} f, V f\right\rangle . \tag{8}
\end{align*}
$$

Therefore,

$$
\begin{aligned}
& \left|\sum_{j \in \mathbb{J}}\left(\Gamma_{j}-\Theta_{j}\right)^{*} \Lambda_{j} f\right|^{2}+\sum_{j \in \mathbb{J}}\left\langle\Lambda_{j} f, \Theta_{j} S_{\Gamma \Lambda} f\right\rangle=|U f|^{2}+\left\langle V f, S_{\Gamma \Lambda} f\right\rangle \\
& \quad \geq\left(\lambda-\frac{\lambda^{2}}{4}\right)\left\langle U f, S_{\Gamma \Lambda} f\right\rangle+\left(1+\frac{\lambda}{2}-\frac{\lambda^{2}}{4}\right)\left\langle V f, S_{\Gamma \Lambda} f\right\rangle-\frac{\lambda}{2}\left\langle S_{\Gamma \Lambda} f, V f\right\rangle \\
& \quad=\left(\lambda-\frac{\lambda^{2}}{4}\right) \sum_{j \in \mathbb{J}}\left\langle\Lambda_{j} f,\left(\Gamma_{j}-\Theta_{j}\right) S_{\Gamma \Lambda} f\right\rangle+\left(1+\frac{\lambda}{2}-\frac{\lambda^{2}}{4}\right) \sum_{j \in \mathbb{J}}\left\langle\Lambda_{j} f, \Theta_{j} S_{\Gamma \Lambda} f\right\rangle-\frac{\lambda}{2} \sum_{j \in \mathbb{J}}\left\langle\Theta_{j} S_{\Gamma \Lambda} f, \Lambda_{j} f\right\rangle
\end{aligned}
$$

for any $f \in \mathcal{H}$.
Corollary 1. Suppose that $\Lambda=\left\{\Lambda_{j}\right\}_{j \in \mathbb{J}}$ is a $g$-frame for $\mathcal{H}$ with respect to $\left\{\mathcal{K}_{j}\right\}_{j \in \mathbb{J}}$ with $g$-frame operator $S_{\Lambda}$ and that $\tilde{\Lambda}_{j}=\Lambda_{j} S_{\Lambda}^{-1}$ for each $j \in \mathbb{J}$. Then, for any $\lambda \in \mathbb{R}$, for all $\mathbb{I} \subset \mathbb{J}$ and all $f \in \mathcal{H}$, we have

$$
\begin{gathered}
\sum_{j \in \mathbb{I}}\left\langle\Lambda_{j} f, \Lambda_{j} f\right\rangle+\sum_{j \in \mathbb{J}}\left\langle\tilde{\Lambda}_{j} S_{\mathbb{I} c}^{\Lambda} f, \tilde{\Lambda}_{j} S_{\mathbb{I} c}^{\Lambda} f\right\rangle=\sum_{j \in \mathbb{I} c}\left\langle\Lambda_{j} f, \Lambda_{j} f\right\rangle+\sum_{j \in \mathbb{J}}\left\langle\tilde{\Lambda}_{j} S_{\mathbb{I}}^{\Lambda} f, \tilde{\Lambda}_{j} S_{\mathbb{I}}^{\Lambda} f\right\rangle \\
\geq\left(\lambda-\frac{\lambda^{2}}{4}\right) \sum_{j \in \mathbb{I}^{c}}\left\langle\Lambda_{j} f, \Lambda_{j} f\right\rangle+\left(1-\frac{\lambda^{2}}{4}\right) \sum_{j \in \mathbb{I}}\left\langle\Lambda_{j} f, \Lambda_{j} f\right\rangle
\end{gathered}
$$

Proof. Taking $\Gamma_{j}=\Lambda_{j} S_{\Lambda}^{-\frac{1}{2}}$ for any $j \in \mathbb{J}$, then it is easy to see that $S_{\Gamma \Lambda}=S_{\Lambda}^{\frac{1}{2}}$. For each $j \in \mathbb{J}$, let

$$
\Theta_{j}= \begin{cases}\Gamma_{j}, & j \in \mathbb{I}, \\ 0, & j \in \mathbb{I}^{c}\end{cases}
$$

Now, for each $f \in \mathcal{H}$,

$$
\begin{align*}
\left|\sum_{j \in \mathbb{I}}\left(\Gamma_{j}-\Theta_{j}\right)^{*} \Lambda_{j} f\right|^{2} & =\left|\sum_{j \in \mathbb{I}^{c}} S_{\Lambda}^{-\frac{1}{2}} \Lambda_{j}^{*} \Lambda_{j} f\right|^{2}=\left|S_{\Lambda}^{-\frac{1}{2}} S_{\mathbb{I} c}^{\Lambda} f\right|^{2}=\left\langle S_{\Lambda}^{-\frac{1}{2}} S_{\mathbb{I}}^{\Lambda} f, S_{\Lambda}^{-\frac{1}{2}} S_{\mathbb{I} c}^{\Lambda} f\right\rangle \\
& =\left\langle S_{\mathbb{I}}^{\Lambda} f, S_{\Lambda}^{-1} S_{\mathbb{I}}^{\Lambda} f\right\rangle=\left\langle S_{\Lambda} S_{\Lambda}^{-1} S_{\mathbb{I} c}^{\Lambda} f, S_{\Lambda}^{-1} S_{\mathbb{I} c}^{\Lambda} f\right\rangle \\
& =\sum_{j \in \mathbb{J}}\left\langle\Lambda_{j} S_{\Lambda}^{-1} S_{\mathbb{I}}^{\Lambda} f, \Lambda_{j} S_{\Lambda}^{-1} S_{\mathbb{I}}^{\Lambda} f\right\rangle=\sum_{j \in \mathbb{J}}\left\langle\tilde{\Lambda}_{j} S_{\mathbb{I}}^{\Lambda} f, \tilde{\Lambda}_{j} S_{\mathbb{C}}^{\Lambda} f\right\rangle . \tag{9}
\end{align*}
$$

Since $\left|\sum_{j \in \mathbb{J}} \Theta_{j}^{*} \Lambda_{j} f\right|^{2}=\left|\sum_{j \in \mathbb{I}} \Gamma_{j}^{*} \Lambda_{j} f\right|^{2}=\left|\sum_{j \in \mathbb{I}} S_{\Lambda}^{-\frac{1}{2}} \Lambda_{j}^{*} \Lambda_{j} f\right|^{2}$, a replacement of $\mathbb{I}^{c}$ by $\mathbb{I}$ in the last item of Equation (9) leads to

$$
\begin{equation*}
\left|\sum_{j \in \mathbb{J}} \Theta_{j}^{*} \Lambda_{j} f\right|^{2}=\sum_{j \in \mathbb{J}}\left\langle\tilde{\Lambda}_{j} S_{\mathbb{I}}^{\Lambda} f, \tilde{\Lambda}_{j} S_{\mathbb{I}}^{\Lambda} f\right\rangle \tag{10}
\end{equation*}
$$

We also have

$$
\begin{equation*}
\sum_{j \in \mathbb{J}}\left\langle\Lambda_{j} f, \Theta_{j} S_{\Gamma \Lambda} f\right\rangle=\sum_{j \in \mathbb{I}}\left\langle\Lambda_{j} f, \Lambda_{j} f\right\rangle, \quad \sum_{j \in \mathbb{J}}\left\langle\left(\Gamma_{j}-\Theta_{j}\right) S_{\Gamma \Lambda} f, \Lambda_{j} f\right\rangle=\sum_{j \in \mathbb{I}^{c}}\left\langle\Lambda_{j} f, \Lambda_{j} f\right\rangle \tag{11}
\end{equation*}
$$

Hence, the conclusion follows from Theorem 1.
Let $\Lambda=\left\{\Lambda_{j}\right\}_{j \in \mathbb{J}}$ be a Parseval $g$-frame for $\mathcal{H}$ with respect to $\left\{\mathcal{K}_{j}\right\}_{j \in \mathbb{J}} ;$ then, $S_{\Lambda}=\operatorname{Id}_{\mathcal{H}}$. Thus, for any $\mathbb{I} \subset \mathbb{J}$,

$$
\sum_{j \in \mathbb{J}}\left\langle\tilde{\Lambda}_{j} S_{\mathbb{I} c}^{\Lambda} f, \tilde{\Lambda}_{j} S_{\mathbb{C}}^{\Lambda} f\right\rangle=\sum_{j \in \mathbb{J}}\left\langle\Lambda_{j} S_{\mathbb{I}}^{\Lambda} f, \Lambda_{j} S_{\mathbb{I} c}^{\Lambda} f\right\rangle=\left|S_{\mathbb{I}}^{\Lambda} f\right|^{2}=\left|\sum_{j \in \mathbb{I}} \Lambda_{j}^{*} \Lambda_{j} f\right|^{2}
$$

Similarly,

$$
\sum_{j \in \mathbb{J}}\left\langle\tilde{\Lambda}_{j} S_{\mathbb{I}}^{\Lambda} f, \tilde{\Lambda}_{j} S_{\mathbb{I}}^{\Lambda} f\right\rangle=\left|\sum_{j \in \mathbb{I}} \Lambda_{j}^{*} \Lambda_{j} f\right|^{2}
$$

This fact, together with Corollary 1, yields
Corollary 2. Suppose that $\Lambda=\left\{\Lambda_{j}\right\}_{j \in \mathbb{J}}$ is a Parseval $g$-frame for $\mathcal{H}$ with respect to $\left\{\mathcal{K}_{j}\right\}_{j \in \mathbb{J}}$. Then, for any $\lambda \in \mathbb{R}$, for all $\mathbb{I} \subset \mathbb{J}$ and all $f \in \mathcal{H}$, we have

$$
\begin{gathered}
\sum_{j \in \mathbb{I}}\left\langle\Lambda_{j} f, \Lambda_{j} f\right\rangle+\left|\sum_{j \in \mathbb{I}^{c}} \Lambda_{j}^{*} \Lambda_{j} f\right|^{2}=\sum_{j \in \mathbb{I}^{c}}\left\langle\Lambda_{j} f, \Lambda_{j} f\right\rangle+\left|\sum_{j \in \mathbb{I}} \Lambda_{j}^{*} \Lambda_{j} f\right|^{2} \\
\geq\left(\lambda-\frac{\lambda^{2}}{4}\right) \sum_{j \in \mathbb{I}^{c}}\left\langle\Lambda_{j} f, \Lambda_{j} f\right\rangle+\left(1-\frac{\lambda^{2}}{4}\right) \sum_{j \in \mathbb{I}}\left\langle\Lambda_{j} f, \Lambda_{j} f\right\rangle
\end{gathered}
$$

Corollary 3. Suppose that $\Lambda=\left\{\Lambda_{j}\right\}_{j \in \mathbb{J}}$ is a g-frame for $\mathcal{H}$ with respect to $\left\{\mathcal{K}_{j}\right\}_{j \in \mathbb{J}}$ with an alternate dual $g$-frame $\Gamma=\left\{\Gamma_{j}\right\}_{j \in \mathbb{J}}$. Then, for any $\lambda \in \mathbb{R}$, for all $\mathbb{I} \subset \mathbb{J}$ and all $f \in \mathcal{H}$, we have

$$
\begin{aligned}
& \left|\sum_{j \in \mathbb{I}} \Gamma_{j}^{*} \Lambda_{j} f\right|^{2}+\sum_{j \in \mathbb{I}^{c}}\left\langle\Lambda_{j} f, \Gamma_{j} f\right\rangle=\left|\sum_{j \in \mathbb{I}^{c}} \Gamma_{j}^{*} \Lambda_{j} f\right|^{2}+\sum_{j \in \mathbb{I}}\left\langle\Gamma_{j} f, \Lambda_{j} f\right\rangle \\
& \quad \geq\left(\lambda-\frac{\lambda^{2}}{4}\right) \sum_{j \in \mathbb{I}}\left\langle\Lambda_{j} f, \Gamma_{j} f\right\rangle+\left(1+\frac{\lambda}{2}-\frac{\lambda^{2}}{4}\right) \sum_{j \in \mathbb{I}^{c}}\left\langle\Lambda_{j} f, \Gamma_{j} f\right\rangle-\frac{\lambda}{2} \sum_{j \in \mathbb{I}^{c}}\left\langle\Gamma_{j} f, \Lambda_{j} f\right\rangle .
\end{aligned}
$$

Proof. We conclude first that $S_{\Gamma \Lambda}=\operatorname{Id}_{\mathcal{H}}$. Now, the result follows immediately from Theorem 1 if, for any $\mathbb{I} \subset \mathbb{J}$, we take $\Theta_{j}= \begin{cases}\Gamma_{j}, & j \in \mathbb{I}^{c}, \\ 0, & j \in \mathbb{I} .\end{cases}$

Remark 1. Theorems 4.1 and 4.2 in [31] can be obtained if we take $\lambda=1$, respectively, in Corollaries 1 and 2.
Theorem 2. Let $\Lambda=\left\{\Lambda_{j}\right\}_{j \in \mathbb{J}}$ be a $g$-frame for $\mathcal{H}$ with respect to $\left\{\mathcal{K}_{j}\right\}_{j \in \mathbb{J}}$. Suppose that $\Gamma=\left\{\Gamma_{j}\right\}_{j \in \mathbb{J}}$ and $\Theta=\left\{\Theta_{j}\right\}_{j \in \mathbb{J}}$ are two $g$-Bessel sequences for $\mathcal{H}$ with respect to $\left\{\mathcal{K}_{j}\right\}_{j \in \mathbb{J}}$ and that the operator $S_{\Gamma \Lambda}$ is defined in Equation (4). Then, for any $\lambda \in \mathbb{R}$ and any $f \in \mathcal{H}$, we have

$$
\begin{gathered}
\left|\sum_{j \in \mathbb{J}}\left(\Gamma_{j}-\Theta_{j}\right)^{*} \Lambda_{j} f\right|^{2}+\left|\sum_{j \in \mathbb{J}} \Theta_{j}^{*} \Lambda_{j} f\right|^{2} \geq\left(\lambda-\frac{\lambda^{2}}{2}\right)\left|\sum_{j \in \mathbb{J}} \Gamma_{j}^{*} \Lambda_{j} f\right|^{2}-(1-\lambda) \sum_{j \in \mathbb{J}}\left\langle\left(\Gamma_{j}-\Theta_{j}\right) S_{\Gamma \Lambda} f, \Lambda_{j} f\right\rangle \\
+(1-\lambda) \sum_{j \in \mathbb{J}}\left\langle\Lambda_{j} f, \Theta_{j} S_{\Gamma \Lambda} f\right\rangle
\end{gathered}
$$

Moreover, if $U^{*} V$ is positive, where $U$ and $V$ are given in Equation (6), then

$$
\begin{align*}
& \left|\sum_{j \in \mathbb{J}}\left(\Gamma_{j}-\Theta_{j}\right)^{*} \Lambda_{j} f\right|^{2}+\left|\sum_{j \in \mathbb{J}} \Theta_{j}^{*} \Lambda_{j} f\right|^{2} \\
& \quad \leq \sum_{j \in \mathbb{J}}\left\langle\left(\Gamma_{j}-\Theta_{j}\right) S_{\Gamma \Lambda} f, \Lambda_{j} f\right\rangle+\sum_{j \in \mathbb{J}}\left\langle\Lambda_{j} f, \Theta_{j} S_{\Gamma \Lambda} f\right\rangle \tag{12}
\end{align*}
$$

Proof. Combining Equation (7) with Lemma 1, we obtain

$$
\begin{aligned}
&\left|\sum_{j \in \mathrm{~J}}\left(\Gamma_{j}-\Theta_{j}\right)^{*} \Lambda_{j} f\right|^{2}+\left|\sum_{j \in \mathrm{~J}} \Theta_{j}^{*} \Lambda_{j} f\right|^{2} \\
&=|U f|^{2}+|V f|^{2}=2|V f|^{2}+\left\langle S_{\Gamma \Lambda} f, U f\right\rangle-\left\langle V f, S_{\Gamma \Lambda} f\right\rangle \\
& \geq\left(2-\frac{\lambda^{2}}{2}\right)\left|S_{\Gamma \Lambda} f\right|^{2}-(2-\lambda)\left(\left\langle S_{\Gamma \Lambda} f, U f\right\rangle+\left\langle U f, S_{\Gamma \Lambda} f\right\rangle\right)+\left\langle S_{\Gamma \Lambda} f, U f\right\rangle-\left\langle V f, S_{\Gamma \Lambda} f\right\rangle \\
&=\left(2-\frac{\lambda^{2}}{2}\right)\left|S_{\Gamma \Lambda} f\right|^{2}-(2-\lambda)\left\langle S_{\Gamma \Lambda} f, U f\right\rangle-(2-\lambda)\left\langle U f, S_{\Gamma \Lambda} f\right\rangle \\
& \quad-(2-\lambda)\left\langle V f, S_{\Gamma \Lambda} f\right\rangle+(1-\lambda)\left\langle V f, S_{\Gamma \Lambda} f\right\rangle+\left\langle S_{\Gamma \Lambda} f, U f\right\rangle \\
&=\left(2-\frac{\lambda^{2}}{2}\right)\left|S_{\Gamma \Lambda} f\right|^{2}-(1-\lambda)\left\langle S_{\Gamma \Lambda} f, U f\right\rangle-(2-\lambda)\left|S_{\Gamma \Lambda} f\right|^{2}+(1-\lambda)\left\langle V f, S_{\Gamma \Lambda} f\right\rangle \\
&=\left(\lambda-\frac{\lambda^{2}}{2}\right)\left|S_{\Gamma \Lambda} f\right|^{2}-(1-\lambda)\left\langle S_{\Gamma \Lambda} f, U f\right\rangle+(1-\lambda)\left\langle V f, S_{\Gamma \Lambda} f\right\rangle \\
&=\left(\lambda-\frac{\lambda^{2}}{2}\right)\left|\sum_{j \in \mathbb{J}} \Gamma_{j}^{*} \Lambda_{j} f\right|^{2}-(1-\lambda) \sum_{j \in \mathbb{J}}\left\langle\left(\Gamma_{j}-\Theta_{j}\right) S_{\Gamma \Lambda} f, \Lambda_{j} f\right\rangle+(1-\lambda) \sum_{j \in \mathbb{J}}\left\langle\Lambda_{j} f, \Theta_{j} S_{\Gamma \Lambda} f\right\rangle
\end{aligned}
$$

for any $f \in \mathcal{H}$. We next prove Equation (12). Since $U^{*} V$ is positive, we see from Equation (7) that

$$
|U f|^{2}=|V f|^{2}+\left\langle S_{\Gamma \Lambda} f, U f\right\rangle-\left\langle V f, S_{\Gamma \Lambda} f\right\rangle=\left\langle S_{\Gamma \Lambda} f, U f\right\rangle-\langle V f, U f\rangle \leq\left\langle S_{\Gamma \Lambda} f, U f\right\rangle
$$

for each $f \in \mathcal{H}$. A similar discussion gives $|V f|^{2} \leq\left\langle V f, S_{\Gamma \Lambda} f\right\rangle$. Thus,

$$
\begin{aligned}
\left|\sum_{j \in \mathbb{J}}\left(\Gamma_{j}-\Theta_{j}\right)^{*} \Lambda_{j} f\right|^{2}+\left|\sum_{j \in \mathbb{J}} \Theta_{j}^{*} \Lambda_{j} f\right|^{2} & =|U f|^{2}+|V f|^{2} \leq\left\langle S_{\Gamma \Lambda} f, U f\right\rangle+\left\langle V f, S_{\Gamma \Lambda} f\right\rangle \\
& =\sum_{j \in \mathbb{J}}\left\langle\left(\Gamma_{j}-\Theta_{j}\right) S_{\Gamma \Lambda} f, \Lambda_{j} f\right\rangle+\sum_{j \in \mathbb{J}}\left\langle\Lambda_{j} f, \Theta_{j} S_{\Gamma \Lambda} f\right\rangle .
\end{aligned}
$$

Corollary 4. Let $\Lambda=\left\{\Lambda_{j}\right\}_{j \in \mathbb{J}}$ be a g-frame for $\mathcal{H}$ with respect to $\left\{\mathcal{K}_{j}\right\}_{j \in \mathbb{J}}$ with $g$-frame operator $S_{\Lambda}$, and $\tilde{\Lambda}_{j}=\Lambda_{j} S_{\Lambda}^{-1}$ for each $j \in \mathbb{J}$. Then, for any $\lambda \in \mathbb{R}$, for all $\mathbb{I} \subset \mathbb{J}$ and all $f \in \mathcal{H}$, we have

$$
\begin{aligned}
(\lambda- & \left.\frac{\lambda^{2}}{2}\right) \sum_{j \in \mathbb{J}}\left\langle\Lambda_{j} f, \Lambda_{j} f\right\rangle-(1-\lambda) \sum_{j \in \mathbb{I}}\left\langle\Lambda_{j} f, \Lambda_{j} f\right\rangle+(1-\lambda) \sum_{j \in \mathbb{I}}\left\langle\Lambda_{j} f, \Lambda_{j} f\right\rangle \\
& \leq \sum_{j \in \mathbb{J}}\left\langle\tilde{\Lambda}_{j} S_{\mathbb{I}}^{\Lambda} f, \tilde{\Lambda}_{j} S_{\mathbb{I}}^{\Lambda} f\right\rangle+\sum_{j \in \mathbb{I}}\left\langle\tilde{\Lambda}_{j} S_{\mathbb{I}}^{\Lambda} f, \tilde{\Lambda}_{j} S_{\mathbb{I} c}^{\Lambda} f\right\rangle \leq \sum_{j \in \mathbb{J}}\left\langle\Lambda_{j} f, \Lambda_{j} f\right\rangle
\end{aligned}
$$

Proof. For every $j \in \mathbb{J}$, taking $\Gamma_{j}=\Lambda_{j} S_{\Lambda}^{-\frac{1}{2}}$ and $\Theta_{j}=\left\{\begin{array}{ll}\Gamma_{j}, & j \in \mathbb{I}, \\ 0, & j \in \mathbb{I}^{c},\end{array}\right.$ then the operators $U$ and $V$ defined in Equation (6) can be expressed as $U=S_{\Lambda}^{-\frac{1}{2}} S_{\mathbb{C}}^{\Lambda}$ and $V=S_{\Lambda}^{-\frac{1}{2}} S_{\mathbb{I}}^{\Lambda}$, respectively. Hence, $U^{*} V=S_{\mathbb{I}}^{\Lambda} S_{\Lambda}^{-1} S_{\mathbb{I}}^{\Lambda}$. Since $S_{\Lambda}^{-\frac{1}{2}} S_{\mathbb{I}}^{\Lambda} S_{\Lambda}^{-\frac{1}{2}}$ and $S_{\Lambda}^{-\frac{1}{2}} S_{\mathbb{I}}^{\Lambda} S_{\Lambda}^{-\frac{1}{2}}$ are positive and commutative, it follows that

$$
0 \leq S_{\Lambda}^{-\frac{1}{2}} S_{\mathbb{I}}^{\Lambda} S_{\Lambda}^{-\frac{1}{2}} S_{\Lambda}^{-\frac{1}{2}} S_{\mathbb{I}}^{\Lambda} S_{\Lambda}^{-\frac{1}{2}}=S_{\Lambda}^{-\frac{1}{2}} S_{\mathbb{C}}^{\Lambda} S_{\Lambda}^{-1} S_{\mathbb{I}}^{\Lambda} S_{\Lambda}^{-\frac{1}{2}}
$$

and, consequently, $S_{\mathbb{I}}^{\Lambda} S_{\Lambda}^{-1} S_{\mathbb{I}}^{\Lambda} \geq 0$. Note also that

$$
\left|\sum_{j \in \mathbb{J}} \Gamma_{j}^{*} \Lambda_{j} f\right|^{2}=\left|S_{\Lambda}^{-\frac{1}{2}} \sum_{j \in \mathbb{J}} \Lambda_{j}^{*} \Lambda_{j} f\right|^{2}=\left|S_{\Lambda}^{\frac{1}{2}} f\right|^{2}=\left\langle S_{\Lambda} f, f\right\rangle=\sum_{j \in \mathbb{J}}\left\langle\Lambda_{j} f, \Lambda_{j} f\right\rangle .
$$

Now, the result follows by combining Theorem 2 and Equations (9)-(11).
Theorem 3. Let $\Lambda=\left\{\Lambda_{j}\right\}_{j \in \mathbb{J}}$ be a g-frame for $\mathcal{H}$ with respect to $\left\{\mathcal{K}_{j}\right\}_{j \in \mathbb{J}}$ with $g$-frame operator $S_{\Lambda}$. Suppose that $\Gamma=\left\{\Gamma_{j}\right\}_{j \in \mathbb{J}}$ and $\Theta=\left\{\Theta_{j}\right\}_{j \in \mathbb{J}}$ are two $g$-Bessel sequences for $\mathcal{H}$ with respect to $\left\{\mathcal{K}_{j}\right\}_{j \in \mathbb{J}}$ and that the operator $S_{\Gamma \Lambda}$ is defined in Equation (4). Then, for any $\lambda \in \mathbb{R}$ and any $f \in \mathcal{H}$, we have

$$
\begin{aligned}
\sum_{j \in \mathbb{J}}\left\langle\Lambda_{j} f, \Theta_{j} S_{\Lambda}^{\frac{1}{2}} f\right\rangle-\left|\sum_{j \in \mathbb{J}} \Theta_{j}^{*} \Lambda_{j} f\right|^{2} \leq \sum_{j \in \mathbb{J}}\left\langle\Lambda_{j} f\right. & \left.f \Theta_{j}\left(S_{\Lambda}^{\frac{1}{2}}-S_{\Gamma \Lambda}\right) f\right\rangle-\frac{\lambda}{2} \sum_{j \in \mathbb{J}}\left\langle\Lambda_{j} f,\left(\Gamma_{j}-\Theta_{j}\right) S_{\Gamma \Lambda} f\right\rangle \\
& +\left(1-\frac{\lambda}{2}\right) \sum_{j \in \mathbb{J}}\left\langle\left(\Gamma_{j}-\Theta_{j}\right) S_{\Gamma \Lambda} f, \Lambda_{j} f\right\rangle+\frac{\lambda^{2}}{4}\left|\sum_{j \in \mathbb{J}} \Gamma_{j}^{*} \Lambda_{j} f\right|^{2}
\end{aligned}
$$

Moreover, if $U^{*} V$ is positive, where $U$ and $V$ are given in Equation (6), then

$$
\sum_{j \in \mathbb{J}}\left\langle\Lambda_{j} f, \Theta_{j} S_{\Lambda}^{\frac{1}{2}} f\right\rangle-\left|\sum_{j \in \mathbb{J}} \Theta_{j}^{*} \Lambda_{j} f\right|^{2} \geq \sum_{j \in \mathbb{J}}\left\langle\Lambda_{j} f, \Theta_{j}\left(S_{\Lambda}^{\frac{1}{2}}-S_{\Gamma \Lambda}\right) f\right\rangle
$$

Proof. Combining Equations (7) and (8) leads to

$$
\begin{aligned}
\sum_{j \in \mathbb{J}}\left\langle\Lambda_{j} f,\right. & \left.\Theta_{j} S_{\Lambda}^{\frac{1}{2}} f\right\rangle-\left|\sum_{j \in \mathbb{J}} \Theta_{j}^{*} \Lambda_{j} f\right|^{2}=\left\langle S_{\Lambda}^{\frac{1}{2}} V f, f\right\rangle-|V f|^{2} \\
\leq & \left\langle S_{\Lambda}^{\frac{1}{2}} V f, f\right\rangle-\left(\lambda-\frac{\lambda^{2}}{4}\right)\left\langle U f, S_{\Gamma \Lambda} f\right\rangle-\left(\frac{\lambda}{2}-\frac{\lambda^{2}}{4}\right)\left\langle V f, S_{\Gamma \Lambda} f\right\rangle \\
& +\frac{\lambda}{2}\left\langle S_{\Gamma \Lambda} f, V f\right\rangle-\left\langle V f, S_{\Gamma \Lambda} f\right\rangle+\left\langle S_{\Gamma \Lambda} f, U f\right\rangle \\
= & \left\langle V f,\left(S_{\Lambda}^{\frac{1}{2}}-S_{\Gamma \Lambda}\right) f\right\rangle-\left(\frac{\lambda}{2}-\frac{\lambda^{2}}{4}\right)\left(\left\langle U f, S_{\Gamma \Lambda} f\right\rangle+\left\langle V f, S_{\Gamma \Lambda} f\right\rangle\right)-\frac{\lambda}{2}\left\langle U f, S_{\Gamma \Lambda} f\right\rangle \\
& +\frac{\lambda}{2}\left(\left\langle S_{\Gamma \Lambda} f, V f\right\rangle+\left\langle S_{\Gamma \Lambda} f, U f\right\rangle\right)+\left(1-\frac{\lambda}{2}\right)\left\langle S_{\Gamma \Lambda} f, U f\right\rangle \\
=\langle & \left.=V f,\left(S_{\Lambda}^{\frac{1}{2}}-S_{\Gamma \Lambda}\right) f\right\rangle-\left(\frac{\lambda}{2}-\frac{\lambda^{2}}{4}\right)\left|S_{\Gamma \Lambda} f\right|^{2} \\
& \quad-\frac{\lambda}{2}\left\langle U f, S_{\Gamma \Lambda} f\right\rangle+\frac{\lambda}{2}\left|S_{\Gamma \Lambda} f\right|^{2}+\left(1-\frac{\lambda}{2}\right)\left\langle S_{\Gamma \Lambda} f, U f\right\rangle \\
= & \left\langle V f,\left(S_{\Lambda}^{\frac{1}{2}}-S_{\Gamma \Lambda}\right) f\right\rangle+\frac{\lambda^{2}}{4}\left|S_{\Gamma \Lambda} f\right|^{2}-\frac{\lambda}{2}\left\langle U f, S_{\Gamma \Lambda} f\right\rangle+\left(1-\frac{\lambda}{2}\right)\left\langle S_{\Gamma \Lambda} f, U f\right\rangle \\
= & \sum_{j \in \mathbb{J}}\left\langle\Lambda_{j} f, \Theta_{j}\left(S_{\Lambda}^{\frac{1}{2}}-S_{\Gamma \Lambda}\right) f\right\rangle-\frac{\lambda}{2} \sum_{j \in \mathbb{J}}\left\langle\Lambda_{j} f,\left(\Gamma_{j}-\Theta_{j}\right) S_{\Gamma \Lambda} f\right\rangle \\
& +\left(1-\frac{\lambda}{2}\right) \sum_{j \in \mathbb{J}}\left\langle\left(\Gamma_{j}-\Theta_{j}\right) S_{\Gamma \Lambda} f, \Lambda_{j} f\right\rangle+\frac{\lambda^{2}}{4}\left|\sum_{j \in \mathbb{J}} \Gamma_{j}^{*} \Lambda_{j} f\right|^{2}, \quad \forall f \in \mathcal{H} .
\end{aligned}
$$

Suppose that $U^{*} V$ is positive; then, $|V f|^{2} \leq\left\langle V f, S_{\Gamma \Lambda} f\right\rangle$. Now, the "Moreover" part follows from the following inequality:

$$
\begin{aligned}
\sum_{j \in \mathbb{J}}\left\langle\Lambda_{j} f, \Theta_{j} S_{\Lambda}^{\frac{1}{2}} f\right\rangle-\left|\sum_{j \in \mathbb{J}} \Theta_{j}^{*} \Lambda_{j} f\right|^{2} & =\left\langle S_{\Lambda}^{\frac{1}{2}} V f, f\right\rangle-|V f|^{2} \geq\left\langle S_{\Lambda}^{\frac{1}{2}} V f, f\right\rangle-\left\langle V f, S_{\Gamma \Lambda} f\right\rangle \\
& =\left\langle V f,\left(S_{\Lambda}^{\frac{1}{2}}-S_{\Gamma \Lambda}\right) f\right\rangle=\sum_{j \in \mathbb{J}}\left\langle\Lambda_{j} f, \Theta_{j}\left(S_{\Lambda}^{\frac{1}{2}}-S_{\Gamma \Lambda}\right) f\right\rangle
\end{aligned}
$$

Corollary 5. Let $\Lambda=\left\{\Lambda_{j}\right\}_{j \in \mathbb{J}}$ be a $g$-frame for $\mathcal{H}$ with respect to $\left\{\mathcal{K}_{j}\right\}_{j \in \mathbb{J}}$ with $g$-frame operator $S_{\Lambda}$. Then, for any $\lambda \in \mathbb{R}$, for all $\mathbb{I} \subset \mathbb{J}$ and all $f \in \mathcal{H}$, we have

$$
\begin{aligned}
0 & \leq \sum_{j \in \mathbb{I}}\left\langle\Lambda_{j} f, \Lambda_{j} f\right\rangle-\sum_{j \in \mathbb{J}}\left\langle\tilde{\Lambda}_{j} S_{\mathbb{I}}^{\Lambda} f, \tilde{\Lambda}_{j} S_{\mathbb{I}}^{\Lambda} f\right\rangle \\
& \leq(1-\lambda) \sum_{j \in \mathbb{I}^{c}}\left\langle\Lambda_{j} f, \Lambda_{j} f\right\rangle+\frac{\lambda^{2}}{4} \sum_{j \in \mathbb{I}}\left\langle\Lambda_{j} f, \Lambda_{j} f\right\rangle .
\end{aligned}
$$

Proof. For each $j \in \mathbb{J}$, let $\Gamma_{j}$ and $\Theta_{j}$ be the same as in the proof of Corollary 4. By Theorem 3, we have

$$
\begin{aligned}
& \sum_{j \in \mathbb{I}}\left\langle\Lambda_{j} f, \Lambda_{j} f\right\rangle-\sum_{j \in \mathbb{J}}\left\langle\tilde{\Lambda}_{j} S_{\mathbb{I}}^{\Lambda} f, \tilde{\Lambda}_{j} S_{\mathbb{I}}^{\Lambda} f\right\rangle=\sum_{j \in \mathbb{J}}\left\langle\Lambda_{j} f, \Theta_{j} S_{\Lambda}^{\frac{1}{2}} f\right\rangle-\left|\sum_{j \in \mathbb{J}} \Theta_{j}^{*} \Lambda_{j} f\right|^{2} \\
& \leq-\frac{\lambda}{2} \sum_{j \in \mathbb{I}^{c}}\left\langle\Lambda_{j} f, \Lambda_{j} f\right\rangle+\left(1-\frac{\lambda}{2}\right) \sum_{j \in \mathbb{I}^{c}}\left\langle\Lambda_{j} f, \Lambda_{j} f\right\rangle+\frac{\lambda^{2}}{4} \sum_{j \in \mathbb{I}}\left\langle\Lambda_{j} f, \Lambda_{j} f\right\rangle \\
& \quad=(1-\lambda) \sum_{j \in \mathbb{I}^{c}}\left\langle\Lambda_{j} f, \Lambda_{j} f\right\rangle+\frac{\lambda^{2}}{4} \sum_{j \in \mathbb{I}}\left\langle\Lambda_{j} f, \Lambda_{j} f\right\rangle .
\end{aligned}
$$

By Theorem 3 again,

$$
\begin{aligned}
\sum_{j \in \mathbb{I}}\left\langle\Lambda_{j} f, \Lambda_{j} f\right\rangle-\sum_{j \in \mathbb{J}}\left\langle\tilde{\Lambda}_{j} S_{\mathbb{I}}^{\Lambda} f, \tilde{\Lambda}_{j} S_{\mathbb{I}}^{\Lambda} f\right\rangle & =\sum_{j \in \mathbb{J}}\left\langle\Lambda_{j} f, \Theta_{j} S_{\Lambda}^{\frac{1}{2}} f\right\rangle-\left|\sum_{j \in \mathbb{J}} \Theta_{j}^{*} \Lambda_{j} f\right|^{2} \\
& \geq \sum_{j \in \mathbb{J}}\left\langle\Lambda_{j} f, \Theta_{j}\left(S_{\Lambda}^{\frac{1}{2}}-S_{\Gamma \Lambda}\right) f\right\rangle=0
\end{aligned}
$$

and the proof is finished.
Remark 2. Taking $\lambda=1$ in Corollaries 4 and 5, we can obtain Theorem 2.4 in [29].
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#### Abstract

In this paper, we present several new inequalities for weaving frames in Hilbert spaces from the point of view of operator theory, which are related to a linear bounded operator induced by three Bessel sequences and a scalar in the set of real numbers. It is indicated that our results are more general and cover the corresponding results recently obtained by Li and Leng. We also give a triangle inequality for weaving frames in Hilbert spaces, which is structurally different from previous ones.
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## 1. Introduction

Throughout this paper, $\mathbb{H}$ is a separable Hilbert space, and $\mathrm{Id}_{\mathbb{H}}$ is the identity operator on $\mathbb{H}$. The notations $\mathbb{J}, \mathbb{R}$, and $B(\mathbb{H})$ denote, respectively, an index set which is finite or countable, the real number set, and the family of all linear bounded operators on $\mathbb{H}$.

A sequence $\mathcal{F}=\left\{f_{j}\right\}_{j \in \mathbb{J}}$ of vectors in $\mathbb{H}$ is a frame (classical frame) if there are constants $A, B>0$ such that

$$
\begin{equation*}
A\|x\|^{2} \leq \sum_{j \in \mathbb{J}}\left|\left\langle x, f_{j}\right\rangle\right|^{2} \leq B\|x\|^{2}, \quad \forall x \in \mathbb{H} . \tag{1}
\end{equation*}
$$

The frame $\mathcal{F}=\left\{f_{j}\right\}_{j \in \mathbb{J}}$ is said to be Parseval if $A=B=1$. If $\mathcal{F}=\left\{f_{j}\right\}_{j \in \mathbb{J}}$ satisfies the inequality to the right in Equation (1) we say that $\mathcal{F}=\left\{f_{j}\right\}_{j \in \mathbb{J}}$ is a Bessel sequence.

The appearance of frames can be tracked back to the early 1950s when they were used in the work on nonharmonic Fourier series owing to Duffin and Schaeffer [1]. We refer to [2-16] for more information on general frame theory. It should be pointed out that frames have played an important role such as in signal processing [17,18], sigma-delta quantization [19], quantum information [20], coding theory [21], and sampling theory [22], due to their nice properties.

Motivated by a problem deriving from distributed signal processing, Bemrose et al. [23] put forward the notion of (discrete) weaving frames for Hilbert spaces. The theory may be applied to deal with wireless sensor networks that require distributed processing under different frames, which could also be used in the pre-processing of signals by means of Gabor frames. Recently, weaving frames have attracted many scholars' attention, please refer to [24-30] for more information.

Balan et al. [31] discovered an interesting inequality when further discussing the remarkable Parseval frames identity arising in their work on effective algorithms for computing the reconstructions of signals, which was then extended to general frames and alternate dual frames [32], and based on the work in $[31,32]$, some inequalities for generalized frames associated with a scalar are also established (see [33-35]). Borrowing the ideas from [34,35], Li and Leng [36] have generalized the inequalities for frames to weaving frames with a more general form. In this paper, we present several new inequalities for weaving frames and we show that our results can lead to the corresponding results in [36]. We also obtain a triangle inequality for weaving frames, which differs from previous ones in the structure.

One calls two frames $\mathcal{F}=\left\{f_{j}\right\}_{j \in \mathbb{J}}$ and $\mathcal{G}=\left\{g_{j}\right\}_{j \in \mathbb{J}}$ in $\mathbb{H}$ woven, if there exist universal constants $C$ and $D$ such that for each partition $\sigma \subset \mathbb{J}$, the family $\left\{f_{j}\right\}_{j \in \sigma} \cup\left\{g_{j}\right\}_{j \in \sigma^{c}}$ is a frame for $\mathbb{H}$ with frame bounds $C$ and $D$ and, in this case, we say that $\left\{f_{j}\right\}_{j \in \sigma} \cup\left\{g_{j}\right\}_{j \in \mathcal{\sigma}^{c}}$ is a weaving frame.

Suppose that $\mathcal{F}=\left\{f_{j}\right\}_{j \in \mathbb{J}}$ and $\mathcal{G}=\left\{g_{j}\right\}_{j \in \mathbb{J}}$ are woven, then associated with every weaving frame $\left\{f_{j}\right\}_{j \in \sigma} \cup\left\{g_{j}\right\}_{j \in \sigma^{c}}$ there is a positive, self-adjoint and invertible operator, called the weaving frame operator, given below

$$
S_{W}: \mathbb{H} \rightarrow \mathbb{H}, \quad S_{W} x=\sum_{j \in \sigma}\left\langle x, f_{j}\right\rangle f_{j}+\sum_{j \in \sigma^{c}}\left\langle x, g_{j}\right\rangle g_{j}
$$

We recall that a frame $\mathcal{H}=\left\{h_{j}\right\}_{j \in \mathbb{J}}$ is said to be an alternate dual frame of $\left\{f_{j}\right\}_{j \in \sigma} \cup\left\{g_{j}\right\}_{j \in \sigma^{c}}$ if

$$
\begin{equation*}
x=\sum_{j \in \sigma}\left\langle x, f_{j}\right\rangle h_{j}+\sum_{j \in \sigma^{c}}\left\langle x, g_{j}\right\rangle h_{j} \tag{2}
\end{equation*}
$$

is valid for every $x \in \mathbb{H}$.
For each $\sigma \subset \mathbb{J}$, let $S_{\mathcal{F}}^{\sigma}$ be the positive and self-adjoint operator induced by $\sigma$ and a given frame $\mathcal{F}=\left\{f_{j}\right\}_{j \in \mathbb{J}}$ of $\mathbb{H}$, defined by

$$
S_{\mathcal{F}}^{\sigma}: \mathbb{H} \rightarrow \mathbb{H}, \quad S_{\mathcal{F}}^{\sigma} x=\sum_{j \in \sigma}\left\langle x, f_{j}\right\rangle f_{j}
$$

Let $\mathcal{F}=\left\{f_{j}\right\}_{j \in \mathbb{J}}, \mathcal{G}=\left\{g_{j}\right\}_{j \in \mathbb{J}}$, and $\mathcal{H}=\left\{h_{j}\right\}_{j \in \mathbb{J}}$ be Bessel sequences for $\mathbb{H}$, then it is easy to check that the operators

$$
\begin{equation*}
S_{\mathcal{F G H}}: \mathbb{H} \rightarrow \mathbb{H}, \quad S_{\mathcal{F G H}} x=\sum_{j \in \sigma}\left\langle x, f_{j}\right\rangle h_{j}+\sum_{j \in \sigma^{c}}\left\langle x, g_{j}\right\rangle h_{j} \tag{3}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{\mathcal{H F G}}: \mathbb{H} \rightarrow \mathbb{H}, \quad S_{\mathcal{H} F \mathcal{G}} x=\sum_{j \in \sigma}\left\langle x, h_{j}\right\rangle f_{j}+\sum_{j \in \sigma^{c}}\left\langle x, h_{j}\right\rangle g_{j} \tag{4}
\end{equation*}
$$

are well-defined and, further, $S_{\mathcal{F G H}}, S_{\mathcal{H F G}} \in B(\mathbb{H})$.

## 2. Main Results and Their Proofs

We start with the following result on operators, which will be used to prove Theorem 1.
Lemma 1. If $P, Q, L \in B(\mathbb{H})$ satisfy $P+Q=L$, then for any $\lambda \in \mathbb{R}$,

$$
P^{*} P+\frac{\lambda}{2}\left(Q^{*} L+L^{*} Q\right)=Q^{*} Q+\left(1-\frac{\lambda}{2}\right)\left(P^{*} L+L^{*} P\right)+(\lambda-1) L^{*} L \geq\left(\lambda-\frac{\lambda^{2}}{4}\right) L^{*} L
$$

Proof. We have

$$
P^{*} P+\frac{\lambda}{2}\left(Q^{*} L+L^{*} Q\right)=P^{*} P-\frac{\lambda}{2}\left(P^{*} L+L^{*} P\right)+\lambda L^{*} L
$$

and

$$
\begin{aligned}
Q^{*} Q & +\left(1-\frac{\lambda}{2}\right)\left(P^{*} L+L^{*} P\right)+(\lambda-1) L^{*} L=P^{*} P-\frac{\lambda}{2}\left(P^{*} L+L^{*} P\right)+\lambda L^{*} L \\
& =\left(P-\frac{\lambda}{2} L\right)^{*}\left(P-\frac{\lambda}{2} L\right)+\left(\lambda-\frac{\lambda^{2}}{4}\right) L^{*} L \geq\left(\lambda-\frac{\lambda^{2}}{4}\right) L^{*} L
\end{aligned}
$$

Thus the result holds.
Taking $2 \lambda$ instead of $\lambda$ in Lemma 1 yields an immediate consequence as follows.

Corollary 1. If $P, Q, L \in B(\mathbb{H})$ satisfy $P+Q=L$, then for any $\lambda \in \mathbb{R}$,

$$
P^{*} P+\lambda\left(Q^{*} L+L^{*} Q\right)=Q^{*} Q+(1-\lambda)\left(P^{*} L+L^{*} P\right)+(2 \lambda-1) L^{*} L \geq\left(2 \lambda-\lambda^{2}\right) L^{*} L
$$

Theorem 1. Suppose that two frames $\mathcal{F}=\left\{f_{j}\right\}_{j \in \mathbb{J}}$ and $\mathcal{G}=\left\{g_{j}\right\}_{j \in \mathbb{J}}$ in $\mathbb{H}$ are woven, and that $\mathcal{H}=\left\{h_{j}\right\}_{j \in \mathbb{J}}$ is a Bessel sequences for $\mathbb{H}$. Then for any $\sigma \subset \mathbb{J}$, for all $\lambda \in \mathbb{R}$ and all $x \in \mathbb{H}$, we have

$$
\begin{gather*}
\left\|\sum_{j \in \sigma}\left\langle x, f_{j}\right\rangle h_{j}\right\|^{2}+\operatorname{Re} \sum_{j \in \sigma^{c}}\left\langle x, g_{j}\right\rangle\left\langle h_{j}, S_{\mathcal{F G H}} x\right\rangle=\left\|\sum_{j \in \sigma^{c}}\left\langle x, g_{j}\right\rangle h_{j}\right\|^{2}+\operatorname{Re} \sum_{j \in \sigma}\left\langle x, f_{j}\right\rangle\left\langle h_{j}, S_{\mathcal{F G H}} x\right\rangle  \tag{5}\\
\geq\left(\lambda-\frac{\lambda^{2}}{4}\right) \operatorname{Re} \sum_{j \in \sigma}\left\langle x, f_{j}\right\rangle\left\langle h_{j}, S_{\mathcal{F G H}} x\right\rangle+\left(1-\frac{\lambda^{2}}{4}\right) \operatorname{Re} \sum_{j \in \sigma^{c}}\left\langle x, g_{j}\right\rangle\left\langle h_{j}, S_{\mathcal{F G H}} x\right\rangle
\end{gather*}
$$

and

$$
\begin{gather*}
\left\|\sum_{j \in \sigma}\left\langle x, h_{j}\right\rangle f_{j}\right\|^{2}+\operatorname{Re} \sum_{j \in \sigma^{c}}\left\langle x, h_{j}\right\rangle\left\langle g_{j}, S_{\mathcal{H F \mathcal { G }}} x\right\rangle=\left\|\sum_{j \in \sigma^{c}}\left\langle x, h_{j}\right\rangle g_{j}\right\|^{2}+\operatorname{Re} \sum_{j \in \sigma}\left\langle x, h_{j}\right\rangle\left\langle f_{j}, S_{\mathcal{H F G}} x\right\rangle  \tag{6}\\
\geq\left(2 \lambda-\lambda^{2}\right) \operatorname{Re} \sum_{j \in \sigma}\left\langle x, h_{j}\right\rangle\left\langle f_{j}, S_{\mathcal{H F G}} x\right\rangle+\left(1-\lambda^{2}\right) \operatorname{Re} \sum_{j \in \sigma^{c}}\left\langle x, h_{j}\right\rangle\left\langle g_{j}, S_{\mathcal{H F G}} x\right\rangle,
\end{gather*}
$$

where $S_{\mathcal{F G H}}$ and $S_{\mathcal{H F G}}$ are defined respectively in Equations (3) and (4).
Proof. For any $\sigma \subset \mathbb{J}$, we define

$$
\begin{equation*}
P x=\sum_{j \in \sigma}\left\langle x, f_{j}\right\rangle h_{j} \quad \text { and } \quad Q x=\sum_{j \in \sigma^{c}}\left\langle x, g_{j}\right\rangle h_{j}, \quad \forall x \in \mathbb{H} . \tag{7}
\end{equation*}
$$

Then $P, Q \in B(\mathbb{H})$, and a simple calculation gives

$$
P x+Q x=\sum_{j \in \sigma}\left\langle x, f_{j}\right\rangle h_{j}+\sum_{j \in \sigma^{c}}\left\langle x, g_{j}\right\rangle h_{j}=S_{\mathcal{F G H}} x
$$

By Lemma 1 we obtain

$$
\|P x\|^{2}+\lambda \operatorname{Re}\left\langle S_{\mathcal{F G H}}^{*} Q x, x\right\rangle=\|Q x\|^{2}+2\left(1-\frac{\lambda}{2}\right) \operatorname{Re}\left\langle S_{\mathcal{F G H}}^{*} P x, x\right\rangle+(\lambda-1)\left\|S_{\mathcal{F G H}} x\right\|^{2}
$$

Therefore,

$$
\begin{aligned}
\|P x\|^{2} & =\|Q x\|^{2}+2\left(1-\frac{\lambda}{2}\right) \operatorname{Re}\left\langle S_{\mathcal{F G H}}^{*} P x, x\right\rangle+(\lambda-1) \operatorname{Re}\left\langle S_{\mathcal{F G H}} x, S_{\mathcal{F G H}} x\right\rangle-\lambda \operatorname{Re}\left\langle S_{\mathcal{F G H}}^{*} Q x, x\right\rangle \\
& =\|Q x\|^{2}+2 \operatorname{Re}\left\langle S_{\mathcal{F G H}}^{*} P x, x\right\rangle-\lambda \operatorname{Re}\left\langle(P+Q) x, S_{\mathcal{F G H}} x\right\rangle+(\lambda-1) \operatorname{Re}\left\langle S_{\mathcal{F G H}} x, S_{\mathcal{F G H}} x\right\rangle \\
& =\|Q x\|^{2}+2 \operatorname{Re}\left\langle S_{\mathcal{F G H}}^{*} P x, x\right\rangle-\operatorname{Re}\left\langle S_{\mathcal{F G H}} x, S_{\mathcal{F G H}} x\right\rangle \\
& =\|Q x\|^{2}+2 \operatorname{Re}\left\langle P x, S_{\mathcal{F G H}} x\right\rangle-\operatorname{Re}\left\langle P x, S_{\mathcal{F G H}} x\right\rangle-\operatorname{Re}\left\langle Q x, S_{\mathcal{F G H}} x\right\rangle \\
& =\|Q x\|^{2}+\operatorname{Re}\left\langle P x, S_{\mathcal{F G H}} x\right\rangle-\operatorname{Re}\left\langle Q x, S_{\mathcal{F G H}} x\right\rangle,
\end{aligned}
$$

from which we conclude that

$$
\begin{align*}
& \left\|\sum_{j \in \sigma}\left\langle x, f_{j}\right\rangle h_{j}\right\|^{2}+\operatorname{Re} \sum_{j \in \sigma^{c}}\left\langle x, g_{j}\right\rangle\left\langle h_{j}, S_{\mathcal{F G H}} x\right\rangle \\
& \quad=\|P x\|^{2}+\operatorname{Re}\left\langle Q x, S_{\mathcal{F G H}} x\right\rangle=\|Q x\|^{2}+\operatorname{Re}\left\langle P x, S_{\mathcal{F G H}} x\right\rangle  \tag{8}\\
& \quad=\left\|\sum_{j \in \sigma^{c}}\left\langle x, g_{j}\right\rangle h_{j}\right\|^{2}+\operatorname{Re} \sum_{j \in \sigma}\left\langle x, f_{j}\right\rangle\left\langle h_{j}, S_{\mathcal{F G H}} x\right\rangle .
\end{align*}
$$

For the inequality in Equation (5), we apply Lemma 1 again,

$$
\|P x\|^{2}+\lambda \operatorname{Re}\left\langle S_{\mathcal{F G H}}^{*} Q x, x\right\rangle \geq\left(\lambda-\frac{\lambda^{2}}{4}\right)\left\langle S_{\mathcal{F G H}}^{*} S_{\mathcal{F G H}} x, x\right\rangle
$$

for any $x \in \mathbb{H}$. Hence

$$
\begin{align*}
\|P x\|^{2} & \geq\left(\lambda-\frac{\lambda^{2}}{4}\right)\left\langle S_{\mathcal{F G H}}^{*} S_{\mathcal{F G H}} x, x\right\rangle-\lambda \operatorname{Re}\left\langle Q x, S_{\mathcal{F G H}} x\right\rangle \\
& =\left(\lambda-\frac{\lambda^{2}}{4}-\lambda\right) \operatorname{Re}\left\langle Q x, S_{\mathcal{F G H}} x\right\rangle+\left(\lambda-\frac{\lambda^{2}}{4}\right) \operatorname{Re}\left\langle P x, S_{\mathcal{F G H}} x\right\rangle  \tag{9}\\
& =\left(\lambda-\frac{\lambda^{2}}{4}\right) \operatorname{Re}\left\langle P x, S_{\mathcal{F G H}} x\right\rangle-\frac{\lambda^{2}}{4} \operatorname{Re}\left\langle Q x, S_{\mathcal{F G H}} x\right\rangle
\end{align*}
$$

and consequently,

$$
\begin{aligned}
& \left\|\sum_{j \in \sigma}\left\langle x, f_{j}\right\rangle h_{j}\right\|^{2}+\operatorname{Re} \sum_{j \in \sigma^{c}}\left\langle x, g_{j}\right\rangle\left\langle h_{j}, S_{\mathcal{F G H}} x\right\rangle=\|P x\|^{2}+\operatorname{Re}\left\langle Q x, S_{\mathcal{F G H}} x\right\rangle \\
& \quad \geq\left(\lambda-\frac{\lambda^{2}}{4}\right) \operatorname{Re}\left\langle P x, S_{\mathcal{F G H}} x\right\rangle+\left(1-\frac{\lambda^{2}}{4}\right) \operatorname{Re}\left\langle Q x, S_{\mathcal{F G H}} x\right\rangle \\
& \quad=\left(\lambda-\frac{\lambda^{2}}{4}\right) \operatorname{Re} \sum_{j \in \sigma}\left\langle x, f_{j}\right\rangle\left\langle h_{j}, S_{\mathcal{F G H}} x\right\rangle+\left(1-\frac{\lambda^{2}}{4}\right) \operatorname{Re} \sum_{j \in \sigma^{c}}\left\langle x, g_{j}\right\rangle\left\langle h_{j}, S_{\mathcal{F G H}} x\right\rangle .
\end{aligned}
$$

Similar arguments hold for Equation (6), by using Corollary 1.
Corollary 2. Let two frames $\mathcal{F}=\left\{f_{j}\right\}_{j \in \mathbb{J}}$ and $\mathcal{G}=\left\{g_{j}\right\}_{j \in \mathbb{J}}$ in $\mathbb{H}$ be woven. Then for any $\sigma \subset \mathbb{J}$, for all $\lambda \in \mathbb{R}$ and all $x \in \mathbb{H}$, we have

$$
\begin{aligned}
& \sum_{j \in \sigma}\left|\left\langle S_{W}^{-1} S_{\mathcal{F}}^{\sigma} x, f_{j}\right\rangle\right|^{2}+\sum_{j \in \sigma^{c}}\left|\left\langle S_{W}^{-1} S_{\mathcal{F}}^{\sigma} x, g_{j}\right\rangle\right|^{2}+\sum_{j \in \sigma^{c}}\left|\left\langle x, g_{j}\right\rangle\right|^{2} \\
&=\sum_{j \in \sigma}\left|\left\langle S_{W}^{-1} S_{\mathcal{G}}^{\sigma^{c}} x, f_{j}\right\rangle\right|^{2}+\sum_{j \in \sigma^{c}}\left|\left\langle S_{W}^{-1} S_{\mathcal{G}}^{\sigma^{c}} x, g_{j}\right\rangle\right|^{2}+\sum_{j \in \sigma}\left|\left\langle x, f_{j}\right\rangle\right|^{2} \\
& \geq\left(\lambda-\frac{\lambda^{2}}{4}\right) \sum_{j \in \sigma}\left|\left\langle x, f_{j}\right\rangle\right|^{2}+\left(1-\frac{\lambda^{2}}{4}\right) \sum_{j \in \sigma^{c}}\left|\left\langle x, g_{j}\right\rangle\right|^{2}
\end{aligned}
$$

Proof. For each $j \in \mathbb{J}$, taking

$$
h_{j}= \begin{cases}S_{W}^{-\frac{1}{2}} f_{j}, & j \in \sigma \\ S_{W}^{-\frac{1}{2}} g_{j}, & j \in \sigma^{c}\end{cases}
$$

Then, clearly, $\mathcal{H}=\left\{h_{j}\right\}_{j \in \mathbb{J}}$ is a Bessel sequence for $\mathbb{H}$. Since for any $x \in \mathbb{H}, S_{\mathcal{F G H}} x=$ $\sum_{j \in \sigma}\left\langle x, f_{j}\right\rangle S_{W}^{-\frac{1}{2}} f_{j}+\sum_{j \in \sigma^{c}}\left\langle x, g_{j}\right\rangle S_{W}^{-\frac{1}{2}} g_{j}=S_{W}^{-\frac{1}{2}} S_{W} x=S_{W}^{\frac{1}{2}} x$, we have $S_{\mathcal{F G H}}=S_{W}^{\frac{1}{2}}$. Now

$$
\begin{align*}
\left\|\sum_{j \in \sigma}\left\langle x, f_{j}\right\rangle h_{j}\right\|^{2} & =\left\|\sum_{j \in \sigma}\left\langle x, f_{j}\right\rangle S_{W}^{-\frac{1}{2}} f_{j}\right\|^{2}=\left\|S_{W}^{-\frac{1}{2}} \sum_{j \in \sigma}\left\langle x, f_{j}\right\rangle f_{j}\right\|^{2} \\
& =\left\|S_{W}^{-\frac{1}{2}} S_{\mathcal{F}}^{\sigma} x\right\|^{2}=\left\langle S_{W}^{-\frac{1}{2}} S_{\mathcal{F}}^{\sigma} x, S_{W}^{-\frac{1}{2}} S_{\mathcal{F}}^{\sigma} x\right\rangle  \tag{10}\\
& =\sum_{j \in \sigma}\left\langle S_{W}^{-1} S_{\mathcal{F}}^{\sigma} x, f_{j}\right\rangle\left\langle f_{j}, S_{W}^{-1} S_{\mathcal{F}}^{\sigma} x\right\rangle+\sum_{j \in \sigma^{c}}\left\langle S_{W}^{-1} S_{\mathcal{F}}^{\sigma} x, g_{j}\right\rangle\left\langle g_{j}, S_{W}^{-1} S_{\mathcal{F}}^{\sigma} x\right\rangle \\
& =\sum_{j \in \sigma}\left|\left\langle S_{W}^{-1} S_{\mathcal{F}}^{\sigma} x, f_{j}\right\rangle\right|^{2}+\sum_{j \in \sigma^{c}}\left|\left\langle S_{W}^{-1} S_{\mathcal{F}}^{\sigma} x, g_{j}\right\rangle\right|^{2} .
\end{align*}
$$

A similar discussion leads to

$$
\begin{equation*}
\left\|\sum_{j \in \sigma^{c}}\left\langle x, g_{j}\right\rangle h_{j}\right\|^{2}=\sum_{j \in \sigma}\left|\left\langle S_{W}^{-1} S_{\mathcal{G}}^{\sigma^{c}} x, f_{j}\right\rangle\right|^{2}+\sum_{j \in \sigma^{c}}\left|\left\langle S_{W}^{-1} S_{\mathcal{G}}^{\sigma^{c}} x, g_{j}\right\rangle\right|^{2} \tag{11}
\end{equation*}
$$

We also get

$$
\begin{equation*}
\operatorname{Re} \sum_{j \in \sigma}\left\langle x, f_{j}\right\rangle\left\langle h_{j}, S_{\mathcal{F G H}} x\right\rangle=\operatorname{Re} \sum_{j \in \sigma}\left\langle x, f_{j}\right\rangle\left\langle S_{W}^{-\frac{1}{2}} f_{j}, S_{W}^{\frac{1}{2}} x\right\rangle=\sum_{j \in \sigma}\left|\left\langle x, f_{j}\right\rangle\right|^{2} \tag{12}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Re} \sum_{j \in \sigma^{c}}\left\langle x, g_{j}\right\rangle\left\langle h_{j}, S_{\mathcal{F G H}} x\right\rangle=\operatorname{Re} \sum_{j \in \sigma^{c}}\left\langle x, g_{j}\right\rangle\left\langle S_{W}^{-\frac{1}{2}} g_{j}, S_{W}^{\frac{1}{2}} x\right\rangle=\sum_{j \in \sigma^{c}}\left|\left\langle x, g_{j}\right\rangle\right|^{2} \tag{13}
\end{equation*}
$$

Thus the result follows from Theorem 1.
Corollary 3. Suppose that two frames $\mathcal{F}=\left\{f_{j}\right\}_{j \in \mathbb{J}}$ and $\mathcal{G}=\left\{g_{j}\right\}_{j \in \mathbb{J}}$ in $\mathbb{H}$ are woven. Then for any $\sigma \subset \mathbb{J}$, for all $\lambda \in \mathbb{R}$ and all $x \in \mathbb{H}$,

$$
\begin{gathered}
\operatorname{Re}\left(\sum_{j \in \sigma}\left\langle x, h_{j}\right\rangle\left\langle f_{j}, x\right\rangle\right)+\left\|\sum_{j \in \sigma^{c}}\left\langle x, h_{j}\right\rangle g_{j}\right\|^{2}=\operatorname{Re}\left(\sum_{j \in \sigma^{c}}\left\langle x, h_{j}\right\rangle\left\langle g_{j}, x\right\rangle\right)+\left\|\sum_{j \in \sigma}\left\langle x, h_{j}\right\rangle f_{j}\right\|^{2} \\
\geq\left(2 \lambda-\lambda^{2}\right) \operatorname{Re}\left(\sum_{j \in \sigma}\left\langle x, h_{j}\right\rangle\left\langle f_{j}, x\right\rangle\right)+\left(1-\lambda^{2}\right) \operatorname{Re}\left(\sum_{j \in \sigma^{c}}\left\langle x, h_{j}\right\rangle\left\langle g_{j}, x\right\rangle\right)
\end{gathered}
$$

where $\mathcal{H}=\left\{h_{j}\right\}_{j \in \mathbb{J}}$ is an alternate dual frame of the weaving frame $\left\{f_{j}\right\}_{j \in \sigma} \cup\left\{g_{j}\right\}_{j \in \sigma^{c}}$.
Proof. For any $\sigma \subset \mathbb{J}$, since $\mathcal{H}=\left\{h_{j}\right\}_{j \in \mathbb{J}}$ is an alternate dual frame of the weaving frame $\left\{f_{j}\right\}_{j \in \sigma} \cup$ $\left\{g_{j}\right\}_{j \in \sigma^{c}}$, Equation (2) gives

$$
x=\sum_{j \in \sigma}\left\langle x, h_{j}\right\rangle f_{j}+\sum_{j \in \sigma^{c}}\left\langle x, h_{j}\right\rangle g_{j}
$$

for any $x \in \mathbb{H}$ and thus, $S_{\mathcal{H F G}}=\operatorname{Id}_{\mathbb{H}}$. By Theorem 1 we obtain the relation shown in the corollary.
Remark 1. Corollaries 2 and 3 are respectively Theorems 7 and 9 in [36].
Theorem 2. Suppose that two frames $\mathcal{F}=\left\{f_{j}\right\}_{j \in \mathbb{J}}$ and $\mathcal{G}=\left\{g_{j}\right\}_{j \in \mathbb{J}}$ in $\mathbb{H}$ are woven, and that $\mathcal{H}=\left\{h_{j}\right\}_{j \in \mathbb{J}}$ is a Bessel sequences for $\mathbb{H}$. Then for any $\sigma \subset \mathbb{J}$, for all $\lambda \in \mathbb{R}$ and all $x \in \mathbb{H}$, we have

$$
\begin{align*}
& \operatorname{Re} \sum_{j \in \sigma}\left\langle x, f_{j}\right\rangle\left\langle h_{j}, S_{\mathcal{F G H}} x\right\rangle-\left\|\sum_{j \in \sigma}\left\langle x, f_{j}\right\rangle h_{j}\right\|^{2} \\
& \quad \leq \frac{\lambda^{2}}{4} \operatorname{Re} \sum_{j \in \sigma^{c}}\left\langle x, g_{j}\right\rangle\left\langle h_{j}, S_{\mathcal{F G H}} x\right\rangle+\left(1-\frac{\lambda}{2}\right)^{2} \operatorname{Re} \sum_{j \in \sigma}\left\langle x, f_{j}\right\rangle\left\langle h_{j}, S_{\mathcal{F G H}} x\right\rangle, \tag{14}
\end{align*}
$$

and

$$
\begin{align*}
& \left\|\sum_{j \in \sigma}\left\langle x, f_{j}\right\rangle h_{j}\right\|^{2}+\left\|\sum_{j \in \sigma^{c}}\left\langle x, g_{j}\right\rangle h_{j}\right\|^{2} \\
& \quad \geq\left(2 \lambda-\frac{\lambda^{2}}{2}-1\right) \operatorname{Re} \sum_{j \in \sigma}\left\langle x, f_{j}\right\rangle\left\langle h_{j}, S_{\mathcal{F G H}} x\right\rangle+\left(1-\frac{\lambda^{2}}{2}\right) \operatorname{Re} \sum_{j \in \sigma^{c}}\left\langle x, g_{j}\right\rangle\left\langle h_{j}, S_{\mathcal{F G H}} x\right\rangle, \tag{15}
\end{align*}
$$

where $S_{\mathcal{F G H}}$ is defined in Equation (3).

Moreover, if the operators $P$ and $Q$ given in Equation (7) satisfy the condition that $P^{*} Q$ is positive, then

$$
0 \leq \operatorname{Re} \sum_{j \in \sigma}\left\langle x, f_{j}\right\rangle\left\langle h_{j}, S_{\mathcal{F G H}} x\right\rangle-\left\|\sum_{j \in \sigma}\left\langle x, f_{j}\right\rangle h_{j}\right\|^{2}
$$

and

$$
\left\|\sum_{j \in \sigma}\left\langle x, f_{j}\right\rangle h_{j}\right\|^{2}+\left\|\sum_{j \in \sigma^{c}}\left\langle x, g_{j}\right\rangle h_{j}\right\|^{2} \leq\left\|S_{\mathcal{F G H}} x\right\|^{2}
$$

Proof. For any $\sigma \subset \mathbb{J}$, let $P$ and $Q$ be defined in Equation (7). Then all $\lambda \in \mathbb{R}$ and all $x \in \mathbb{H}$, we see from Equation (9) that

$$
\begin{aligned}
& \operatorname{Re} \sum_{j \in \sigma}\left\langle x, f_{j}\right\rangle\left\langle h_{j}, S_{\mathcal{F G H}} x\right\rangle-\left\|\sum_{j \in \sigma}\left\langle x, f_{j}\right\rangle h_{j}\right\|^{2}=\operatorname{Re}\left\langle P x, S_{\mathcal{F G H}} x\right\rangle-\|P x\|^{2} \\
& \quad \leq \operatorname{Re}\left\langle P x, S_{\mathcal{F G H}} x\right\rangle+\frac{\lambda^{2}}{4} \operatorname{Re}\left\langle Q x, S_{\mathcal{F G H}} x\right\rangle-\left(\lambda-\frac{\lambda^{2}}{4}\right) \operatorname{Re}\left\langle P x, S_{\mathcal{F G H}} x\right\rangle \\
& \quad=\frac{\lambda^{2}}{4} \operatorname{Re}\left\langle Q x, S_{\mathcal{F G H}} x\right\rangle+\left(1-\lambda+\frac{\lambda^{2}}{4}\right) \operatorname{Re}\left\langle P x, S_{\mathcal{F G H}} x\right\rangle \\
& \quad=\frac{\lambda^{2}}{4} \operatorname{Re}\left\langle Q x, S_{\mathcal{F G H}} x\right\rangle+\left(1-\frac{\lambda}{2}\right)^{2} \operatorname{Re}\left\langle P x, S_{\mathcal{F G H}} x\right\rangle \\
& \quad=\frac{\lambda^{2}}{4} \operatorname{Re} \sum_{j \in \sigma^{c}}\left\langle x, g_{j}\right\rangle\left\langle h_{j}, S_{\mathcal{F G H}} x\right\rangle+\left(1-\frac{\lambda}{2}\right)^{2} \operatorname{Re} \sum_{j \in \sigma}\left\langle x, f_{j}\right\rangle\left\langle h_{j}, S_{\mathcal{F G H}} x\right\rangle .
\end{aligned}
$$

We next prove Equation (15). By combining Equation (8) with Equation (9) we conclude that

$$
\begin{aligned}
& \left\|\sum_{j \in \sigma}\left\langle x, f_{j}\right\rangle h_{j}\right\|^{2}+\left\|\sum_{j \in \sigma^{c}}\left\langle x, g_{j}\right\rangle h_{j}\right\|^{2} \\
& \quad=\|P x\|^{2}+\|Q x\|^{2}=2\|P x\|^{2}+\operatorname{Re}\left\langle Q x, S_{\mathcal{F G H}} x\right\rangle-\operatorname{Re}\left\langle P x, S_{\mathcal{F G H}} x\right\rangle \\
& \quad \geq\left(2 \lambda-\frac{\lambda^{2}}{2}\right) \operatorname{Re}\left\langle P x, S_{\mathcal{F G H}} x\right\rangle-\frac{\lambda^{2}}{2} \operatorname{Re}\left\langle Q x, S_{\mathcal{F G H}} x\right\rangle+\operatorname{Re}\left\langle Q x, S_{\mathcal{F G H}} x\right\rangle-\operatorname{Re}\left\langle P x, S_{\mathcal{F G H}} x\right\rangle \\
& \quad=\left(2 \lambda-\frac{\lambda^{2}}{2}-1\right) \operatorname{Re}\left\langle P x, S_{\mathcal{F G \mathcal { H }}} x\right\rangle+\left(1-\frac{\lambda^{2}}{2}\right) \operatorname{Re}\left\langle Q x, S_{\mathcal{F G H}} x\right\rangle \\
& \quad=\left(2 \lambda-\frac{\lambda^{2}}{2}-1\right) \operatorname{Re} \sum_{j \in \sigma}\left\langle x, f_{j}\right\rangle\left\langle h_{j}, S_{\mathcal{F G H}} x\right\rangle+\left(1-\frac{\lambda^{2}}{2}\right) \operatorname{Re} \sum_{j \in \sigma^{c}}\left\langle x, g_{j}\right\rangle\left\langle h_{j}, S_{\mathcal{F G H}} x\right\rangle, \quad \forall x \in \mathbb{H} .
\end{aligned}
$$

Suppose now that $P^{*} Q$ is positive, then for any $x \in \mathbb{H}$,

$$
\begin{aligned}
\operatorname{Re} \sum_{j \in \sigma}\left\langle x, f_{j}\right\rangle\left\langle h_{j}, S_{\mathcal{F G H}} x\right\rangle-\left\|\sum_{j \in \sigma}\left\langle x, f_{j}\right\rangle h_{j}\right\|^{2} & =\operatorname{Re}\left\langle P x, S_{\mathcal{F G H}} x\right\rangle-\operatorname{Re}\langle P x, P x\rangle \\
& =\operatorname{Re}\langle P x, Q x\rangle=\operatorname{Re}\left\langle P^{*} Q x, x\right\rangle \geq 0
\end{aligned}
$$

Noting that

$$
\begin{aligned}
\|P x\|^{2} & =\|Q x\|^{2}-\operatorname{Re}\left\langle Q x, S_{\mathcal{F G H}} x\right\rangle+\operatorname{Re}\left\langle P x, S_{\mathcal{F G H}} x\right\rangle \\
& =\operatorname{Re}\langle Q x, Q x\rangle-\operatorname{Re}\left\langle Q x, S_{\mathcal{F G H}} x\right\rangle+\operatorname{Re}\left\langle P x, S_{\mathcal{F} \mathcal{H}} x\right\rangle \\
& =-\left(\operatorname{Re}\left\langle Q x, S_{\mathcal{F G H}} x\right\rangle-\operatorname{Re}\langle Q x, Q x\rangle\right)+\operatorname{Re}\left\langle P x, S_{\mathcal{F G H}} x\right\rangle \\
& =-\operatorname{Re}\langle Q x, P x\rangle+\operatorname{Re}\left\langle P x, S_{\mathcal{F G H}} x\right\rangle \leq \operatorname{Re}\left\langle P x, S_{\mathcal{F G H}} x\right\rangle,
\end{aligned}
$$

and similarly,

$$
\|Q x\|^{2} \leq \operatorname{Re}\left\langle Q x, S_{\mathcal{F G H}} x\right\rangle
$$

we obtain

$$
\begin{aligned}
\left\|\sum_{j \in \sigma}\left\langle x, f_{j}\right\rangle h_{j}\right\|^{2}+\left\|\sum_{j \in \sigma^{c}}\left\langle x, g_{j}\right\rangle h_{j}\right\|^{2} & =\|P x\|^{2}+\|Q x\|^{2} \\
& \leq \operatorname{Re}\left\langle P x, S_{\mathcal{F G H}} x\right\rangle+\operatorname{Re}\left\langle Q x, S_{\mathcal{F G H}} x\right\rangle \\
& =\operatorname{Re}\left\langle P x+Q x, S_{\mathcal{F G H}} x\right\rangle=\left\|S_{\mathcal{F G H}} x\right\|^{2},
\end{aligned}
$$

and the proof is completed.
Remark 2. Suppose that the weaving frame $\left\{f_{j}\right\}_{j \in \sigma} \cup\left\{g_{j}\right\}_{j \in \sigma^{c}}$ is Parseval for each $\sigma \subset \mathbb{J}$, and letting $h_{j}=f_{j}$ if $j \in \sigma$ and $h_{j}=g_{j}$ if $j \in \sigma^{c}$, then it is easy to check that the operator $P^{*} Q$ is positive.

Corollary 4. Suppose that two frames $\mathcal{F}=\left\{f_{j}\right\}_{j \in \mathbb{J}}$ and $\mathcal{G}=\left\{g_{j}\right\}_{j \in \mathbb{J}}$ in $\mathbb{H}$ are woven. Then for any $\sigma \subset \mathbb{J}$, for all $\lambda \in \mathbb{R}$ and all $x \in \mathbb{H}$, we have

$$
\begin{align*}
& 0 \leq \sum_{j \in \sigma}\left|\left\langle x, f_{j}\right\rangle\right|^{2}-\sum_{j \in \sigma}\left|\left\langle S_{W}^{-1} S_{\mathcal{F}}^{\sigma} x, f_{j}\right\rangle\right|^{2}-\sum_{j \in \sigma^{c}}\left|\left\langle S_{W}^{-1} S_{\mathcal{F}}^{\sigma} x, g_{j}\right\rangle\right|^{2} \\
& \leq \frac{\lambda^{2}}{4} \sum_{j \in \sigma^{c}}\left|\left\langle x, g_{j}\right\rangle\right|^{2}+\left(1-\frac{\lambda}{2}\right)^{2} \sum_{j \in \sigma}\left|\left\langle x, f_{j}\right\rangle\right|^{2}  \tag{16}\\
& \left(2 \lambda-\frac{\lambda^{2}}{2}-1\right) \sum_{j \in \sigma}\left|\left\langle x, f_{j}\right\rangle\right|^{2}+\left(1-\frac{\lambda^{2}}{2}\right) \sum_{j \in \sigma^{c}}\left|\left\langle x, g_{j}\right\rangle\right|^{2} \\
& \leq \sum_{j \in \sigma}\left|\left\langle S_{W}^{-1} S_{\mathcal{F}}^{\sigma} x, f_{j}\right\rangle\right|^{2}+\sum_{j \in \sigma^{c}}\left|\left\langle S_{W}^{-1} S_{\mathcal{F}}^{\sigma} x, g_{j}\right\rangle\right|^{2}  \tag{17}\\
& \quad+\sum_{j \in \sigma}\left|\left\langle S_{W}^{-1} S_{\mathcal{G}}^{\sigma^{c}} x, f_{j}\right\rangle\right|^{2}+\sum_{j \in \sigma^{c}}\left|\left\langle S_{W}^{-1} S_{\mathcal{G}}^{\sigma^{c}} x, g_{j}\right\rangle\right|^{2} \\
& \leq \sum_{j \in \sigma}\left|\left\langle x, f_{j}\right\rangle\right|^{2}+\sum_{j \in \sigma^{c}}\left|\left\langle x, g_{j}\right\rangle\right|^{2}
\end{align*}
$$

Proof. Let $\mathcal{H}=\left\{h_{j}\right\}_{j \in \mathfrak{J}}$ be the same as in the proof of Corollary 2. By combining Equations (10) and (12), and Theorem 2 we arrive at

$$
\begin{aligned}
& \sum_{j \in \sigma}\left|\left\langle x, f_{j}\right\rangle\right|^{2}-\sum_{j \in \sigma}\left|\left\langle S_{W}^{-1} S_{\mathcal{F}}^{\sigma} x, f_{j}\right\rangle\right|^{2}-\sum_{j \in \sigma^{c}}\left|\left\langle S_{W}^{-1} S_{\mathcal{F}}^{\sigma} x, g_{j}\right\rangle\right|^{2} \\
&=\operatorname{Re} \sum_{j \in \sigma}\left\langle x, f_{j}\right\rangle\left\langle h_{j}, S_{\mathcal{F G H}} x\right\rangle-\left\|\sum_{j \in \sigma}\left\langle x, f_{j}\right\rangle h_{j}\right\|^{2} \\
& \leq \frac{\lambda^{2}}{4} \operatorname{Re} \sum_{j \in \sigma^{c}}\left\langle x, g_{j}\right\rangle\left\langle h_{j}, S_{\mathcal{F G H}} x\right\rangle+\left(1-\frac{\lambda}{2}\right)^{2} \operatorname{Re} \sum_{j \in \sigma}\left\langle x, f_{j}\right\rangle\left\langle h_{j}, S_{\mathcal{F G H}} x\right\rangle \\
&=\frac{\lambda^{2}}{4} \sum_{j \in \sigma^{c}}\left|\left\langle x, g_{j}\right\rangle\right|^{2}+\left(1-\frac{\lambda}{2}\right)^{2} \sum_{j \in \sigma}\left|\left\langle x, f_{j}\right\rangle\right|^{2}
\end{aligned}
$$

for each $x \in \mathbb{H}$. Let $P$ and $Q$ be given in Equation (7). Then a direct calculation shows that $P=S_{W}^{-\frac{1}{2}} S_{\mathcal{F}}^{\sigma}$ and $Q=S_{W}^{-\frac{1}{2}} S_{\mathcal{G}}^{\sigma^{c}}$ and, $P^{*} Q=S_{\mathcal{F}}^{\sigma} S_{W}^{-1} S_{\mathcal{G}}^{\sigma^{c}}$ as a consequence. Since $S_{W}^{-\frac{1}{2}} S_{\mathcal{F}}^{\sigma} S_{W}^{-\frac{1}{2}}$ and $S_{W}^{-\frac{1}{2}} S_{\mathcal{G}}^{\sigma^{c}} S_{W}^{-\frac{1}{2}}$ are positive and commutative,

$$
0 \leq S_{W}^{-\frac{1}{2}} S_{\mathcal{F}}^{\sigma} S_{W}^{-\frac{1}{2}} S_{W}^{-\frac{1}{2}} S_{\mathcal{G}}^{\sigma^{c}} S_{W}^{-\frac{1}{2}}=S_{W}^{-\frac{1}{2}} S_{\mathcal{F}}^{\sigma} S_{W}^{-1} S_{\mathcal{G}}^{\sigma^{c}} S_{W}^{-\frac{1}{2}}
$$

implying that $S_{\mathcal{F}}^{\sigma} S_{W}^{-1} S_{\mathcal{G}}^{\sigma^{c}}=P^{*} Q \geq 0$. Again by Theorem 2,

$$
\begin{aligned}
0 & \leq \operatorname{Re} \sum_{j \in \sigma}\left\langle x, f_{j}\right\rangle\left\langle h_{j}, S_{\mathcal{F G H}} x\right\rangle-\left\|\sum_{j \in \sigma}\left\langle x, f_{j}\right\rangle h_{j}\right\|^{2} \\
& =\sum_{j \in \sigma}\left|\left\langle x, f_{j}\right\rangle\right|^{2}-\sum_{j \in \sigma}\left|\left\langle S_{W}^{-1} S_{\mathcal{F}}^{\sigma} x, f_{j}\right\rangle\right|^{2}-\sum_{j \in \sigma^{c}}\left|\left\langle S_{W}^{-1} S_{\mathcal{F}}^{\sigma} x, g_{j}\right\rangle\right|^{2} .
\end{aligned}
$$

We are now in a position to prove Equation (17). By Equations (10) and (11) we have

$$
\begin{align*}
& \left\|\sum_{j \in \sigma}\left\langle x, f_{j}\right\rangle h_{j}\right\|^{2}+\left\|\sum_{j \in \sigma^{c}}\left\langle x, g_{j}\right\rangle h_{j}\right\|^{2}  \tag{18}\\
& \quad=\sum_{j \in \sigma}\left|\left\langle S_{W}^{-1} S_{\mathcal{F}}^{\sigma} x, f_{j}\right\rangle\right|^{2}+\sum_{j \in \sigma^{c}}\left|\left\langle S_{W}^{-1} S_{\mathcal{F}}^{\sigma} x, g_{j}\right\rangle\right|^{2}+\sum_{j \in \sigma}\left|\left\langle S_{W}^{-1} S_{\mathcal{G}}^{\sigma^{c}} x, f_{j}\right\rangle\right|^{2}+\sum_{j \in \sigma^{c}}\left|\left\langle S_{W}^{-1} S_{\mathcal{G}}^{\sigma^{c}} x, g_{j}\right\rangle\right|^{2}
\end{align*}
$$

for any $x \in \mathbb{H}$. We also have

$$
\left\|S_{\mathcal{F G H}} x\right\|^{2}=\left\|S_{W}^{\frac{1}{2}} x\right\|^{2}=\left\langle S_{W} x, x\right\rangle=\sum_{j \in \sigma}\left|\left\langle x, f_{j}\right\rangle\right|^{2}+\sum_{j \in \sigma^{c}}\left|\left\langle x, g_{j}\right\rangle\right|^{2}
$$

This together with Equations (12), (13) and (18), and Theorem 2 gives Equation (17).
Remark 3. Inequalities (16) and (17) in Corollary 4 are respectively inequalities in Theorems 14 and 15 shown in [36].

Suppose that $\mathcal{F}=\left\{f_{j}\right\}_{j \in \mathbb{J}}, \mathcal{G}=\left\{g_{j}\right\}_{j \in \mathbb{J}}$, and $\mathcal{H}=\left\{h_{j}\right\}_{j \in \mathbb{J}}$ are Bessel sequences for $\mathbb{H}$, and that $\left\{\alpha_{j}\right\}_{j \in \mathbb{J}}$ is a bounded sequence of complex numbers. For any $\sigma \subset \mathbb{J}$ and any $x \in \mathbb{H}$, we define linear bounded operators $E^{\sigma}, E^{\sigma^{c}}, F^{\sigma}$ and $F^{\sigma^{c}}$ respectively by

$$
E^{\sigma} x=\sum_{j \in \sigma}\left(1-\alpha_{j}\right)\left\langle x, h_{j}\right\rangle f_{j}, \quad E^{\sigma^{c}} x=\sum_{j \in \sigma^{c}}\left(1-\alpha_{j}\right)\left\langle x, h_{j}\right\rangle g_{j}
$$

and

$$
F^{\sigma} x=\sum_{j \in \sigma} \alpha_{j}\left\langle x, h_{j}\right\rangle f_{j}, \quad F^{\sigma^{c}} x=\sum_{j \in \sigma^{c}} \alpha_{j}\left\langle x, h_{j}\right\rangle g_{j}
$$

We are now ready to present a new triangle inequality for weaving frames.
Theorem 3. Suppose that two frames $\mathcal{F}=\left\{f_{j}\right\}_{j \in \mathbb{J}}$ and $\mathcal{G}=\left\{g_{j}\right\}_{j \in \mathbb{J}}$ in $\mathbb{H}$ are woven. Then for any bounded sequence $\left\{\alpha_{j}\right\}_{j \in \mathbb{J}}$, for all $\sigma \subset \mathbb{J}$ and all $x \in \mathbb{H}$, we have

$$
\begin{align*}
\frac{3}{4}\|x\|^{2} & \leq\left\|\sum_{j \in \sigma^{c}} \alpha_{j}\left\langle x, h_{j}\right\rangle g_{j}+\sum_{j \in \sigma} \alpha_{j}\left\langle x, h_{j}\right\rangle f_{j}\right\|^{2}+\operatorname{Re}\left(\sum_{j \in \sigma}\left(1-\alpha_{j}\right)\left\langle x, h_{j}\right\rangle\left\langle f_{j}, x\right\rangle+\sum_{j \in \sigma^{c}}\left(1-\alpha_{j}\right)\left\langle x, h_{j}\right\rangle\left\langle g_{j}, x\right\rangle\right)  \tag{19}\\
& \leq \frac{3+\left\|\left(E^{\sigma}+E^{\sigma^{c}}\right)-\left(F^{\sigma}+F^{\sigma^{c}}\right)\right\|^{2}}{4}\|x\|^{2},
\end{align*}
$$

where $\mathcal{H}=\left\{h_{j}\right\}_{j \in \mathbb{J}}$ is an alternate dual frame of the weaving frame $\left\{f_{j}\right\}_{j \in \sigma} \cup\left\{g_{j}\right\}_{j \in \sigma^{c}}$.

Proof. For any $\sigma \subset \mathbb{J}$, since $\mathcal{H}=\left\{h_{j}\right\}_{j \in \mathbb{J}}$ is an alternate dual frame of the weaving frame $\left\{f_{j}\right\}_{j \in \sigma} \cup$ $\left\{g_{j}\right\}_{j \in \sigma^{c}}, E^{\sigma}+E^{\sigma^{c}}+F^{\sigma}+F^{\sigma^{c}}=\operatorname{Id}_{\mathbb{H}}$. For any $x \in \mathbb{H}$ we obtain

$$
\begin{align*}
\| \sum_{j \in \sigma^{c}} & \alpha_{j}\left\langle x, h_{j}\right\rangle g_{j}+\sum_{j \in \sigma} \alpha_{j}\left\langle x, h_{j}\right\rangle f_{j} \|^{2}+\operatorname{Re}\left(\sum_{j \in \sigma}\left(1-\alpha_{j}\right)\left\langle x, h_{j}\right\rangle\left\langle f_{j}, x\right\rangle+\sum_{j \in \sigma^{c}}\left(1-\alpha_{j}\right)\left\langle x, h_{j}\right\rangle\left\langle g_{j}, x\right\rangle\right) \\
& =\left\langle\left(F^{\sigma}+F^{\sigma^{c}}\right)^{*}\left(F^{\sigma}+F^{\sigma^{c}}\right) x, x\right\rangle+\operatorname{Re}\left(\left\langle E^{\sigma} x, x\right\rangle+\left\langle E^{\sigma^{c}} x, x\right\rangle\right) \\
& =\frac{1}{2}\left\langle\left(E^{\sigma}+E^{\sigma^{c}}+\left(E^{\sigma}\right)^{*}+\left(E^{\sigma^{c}}\right)^{*}\right) x, x\right\rangle+\left\langle\left(\operatorname{Id}_{\mathbb{H}}-\left(E^{\sigma}+E^{\sigma^{c}}\right)\right)^{*}\left(\operatorname{Id}_{\mathbb{H}}-\left(E^{\sigma}+E^{\sigma^{c}}\right)\right) x, x\right\rangle \\
& =\left\langle\left(\operatorname{Id}_{\mathbb{H}}-\frac{1}{2}\left(E^{\sigma}+E^{\sigma^{c}}+\left(E^{\sigma}\right)^{*}+\left(E^{\sigma^{c}}\right)^{*}\right)+\left(E^{\sigma}+E^{\sigma^{c}}\right)^{*}\left(E^{\sigma}+E^{\sigma^{c}}\right)\right) x, x\right\rangle  \tag{20}\\
& =\left\langle\left(\left(\left(E^{\sigma}+E^{\sigma^{c}}\right)-\frac{1}{2} \operatorname{Id}_{\mathbb{H}}\right)^{*}\left(\left(E^{\sigma}+E^{\sigma^{c}}\right)-\frac{1}{2} \operatorname{Id}_{\mathbb{H}}\right)+\frac{3}{4} \operatorname{Id}_{\mathbb{H}}\right) x, x\right\rangle \\
& =\left\|\left(\left(E^{\sigma}+E^{\sigma^{c}}\right)-\frac{1}{2} \operatorname{Id}_{\mathbb{H}}\right) x\right\|^{2}+\frac{3}{4}\|x\|^{2} \\
& \geq \frac{3}{4}\|x\|^{2} .
\end{align*}
$$

On the other hand we get

$$
\begin{align*}
& \| \sum_{j \in \sigma^{c}} \alpha_{j}\left\langle x, h_{j}\right\rangle g_{j}+\sum_{j \in \sigma} \alpha_{j}\left\langle x, h_{j}\right\rangle f_{j} \|^{2}+\operatorname{Re}\left(\sum_{j \in \sigma}\left(1-\alpha_{j}\right)\left\langle x, h_{j}\right\rangle\left\langle f_{j}, x\right\rangle+\sum_{j \in \sigma^{c}}\left(1-\alpha_{j}\right)\left\langle x, h_{j}\right\rangle\left\langle g_{j}, x\right\rangle\right) \\
&=\left\langle\left(F^{\sigma}+F^{\sigma^{c}}\right) x,\left(F^{\sigma}+F^{\sigma^{c}}\right) x\right\rangle+\operatorname{Re}\left\langle\left(E^{\sigma}+E^{\sigma^{c}}\right) x, x\right\rangle \\
&=\left\langle\left(F^{\sigma}+F^{\sigma^{c}}\right) x,\left(F^{\sigma}+F^{\sigma^{c}}\right) x\right\rangle+\operatorname{Re}\left(\langle x, x\rangle-\left\langle\left(F^{\sigma}+F^{\sigma^{c}}\right) x, x\right\rangle\right) \\
&=\langle x, x\rangle-\operatorname{Re}\left\langle\left(F^{\sigma}+F^{\sigma^{c}}\right) x, x\right\rangle+\left\langle\left(F^{\sigma}+F^{\sigma^{c}}\right) x,\left(F^{\sigma}+F^{\sigma^{c}}\right) x\right\rangle \\
&=\langle x, x\rangle-\operatorname{Re}\left\langle\left(F^{\sigma}+F^{\sigma^{c}}\right) x,\left(E^{\sigma}+E^{\sigma^{c}}\right) x\right\rangle \\
&=\langle x, x\rangle-\frac{1}{2}\left\langle\left(F^{\sigma}+F^{\sigma^{c}}\right) x,\left(E^{\sigma}+E^{\sigma^{c}}\right) x\right\rangle-\frac{1}{2}\left\langle\left(E^{\sigma}+E^{\sigma^{c}}\right) x,\left(F^{\sigma}+F^{\sigma^{c}}\right) x\right\rangle  \tag{21}\\
&= \frac{3}{4}\|x\|^{2}+\frac{1}{4}\left\langle\left(\left(E^{\sigma}+E^{\sigma^{c}}\right)+\left(F^{\sigma}+F^{\sigma^{c}}\right)\right) x,\left(\left(E^{\sigma}+E^{\sigma^{c}}\right)+\left(F^{\sigma}+F^{\sigma^{c}}\right)\right) x\right\rangle \\
& \quad-\frac{1}{2}\left\langle\left(F^{\sigma}+F^{\sigma^{c}}\right) x,\left(E^{\sigma}+E^{\sigma^{c}}\right) x\right\rangle-\frac{1}{2}\left\langle\left(E^{\sigma}+E^{\sigma^{c}}\right) x,\left(F^{\sigma}+F^{\sigma^{c}}\right) x\right\rangle \\
&= \frac{3}{4}\|x\|^{2}+\frac{1}{4}\left\langle\left(\left(E^{\sigma}+E^{\sigma^{c}}\right)-\left(F^{\sigma}+F^{\sigma^{c}}\right)\right) x,\left(\left(E^{\sigma}+E^{\sigma^{c}}\right)-\left(F^{\sigma}+F^{\sigma^{c}}\right)\right) x\right\rangle \\
& \leq \frac{3}{4}\|x\|^{2}+\frac{1}{4}\left\|\left(E^{\sigma}+E^{\sigma^{c}}\right)-\left(F^{\sigma}+F^{\sigma^{c}}\right)\right\|^{2}\|x\|^{2} \\
&= \frac{3+\left\|\left(E^{\sigma}+E^{\sigma^{c}}\right)-\left(F^{\sigma}+F^{\sigma^{c}}\right)\right\|^{2}}{4}\|x\|^{2} .
\end{align*}
$$

This along with Equation (20) yields Equation (19).
Corollary 5. Suppose that two frames $\mathcal{F}=\left\{f_{j}\right\}_{j \in \mathbb{J}}$ and $\mathcal{G}=\left\{g_{j}\right\}_{j \in \mathbb{J}}$ in $\mathbb{H}$ are woven. Then for all $\sigma \subset \mathbb{J}$ and all $x \in \mathbb{H}$, we have

$$
\frac{3}{4}\|x\|^{2} \leq\left\|\sum_{j \in \sigma}\left\langle x, h_{j}\right\rangle f_{j}\right\|^{2}+\operatorname{Re} \sum_{j \in \sigma^{c}}\left\langle x, h_{j}\right\rangle\left\langle g_{j}, x\right\rangle \leq \frac{3+\left\|S_{\mathcal{H G}}^{\sigma^{c}}-S_{\mathcal{H F}}^{\sigma}\right\|^{2}}{4}\|x\|^{2}
$$

where $S_{\mathcal{H} \mathcal{G}}^{\sigma^{c}}, S_{\mathcal{H F}}^{\sigma} \in B(\mathbb{H})$ are defined respectively by

$$
S_{\mathcal{H} \mathcal{G}}^{\sigma^{c}} x=\sum_{j \in \mathcal{\sigma}^{c}}\left\langle x, h_{j}\right\rangle g_{j} \quad \text { and } \quad S_{\mathcal{H} \mathcal{F}}^{\sigma} x=\sum_{j \in \sigma}\left\langle x, h_{j}\right\rangle f_{j}
$$

and $\mathcal{H}=\left\{h_{j}\right\}_{j \in \mathbb{J}}$ is an alternate dual frame of the weaving frame $\left\{f_{j}\right\}_{j \in \sigma} \cup\left\{g_{j}\right\}_{j \in \sigma^{c}}$.
Proof. The conclusion follows by Theorem 3 if we take

$$
\alpha_{j}= \begin{cases}1, & j \in \sigma \\ 0, & j \in \sigma^{c}\end{cases}
$$
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#### Abstract

In the present paper, we obtain some new inequalities for weaving $K$-frames in subspaces based on the operator methods. The inequalities are associated with a sequence of bounded complex numbers and a parameter $\lambda \in \mathbb{R}$. We also give a double inequality for weaving $K$-frames with the help of two bounded linear operators induced by $K$-dual. Facts prove that our results cover those recently obtained on weaving frames due to Li and Leng, and Xiang.
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## 1. Introduction

This paper adopts the following notations: $\mathbb{J}$ is a countable index set, $\mathbb{H}$ and $\mathbb{K}$ are complex Hilbert spaces, and $\mathrm{Id}_{\mathbb{H}}$ and $\mathbb{R}$ are used to denote respectively the identical operator on $\mathbb{H}$ and the set of real numbers. As usual, we denote by $B(\mathbb{H}, \mathbb{K})$ the set of all bounded linear operators on $\mathbb{H}$ and, if $\mathbb{H}=\mathbb{K}$, then $B(\mathbb{H}, \mathbb{K})$ is abbreviated to $B(\mathbb{H})$.

Frames were introduced by Duffin and Schaeffer [1] in their study of nonharmonic Fourier series, which have now been used widely not only in theoretical work [2,3], but also in many application areas such as quantum mechanics [4], sampling theory [5-7], acoustics [8], and signal processing [9]. As a generalization of frames, the notion of $K$-frames (also known as frames for operators) was proposed by L. Găvruța [10] when dealing with atomic decompositions for a bounded linear operator K. Please check the papers [11-17] for further information of $K$-frames.

Recall that a family $\left\{\psi_{j}\right\}_{j \in \mathbb{J}} \subset \mathbb{H}$ is called a $K$-frame for $\mathbb{H}$, if there exist two positive numbers $A$ and $B$ satisfying

$$
A\left\|K^{*} f\right\|^{2} \leq \sum_{j \in \mathbb{V}}\left|\left\langle f, \psi_{j}\right\rangle\right|^{2} \leq B\|f\|^{2}, \quad \forall f \in \mathbb{H} .
$$

The constants $A$ and $B$ are called $K$-frame bounds. If $K=\operatorname{Id}_{\mathbb{H}}$, then a $K$-frame turns to be a frame. In addition, if only the right-hand inequality holds, then we call $\left\{\psi_{j}\right\}_{j \in \mathbb{J}}$ a Bessel sequence.

Inspired by a question arising in distributed signal processing, Bemrose et al. [18] introduced the concept of weaving frames, which have interested many scholars because of their potential applications such as in wireless sensor networks and pre-processing of signals; see [19-24]. Later on, Deepshikha and Vashisht [25] applied the idea of L. Găvruţa to the case of weaving frames and thus providing us the notion of weaving $K$-frames.

Balan et al. [26] obtained an interesting inequality when they further examined the remarkable identity for Parseval frames deriving from their work on signal reconstruction [27]. The inequality was then extended to alternate dual frames and general frames by P. Găvruţa [28], the results in which have already been applied in quantum information theory [29]. Recently, those inequalities have been extended to some generalized versions of frames such as continuous g-frames [30], fusion frames and continuous fusion frames [31,32], Hilbert-Schmidt frames [33], and weaving frames [34,35].

Motivated by the above-mentioned works, in this paper, we establish several new inequalities for weaving $K$-frames in subspaces from the operator-theoretic point of view, and we show that our results can naturally lead to some corresponding results in [34,35].

One says that two frames $\Psi_{1}=\left\{\psi_{1 j}\right\}_{j \in \mathbb{J}}$ and $\Psi_{2}=\left\{\psi_{2 j}\right\}_{j \in \mathbb{J}}$ in $\mathbb{H}$ are woven, if there are universal constants $C_{\Psi}$ and $D_{\Psi}$ such that, for any $\sigma \subset \mathbb{J},\left\{\psi_{1 j}\right\}_{j \in \sigma} \cup\left\{\psi_{2 j}\right\}_{j \in \sigma^{c}}$ is a frame for $\mathbb{H}$ with bounds $C_{\Psi}$ and $D_{\Psi}$. If $C_{\Psi}=D_{\Psi}=1$, then we call $\Psi_{1}$ and $\Psi_{2}$ 1-woven. Each family $\left\{\psi_{1 j}\right\}_{j \in \sigma} \cup\left\{\psi_{2 j}\right\}_{j \in \sigma^{c}}$ is said to be a waving frame, related to which there is an invertible operator $S_{\Psi_{1} \Psi_{2}}: \mathbb{H} \rightarrow \mathbb{H}$, called the frame operator, given by

$$
S_{\Psi_{1} \Psi_{2}} f=\sum_{j \in \sigma}\left\langle f, \psi_{1 j}\right\rangle \psi_{1 j}+\sum_{j \in \sigma^{c}}\left\langle f, \psi_{2 j}\right\rangle \psi_{2 j}
$$

Recall also that a frame $\Psi_{3}=\left\{\psi_{3 j}\right\}_{j \in \mathbb{J}}$ is called an alternate dual frame of $\left\{\psi_{1 j}\right\}_{j \in \sigma} \cup\left\{\psi_{2 j}\right\}_{j \in \sigma^{c}}$, if for each $f \in \mathbb{H}$ we have

$$
f=\sum_{j \in \sigma}\left\langle f, \psi_{1 j}\right\rangle \psi_{3 j}+\sum_{j \in \sigma^{c}}\left\langle f, \psi_{2 j}\right\rangle \psi_{3 j}, \quad \forall f \in \mathbb{H} .
$$

Lemma 1. Suppose that $P, Q$, and $K$ are bounded linear operators on $\mathbb{H}$ and $P+Q=K$. Then, for each $f \in \mathbb{H}$,

$$
\|P f\|^{2}+\operatorname{Re}\langle Q f, K f\rangle \geq \frac{3}{4}\|K f\|^{2}
$$

Proof. We have

$$
\begin{aligned}
\|P f\|^{2}+\operatorname{Re}\langle Q f, K f\rangle & =\langle(K-Q) f,(K-Q) f\rangle+\frac{1}{2}(\langle Q f, K f\rangle+\langle K f, Q f\rangle) \\
& =\left\langle\left(Q^{*} Q-\left(K^{*} Q+Q^{*} K\right)+\frac{1}{2}\left(K^{*} Q+Q^{*} K\right)\right) f, f\right\rangle+\left\langle K^{*} K f, f\right\rangle \\
& =\left\langle\left(Q-\frac{1}{2} K\right)^{*}\left(Q-\frac{1}{2} K\right) f, f\right\rangle+\frac{3}{4}\left\langle K^{*} K f, f\right\rangle \geq \frac{3}{4}\|K f\|^{2}
\end{aligned}
$$

for any $f \in \mathbb{H}$.
The next two lemmas are collected from the papers [36] and [32], respectively.
Lemma 2. If $\Phi \in B(\mathbb{H}, \mathbb{K})$ has a closed range, then there is the pseudo-inverse $\Phi^{+} \in B(\mathbb{K}, \mathbb{H})$ of $\Phi$ such that

$$
\Phi \Phi^{\dagger} \Phi=\Phi, \Phi^{\dagger} \Phi \Phi^{\dagger}=\Phi^{\dagger},\left(\Phi \Phi^{\dagger}\right)^{*}=\Phi \Phi^{\dagger},\left(\Phi^{\dagger} \Phi\right)^{*}=\Phi^{\dagger} \Phi
$$

Lemma 3. If $P$ and $Q$ in $B(\mathbb{H})$ satisfy $P+Q=\operatorname{Id}_{\mathbb{H}}$, then, for any $\lambda \in \mathbb{R}$, we have

$$
P^{*} P+\lambda\left(Q^{*}+Q\right)=Q^{*} Q+(1-\lambda)\left(P^{*}+P\right)+(2 \lambda-1) \operatorname{Id}_{\mathbb{H}} \geq\left(2 \lambda-\lambda^{2}\right) \operatorname{Id}_{\mathbb{H}}
$$

## 2. Main Results

We start with the definition on weaving K-frames due to Deepshikha and Vashisht [25].
Definition 1. Two $K$-frames $\Psi_{1}=\left\{\psi_{1 j}\right\}_{j \in \mathbb{J}}$ and $\Psi_{2}=\left\{\psi_{2 j}\right\}_{j \in \mathbb{J}}$ in $\mathbb{H}$ are said to be $K$-woven, if there are universal constants $C_{\Psi}$ and $D_{\Psi}$ such that, for any $\sigma \subset \mathbb{J}$, the family $\left\{\psi_{1 j}\right\}_{j \in \sigma} \cup\left\{\psi_{2 j}\right\}_{j \in \sigma^{c}}$ is a K-frame for $\mathbb{H}$ with K-frame bounds $C_{\Psi}$ and $D_{\Psi}$. In this case, the family $\left\{\psi_{1 j}\right\}_{j \in \sigma} \cup\left\{\psi_{2 j}\right\}_{j \in \sigma^{c}}$ is called a weaving K-frame.

Given a weaving $K$-frame $\left\{\psi_{1 j}\right\}_{j \in \sigma} \cup\left\{\psi_{2 j}\right\}_{j \in \sigma^{c}}$ for $\mathbb{H}$, recall that a Bessel sequence $\Phi=\left\{\phi_{j}\right\}_{j \in \mathbb{J}}$ for $\mathbb{H}$ is said to be a $K$-dual of $\left\{\psi_{1 j}\right\}_{j \in \sigma} \cup\left\{\psi_{2 j}\right\}_{j \in \sigma^{c}}$, if

$$
K f=\sum_{j \in \sigma}\left\langle f, \psi_{1 j}\right\rangle \phi_{j}+\sum_{j \in \sigma^{c}}\left\langle f, \psi_{2 j}\right\rangle \phi_{j}, \quad \forall f \in \mathbb{H} .
$$

Let $\Psi_{1}=\left\{\psi_{1 j}\right\}_{j \in \mathbb{J}}$ be a given $K$-frame for $\mathbb{H}$. For any $\sigma \subset \mathbb{J}$, we can define a positive operator $S_{\Psi_{1}}^{\sigma}$ in the following way:

$$
S_{\Psi_{1}}^{\sigma}: \mathbb{H} \rightarrow \mathbb{H}, \quad S_{\Psi_{1}}^{\sigma} f=\sum_{j \in \sigma}\left\langle f, \psi_{1 j}\right\rangle \psi_{1 j} .
$$

In the following, we show that, for given two $K$-woven frames, we can get some inequalities under the condition that $K$ has a closed range, which are related to a sequence of bounded complex numbers, the corresponding $K$-dual and a parameter $\lambda \in \mathbb{R}$.

Theorem 1. Suppose that $K \in B(\mathbb{H})$ has a closed range and $K$-frames $\Psi_{1}=\left\{\psi_{1 j}\right\}_{j \in \mathbb{J}}$ and $\Psi_{2}=\left\{\psi_{2 j}\right\}_{j \in \mathbb{J}}$ in $\mathbb{H}$ are K-woven. Then,
(i) for any $f \in \operatorname{Range}(K)$, for all $\sigma \subset \mathbb{J},\left\{a_{j}\right\}_{j \in \mathbb{J}} \in \ell^{\infty}(\mathbb{J})$, and $\lambda \in \mathbb{R}$,

$$
\begin{align*}
& \left\|\sum_{j \in \sigma} a_{j}\left\langle K^{\dagger} f, \psi_{1 j}\right\rangle \phi_{j}+\sum_{j \in \sigma^{c}} a_{j}\left\langle K^{\dagger} f, \psi_{2 j}\right\rangle \phi_{j}\right\|^{2} \\
& \quad+\operatorname{Re}\left(\sum_{j \in \sigma}\left(1-a_{j}\right)\left\langle K^{\dagger} f, \psi_{1 j}\right\rangle\left\langle\phi_{j}, f\right\rangle+\sum_{j \in \sigma^{c}}\left(1-a_{j}\right)\left\langle K^{\dagger} f, \psi_{2 j}\right\rangle\left\langle\phi_{j}, f\right\rangle\right) \\
& =\| \\
& \quad \sum_{j \in \sigma}\left(1-a_{j}\right)\left\langle K^{\dagger} f, \psi_{1 j}\right\rangle \phi_{j}+\sum_{j \in \sigma^{c}}\left(1-a_{j}\right)\left\langle K^{\dagger} f, \psi_{2 j}\right\rangle \phi_{j} \|^{2} \\
& \quad+\operatorname{Re}\left(\sum_{j \in \sigma} a_{j}\left\langle K^{\dagger} f, \psi_{1 j}\right\rangle\left\langle\phi_{j}, f\right\rangle+\sum_{j \in \sigma^{c}} a_{j}\left\langle K^{\dagger} f, \psi_{2 j}\right\rangle\left\langle\phi_{j}, f\right\rangle\right) \\
& \geq\left(\lambda-\frac{\lambda^{2}}{4}\right) \operatorname{Re}\left(\sum_{j \in \sigma} a_{j}\left\langle K^{\dagger} f, \psi_{1 j}\right\rangle\left\langle\phi_{j}, f\right\rangle+\sum_{j \in \sigma^{c}} a_{j}\left\langle K^{\dagger} f, \psi_{2 j}\right\rangle\left\langle\phi_{j}, f\right\rangle\right)  \tag{1}\\
& \quad+\left(1-\frac{\lambda^{2}}{4}\right) \operatorname{Re}\left(\sum_{j \in \sigma}\left(1-a_{j}\right)\left\langle K^{\dagger} f, \psi_{1 j}\right\rangle\left\langle\phi_{j}, f\right\rangle+\sum_{j \in \sigma^{c}}\left(1-a_{j}\right)\left\langle K^{\dagger} f, \psi_{2 j}\right\rangle\left\langle\phi_{j}, f\right\rangle\right),
\end{align*}
$$

where $\Phi=\left\{\phi_{j}\right\}_{j \in \mathrm{~J}}$ is a K -dual of $\left\{\psi_{1 j}\right\}_{j \in \sigma} \cup\left\{\psi_{2 j}\right\}_{j \in \sigma}$.
(ii) for any $f \in \operatorname{Range}\left(K^{*}\right)$, for all $\sigma \subset \mathbb{J},\left\{a_{j}\right\}_{j \in \mathbb{J}} \in \ell^{\infty}(\mathbb{J})$, and $\lambda \in \mathbb{R}$,

$$
\begin{aligned}
& \left\|\sum_{j \in \sigma} a_{j}\left\langle\left(K^{*}\right)^{\dagger} f, \phi_{j}\right\rangle \psi_{1 j}+\sum_{j \in \sigma^{c}} a_{j}\left\langle\left(K^{*}\right)^{\dagger} f, \phi_{j}\right\rangle \psi_{2 j}\right\|^{2} \\
& \quad+\operatorname{Re}\left(\sum_{j \in \sigma}\left(1-a_{j}\right)\left\langle\left(K^{*}\right)^{\dagger} f, \phi_{j}\right\rangle\left\langle\psi_{1 j}, f\right\rangle+\sum_{j \in \sigma^{c}}\left(1-a_{j}\right)\left\langle\left(K^{*}\right)^{\dagger} f, \phi_{j}\right\rangle\left\langle\psi_{2 j}, f\right\rangle\right) \\
& =\|
\end{aligned} \begin{aligned}
& \sum_{j \in \sigma}\left(1-a_{j}\right)\left\langle\left(K^{*}\right)^{\dagger} f, \phi_{j}\right\rangle \psi_{1 j}+\sum_{j \in \sigma^{c}}\left(1-a_{j}\right)\left\langle\left(K^{*}\right)^{\dagger} f, \phi_{j}\right\rangle \psi_{2 j} \|^{2} \\
& \quad+\operatorname{Re}\left(\sum_{j \in \sigma} a_{j}\left\langle\left(K^{*}\right)^{\dagger} f, \phi_{j}\right\rangle\left\langle\psi_{1 j}, f\right\rangle+\sum_{j \in \sigma^{c}} a_{j}\left\langle\left(K^{*}\right)^{\dagger} f, \phi_{j}\right\rangle\left\langle\psi_{2 j}, f\right\rangle\right) \\
& \geq\left(2 \lambda-\lambda^{2}\right) \operatorname{Re}\left(\sum_{j \in \sigma} a_{j}\left\langle\left(K^{*}\right)^{\dagger} f, \phi_{j}\right\rangle\left\langle\psi_{1 j}, f\right\rangle+\sum_{j \in \sigma^{c}} a_{j}\left\langle\left(K^{*}\right)^{\dagger} f, \phi_{j}\right\rangle\left\langle\psi_{2 j}, f\right\rangle\right) \\
& \quad+\left(1-\lambda^{2}\right) \operatorname{Re}\left(\sum_{j \in \sigma}\left(1-a_{j}\right)\left\langle\left(K^{*}\right)^{\dagger} f, \phi_{j}\right\rangle\left\langle\psi_{1 j}, f\right\rangle+\sum_{j \in \sigma^{c}}\left(1-a_{j}\right)\left\langle\left(K^{*}\right)^{\dagger} f, \phi_{j}\right\rangle\left\langle\psi_{2 j}, f\right\rangle\right),
\end{aligned}
$$

where $\Phi=\left\{\phi_{j}\right\}_{j \in \mathbb{J}}$ is a $K$-dual of $\left\{\psi_{1 j}\right\}_{j \in \sigma} \cup\left\{\psi_{2 j}\right\}_{j \in \sigma^{c}}$.

Proof. We define two bounded linear operators $P_{1}$ and $P_{2}$ on $\mathbb{H}$ as follows:

$$
\begin{array}{r}
P_{1} f=\sum_{j \in \sigma} a_{j}\left\langle f, \psi_{1 j}\right\rangle \phi_{j}+\sum_{j \in \sigma^{c}} a_{j}\left\langle f, \psi_{2 j}\right\rangle \phi_{j}, \\
P_{2} f=\sum_{j \in \sigma}\left(1-a_{j}\right)\left\langle f, \psi_{1 j}\right\rangle \phi_{j}+\sum_{j \in \sigma^{c}}\left(1-a_{j}\right)\left\langle f, \psi_{2 j}\right\rangle \phi_{j} . \tag{2}
\end{array}
$$

Then, clearly, $P_{1} f+P_{2} f=K f$ for each $f \in \mathbb{H}$ and thus $P_{1}+P_{2}=K$. Since $K$ has a closed range, by Lemma 2, we have

$$
P_{1} K^{\dagger}+P_{2} K^{\dagger}=K K^{\dagger}=P_{\text {Range }(K)},
$$

where $P_{\text {Range(K) }}$ is the orthogonal projection onto Range $(K)$. Thus,

$$
\left.P_{1} K^{\dagger}\right|_{\text {Range }(K)}+\left.P_{2} K^{\dagger}\right|_{\text {Range }(K)}=\operatorname{Id}_{\text {Range }(K)}
$$

By Lemma 3 (taking $\frac{\lambda}{2}$ instead of $\lambda$ ), we get

$$
\left\|P_{1} K^{\dagger} f\right\|^{2}+\lambda \operatorname{Re}\left\langle P_{2} K^{\dagger} f, f\right\rangle=\left\|P_{2} K^{\dagger} f\right\|^{2}+(2-\lambda) \operatorname{Re}\left\langle P_{1} K^{\dagger} f, f\right\rangle+(\lambda-1)\|f\|^{2}
$$

for any $f \in \operatorname{Range}(K)$. Hence,

$$
\begin{aligned}
\left\|P_{1} K^{\dagger} f\right\|^{2} & =\left\|P_{2} K^{\dagger} f\right\|^{2}+2 \operatorname{Re}\left\langle P_{1} K^{\dagger} f, f\right\rangle-\lambda\left(\operatorname{Re}\left\langle P_{1} K^{\dagger} f, f\right\rangle+\operatorname{Re}\left\langle P_{2} K^{\dagger} f, f\right\rangle\right)+(\lambda-1)\|f\|^{2} \\
& =\left\|P_{2} K^{\dagger} f\right\|^{2}+2 \operatorname{Re}\left\langle P_{1} K^{\dagger} f, f\right\rangle-\lambda\|f\|^{2}+(\lambda-1)\|f\|^{2} \\
& =\left\|P_{2} K^{\dagger} f\right\|^{2}+2 \operatorname{Re}\left\langle P_{1} K^{\dagger} f, f\right\rangle-\operatorname{Re}\left\langle P_{1} K^{\dagger} f, f\right\rangle-\operatorname{Re}\left\langle P_{2} K^{\dagger} f, f\right\rangle .
\end{aligned}
$$

It follows that

$$
\begin{equation*}
\left\|P_{1} K^{\dagger} f\right\|^{2}+\operatorname{Re}\left\langle P_{2} K^{\dagger} f, f\right\rangle=\left\|P_{2} K^{\dagger} f\right\|^{2}+\operatorname{Re}\left\langle P_{1} K^{\dagger} f, f\right\rangle \tag{3}
\end{equation*}
$$

from which we arrive at

$$
\begin{aligned}
& \left\|\sum_{j \in \sigma} a_{j}\left\langle K^{\dagger} f, \psi_{1 j}\right\rangle \phi_{j}+\sum_{j \in \sigma^{c}} a_{j}\left\langle K^{\dagger} f, \psi_{2 j}\right\rangle \phi_{j}\right\|^{2} \\
& \quad+\operatorname{Re}\left(\sum_{j \in \sigma}\left(1-a_{j}\right)\left\langle K^{\dagger} f, \psi_{1 j}\right\rangle\left\langle\phi_{j}, f\right\rangle+\sum_{j \in \sigma^{c}}\left(1-a_{j}\right)\left\langle K^{\dagger} f, \psi_{2 j}\right\rangle\left\langle\phi_{j}, f\right\rangle\right) \\
& =\|
\end{aligned} \begin{aligned}
& \sum_{j \in \sigma}\left(1-a_{j}\right)\left\langle K^{\dagger} f, \psi_{1 j}\right\rangle \phi_{j}+\sum_{j \in \sigma^{c}}\left(1-a_{j}\right)\left\langle K^{\dagger} f, \psi_{2 j}\right\rangle \phi_{j} \|^{2} \\
& \quad+\operatorname{Re}\left(\sum_{j \in \sigma} a_{j}\left\langle K^{\dagger} f, \psi_{1 j}\right\rangle\left\langle\phi_{j}, f\right\rangle+\sum_{j \in \sigma^{c}} a_{j}\left\langle K^{\dagger} f, \psi_{2 j}\right\rangle\left\langle\phi_{j}, f\right\rangle\right)
\end{aligned}
$$

For the inequality in Equation (1), we apply Lemma 3 again,

$$
\begin{align*}
\left\|P_{1} K^{\dagger} f\right\|^{2} & \geq\left(\lambda-\frac{\lambda^{2}}{4}\right)\|f\|^{2}-\lambda \operatorname{Re}\left\langle P_{2} K^{\dagger} f, f\right\rangle  \tag{4}\\
& =\left(\lambda-\frac{\lambda^{2}}{4}\right) \operatorname{Re}\left\langle P_{1} K^{\dagger} f+P_{2} K^{\dagger} f, f\right\rangle-\lambda \operatorname{Re}\left\langle P_{2} K^{\dagger} f, f\right\rangle \\
& =\left(\lambda-\frac{\lambda^{2}}{4}\right) \operatorname{Re}\left\langle P_{1} K^{\dagger} f, f\right\rangle-\frac{\lambda^{2}}{4} \operatorname{Re}\left\langle P_{2} K^{\dagger} f, f\right\rangle
\end{align*}
$$

Thus, for any $f \in \operatorname{Range}(K)$,

$$
\begin{aligned}
& \left\|\sum_{j \in \sigma} a_{j}\left\langle K^{\dagger} f, \psi_{1 j}\right\rangle \phi_{j}+\sum_{j \in \sigma^{c}} a_{j}\left\langle K^{\dagger} f, \psi_{2 j}\right\rangle \phi_{j}\right\|^{2} \\
& \quad+\operatorname{Re}\left(\sum_{j \in \sigma}\left(1-a_{j}\right)\left\langle K^{\dagger} f, \psi_{1 j}\right\rangle\left\langle\phi_{j}, f\right\rangle+\sum_{j \in \sigma^{c}}\left(1-a_{j}\right)\left\langle K^{\dagger} f, \psi_{2 j}\right\rangle\left\langle\phi_{j}, f\right\rangle\right) \\
& \geq\left(\lambda-\frac{\lambda^{2}}{4}\right) \operatorname{Re}\left\langle P_{1} K^{\dagger} f, f\right\rangle+\left(1-\frac{\lambda^{2}}{4}\right) \operatorname{Re}\left\langle P_{2} K^{\dagger} f, f\right\rangle \\
& =\left(\lambda-\frac{\lambda^{2}}{4}\right) \operatorname{Re}\left(\sum_{j \in \sigma} a_{j}\left\langle K^{\dagger} f, \psi_{1 j}\right\rangle\left\langle\phi_{j}, f\right\rangle+\sum_{j \in \sigma^{c}} a_{j}\left\langle K^{\dagger} f, \psi_{2 j}\right\rangle\left\langle\phi_{j}, f\right\rangle\right) \\
& \quad+\left(1-\frac{\lambda^{2}}{4}\right) \operatorname{Re}\left(\sum_{j \in \sigma}\left(1-a_{j}\right)\left\langle K^{\dagger} f, \psi_{1 j}\right\rangle\left\langle\phi_{j}, f\right\rangle+\sum_{j \in \sigma^{c}}\left(1-a_{j}\right)\left\langle K^{\dagger} f, \psi_{2 j}\right\rangle\left\langle\phi_{j}, f\right\rangle\right) .
\end{aligned}
$$

(ii) The proof is similar to (i), so we omit the details.

Corollary 1. Suppose that two frames $\Psi_{1}=\left\{\psi_{1 j}\right\}_{j \in \mathbb{J}}$ and $\Psi_{2}=\left\{\psi_{2 j}\right\}_{j \in \mathbb{J}}$ in $\mathbb{H}$ are woven. Then, for any $f \in \mathbb{H}$, for all $\sigma \subset \mathbb{J}$ and all $\lambda \in \mathbb{R}$, we have

$$
\begin{aligned}
& \sum_{j \in \sigma^{c}}\left|\left\langle f, \psi_{2 j}\right\rangle\right|^{2}+\sum_{j \in \sigma}\left|\left\langle S_{\Psi_{1}}^{\sigma} f, S_{\Psi_{1} \Psi_{2}}^{-1} \psi_{1 j}\right\rangle\right|^{2}+\sum_{j \in \sigma^{c}}\left|\left\langle S_{\Psi_{1}}^{\sigma} f, S_{\Psi_{1} \Psi_{2}}^{-1} \psi_{2 j}\right\rangle\right|^{2} \\
&=\sum_{j \in \sigma}\left|\left\langle f, \psi_{1 j}\right\rangle\right|^{2}+\sum_{j \in \sigma}\left|\left\langle S_{\Psi_{2}}^{\sigma^{c}} f, S_{\Psi_{1} \Psi_{2}}^{-1} \psi_{1 j}\right\rangle\right|^{2}+\sum_{j \in \sigma^{c}}\left|\left\langle S_{\Psi_{2}}^{\sigma^{c}} f, S_{\Psi_{1} \Psi_{2}}^{-1} \psi_{2 j}\right\rangle\right|^{2} \\
& \quad \geq\left(\lambda-\frac{\lambda^{2}}{4}\right) \sum_{j \in \sigma}\left|\left\langle f, \psi_{1 j}\right\rangle\right|^{2}+\left(1-\frac{\lambda^{2}}{4}\right) \sum_{j \in \sigma^{c}}\left|\left\langle f, \psi_{2 j}\right\rangle\right|^{2} .
\end{aligned}
$$

Proof. Letting $K^{+}=\mathrm{Id}_{\mathbb{H}}$ and

$$
\phi_{j}= \begin{cases}S_{\Psi_{1} \Psi_{2}}^{-1 / 2} \psi_{1 j}, & j \in \sigma \\ S_{\Psi_{1} \Psi_{2}}^{-1 / 2} \psi_{2 j}, & j \in \sigma^{c} .\end{cases}
$$

In addition, taking $S_{\Psi_{1} \Psi_{2}}^{-1 / 2} \psi_{1 j}, S_{\Psi_{1} \Psi_{2}}^{-1 / 2} \psi_{2 j}$ and $S_{\Psi_{1} \Psi_{2}}^{1 / 2} f$ instead of $\psi_{1 j}, \psi_{2 j}$ and $f$ respectively in (i) of Theorem 1 leads to

$$
\begin{align*}
& \left\|\sum_{j \in \sigma} a_{j}\left\langle f, \psi_{1 j}\right\rangle S_{\Psi_{1} \Psi_{2}}^{-1 / 2} \psi_{1 j}+\sum_{j \in \sigma^{c}} a_{j}\left\langle f, \psi_{2 j}\right\rangle S_{\Psi_{1} \Psi_{2}}^{-1 / 2} \psi_{2 j}\right\|^{2} \\
& \quad+\operatorname{Re}\left(\sum_{j \in \sigma}\left(1-a_{j}\right)\left\langle f, \psi_{1 j}\right\rangle\left\langle\psi_{1 j}, f\right\rangle+\sum_{j \in \sigma^{c}}\left(1-a_{j}\right)\left\langle f, \psi_{2 j}\right\rangle\left\langle\psi_{2 j}, f\right\rangle\right) \\
& =\left\|\sum_{j \in \sigma}\left(1-a_{j}\right)\left\langle f, \psi_{1 j}\right\rangle S_{\Psi_{1} \Psi_{2}}^{-1 / 2} \psi_{1 j}+\sum_{j \in \sigma^{c}}\left(1-a_{j}\right)\left\langle f, \psi_{2 j}\right\rangle S_{\Psi_{1} \Psi_{2}}^{-1 / 2} \psi_{2 j}\right\|^{2} \\
& \quad+\operatorname{Re}\left(\sum_{j \in \sigma} a_{j}\left\langle f, \psi_{1 j}\right\rangle\left\langle\psi_{1 j}, f\right\rangle+\sum_{j \in \sigma^{c}} a_{j}\left\langle f, \psi_{2 j}\right\rangle\left\langle\psi_{2 j}, f\right\rangle\right) \\
& \geq\left(\lambda-\frac{\lambda^{2}}{4}\right) \operatorname{Re}\left(\sum_{j \in \sigma} a_{j}\left\langle f, \psi_{1 j}\right\rangle\left\langle\psi_{1 j}, f\right\rangle+\sum_{j \in \sigma^{c}} a_{j}\left\langle f, \psi_{2 j}\right\rangle\left\langle\psi_{2 j}, f\right\rangle\right) \\
& \quad+\left(1-\frac{\lambda^{2}}{4}\right) \operatorname{Re}\left(\sum_{j \in \sigma}\left(1-a_{j}\right)\left\langle f, \psi_{1 j}\right\rangle\left\langle\psi_{1 j}, f\right\rangle+\sum_{j \in \sigma^{c}}\left(1-a_{j}\right)\left\langle f, \psi_{2 j}\right\rangle\left\langle\psi_{2 j}, f\right\rangle\right) . \tag{5}
\end{align*}
$$

A direction calculation shows that

$$
\begin{align*}
\left\|\sum_{j \in \sigma}\left\langle f, \psi_{1 j}\right\rangle S_{\Psi_{1} \Psi_{2}}^{-1 / 2} \psi_{1 j}\right\|^{2} & =\left\|S_{\Psi_{1} \Psi_{2}}^{-1 / 2} \sum_{j \in \sigma}\left\langle f, \psi_{1 j}\right\rangle \psi_{1 j}\right\|^{2}=\left\|S_{\Psi_{1} \Psi_{2}}^{-1 / 2} S_{\Psi_{1}}^{\sigma} f\right\|^{2} \\
& =\left\langle S_{\Psi_{1} \Psi_{2}}^{-1 / 2} S_{\Psi_{1}}^{\sigma} f, S_{\Psi_{1} \Psi_{2}}^{-1 / 2} S_{\Psi_{1}}^{\sigma} f\right\rangle=\left\langle S_{\Psi_{1} \Psi_{2}} S_{\Psi_{1} \Psi_{2}}^{-1} S_{\Psi_{1}}^{\sigma} f, S_{\Psi_{1} \Psi_{2}}^{-1} S_{\Psi_{1}}^{\sigma} f\right\rangle \\
& =\sum_{j \in \sigma}\left\langle S_{\Psi_{1} \Psi_{2}}^{-1} S_{\Psi_{1}}^{\sigma} f, \psi_{1 j}\right\rangle\left\langle\psi_{1 j}, S_{\Psi_{1} \Psi_{2}}^{-1} S_{\Psi_{1}}^{\sigma} f\right\rangle+\sum_{j \in \sigma^{c}}\left\langle S_{\Psi_{1} \Psi_{2}}^{-1} S_{\Psi_{1}}^{\sigma} f, \psi_{2 j}\right\rangle\left\langle\psi_{2 j}, S_{\Psi_{1} \Psi_{2}}^{-1} S_{\Psi_{1}}^{\sigma} f\right\rangle \\
& =\sum_{j \in \sigma}\left|\left\langle S_{\Psi_{1}}^{\sigma} f, S_{\Psi_{1} \Psi_{2}}^{-1} \psi_{1 j}\right\rangle\right|^{2}+\sum_{j \in \sigma^{c}}\left|\left\langle S_{\Psi_{1}}^{\sigma} f, S_{\Psi_{1} \Psi_{2}}^{-1} \psi_{2 j}\right\rangle\right|^{2}, \tag{6}
\end{align*}
$$

and, similarly,

$$
\begin{equation*}
\left\|\sum_{j \in \sigma^{c}}\left\langle f, \psi_{2 j}\right\rangle S_{\Psi_{1} \Psi_{2}}^{-1 / 2} \psi_{2 j}\right\|^{2}=\sum_{j \in \sigma}\left|\left\langle S_{\Psi_{2}}^{\sigma^{c}} f, S_{\Psi_{1} \Psi_{2}}^{-1} \psi_{1 j}\right\rangle\right|^{2}+\sum_{j \in \sigma^{c}}\left|\left\langle S_{\Psi_{2}}^{\sigma^{c}} f, S_{\Psi_{1} \Psi_{2}}^{-1} \psi_{2 j}\right\rangle\right|^{2} \tag{7}
\end{equation*}
$$

Thus, the result follows if, in Equation (5), we take $a_{j}= \begin{cases}1, & j \in \sigma, \\ 0, & j \in \sigma^{c} .\end{cases}$
Corollary 2. Suppose that two frames $\Psi_{1}=\left\{\psi_{1 j}\right\}_{j \in \mathbb{J}}$ and $\Psi_{2}=\left\{\psi_{2 j}\right\}_{j \in \mathbb{J}}$ in $\mathbb{H}$ are woven. Then, for any $\sigma \subset \mathbb{J}$, for all $\lambda \in \mathbb{R}$ and all $f \in \mathbb{H}$, we have

$$
\begin{aligned}
& \left\|\sum_{j \in \sigma}\left\langle f, \phi_{j}\right\rangle \psi_{1 j}\right\|^{2}+\operatorname{Re} \sum_{j \in \sigma^{c}}\left\langle f, \phi_{j}\right\rangle\left\langle\psi_{2 j}, f\right\rangle \\
& \quad=\left\|\sum_{j \in \sigma^{c}}\left\langle f, \phi_{j}\right\rangle \psi_{2 j}\right\|^{2}+\operatorname{Re} \sum_{j \in \sigma}\left\langle f, \phi_{j}\right\rangle\left\langle\psi_{1 j}, f\right\rangle \\
& \quad \geq\left(2 \lambda-\lambda^{2}\right) \operatorname{Re} \sum_{j \in \sigma}\left\langle f, \phi_{j}\right\rangle\left\langle\psi_{1 j}, f\right\rangle+\left(1-\lambda^{2}\right) \operatorname{Re} \sum_{j \in \sigma^{c}}\left\langle f, \phi_{j}\right\rangle\left\langle\psi_{2 j}, f\right\rangle,
\end{aligned}
$$

where $\Phi=\left\{\phi_{j}\right\}_{j \in \mathbb{J}}$ is an alternate dual of $\left\{\psi_{1 j}\right\}_{j \in \sigma} \cup\left\{\psi_{2 j}\right\}_{j \in \sigma^{c}}$.
Proof. The result follows immediately from (ii) in Theorem 1 when taking $K^{+}=\operatorname{Id}_{\mathbb{H}}$ and

$$
a_{j}= \begin{cases}1, & j \in \sigma \\ 0, & j \in \sigma^{c}\end{cases}
$$

Suppose that two frames $\Psi_{1}=\left\{\psi_{1 j}\right\}_{j \in \mathbb{J}}$ and $\Psi_{2}=\left\{\psi_{2 j}\right\}_{j \in \mathbb{J}}$ in $\mathbb{H}$ are 1-woven. For any $\sigma \subset \mathbb{J}$ and any $j \in \mathbb{J}$, taking $\phi_{j}=\left\{\begin{array}{ll}\psi_{1 j}, & j \in \sigma, \\ \psi_{2 j}, & j \in \sigma^{c} .\end{array}\right.$ Then, obviously, $\Phi=\left\{\phi_{j}\right\}_{j \in \mathbb{J}}$ is an alternate dual of the frame $\left\{\psi_{1 j}\right\}_{j \in \sigma} \cup\left\{\psi_{2 j}\right\}_{j \in \sigma^{c}}$. Thus, Corollary 2 provides us a direct consequence as follows.

Corollary 3. Let the two frames $\Psi_{1}=\left\{\psi_{1 j}\right\}_{j \in \mathbb{J}}$ and $\Psi_{2}=\left\{\psi_{2 j}\right\}_{j \in \mathbb{J}}$ in $\mathbb{H}$ be 1-woven. Then, for any $\sigma \subset \mathbb{J}$, for all $\lambda \in \mathbb{R}$ and all $f \in \mathbb{H}$, we have

$$
\begin{aligned}
\left\|\sum_{j \in \sigma}\left\langle f, \psi_{1 j}\right\rangle \psi_{1 j}\right\|^{2}+\sum_{j \in \sigma^{c}}\left|\left\langle f, \psi_{2 j}\right\rangle\right|^{2} & =\left\|\sum_{j \in \sigma^{c}}\left\langle f, \psi_{2 j}\right\rangle \psi_{2 j}\right\|^{2}+\sum_{j \in \sigma}\left|\left\langle f, \psi_{1 j}\right\rangle\right|^{2} \\
& \geq\left(2 \lambda-\lambda^{2}\right) \sum_{j \in \sigma}\left|\left\langle f, \psi_{1 j}\right\rangle\right|^{2}+\left(1-\lambda^{2}\right) \sum_{j \in \sigma^{c}}\left|\left\langle f, \psi_{2 j}\right\rangle\right|^{2} .
\end{aligned}
$$

Remark 1. Corollaries 1 and 2 are respectively Theorems 7 and 9 in [34], and Theorem 5 in [34] can be obtained if we put $\lambda=\frac{1}{2}$ in Corollary 3 .

Theorem 2. Suppose that $K \in B(\mathbb{H})$ has a closed range and that $K$-frames $\Psi_{1}=\left\{\psi_{1 j}\right\}_{j \in \mathbb{J}}$ and $\Psi_{2}=\left\{\psi_{2 j}\right\}_{j \in \mathbb{J}}$ in $\mathbb{H}$ are K-woven. Then, for any $f \in \operatorname{Range}(K)$, for all $\sigma \subset \mathbb{J},\left\{a_{j}\right\}_{j \in \mathbb{J}} \in \ell^{\infty}(\mathbb{J})$, and $\lambda \in \mathbb{R}$,

$$
\begin{aligned}
& \left\|\sum_{j \in \sigma} a_{j}\left\langle K^{\dagger} f, \psi_{1 j}\right\rangle \phi_{j}+\sum_{j \in \sigma^{c}} a_{j}\left\langle K^{\dagger} f, \psi_{2 j}\right\rangle \phi_{j}\right\|^{2}+\left\|\sum_{j \in \sigma}\left(1-a_{j}\right)\left\langle K^{\dagger} f, \psi_{1 j}\right\rangle \phi_{j}+\sum_{j \in \sigma^{c}}\left(1-a_{j}\right)\left\langle K^{\dagger} f, \psi_{2 j}\right\rangle \phi_{j}\right\|^{2} \\
& \geq\left(2 \lambda-\frac{\lambda^{2}}{2}-1\right) \operatorname{Re}\left(\sum_{j \in \sigma} a_{j}\left\langle K^{\dagger} f, \psi_{1 j}\right\rangle\left\langle\phi_{j}, f\right\rangle+\sum_{j \in \sigma^{c}} a_{j}\left\langle K^{\dagger} f, \psi_{2 j}\right\rangle\left\langle\phi_{j}, f\right\rangle\right) \\
& \quad+\left(1-\frac{\lambda^{2}}{2}\right) \operatorname{Re}\left(\sum_{j \in \sigma}\left(1-a_{j}\right)\left\langle K^{\dagger} f, \psi_{1 j}\right\rangle\left\langle\phi_{j}, f\right\rangle+\sum_{j \in \sigma^{c}}\left(1-a_{j}\right)\left\langle K^{\dagger} f, \psi_{2 j}\right\rangle\left\langle\phi_{j}, f\right\rangle\right)
\end{aligned}
$$

where $\Phi=\left\{\phi_{j}\right\}_{j \in \mathbb{J}}$ is a $K$-dual of $\left\{\psi_{1 j}\right\}_{j \in \sigma} \cup\left\{\psi_{2 j}\right\}_{j \in \sigma^{c}}$.
Moreover, if $\left(P_{1} K^{\dagger}\right)^{*} P_{2} K^{\dagger}$ is a positive operator, then

$$
\begin{aligned}
& \left\|\sum_{j \in \sigma} a_{j}\left\langle K^{\dagger} f, \psi_{1 j}\right\rangle \phi_{j}+\sum_{j \in \sigma^{c}} a_{j}\left\langle K^{\dagger} f, \psi_{2 j}\right\rangle \phi_{j}\right\|^{2} \\
& \quad+\left\|\sum_{j \in \sigma}\left(1-a_{j}\right)\left\langle K^{\dagger} f, \psi_{1 j}\right\rangle \phi_{j}+\sum_{j \in \sigma^{c}}\left(1-a_{j}\right)\left\langle K^{\dagger} f, \psi_{2 j}\right\rangle \phi_{j}\right\|^{2} \leq\|f\|^{2}
\end{aligned}
$$

for any $f \in \operatorname{Range}(K)$, where $P_{1}$ and $P_{2}$ are given in Equation (2).
Proof. For any $f \in \operatorname{Range}(K)$, for all $\sigma \subset \mathbb{J},\left\{a_{j}\right\}_{j \in \mathbb{J}} \in \ell^{\infty}(\mathbb{J})$, and $\lambda \in \mathbb{R}$, we know, by combining Equation (3) and Lemma 3, that

$$
\begin{aligned}
& \left\|\sum_{j \in \sigma} a_{j}\left\langle K^{\dagger} f, \psi_{1 j}\right\rangle \phi_{j}+\sum_{j \in \sigma^{c}} a_{j}\left\langle K^{\dagger} f, \psi_{2 j}\right\rangle \phi_{j}\right\|^{2}+\left\|\sum_{j \in \sigma}\left(1-a_{j}\right)\left\langle K^{\dagger} f, \psi_{1 j}\right\rangle \phi_{j}+\sum_{j \in \sigma^{c}}\left(1-a_{j}\right)\left\langle K^{\dagger} f, \psi_{2 j}\right\rangle \phi_{j}\right\|^{2} \\
& =\left\|P_{1} K^{\dagger} f\right\|^{2}+\left\|P_{2} K^{\dagger} f\right\|^{2}=2\left\|P_{2} K^{\dagger} f\right\|^{2}+\operatorname{Re}\left\langle P_{1} K^{\dagger} f, f\right\rangle-\operatorname{Re}\left\langle P_{2} K^{\dagger} f, f\right\rangle \\
& \geq\left(2-\frac{\lambda^{2}}{2}\right)\|f\|^{2}-(4-2 \lambda) \operatorname{Re}\left\langle P_{1} K^{\dagger} f, f\right\rangle+\operatorname{Re}\left\langle P_{1} K^{\dagger} f, f\right\rangle-\operatorname{Re}\left\langle P_{2} K^{\dagger} f, f\right\rangle \\
& =\left(2 \lambda-\frac{\lambda^{2}}{2}-1\right) \operatorname{Re}\left\langle P_{1} K^{\dagger} f, f\right\rangle+\left(1-\frac{\lambda^{2}}{2}\right) \operatorname{Re}\left\langle P_{2} K^{\dagger} f, f\right\rangle \\
& =\left(2 \lambda-\frac{\lambda^{2}}{2}-1\right) \operatorname{Re}\left(\sum_{j \in \sigma} a_{j}\left\langle K^{\dagger} f, \psi_{1 j}\right\rangle\left\langle\phi_{j}, f\right\rangle+\sum_{j \in \sigma^{c}} a_{j}\left\langle K^{\dagger} f, \psi_{2 j}\right\rangle\left\langle\phi_{j}, f\right\rangle\right) \\
& \quad \quad+\left(1-\frac{\lambda^{2}}{2}\right) \operatorname{Re}\left(\sum_{j \in \sigma}\left(1-a_{j}\right)\left\langle K^{\dagger} f, \psi_{1 j}\right\rangle\left\langle\phi_{j}, f\right\rangle+\sum_{j \in \sigma^{c}}\left(1-a_{j}\right)\left\langle K^{\dagger} f, \psi_{2 j}\right\rangle\left\langle\phi_{j}, f\right\rangle\right)
\end{aligned}
$$

For the "Moreover" part, we have for any $f \in \operatorname{Range}(K)$ that

$$
\begin{aligned}
\left\|P_{1} K^{\dagger} f\right\|^{2} & =\left\|P_{2} K^{\dagger} f\right\|^{2}-\operatorname{Re}\left\langle P_{2} K^{\dagger} f, f\right\rangle+\operatorname{Re}\left\langle P_{1} K^{\dagger} f, f\right\rangle \\
& =\operatorname{Re}\left\langle P_{2} K^{\dagger} f, P_{2} K^{\dagger} f\right\rangle-\operatorname{Re}\left\langle P_{2} K^{\dagger} f, f\right\rangle+\operatorname{Re}\left\langle P_{1} K^{\dagger} f, f\right\rangle \\
& =-\left(\operatorname{Re}\left\langle P_{2} K^{\dagger} f, P_{1} K^{\dagger} f+P_{2} K^{\dagger} f\right\rangle-\operatorname{Re}\left\langle P_{2} K^{\dagger} f, P_{2} K^{\dagger} f\right\rangle\right)+\operatorname{Re}\left\langle P_{1} K^{\dagger} f, f\right\rangle \\
& =-\operatorname{Re}\left\langle P_{2} K^{\dagger} f, P_{1} K^{\dagger} f\right\rangle+\operatorname{Re}\left\langle P_{1} K^{\dagger} f, f\right\rangle \leq \operatorname{Re}\left\langle P_{1} K^{\dagger} f, f\right\rangle .
\end{aligned}
$$

With a similar discussion, we can show that $\left\|P_{2} K^{\dagger} f\right\|^{2} \leq \operatorname{Re}\left\langle P_{2} K^{\dagger} f, f\right\rangle$. Thus,

$$
\begin{aligned}
& \left\|\sum_{j \in \sigma} a_{j}\left\langle K^{\dagger} f, \psi_{1 j}\right\rangle \phi_{j}+\sum_{j \in \sigma^{c}} a_{j}\left\langle K^{\dagger} f, \psi_{2 j}\right\rangle \phi_{j}\right\|^{2}+\left\|\sum_{j \in \sigma}\left(1-a_{j}\right)\left\langle K^{\dagger} f, \psi_{1 j}\right\rangle \phi_{j}+\sum_{j \in \sigma^{c}}\left(1-a_{j}\right)\left\langle K^{\dagger} f, \psi_{2 j}\right\rangle \phi_{j}\right\|^{2} \\
& \leq \operatorname{Re}\left\langle P_{1} K^{\dagger} f, f\right\rangle+\operatorname{Re}\left\langle P_{2} K^{\dagger} f, f\right\rangle=\operatorname{Re}\left\langle P_{1} K^{\dagger} f+P_{2} K^{\dagger} f, f\right\rangle=\|f\|^{2}
\end{aligned}
$$

Corollary 4. Suppose that two frames $\Psi_{1}=\left\{\psi_{1 j}\right\}_{j \in \mathbb{J}}$ and $\Psi_{2}=\left\{\psi_{2 j}\right\}_{j \in \mathbb{J}}$ in $\mathbb{H}$ are woven. Then, for any $\sigma \subset \mathbb{J}$, for all $\lambda \in \mathbb{R}$ and all $f \in \mathbb{H}$, we have

$$
\begin{align*}
(2 \lambda- & \left.\frac{\lambda^{2}}{2}-1\right) \sum_{j \in \sigma}\left|\left\langle f, \psi_{1 j}\right\rangle\right|^{2}+\left(1-\frac{\lambda^{2}}{2}\right) \sum_{j \in \sigma^{c}}\left|\left\langle f, \psi_{2 j}\right\rangle\right|^{2} \\
\leq & \sum_{j \in \sigma}\left|\left\langle S_{\Psi_{1}}^{\sigma} f, S_{\Psi_{1} \Psi_{2}}^{-1} \psi_{1 j}\right\rangle\right|^{2}+\sum_{j \in \sigma^{c}}\left|\left\langle S_{\Psi_{1}}^{\sigma} f, S_{\Psi_{1} \Psi_{2}}^{-1} \psi_{2 j}\right\rangle\right|^{2} \\
& +\sum_{j \in \sigma}\left|\left\langle S_{\Psi_{2}}^{\sigma_{2}^{c}} f, S_{\Psi_{1} \Psi_{2}}^{-1} \psi_{1 j}\right\rangle\right|^{2}+\sum_{j \in \sigma^{c}}\left|\left\langle S_{\Psi_{2}}^{\sigma_{2}^{c}} f, S_{\Psi_{1} \Psi_{2}}^{-1} \psi_{2 j}\right\rangle\right|^{2} \\
\leq & \sum_{j \in \sigma}\left|\left\langle f, \psi_{1 j}\right\rangle\right|^{2}+\sum_{j \in \sigma^{c}}\left|\left\langle f, \psi_{2 j}\right\rangle\right|^{2} . \tag{8}
\end{align*}
$$

Proof. Letting $K^{+}=\mathrm{Id}_{\mathbb{H}}$ and for any $\sigma \subset \mathbb{J}$, taking

$$
a_{j}=\left\{\begin{array}{ll}
1, & j \in \sigma, \\
0, & j \in \sigma^{c},
\end{array} \quad \phi_{j}= \begin{cases}S_{\Psi_{1} \Psi_{2}}^{-1 / 2} \psi_{1 j}, & j \in \sigma \\
S_{\Psi_{1} \Psi_{2}}^{-1 / 2} \psi_{2 j}, & j \in \sigma^{c}\end{cases}\right.
$$

If, now, we replace $\psi_{1 j}, \psi_{2 j}$ and $f$ in the left-hand inequality of Theorem 2 respectively by $S_{\Psi_{1} \Psi_{2}}^{-1 / 2} \psi_{1 j}$, $S_{\Psi_{1} \Psi_{2}}^{-1 / 2} \psi_{2 j}$ and $S_{\Psi_{1} \Psi_{2}}^{1 / 2} f$, then

$$
\begin{aligned}
& \left\|\sum_{j \in \sigma}\left\langle f, \psi_{1 j}\right\rangle S_{\Psi_{1} \Psi_{2}}^{-1 / 2} \psi_{1 j}\right\|^{2}+\left\|\sum_{j \in \sigma^{c}}\left\langle f, \psi_{2 j}\right\rangle S_{\Psi_{1} \Psi_{2}}^{-1 / 2} \psi_{2 j}\right\|^{2} \\
& \quad \geq\left(2 \lambda-\frac{\lambda^{2}}{2}-1\right) \operatorname{Re} \sum_{j \in \sigma}\left\langle f, \psi_{1 j}\right\rangle\left\langle\psi_{1 j}, f\right\rangle+\left(1-\frac{\lambda^{2}}{2}\right) \operatorname{Re} \sum_{j \in \sigma^{c}}\left\langle f, \psi_{2 j}\right\rangle\left\langle\psi_{2 j}, f\right\rangle \\
& \quad=\left(2 \lambda-\frac{\lambda^{2}}{2}-1\right) \sum_{j \in \sigma}\left|\left\langle f, \psi_{1 j}\right\rangle\right|^{2}+\left(1-\frac{\lambda^{2}}{2}\right) \sum_{j \in \sigma^{c}}\left|\left\langle f, \psi_{2 j}\right\rangle\right|^{2} .
\end{aligned}
$$

This along with Equations (6) and (7) gives the left-hand inequality in Equation (8), and the proof of the right-hand inequality is similar and we omit the details.

Theorem 3. Suppose that $K \in B(\mathbb{H})$ has a closed range and that $K$-frames $\Psi_{1}=\left\{\psi_{1 j}\right\}_{j \in \mathbb{J}}$ and $\Psi_{2}=\left\{\psi_{2 j}\right\}_{j \in \mathbb{J}}$ in $\mathbb{H}$ are K-woven. Then, for all $\sigma \subset \mathbb{J}$, for any $\left\{a_{j}\right\}_{j \in \mathbb{J}} \in \ell^{\infty}(\mathbb{J}), \lambda \in \mathbb{R}$ and $f \in \operatorname{Range}(K)$,

$$
\begin{aligned}
& \operatorname{Re}\left(\sum_{j \in \sigma} a_{j}\left\langle K^{\dagger} f, \psi_{1 j}\right\rangle\left\langle\phi_{j}, f\right\rangle+\sum_{j \in \sigma^{c}} a_{j}\left\langle K^{\dagger} f, \psi_{2 j}\right\rangle\left\langle\phi_{j}, f\right\rangle\right)-\left\|\sum_{j \in \sigma} a_{j}\left\langle K^{\dagger} f, \psi_{1 j}\right\rangle \phi_{j}+\sum_{j \in \sigma^{c}} a_{j}\left\langle K^{\dagger} f, \psi_{2 j}\right\rangle \phi_{j}\right\|^{2} \\
& \leq\left(1-\frac{\lambda}{2}\right)^{2} \operatorname{Re}\left(\sum_{j \in \sigma} a_{j}\left\langle K^{\dagger} f, \psi_{1 j}\right\rangle\left\langle\phi_{j}, f\right\rangle+\sum_{j \in \sigma^{c}} a_{j}\left\langle K^{\dagger} f, \psi_{2 j}\right\rangle\left\langle\phi_{j}, f\right\rangle\right) \\
& \quad+\frac{\lambda^{2}}{4} \operatorname{Re}\left(\sum_{j \in \sigma}\left(1-a_{j}\right)\left\langle K^{\dagger} f, \psi_{1 j}\right\rangle\left\langle\phi_{j}, f\right\rangle+\sum_{j \in \sigma^{c}}\left(1-a_{j}\right)\left\langle K^{\dagger} f, \psi_{2 j}\right\rangle\left\langle\phi_{j}, f\right\rangle\right),
\end{aligned}
$$

where $\Phi=\left\{\phi_{j}\right\}_{j \in \mathbb{J}}$ is a K -dual of $\left\{\psi_{1 j}\right\}_{j \in \sigma} \cup\left\{\psi_{2 j}\right\}_{j \in \sigma}$.
Moreover, if $\left(P_{1} K^{\dagger}\right)^{*} P_{2} K^{\dagger} \geq 0$, then

$$
\operatorname{Re}\left(\sum_{j \in \sigma} a_{j}\left\langle K^{\dagger} f, \psi_{1 j}\right\rangle\left\langle\phi_{j}, f\right\rangle+\sum_{j \in \sigma^{c}} a_{j}\left\langle K^{\dagger} f, \psi_{2 j}\right\rangle\left\langle\phi_{j}, f\right\rangle\right)-\left\|\sum_{j \in \sigma} a_{j}\left\langle K^{\dagger} f, \psi_{1 j}\right\rangle \phi_{j}+\sum_{j \in \sigma^{c}} a_{j}\left\langle K^{\dagger} f, \psi_{2 j}\right\rangle \phi_{j}\right\|^{2} \geq 0
$$

for any $f \in \operatorname{Range}(K)$, where $P_{1}$ and $P_{2}$ are given in Equation (2).
Proof. For all $\sigma \subset \mathbb{J}$, for any $\left\{a_{j}\right\}_{j \in \mathbb{J}} \in \ell^{\infty}(\mathbb{J}), \lambda \in \mathbb{R}$ and $f \in \operatorname{Range}(K)$, we see from Equation (4) that

$$
\begin{aligned}
& \operatorname{Re}\left(\sum_{j \in \sigma} a_{j}\left\langle K^{\dagger} f, \psi_{1 j}\right\rangle\left\langle\phi_{j}, f\right\rangle+\sum_{j \in \sigma^{c}} a_{j}\left\langle K^{\dagger} f, \psi_{2 j}\right\rangle\left\langle\phi_{j}, f\right\rangle\right)-\left\|\sum_{j \in \sigma} a_{j}\left\langle K^{\dagger} f, \psi_{1 j}\right\rangle \phi_{j}+\sum_{j \in \sigma^{c}} a_{j}\left\langle K^{\dagger} f, \psi_{2 j}\right\rangle \phi_{j}\right\|^{2} \\
& \quad=\operatorname{Re}\left\langle P_{1} K^{\dagger} f, f\right\rangle-\left\|P_{1} K^{\dagger} f\right\|^{2} \\
& \leq \operatorname{Re}\left\langle P_{1} K^{\dagger} f, f\right\rangle-\left(\lambda-\frac{\lambda^{2}}{4}\right) \operatorname{Re}\left\langle P_{1} K^{\dagger} f, f\right\rangle+\frac{\lambda^{2}}{4} \operatorname{Re}\left\langle P_{2} K^{\dagger} f, f\right\rangle \\
& =\left(1-\frac{\lambda}{2}\right)^{2} \operatorname{Re}\left(\sum_{j \in \sigma} a_{j}\left\langle K^{\dagger} f, \psi_{1 j}\right\rangle\left\langle\phi_{j}, f\right\rangle+\sum_{j \in \sigma^{c}} a_{j}\left\langle K^{\dagger} f, \psi_{2 j}\right\rangle\left\langle\phi_{j}, f\right\rangle\right) \\
& \quad+\frac{\lambda^{2}}{4} \operatorname{Re}\left(\sum_{j \in \sigma}\left(1-a_{j}\right)\left\langle K^{\dagger} f, \psi_{1 j}\right\rangle\left\langle\phi_{j}, f\right\rangle+\sum_{j \in \sigma^{c}}\left(1-a_{j}\right)\left\langle K^{\dagger} f, \psi_{2 j}\right\rangle\left\langle\phi_{j}, f\right\rangle\right) .
\end{aligned}
$$

Suppose now that $\left(P_{1} K^{\dagger}\right)^{*} P_{2} K^{\dagger}$ is a positive operator. Then

$$
\begin{aligned}
& \operatorname{Re}\left(\sum_{j \in \sigma} a_{j}\left\langle K^{\dagger} f, \psi_{1 j}\right\rangle\left\langle\phi_{j}, f\right\rangle+\sum_{j \in \sigma^{c}} a_{j}\left\langle K^{\dagger} f, \psi_{2 j}\right\rangle\left\langle\phi_{j}, f\right\rangle\right)-\left\|\sum_{j \in \sigma} a_{j}\left\langle K^{\dagger} f, \psi_{1 j}\right\rangle \phi_{j}+\sum_{j \in \sigma^{c}} a_{j}\left\langle K^{\dagger} f, \psi_{2 j}\right\rangle \phi_{j}\right\|^{2} \\
& \quad=\operatorname{Re}\left\langle P_{1} K^{\dagger} f, f\right\rangle-\left\|P_{1} K^{\dagger} f\right\|^{2}=\operatorname{Re}\left\langle P_{1} K^{\dagger} f, P_{1} K^{\dagger} f+P_{2} K^{\dagger} f\right\rangle-\operatorname{Re}\left\langle P_{1} K^{\dagger} f, P_{1} K^{\dagger} f\right\rangle \\
& \quad=\operatorname{Re}\left\langle P_{1} K^{\dagger} f, P_{2} K^{\dagger} f\right\rangle=\operatorname{Re}\left\langle f,\left(P_{1} K^{\dagger}\right)^{*} P_{2} K^{\dagger} f\right\rangle \geq 0 .
\end{aligned}
$$

Corollary 5. Let the two frames $\Psi_{1}=\left\{\psi_{1 j}\right\}_{j \in \mathbb{J}}$ and $\Psi_{2}=\left\{\psi_{2 j}\right\}_{j \in \mathbb{J}}$ in $\mathbb{H}$ be woven. Then, for any $\sigma \subset \mathbb{J}$, for all $\lambda \in \mathbb{R}$ and all $f \in \mathbb{H}$, we have

$$
\begin{aligned}
0 & \leq \sum_{j \in \sigma}\left|\left\langle f, \psi_{1 j}\right\rangle\right|^{2}-\sum_{j \in \sigma}\left|\left\langle S_{\Psi_{1}}^{\sigma} f, S_{\Psi_{1} \Psi_{2}}^{-1} \psi_{1 j}\right\rangle\right|^{2}-\sum_{j \in \sigma^{c}}\left|\left\langle S_{\Psi_{1}}^{\sigma} f, S_{\Psi_{1} \Psi_{2}}^{-1} \psi_{2 j}\right\rangle\right|^{2} \\
& \leq\left(1-\frac{\lambda}{2}\right)^{2} \sum_{j \in \sigma}\left|\left\langle f, \psi_{1 j}\right\rangle\right|^{2}+\frac{\lambda^{2}}{4} \sum_{j \in \sigma^{c}}\left|\left\langle f, \psi_{2 j}\right\rangle\right|^{2} .
\end{aligned}
$$

Proof. The proof is similar to Corollary 4 by using Theorem 3, so we omit it.
Remark 2. Corollaries 4 and 5 are respectively Theorems 15 and 14 in [34].
We conclude the paper with a double inequality for $K$-weaving frames stated as follows.

Theorem 4. Suppose that $K$-frames $\Psi_{1}=\left\{\psi_{1 j}\right\}_{j \in \mathbb{J}}$ and $\Psi_{2}=\left\{\psi_{2 j}\right\}_{j \in \mathbb{J}}$ in $\mathbb{H}$ are $K$-woven. Then, for any $\sigma \subset \mathbb{J}$, for all $\left\{a_{j}\right\}_{j \in \mathbb{J}} \in \ell^{\infty}(\mathbb{J})$ and all $f \in \mathbb{H}$, we have

$$
\begin{aligned}
\frac{3}{4}\|K f\|^{2} \leq & \left\|\sum_{j \in \sigma} a_{j}\left\langle f, \psi_{1 j}\right\rangle \phi_{j}+\sum_{j \in \sigma^{c}} a_{j}\left\langle f, \psi_{2 j}\right\rangle \phi_{j}\right\|^{2} \\
& \quad+\operatorname{Re}\left(\sum_{j \in \sigma}\left(1-a_{j}\right)\left\langle f, \psi_{1 j}\right\rangle\left\langle\phi_{j}, K f\right\rangle+\sum_{j \in \sigma^{c}}\left(1-a_{j}\right)\left\langle f, \psi_{2 j}\right\rangle\left\langle\phi_{j}, K f\right\rangle\right) \\
\leq & \frac{3\|K\|^{2}+\left\|P_{1}-P_{2}\right\|^{2}}{4}\|f\|^{2}
\end{aligned}
$$

where $P_{1}$ and $P_{2}$ are given in Equation (2), and $\Phi=\left\{\phi_{j}\right\}_{j \in \mathbb{J}}$ is a $K$-dual of $\left\{\psi_{1 j}\right\}_{j \in \sigma} \cup\left\{\psi_{2 j}\right\}_{j \in \sigma^{c}}$.
Proof. For any $\sigma \subset \mathbb{J}$, for all $\left\{a_{j}\right\}_{j \in \mathbb{J}} \in \ell^{\infty}(\mathbb{J})$ and all $f \in \mathbb{H}$, it is easy to check that $P_{1}+P_{2}=K$. By Lemma 1, we get

$$
\begin{aligned}
& \left\|\sum_{j \in \sigma} a_{j}\left\langle f, \psi_{1 j}\right\rangle \phi_{j}+\sum_{j \in \sigma^{c}} a_{j}\left\langle f, \psi_{2 j}\right\rangle \phi_{j}\right\|^{2}+\operatorname{Re}\left(\sum_{j \in \sigma}\left(1-a_{j}\right)\left\langle f, \psi_{1 j}\right\rangle\left\langle\phi_{j}, K f\right\rangle+\sum_{j \in \sigma^{c}}\left(1-a_{j}\right)\left\langle f, \psi_{2 j}\right\rangle\left\langle\phi_{j}, K f\right\rangle\right) \\
& \quad=\left\|P_{1} f\right\|^{2}+\operatorname{Re}\left\langle P_{2} f, K f\right\rangle \geq \frac{3}{4}\|K f\|^{2} .
\end{aligned}
$$

We also have

$$
\begin{aligned}
&\left\|\sum_{j \in \sigma} a_{j}\left\langle f, \psi_{1 j}\right\rangle \phi_{j}+\sum_{j \in \sigma^{c}} a_{j}\left\langle f, \psi_{2 j}\right\rangle \phi_{j}\right\|^{2}+\operatorname{Re}\left(\sum_{j \in \sigma}\left(1-a_{j}\right)\left\langle f, \psi_{1 j}\right\rangle\left\langle\phi_{j}, K f\right\rangle+\sum_{j \in \sigma^{c}}\left(1-a_{j}\right)\left\langle f, \psi_{2 j}\right\rangle\left\langle\phi_{j}, K f\right\rangle\right) \\
&=\left\langle P_{1} f, P_{1} f\right\rangle+\frac{1}{2}\left\langle P_{2} f, K f\right\rangle+\frac{1}{2}\left\langle K f, P_{2} f\right\rangle \\
&=\left\langle P_{1} f, P_{1} f\right\rangle+\frac{1}{2}\left\langle\left(K-P_{1}\right) f, K f\right\rangle+\frac{1}{2}\left\langle K f,\left(K-P_{1}\right) f\right\rangle \\
&=\langle K f, K f\rangle-\frac{1}{2}\left[\left\langle P_{1} f, K f\right\rangle-\left\langle P_{1} f, P_{1} f\right\rangle\right]-\frac{1}{2}\left[\left\langle K f, P_{1} f\right\rangle-\left\langle P_{1} f, P_{1} f\right\rangle\right] \\
&=\langle K f, K f\rangle-\frac{1}{2}\left\langle P_{1} f, P_{2} f\right\rangle-\frac{1}{2}\left\langle P_{2} f, P_{1} f\right\rangle \\
&=\frac{3}{4}\langle K f, K f\rangle+\frac{1}{4}\left\langle P_{1} f+P_{2} f, P_{1} f+P_{2} f\right\rangle-\frac{1}{2}\left\langle P_{1} f, P_{2} f\right\rangle-\frac{1}{2}\left\langle P_{2} f, P_{1} f\right\rangle \\
&=\frac{3}{4}\langle K f, K f\rangle+\frac{1}{4}\left\langle\left(P_{1}-P_{2}\right) f,\left(P_{1}-P_{2}\right) f\right\rangle \\
& \leq \frac{3}{4}\|K\|^{2}\|f\|^{2}+\frac{1}{4}\left\|P_{1}-P_{2}\right\|^{2}\|f\|^{2}=\frac{3\|K\|^{2}+\left\|P_{1}-P_{2}\right\|^{2}}{4}\|f\|^{2},
\end{aligned}
$$

and the proof is over.
Remark 3. Theorem 3 in [35] can be obtained when taking $K=\operatorname{Id}_{\mathbb{H}}$ in Theorem 4.

Funding: This research was funded by the National Natural Science Foundation of China under Grant Nos. 11761057 and 11561057.
Conflicts of Interest: The author declares no conflict of interest.

## References

1. Duffin, R.J.; Schaeffer, A.C. A class of nonharmonic Fourier series. Trans. Am. Math. Soc. 1952, 72, 341-366. [CrossRef]
2. Dai, F. Characterizations of function spaces on the sphere using frames. Trans. Am. Math. Soc. 2006, 359, 567-589. [CrossRef]
3. Pesenson, I.Z. Paley-Wiener-Schwartz nearly Parseval frames on noncompact symmetric spaces. In Commutative and Noncommutative Harmonic Analysis and Applications; Mayeli, A., Iosevich, A., Jorgensen, P.E.T., Ólafsson, G., Eds.; American Mathematical Society: Providence, RI, USA, 2013; Volume 603, pp. 55-71, ISBN 978-0-8218-9493-4.
4. Gazeau, J.-P. Coherent States in Quantum Physics; Wiley-VCH: Berlin, Germany, 2009.
5. Feichtinger, H.G.; Gröchenig, K. Theory and practice of irregular sampling. In Wavelets: Mathematics and Applications; Benedetto, J., Frazier, M., Eds.; CRC Press: Boca Raton, FL, USA, 1994; pp. 305-363, ISBN 978-0849382710.
6. Poon, C. A consistent and stable approach to generalized sampling. J. Fourier Anal. Appl. 2014, 20, 985-1019. [CrossRef]
7. Sun, W. Asymptotic properties of Gabor frame operators as sampling density tends to infinity. J. Funct. Anal. 2010, 258, 913-932. [CrossRef]
8. Balazs, P.; Holighaus, N.; Necciari, T.; Stoeva, D.T. Frame theory for signal processing in psychoacoustics. In Excursions in Harmonic Analysis; Balan, R., Benedetto, J., Czaja, W., Dellatorre, M., Okoudjou, K., Eds.; Birkhäuser: Cham, Switzerland, 2017; Volume 5, pp. 225-268, ISBN 978-3-319-54710-7.
9. Bölcskei, H.; Hlawatsch, F.; Feichtinger, H.G. Frame-theoretic analysis of oversampled filter banks. IEEE Trans. Signal Process. 1998, 46, 3256-3268. [CrossRef]
10. Găvruţa, L. Frames for operators. Appl. Comput. Harmon. Anal. 2012, 32, 139-144. [CrossRef]
11. Guo, X.X. Canonical dual $K$-Bessel sequences and dual $K$-Bessel generators for unitary systems of Hilbert spaces. J. Math. Anal. Appl. 2016, 444, 598-609. [CrossRef]
12. Jia, M.; Zhu, Y.C. Some results about the operator perturbation of a K-frame. Results Math. 2018, 73, 138. [CrossRef]
13. Johnson, P.S.; Ramu, G. Class of bounded operators associated with an atomic system. Tamkang J. Math. 2015, 46, 85-90. [CrossRef]
14. Poumai, K.T.; Jahan, S. Atomic systems for operators. Int. J. Wavelets Multiresolut. Inf. Process. 2019, 17, 1850066. [CrossRef]
15. Poumai, K.T.; Jahan, S. On K-Atomic Decompositions in Banach Spaces. Electron. J. Math. Anal. Appl. 2018, 6, 183-197.
16. Xiang, Z.Q.; Li, Y.M. Frame sequences and dual frames for operators. ScienceAsia 2016, 42, 222-230. [CrossRef]
17. Xiao, X.C.; Zhu, Y.C.; Găvruţa, L. Some properties of K-frames in Hilbert spaces. Results Math. 2013, 63, 1243-1255. [CrossRef]
18. Bemrose, T.; Casazza, P.G.; Gröchenig, K.; Lammers, M.C.; Lynch, R.G. Weaving frames. Oper. Matrices 2016, 10, 1093-1116. [CrossRef]
19. Casazza, P.G.; Freeman, D.; Lynch, R.G. Weaving Schauder frames. J. Approx. Theory 2016, 211, 42-60. [CrossRef]
20. Deepshikha; Vashisht, L.K. On weaving frames. Houston J. Math. 2018, 44, 887-915.
21. Khosravi, A.; Banyarani, J.S. Weaving g-frames and weaving fusion frames. Bull. Malays. Math. Sci. Soc. 2018, 42, 3111-3129. [CrossRef]
22. Rahimi, A.; Samadzadeh, Z.; Daraby, B. Frame related operators for woven frames. Int. J. Wavelets Multiresolut. Inf. Process. 2019, 17, 1950010. [CrossRef]
23. Vashisht, L.K.; Garg, S.; Deepshikha; Das, P.K. On generalized weaving frames in Hilbert spaces. Rocky Mt. J. Math. 2018, 48, 661-685. [CrossRef]
24. Vashisht, L.K.; Deepshikha. Weaving properties of generalized continuous frames generated by an iterated function system. J. Geom. Phys. 2016, 110, 282-295. [CrossRef]
25. Deepshikha; Vashisht, L.K. Weaving K-frames in Hilbert spaces. Results Math. 2018, 73, 81. [CrossRef]
26. Balan, R.; Casazza, P.G.; Edidin, D.; Kutyniok, G. A new identity for Parseval frames. Proc. Am. Math. Soc. 2007, 135, 1007-1015. [CrossRef]
27. Balan, R.; Casazza, P.G.; Edidin, D. On signal reconstruction without phase. Appl. Comput. Harmon. Anal. 2006, 20, 345-356. [CrossRef]
28. Găvruţa, P. On some identities and inequalities for frames in Hilbert spaces. J. Math. Anal. Appl. 2006, 321, 469-478. [CrossRef]
29. Jivulescu, M.A.; Găvruţa, P. Indices of sharpness for Parseval frames, quantum effects and observables. Sci. Bull. Politeh. Univ. Timiş. Trans. Math. Phys. 2015, 60, 17-29.
30. Fu, Y.L.; Zhang, W. Some new inequalities for dual continuous g -frames. Mathematics 2019, 7, 662. [CrossRef]
31. Li, D.W.; Leng, J.S. On some new inequalities for fusion frames in Hilbert spaces. Math. Inequal. Appl. 2017, 20, 889-900. [CrossRef]
32. Li, D.W.; Leng, J.S. On some new inequalities for continuous fusion frames in Hilbert spaces. Mediterr. J. Math. 2018, 15, 173. [CrossRef]
33. Poria, A. Some identities and inequalities for Hilbert-Schmidt frames. Mediterr. J. Math. 2017, 14, 59. [CrossRef]
34. Li, D.W.; Leng, J.S. New inequalities for weaving frames in Hilbert spaces. arXiv 2018, arXiv:1809.00863
35. Xiang, Z.Q. More on inequalities for weaving frames in Hilbert spaces. Mathematics 2019, 7, 141. [CrossRef]
36. Christensen, O. An Introduction to Frames and Riesz Bases; Birkhäuser: Boston, MA, USA, 2000.
(C) 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http:/ / creativecommons.org/licenses/by/4.0/).

## Article

# A New Gronwall-Bellman Inequality in Frame of Generalized Proportional Fractional Derivative 

Jehad Alzabut ${ }^{1, *}$, Weerawat Sudsutad ${ }^{2}$, Zeynep Kayar ${ }^{3}$ and Hamid Baghani ${ }^{4}$<br>1 Department of Mathematics and General Sciences, Prince Sultan University, P.O. Box 66833, 11586 Riyadh, Saudi Arabia<br>2 Department of General Education, Faculty of Science and Health Technology, Navamindradhiraj University, Bangkok 10300, Thailand<br>3 Department of Mathematics, Van Yuzuncu Yil University, 65080 Van, Turkey<br>4 Department of Mathematics, Faculty of Mathematics, University of Sistan and Baluchestan, Zahedan, Iran<br>* Correspondence: jalzabut@psu.edu.sa

Received: 19 July 2019; Accepted: 12 August 2019; Published: 15 August 2019


#### Abstract

New versions of a Gronwall-Bellman inequality in the frame of the generalized (Riemann-Liouville and Caputo) proportional fractional derivative are provided. Before proceeding to the main results, we define the generalized Riemann-Liouville and Caputo proportional fractional derivatives and integrals and expose some of their features. We prove our main result in light of some efficient comparison analyses. The Gronwall-Bellman inequality in the case of weighted function is also obtained. By the help of the new proposed inequalities, examples of Riemann-Liouville and Caputo proportional fractional initial value problems are presented to emphasize the solution dependence on the initial data and on the right-hand side.
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## 1. Introduction

Integral inequalities have been used as fabulous instruments to explore the qualitative properties of differential equations [1]. Over the years, there have appeared many inequalities which have been established by many authors such as Ostrowski type inequality, Hardy type inequality, Olsen type inequality, Gagliardo-Nirenberg type inequality, Lyapunove type inequality, Opial type inequality and Hermite-Hadamard type inequality [2,3]. However, the most common and significant inequality is the Gronwall-Bellman inequality, which they introduced in [4,5]. The Gronwall-Bellman inequality allows one to provide an estimate for a function that is known to satisfy a certain integral inequality by the solution of the corresponding integral equation. In particular, it has been employed to provide a comparison that can be used to prove uniqueness of a solution to an initial value problem (see some recent relevant papers [6-9]).

Fractional differential equations (FDEs) is a rich area of research that has widespread applications in science and engineering. Indeed, it describes a large number of nonlinear phenomena in different fields such as physics, chemistry, biology, viscoelasticity, control hypothesis, speculation, fluid dynamics, hydrodynamics, aerodynamics, information processing system networking, notable and picture processing, control theory, etc. FDEs also provide marvellous tools for the depiction of memory and inherited properties of many materials and processes. In view of recent developments, one can consequently conclude that FDEs have emerged significant achievements in the last couple of decades [10-16]. The study of integral equations in the scope of non-integer-order equations has been in the spotlight in the recent years. Many mathematicians in the field of applied and pure mathematics have dedicated their efforts to extend, generalize and refine the integral inequalities carried over
from integer order equations to the non-integer order equations. Meanwhile, different definitions of fractional derivatives have been recently introduced [17,18]. The Gronwall-Bellman inequality, which is our concern herein, has been under investigation and different versions of it have been established for different types of fractional operators [19-25].

In this paper, new versions for a Gronwall-Bellman inequality in the frame of the newly defined generalized (Riemann-Liouville and Caputo) proportional fractional derivative are provided. Before proceeding to the main results, we define the generalized Riemann-Liouville and Caputo proportional fractional derivatives and integrals and expose some of their features [26]. We prove our main result in light of some efficient comparison analysis. The Gronwall-Bellman inequality in the case of a weighted function is also obtained. By the help of the new proposed inequalities, examples of Riemann-Liouville and Caputo generalized proportional fractional initial value problems are presented to emphasize the solution dependence on the initial data and on the right-hand side. It worth mentioning that the new proposed derivative is well-behaved. Indeed, it has nonlocal character and satisfies the semigroup or the so-called index property. Besides, the resulting inequalities converge to the classical ones upon considering particular cases of the derivative. That is, our results not only extend the classical inequalities but also generalize the existing ones for non-integer-order equations.

## 2. The GPF Derivatives and Integrals

We assemble in this section some fundamental preliminaries that are used throughout the remaining part of the paper. For their justifications and proofs, the reader can consult the work in [26].

In control theory, a proportional derivative controller (PDC) for controller output $u$ at time $t$ with two tuning parameters has the algorithm

$$
u(t)=\kappa_{p} E(t)+\kappa_{d} \frac{d}{d t} E(t)
$$

where $\kappa_{p}$ is the proportional gain, $\kappa_{d}$ is the derivative gain, and $E$ is the input deviation or the error between the state variable and the process variable. Recent investigations have shown that PDC has direct incorporation in the control of complex networks models (see [27] for more details).

For $\rho \in[0,1]$, let the functions $\kappa_{0}, \kappa_{1}:[0,1] \times \mathbb{R} \rightarrow[0, \infty)$ be continuous such that for all $t \in \mathbb{R}$ we have

$$
\lim _{\rho \rightarrow 0^{+}} \kappa_{1}(\rho, t)=1, \lim _{\rho \rightarrow 0^{+}} \kappa_{0}(\rho, t)=0, \lim _{\rho \rightarrow 1^{-}} \kappa_{1}(\rho, t)=0, \lim _{\rho \rightarrow 1^{-}} \kappa_{0}(\rho, t)=1,
$$

and $\kappa_{1}(\rho, t) \neq 0, \rho \in[0,1), \kappa_{0}(\rho, t) \neq 0, \rho \in(0,1]$. Then, Anderson et al. [28] defined the proportional derivative of order $\rho$ by

$$
\begin{equation*}
D^{\rho} \xi(t)=\kappa_{1}(\rho, t) \xi(t)+\kappa_{0}(\rho, t) \xi^{\prime}(t) \tag{1}
\end{equation*}
$$

provided that the right-hand side exists at $t \in \mathbb{R}$ and $\xi^{\prime}:=\frac{d}{d t} \xi$. For the operator given in Equation (1), $\kappa_{1}$ is a type of proportional gain $\kappa_{p}, \kappa_{0}$ is a type of derivative gain $\kappa_{d}, \xi$ is the error and $u=D^{\rho} \xi$ is the controller output. The reader can consult the work in [29] for more details about the control theory of the proportional derivative and its component functions. We only consider here the case when $\kappa_{1}(\rho, t)=1-\rho$ and $\kappa_{0}(\rho, t)=\rho$. Therefore, Equation (1) becomes

$$
\begin{equation*}
D^{\rho} \xi(t)=(1-\rho) \xi(t)+\rho \xi^{\prime}(t) \tag{2}
\end{equation*}
$$

It is easy to find that $\lim _{\rho \rightarrow 0^{+}} D^{\rho} \xi(t)=\xi(t)$ and $\lim _{\rho \rightarrow 1^{-}} D^{\rho} \xi(t)=\xi^{\prime}(t)$. Thus, the derivative in Equation (2) is somehow more general than the conformable derivative, which certainly does not converge to the original functions as $\rho$ tends to 0 .

In what follows, we define the generalized proportional fractional (GPF) integral and derivative:

Definition 1 ([26]). For $0<\rho \leq 1, \alpha \in \mathbb{C}$ and $\operatorname{Re}(\alpha)>0$, the GPF integral of $\xi$ of order $\alpha$ is

$$
\begin{equation*}
\left({ }_{a} I^{\alpha, \rho} \xi\right)(t)=\frac{1}{\rho^{\alpha} \Gamma(\alpha)} \int_{a}^{t} e^{\frac{\rho-1}{\rho}(t-\tau)}(t-\tau)^{\alpha-1} \xi(\tau) d \tau=\rho^{-\alpha} e^{\frac{\rho-1}{\rho} t}\left({ }_{a} I^{\alpha}\left(e^{\frac{1-\rho}{\rho} t} \xi(t)\right)\right) \tag{3}
\end{equation*}
$$

Definition 2 ([26]). For $0<\rho \leq 1, \alpha \in \mathbb{C}, \operatorname{Re}(\alpha) \geq 0$ and $n=[\operatorname{Re}(\alpha)]+1$. Then, the Riemann-Liouville type GPF derivative of $f$ of order $\alpha$ is

$$
\begin{equation*}
\left({ }_{a} D^{\alpha, \rho} \xi\right)(t)=D^{n, \rho}{ }_{a} I^{n-\alpha, \rho} \xi(t)=\frac{D_{t}^{n, \rho}}{\rho^{n-\alpha} \Gamma(n-\alpha)} \int_{a}^{t} e^{\frac{\rho-1}{\rho}(t-\tau)}(t-\tau)^{n-\alpha-1} \xi(\tau) d \tau \tag{4}
\end{equation*}
$$

Remark 1. If we let $\rho=1$ in Definition 2, then one can obtain the left Riemann-Liouville fractional derivative [12,14,15]. Moreover, it is obvious that

$$
\lim _{\alpha \rightarrow 0}\left(D^{\alpha, \rho} \tilde{\xi}\right)(t)=\xi(t) \text { and } \lim _{\alpha \rightarrow 1}\left(D^{\alpha, \rho} \xi\right)(t)=\left(D^{\rho} \tilde{\xi}\right)(t)
$$

Proposition 1 ([26]). Let $\alpha, \beta \in \mathbb{C}$ be such that $\operatorname{Re}(\alpha) \geq 0$ and $\operatorname{Re}(\beta)>0$. Then, for any $0<\rho \leq 1$, we have
(1) $\left({ }_{a} I^{\alpha, \rho} e^{\frac{\rho-1}{\rho} t}(t-a)^{\beta-1}\right)(x)=\frac{\Gamma(\beta)}{\Gamma(\beta+\alpha) \rho^{\alpha}} e^{\frac{\rho-1}{\rho} x}(x-a)^{\alpha+\beta-1}, \quad \operatorname{Re}(\alpha)>0$.
(2) $\left({ }_{a} D^{\alpha, \rho} e^{\frac{\rho-1}{\rho} t}(t-a)^{\beta-1}\right)(x)=\frac{\rho^{\alpha} \Gamma(\beta)}{\Gamma(\beta-\alpha)} e^{\frac{\rho-1}{\rho} x}(x-a)^{\beta-1-\alpha}, \quad \operatorname{Re}(\alpha) \geq 0$.

In the following lemmas, we expose some features of Riemann-Liouville type GPF operator. The first result concerns with the index property of GPF which is of great significance.

Lemma 1 ([26]). If $0<\rho \leq 1, \operatorname{Re}(\alpha)>0$ and $\operatorname{Re}(\beta)>0$. For a continuous function $\xi$ defined on $[a, \infty)$, we have

$$
\begin{equation*}
{ }_{a} I^{\alpha, \rho}\left({ }_{a} I^{\beta, \rho} \tilde{\xi}\right)(t)={ }_{a} I^{\beta, \rho}\left({ }_{a} I^{\alpha, \rho} \xi\right)(t)=\left({ }_{a} I^{\alpha+\beta, \rho} \xi\right)(t) . \tag{5}
\end{equation*}
$$

The action of the operator ${ }_{a} D^{\alpha, \rho}$ on the integral operator is demonstrated in the following results.
Lemma 2 ([26]). Let $0<\rho \leq 1,0 \leq m<[\operatorname{Re}(\alpha)]+1$ and $\xi$ be integrable in each interval $[a, t], t>a$. Then,

$$
\begin{equation*}
{ }_{a} D^{m, \rho}\left({ }_{a} I^{\alpha, \rho} \xi\right)(t)=\left({ }_{a} I^{\alpha-m, \rho} \tilde{\xi}\right)(t) \tag{6}
\end{equation*}
$$

Corollary 1 ([26]). Let $0<\rho \leq 1,0<\operatorname{Re}(\beta)<\operatorname{Re}(\alpha)$ and $m-1<\operatorname{Re}(\beta) \leq m$. Then, we have

$$
{ }_{a} D^{\beta, \rho}\left({ }_{a} I^{\alpha, \rho} \xi\right)(t)=\left({ }_{a} I^{\alpha-\beta, \rho} \xi\right)(t)
$$

Lemma 3 ([26]). Let $f$ be integrable on $t \geq a$ and $\operatorname{Re}[\alpha]>0,0<\rho \leq 1, n=[\operatorname{Re}(\alpha)]+1$. Then, we have

$$
{ }_{a} D^{\alpha, \rho}\left({ }_{a} I^{\alpha, \rho} \xi\right)(t)=\xi(t) .
$$

Lemma 4 ([26]). Let $0<\rho \leq 1, \operatorname{Re}(\alpha)>0, n=[\operatorname{Re}(\alpha)]+1, \xi \in L_{1}(a, b)$ and $\left({ }_{a} I^{\alpha, \rho} \xi\right)(t) \in A C^{n}[a, b]$. Then,

$$
\begin{equation*}
{ }_{a} I^{\alpha, \rho}\left({ }_{a} D^{\alpha, \rho} \xi\right)(t)=\xi(t)-e^{\frac{\rho-1}{\rho}(t-a)} \sum_{j=1}^{n}\left({ }_{a} I^{j-\alpha, \rho} \xi\right)\left(a^{+}\right) \frac{(t-a)^{\alpha-j}}{\rho^{\alpha-j} \Gamma(\alpha+1-j)} . \tag{7}
\end{equation*}
$$

The GPF derivative of Caputo type is defined as follows:

Definition 3 ([26]). For $0<\rho \leq 1, \alpha \in \mathbb{C}, \operatorname{Re}(\alpha) \geq 0$ and $n=[\operatorname{Re}(\alpha)]+1$. Then, the GPF derivative of Caputo type of $\xi$ of order $\alpha$ is

$$
\begin{equation*}
\left({ }_{a}^{C} D^{\alpha, \rho} \xi\right)(t)={ }_{a} I^{n-\alpha, \rho}\left(D^{n, \rho} \xi\right)(t)=\frac{1}{\rho^{n-\alpha} \Gamma(n-\alpha)} \int_{a}^{t} e^{\frac{\rho-1}{\rho}(t-\tau)}(t-\tau)^{n-\alpha-1}\left(D^{n, \rho} \xi\right)(\tau) d \tau . \tag{8}
\end{equation*}
$$

Proposition 2 ([26]). Let $\alpha, \beta \in \mathbb{C}$ be such that $\operatorname{Re}(\alpha)>0$ and $\operatorname{Re}(\beta)>0$. Then, for any $0<\rho \leq 1$ and $n=[\operatorname{Re}(\alpha)]+1$, we have

$$
\left({ }_{a}^{C} D^{\alpha, \rho} e^{\frac{\rho-1}{\rho} t}(t-a)^{\beta-1}\right)(x)=\frac{\rho^{\alpha} \Gamma(\beta)}{\Gamma(\beta-\alpha)} e^{\frac{\rho-1}{\rho} x}(x-a)^{\beta-1-\alpha}, \quad \operatorname{Re}(\beta)>n .
$$

For $k=0,1, \ldots, n-1$, we have $\left({ }_{a}^{C} D^{\alpha, \rho} e^{\frac{\rho-1}{\rho} t}(t-a)^{k}\right)(x)=0$.
Lemma 5 ([26]). For $\rho \in(0,1], \operatorname{Re}(\alpha)>0$ and $n=[\operatorname{Re}(\alpha)]+1$. Then, we have

$$
\begin{equation*}
{ }_{a} I^{\alpha, \rho}\left({ }_{a}^{C} D^{\alpha, \rho} \xi\right)(t)=\xi(t)-e^{\frac{\rho-1}{\rho}(t-a)} \sum_{k=0}^{n-1} \frac{\left({ }_{a} D^{k, \rho} \xi\right)(a)}{\rho^{k} k!}(t-a)^{k} \tag{9}
\end{equation*}
$$

## 3. Main Results

This section is devoted to provide our main results of this paper. We formulate new versions of the Gronwall-Bellman inequality within GPF operators in Riemann-Liouville and Caputo settings.
3.1. Gronwall-Bellman Inequality via the GPF Derivative of Riemann-Liouville Type

Consider the following generalized proportional Riemann-Liouville fractional initial value problem

$$
\left\{\begin{array}{l}
\left({ }_{a} D^{\alpha, \rho} y\right)(t)=f(t, y(t)), \quad 0<\alpha \leq 1, \quad t \in[a, b]  \tag{10}\\
\lim _{t \rightarrow a^{+}}\left({ }_{a} I^{1-\alpha, \rho} y\right)(t)=y(a)=y_{a}
\end{array}\right.
$$

Applying the operator ${ }_{a} I^{\alpha, \rho}$ to both sides of Equation (10), we obtain

$$
\begin{equation*}
y(t)=e^{\frac{\rho-1}{\rho}(t-a)}(t-a)^{\alpha-1} y(a)+{ }_{a} I^{\alpha, \rho} f(t, y(t)) \tag{11}
\end{equation*}
$$

In the following, we present a comparison result for the GPF integral operator.
Theorem 1. Let $\eta$ and $\zeta$ be nonnegative continuous functions defined on $[a, b]$ and satisfying

$$
\begin{equation*}
\eta(t) \geq e^{\frac{\rho-1}{\rho}(t-a)}(t-a)^{\alpha-1} \eta(a)+{ }_{a} I^{\alpha, \rho} f(t, \eta(t)) \tag{12}
\end{equation*}
$$

and

$$
\begin{equation*}
\zeta(t) \leq e^{\frac{\rho-1}{\rho}(t-a)}(t-a)^{\alpha-1} \zeta(a)+{ }_{a} I^{\alpha, \rho} f(t, \zeta(t)) \tag{13}
\end{equation*}
$$

respectively. Suppose further that $f$ satisfies a one-sided Lipschitz condition of the form

$$
\begin{equation*}
f(t, x)-f(t, y) \leq \frac{L}{e^{\frac{\rho-1}{\rho}(a-t)}\left[e^{\frac{\rho-1}{\rho}(t-a)}(t-a)^{\alpha-1}+\frac{(t-a)^{\alpha}}{\alpha}+1\right]}(x-y), \text { for } x \geq y, \quad L>0 \tag{14}
\end{equation*}
$$

and $f(t, y)$ is nondecreasing in $y$. Then, $\eta(a) \geq \zeta(a)$ and $L<\left(1+\frac{\alpha}{(t-a)^{\alpha}}\right) \Gamma(\alpha) \rho^{\alpha} e^{-\frac{\rho-1}{\rho}(t-a)}$ imply that $\eta(t) \geq \zeta(t)$ for all $t \in[a, b]$.

Proof. We start by setting

$$
\begin{equation*}
\eta_{\varepsilon}(t)=\eta(t)+\varepsilon\left[e^{\frac{\rho-1}{\rho}(t-a)}(t-a)^{\alpha-1}+\frac{(t-a)^{\alpha}}{\alpha}+1\right], \text { for small } \varepsilon>0, \tag{15}
\end{equation*}
$$

so that we have

$$
\begin{equation*}
\eta_{\varepsilon}(a)=\eta(a)+\varepsilon>\eta(a) \text { and } \eta_{\varepsilon}(t)>\eta(t), \quad t \in[a, b] . \tag{16}
\end{equation*}
$$

It follows that

$$
\begin{aligned}
\eta_{\varepsilon}(t) & \geq e^{\frac{\rho-1}{\rho}(t-a)}(t-a)^{\alpha-1} \eta(a)+\frac{1}{\Gamma(\alpha) \rho^{\alpha}} \int_{a}^{t} e^{\frac{\rho-1}{\rho}(t-s)}(t-s)^{\alpha-1} f(s, \eta(s)) d s \\
& +\varepsilon\left[e^{\frac{\rho-1}{\rho}(t-a)}(t-a)^{\alpha-1}+\frac{(t-a)^{\alpha}}{\alpha}+1\right]
\end{aligned}
$$

or

$$
\begin{aligned}
\eta_{\varepsilon}(t) & \geq e^{\frac{\rho-1}{\rho}(t-a)}(t-a)^{\alpha-1} \eta(a)+\frac{1}{\Gamma(\alpha) \rho^{\alpha}} \int_{a}^{t} e^{\frac{\rho-1}{\rho}(t-s)}(t-s)^{\alpha-1} f(s, \eta(s)) d s \\
& -\frac{1}{\Gamma(\alpha) \rho^{\alpha}} \int_{a}^{t} e^{\frac{\rho-1}{\rho}(t-s)}(t-s)^{\alpha-1} f\left(s, \eta_{\varepsilon}(s)\right) d s \\
& +\frac{1}{\Gamma(\alpha) \rho^{\alpha}} \int_{a}^{t} e^{\frac{\rho-1}{\rho}(t-s)}(t-s)^{\alpha-1} f\left(s, \eta_{\varepsilon}(s)\right) d s \\
& +\varepsilon\left[e^{\frac{\rho-1}{\rho}(t-a)}(t-a)^{\alpha-1}+\frac{(t-a)^{\alpha}}{\alpha}+1\right] .
\end{aligned}
$$

Using the Lipschitz condition in Equation (14) and the relations in Equations (15) and (16), we obtain

$$
\begin{aligned}
\eta_{\varepsilon}(t) & \geq e^{\frac{\rho-1}{\rho}(t-a)}(t-a)^{\alpha-1} \eta_{\varepsilon}(a)-\frac{\varepsilon L}{\Gamma(\alpha) \rho^{\alpha}} \int_{a}^{t}(t-s)^{\alpha-1} d s \\
& +\frac{1}{\Gamma(\alpha) \rho^{\alpha}} \int_{a}^{t} e^{\frac{\rho-1}{\rho}(t-s)}(t-s)^{\alpha-1} f\left(s, \eta_{\varepsilon}(s)\right) d s+\varepsilon\left[\frac{(t-a)^{\alpha}}{\alpha}+1\right]
\end{aligned}
$$

Since $\int_{a}^{t}(t-s)^{\alpha-1} d s=\frac{(t-a)^{\alpha}}{\alpha}$ and $L<\left(1+\frac{\alpha}{(t-a)^{\alpha}}\right) \Gamma(\alpha) \rho^{\alpha} e^{-\frac{\rho-1}{\rho}(t+a)}$, we arrive at

$$
\eta_{\varepsilon}(t)>e^{\frac{\rho-1}{\rho}(t-a)}(t-a)^{\alpha-1} \eta_{\varepsilon}(a)+\frac{1}{\Gamma(\alpha) \rho^{\alpha}} \int_{a}^{t} e^{\frac{\rho-1}{\rho}(t-s)}(t-s)^{\alpha-1} f\left(s, \eta_{\varepsilon}(s)\right) d s
$$

The remaining part of the proof can be completed by adopting the same steps followed in the proof of Theorem 2.1 in $[30,31]$ to get $\eta_{\varepsilon}(t) \geq \zeta(t), t \in[a, b]$. However, and since $\varepsilon$ is arbitrary, we conclude that $\eta(t) \geq \zeta(t), t \in[a, b]$ holds true.

Remark 2. The Lipschitz condition in Equation (14) can be relaxed by relaxing the upper bound for the constant $L$.

For our purpose, we replace $f(t, y(t))$ in Equation (11) by $x(t) y(t)$ where $|x(t)|<1, t \in[a, b]$. Define the following operator

$$
\begin{equation*}
\Omega_{x} \phi={ }_{a} I^{\alpha, \rho} x(t) \phi(t) \tag{17}
\end{equation*}
$$

The following results are important in the proof of the main theorem. We only state these lemmas as their proofs are straightforward.

Lemma 6. For any constant $\lambda$, one has

$$
\begin{equation*}
\left|\Omega_{\lambda} e^{\frac{\rho-1}{\rho}(t-a)}(t-a)^{\alpha-1}\right| \leq \Omega_{|\lambda|} e^{\frac{\rho-1}{\rho}(t-a)}(t-a)^{\alpha-1} \tag{18}
\end{equation*}
$$

Lemma 7. For any constant $\lambda$, one has

$$
\begin{equation*}
\left|\Omega_{\lambda}^{n} e^{\frac{\rho-1}{\rho}(t-a)}(t-a)^{\alpha-1}\right|=\frac{|\lambda|^{n}(t-a)^{(n+1) \alpha-1} \Gamma(\alpha)}{\rho^{n \alpha} \Gamma((n+1) \alpha)} e^{\frac{\rho-1}{\rho}(t-a)}, \quad n=0,1,2, \cdots . \tag{19}
\end{equation*}
$$

Lemma 8. Let $\lambda>0$ be such that $|y(t)| \leq \lambda$ for $t \in[a, b]$. Then,

$$
\begin{equation*}
\left|\Omega_{y}^{n} e^{\frac{\rho-1}{\rho}(t-a)}(t-a)^{\alpha-1}\right| \leq \Omega_{\lambda}^{n} e^{\frac{\rho-1}{\rho}(t-a)}(t-a)^{\alpha-1}, \quad n=0,1,2, \cdots \tag{20}
\end{equation*}
$$

Theorems 1 and 2 together give us the desired proportional Riemann-Liouville fractional Gronwall-Bellman-type inequality.

Theorem 2. Let $y$ be a nonnegative function on $[a, b]$. Then, the GPF integral equation

$$
\begin{equation*}
y(t)=e^{\frac{\rho-1}{\rho}(t-a)}(t-a)^{\alpha-1} y(a)+{ }_{a} I^{\alpha, \rho} x(t) y(t), \quad t \in[a, b], \tag{21}
\end{equation*}
$$

has a solution

$$
\begin{equation*}
y(t)=y(a) \sum_{k=0}^{\infty} \Omega_{x}^{k} e^{\frac{\rho-1}{\rho}(t-a)}(t-a)^{\alpha-1} \tag{22}
\end{equation*}
$$

Proof. The proof is accomplished by applying the successive approximation method. Set

$$
y_{0}(t)=e^{\frac{\rho-1}{\rho}(t-a)}(t-a)^{\alpha-1} y(a)
$$

and

$$
y_{n}(t)=e^{\frac{\rho-1}{\rho}(t-a)}(t-a)^{\alpha-1} y(a)+{ }_{a} I^{\alpha, \rho} x(t) y_{n-1}(t), \quad n \geq 1 .
$$

We observe that

$$
\begin{aligned}
y_{1}(t) & =e^{\frac{\rho-1}{\rho}(t-a)}(t-a)^{\alpha-1} y(a)+{ }_{a} I^{\alpha, \rho} x(t) y_{0}(t) \\
& =y(a) \Omega_{x}^{0} e^{\frac{\rho-1}{\rho}(t-a)}(t-a)^{\alpha-1}+y(a) \Omega_{x}^{1} e^{\frac{\rho-1}{\rho}(t-a)}(t-a)^{\alpha-1}
\end{aligned}
$$

and

$$
\begin{aligned}
y_{2}(t) & =e^{\frac{\rho-1}{\rho}(t-a)}(t-a)^{\alpha-1} y(a)+{ }_{a} I^{\alpha, \rho} x(t) y_{1}(t) \\
& =y(a) \Omega_{x}^{0} e^{\frac{\rho-1}{\rho}(t-a)}(t-a)^{\alpha-1}+\Omega_{x}^{1}\left[y(a) \Omega_{x}^{0} e^{\frac{\rho-1}{\rho}(t-a)}(t-a)^{\alpha-1}+y(a) \Omega_{x}^{1} e^{\frac{\rho-1}{\rho}(t-a)}(t-a)^{\alpha-1}\right] \\
& =y(a) \Omega_{x}^{0} e^{\frac{\rho-1}{\rho}(t-a)}(t-a)^{\alpha-1}+y(a) \Omega_{x}^{1} e^{\frac{\rho-1}{\rho}(t-a)}(t-a)^{\alpha-1}+y(a) \Omega_{x}^{2} e^{\frac{\rho-1}{\rho}(t-a)}(t-a)^{\alpha-1} .
\end{aligned}
$$

It follows inductively that

$$
\begin{equation*}
y_{n}(t)=y(a) \sum_{k=0}^{n} \Omega_{x}^{k} e^{\frac{\rho-1}{\rho}(t-a)}(t-a)^{\alpha-1}, \quad n \geq 0 \tag{23}
\end{equation*}
$$

Formally, taking the limit as $n \rightarrow \infty$ to obtain

$$
\begin{equation*}
y(t)=y(a) \sum_{k=0}^{\infty} \Omega_{x}^{k} e^{\frac{\rho-1}{\rho}(t-a)}(t-a)^{\alpha-1} . \tag{24}
\end{equation*}
$$

We use Lemmas 6-8, the comparison test and the d'Alembert ratio test to show the absolute convergence of the series in Equation (24). Indeed, the infinite series

$$
\sum_{n=0}^{\infty} \frac{\lambda^{n}(t-a)^{(n+1) \alpha-1} \Gamma(\alpha)}{\rho^{n \alpha} \Gamma((n+1) \alpha)} e^{\frac{\rho-1}{\rho}(t-a)},
$$

is convergent for all $t \in[a, b]$ and for all $0<\lambda, \rho \leq 1$. Let $a_{n}$ be defined as

$$
\begin{equation*}
a_{n}=\frac{\lambda^{n}(t-a)^{(n+1) \alpha-1} \Gamma(\alpha)}{\rho^{n \alpha} \Gamma((n+1) \alpha)} e^{\frac{\rho-1}{\rho}(t-a)} \tag{25}
\end{equation*}
$$

Then, we have

$$
\lim _{n \rightarrow \infty}\left|\frac{a_{n+1}}{a_{n}}\right|=\frac{\lambda(t-a)^{\alpha}}{\rho^{\alpha}} \lim _{n \rightarrow \infty}\left|\frac{\Gamma((n+1) \alpha)}{\Gamma((n+2) \alpha)}\right| .
$$

Next, we use Stirling approximation formula for the Gamma function $x \Gamma(x) \sim \sqrt{2 \pi x}\left(\frac{x}{e}\right)^{x}$, where $x$ is large enough. It is a straightforward computation using this formula to show that

$$
\lim _{x \rightarrow \infty} \frac{x \Gamma(x)}{\sqrt{2 \pi x}\left(\frac{x}{e}\right)^{x}}=1 \quad \text { and } \quad \lim _{x \rightarrow \infty}\left(\frac{x}{x+1}\right)^{x}=\frac{1}{e^{\prime}}
$$

which are all we need. Hence, we have

$$
\lim _{n \rightarrow \infty} \frac{(n+1) \alpha \Gamma((n+1) \alpha)}{\sqrt{2 \pi(n+1) \alpha}\left(\frac{(n+1) \alpha}{e}\right)^{(n+1) \alpha}}=1 \quad \text { and } \quad \lim _{n \rightarrow \infty} \frac{(n+2) \alpha \Gamma((n+2) \alpha)}{\sqrt{2 \pi(n+2) \alpha}\left(\frac{(n+2) \alpha}{e}\right)^{(n+2) \alpha}}=1
$$

Thus,

$$
\begin{aligned}
\lim _{n \rightarrow \infty}\left|\frac{a_{n+1}}{a_{n}}\right| & =\frac{\lambda(t-a)^{\alpha}}{\rho^{\alpha}} \lim _{n \rightarrow \infty}\left|\frac{\Gamma((n+1) \alpha)}{\Gamma((n+2) \alpha)}\right| \\
& =\frac{\lambda(t-a)^{\alpha}}{\rho^{\alpha}} \lim _{n \rightarrow \infty}\left[\sqrt{\frac{n+2}{n+1}}\left(\frac{n+1}{n+2}\right)^{\alpha}\left(\frac{e}{\alpha}\right)^{\alpha}\left(\frac{n+1}{n+2}\right)^{n \alpha}\left(\frac{1}{n+2}\right)^{\alpha}\right] \\
& =\frac{\lambda(t-a)^{\alpha}}{\rho^{\alpha}}\left[\left(\frac{e}{\alpha}\right)^{\alpha}\left(\frac{1}{e}\right)^{\alpha} 0\right] \\
& =0<1 .
\end{aligned}
$$

Hence, convergence is guaranteed. Besides, one can easily show that Equation (22) solves Equation (21).

Remark 3. Note that Equation (22) solves the inequality

$$
\begin{equation*}
\zeta(t) \leq e^{\frac{\rho-1}{\rho}(t-a)}(t-a)^{\alpha-1} \zeta(a)+{ }_{a} I^{\alpha, \rho} \zeta(t) y(t), \quad t \in[a, b], \tag{26}
\end{equation*}
$$

where $\zeta$ and $y$ are nonnegative real valued functions such that $0 \leq y(t)<\lambda<1$.
Now, we are in a position to state the main theorem, which is a new version of the Gronwall-Bellman inequality within the generalized proportional fractional Riemann-Liouville settings.

Corollary 2. Let $\zeta$ and $y$ be nonnegative real valued functions such that $0 \leq y(t)<\lambda<1$ and

$$
\begin{equation*}
\zeta(t) \leq e^{\frac{\rho-1}{\rho}(t-a)}(t-a)^{\alpha-1} \zeta(a)+{ }_{a} I^{\alpha, \rho} \zeta(t) y(t), \quad t \in[a, b] . \tag{27}
\end{equation*}
$$

Then,

$$
\begin{equation*}
\zeta(t) \leq \zeta(a) \sum_{k=0}^{\infty} \Omega_{y}^{k} e^{\frac{\rho-1}{\rho}(t-a)}(t-a)^{\alpha-1} \tag{28}
\end{equation*}
$$

The proof of the corollary is a straightforward implementation of Theorems 1 and 2. Indeed, it is immediately obtained by setting $\eta(t)=\zeta(a) \sum_{k=0}^{\infty} \Omega_{y}^{k} e^{\frac{\rho-1}{\rho}(t-a)}(t-a)^{\alpha-1}$.

### 3.2. Gronwall-Bellman Inequality via the GPF Derivative of Caputo Type

Consider the following generalized proportional Caputo fractional initial value problem

$$
\left\{\begin{array}{l}
\left({ }_{a}^{C} D^{\alpha, \rho} y\right)(t)=f(t, y(t)), \quad 0<\alpha \leq 1, \quad t \in[a, b]  \tag{29}\\
y(a)=y_{a} .
\end{array}\right.
$$

Applying the operator ${ }_{a} I^{\alpha, \rho}$ to both sides of Equation (29), we obtain

$$
\begin{equation*}
y(t)=e^{\frac{\rho-1}{\rho}(t-a)} y(a)+{ }_{a} I^{\alpha, \rho} f(t, y(t)) \tag{30}
\end{equation*}
$$

The results of this subsection resemble the ones proved in Section 3.1. To avoid redundancy, therefore, we skip some steps of the proofs. We start by the following comparison result for the generalized proportional Caputo fractional integral operator.

Theorem 3. Let $\eta$ and $\zeta$ be nonnegative continuous functions defined on $[a, b]$ and satisfy

$$
\begin{equation*}
\eta(t) \geq e^{\frac{\rho-1}{\rho}(t-a)} \eta(a)+{ }_{a} I^{\alpha, \rho} f(t, \eta(t)) \tag{31}
\end{equation*}
$$

and

$$
\begin{equation*}
\zeta(t) \leq e^{\frac{\rho-1}{\rho}(t-a)} \zeta(a)+{ }_{a} I^{\alpha, \rho} f(t, \zeta(t)) \tag{32}
\end{equation*}
$$

respectively. Suppose further that $f$ satisfies one-sided Lipschitz condition of the form

$$
\begin{equation*}
f(t, x)-f(t, y) \leq \frac{L}{e^{\frac{\rho-1}{\rho}(a-t)}\left[e^{\frac{\rho-1}{\rho}(t-a)}+\frac{(t-a)^{\alpha}}{\alpha}\right]}(x-y), \text { for } x \geq y, \quad L>0 \tag{33}
\end{equation*}
$$

and $f(t, y)$ is nondecreasing in $y$. Then, $\eta(a) \geq \zeta(a)$ and $L<\Gamma(\alpha) \rho^{\alpha} e^{-\frac{\rho-1}{\rho}(t-a)}$ imply that $\eta(t) \geq \zeta(t)$ for all $t \in[a, b]$.

The proof of the above theorem can be completed by setting $\eta_{\varepsilon}(t)=\eta(t)+\varepsilon\left[e^{\frac{\rho-1}{\rho}(t-a)}+\frac{(t-a)^{\alpha}}{\alpha}\right]$, for small $\varepsilon>0$, and following similar steps as the proof of Theorem 1.

In the sequel, we replace $f(t, y(t))$ in Equation (30) by $x(t) y(t)$, where $|x(t)|<1, t \in[a, b]$. Define the following operator

$$
\begin{equation*}
\Phi_{x} \phi={ }_{a} I^{\alpha, \rho} x(t) \phi(t) . \tag{34}
\end{equation*}
$$

In similar manner, the following lemmas are formulated for Caputo type operator.

Lemma 9. For any constant $\lambda$, one has

$$
\begin{equation*}
\left|\Phi_{\lambda} e^{\frac{\rho-1}{\rho}(t-a)}\right| \leq \Phi_{|\lambda|} e^{\frac{\rho-1}{\rho}(t-a)} \tag{35}
\end{equation*}
$$

Lemma 10. For any constant $\lambda$, one has

$$
\begin{equation*}
\left|\Phi_{\lambda}^{n} e^{\frac{\rho-1}{\rho}(t-a)}\right|=\frac{|\lambda|^{n}(t-a)^{n \alpha}}{\rho^{n \alpha} \Gamma(n \alpha+1)} e^{\frac{\rho-1}{\rho}(t-a)}, \quad n=0,1,2, \cdots . \tag{36}
\end{equation*}
$$

Lemma 11. Let $\lambda>0$ be such that $|y(t)| \leq \lambda$ for $t \in[a, b]$. Then,

$$
\begin{equation*}
\left|\Phi_{y}^{n} e^{\frac{\rho-1}{\rho}(t-a)}\right|=\Phi_{\lambda}^{n} e^{\frac{\rho-1}{\rho}(t-a)}, \quad n=0,1,2, \cdots \tag{37}
\end{equation*}
$$

Theorem 4. Let $y$ be a nonnegative function on $[a, b]$. Then, the generalized proportional fractional integral equation

$$
\begin{equation*}
y(t)=e^{\frac{\rho-1}{\rho}(t-a)} y(a)+{ }_{a} I^{\alpha, \rho} x(t) y(t), \quad t \in[a, b], \tag{38}
\end{equation*}
$$

has a solution

$$
\begin{equation*}
y(t)=y(a) \sum_{k=0}^{\infty} \Phi_{x}^{k} e^{\frac{\rho-1}{\rho}(t-a)} \tag{39}
\end{equation*}
$$

Proof. We employ the successive approximation method to complete the proof. Set

$$
\begin{aligned}
& y_{0}(t)=e^{\frac{\rho-1}{\rho}(t-a)} y(a) \\
& y_{n}(t)=e^{\frac{\rho-1}{\rho}(t-a)} y(a)+{ }_{a} I^{\alpha, \rho} x(t) y_{n-1}(t), \quad n \geq 1
\end{aligned}
$$

We observe that

$$
y_{1}(t)=y(a) \Phi_{x}^{0} e^{\frac{\rho-1}{\rho}(t-a)}+y(a) \Phi_{x}^{1} e^{\frac{\rho-1}{\rho}(t-a)}
$$

and

$$
\begin{aligned}
y_{2}(t) & =e^{\frac{\rho-1}{\rho}(t-a)} y(a)+{ }_{a} I^{\alpha, \rho} x(t) y_{1}(t) \\
& =y(a) \Phi_{x}^{0} e^{\frac{\rho-1}{\rho}(t-a)}+y(a) \Phi_{x}^{1} e^{\frac{\rho-1}{\rho}(t-a)}+y(a) \Phi_{x}^{2} e^{\frac{\rho-1}{\rho}(t-a)}
\end{aligned}
$$

It follows inductively that $y_{n}(t)=y(a) \sum_{k=0}^{n} \Phi_{x}^{k} e^{\frac{\rho-1}{\rho}(t-a)}$. Taking the limit as $n \rightarrow \infty$ to obtain

$$
\begin{equation*}
y(t)=y(a) \sum_{k=0}^{\infty} \Phi_{x}^{k} e^{\frac{\rho-1}{\rho}(t-a)} \tag{40}
\end{equation*}
$$

Following the same arguments as in the proof of Theorem 2, we use Lemmas 9-11, the comparison test and the d'Alembert ratio test to show the absolute convergence of the series in Equation (40). Moreover, it is clear to verify that Equation (39) solves Equation (38). The proof is finished.

Remark 4. Note that Equation (39) solves the inequality

$$
\begin{equation*}
\zeta(t) \leq e^{\frac{\rho-1}{\rho}(t-a)} \zeta(a)+{ }_{a} I^{\alpha, \rho} \zeta(t) y(t), \quad t \in[a, b], \tag{41}
\end{equation*}
$$

where $\zeta$ and $y$ are nonnegative functions on $[a, b]$ such that $0 \leq y(t)<\lambda<1$.
The Gronwall-Bellman inequality in generalized proportional Caputo fractional is stated as follows.

Corollary 3. Let $\zeta$ and $y$ be nonnegative real valued functions such that $0 \leq y(t)<\lambda<1$ and

$$
\begin{equation*}
\zeta(t) \leq e^{\frac{\rho-1}{\rho}(t-a)} \zeta(a)+{ }_{a} I^{\alpha, \rho} \zeta(t) y(t), \quad t \in[a, b] \tag{42}
\end{equation*}
$$

Then,

$$
\begin{equation*}
\zeta(t) \leq \zeta(a) \sum_{k=0}^{\infty} \Phi_{y}^{k} e^{\frac{\rho-1}{\rho}(t-a)} \tag{43}
\end{equation*}
$$

To prove Equation (43), we set $\eta(t)=\zeta(a) \sum_{k=0}^{\infty} \Phi_{y}^{k} e^{\frac{\rho-1}{\rho}(t-a)}$ and the rest follows as a direct application of Theorems 3 and 4.

## 4. Gronwall-Bellman Inequality via Weighted Function

In this section, we extend the results obtained in Section 3 to the case of weighted function. The analysis can be carried out for the Riemann-Liouville and Caputo operators. However, we only present the results for the case of Riemann-Liouville proportional fractional operator. Unlike previous relevant results in the literature [32], the weighted function $w$ in the following first two theorems requires no monotonic restriction.

Theorem 5. Let $\eta, \zeta$, w be nonnegative continuous functions on $[a, b]$ where $\eta$ and $\zeta$ satisfy

$$
\begin{equation*}
\eta(t) \geq e^{\frac{\rho-1}{\rho}(t-a)}(t-a)^{\alpha-1} \eta(a)+w(t)_{a} I^{\alpha, \rho} f(t, \eta(t)) \tag{44}
\end{equation*}
$$

and

$$
\begin{equation*}
\zeta(t) \leq e^{\frac{\rho-1}{\rho}(t-a)}(t-a)^{\alpha-1} \zeta(a)+w(t)_{a} I^{\alpha, \rho} f(t, \zeta(t)) \tag{45}
\end{equation*}
$$

respectively. Suppose further that $f$ satisfies one-sided Lipschitz condition of the form

$$
\begin{equation*}
f(t, x)-f(t, y) \leq \frac{L}{e^{\frac{\rho-1}{\rho}(a-t)}\left[e^{\frac{\rho-1}{\rho}(t-a)}(t-a)^{\alpha-1}+w(t) \frac{(t-a)^{\alpha}}{\alpha}+1\right]}(x-y), \text { for } x \geq y, \quad L>0 \tag{46}
\end{equation*}
$$

and $f(t, y)$ is nondecreasing in $y$. Then, $\eta(a) \geq \zeta(a)$ and $L<\left(1+\frac{\alpha}{w(t)(t-a)^{\alpha}}\right) \Gamma(\alpha) \rho^{\alpha} e^{-\frac{\rho-1}{\rho}(t-a)}$ imply that $\eta(t) \geq \zeta(t)$ for all $t \in[a, b]$.

To prove the above theorem, we set $\eta_{\varepsilon}(t)=\eta(t)+\varepsilon\left[e^{\frac{\rho-1}{\rho}(t-a)}+w(t) \frac{(t-a)^{\alpha}}{\alpha}+1\right]$, for small $\varepsilon>0$, and follow similar steps as the proof of Theorem 1.

Remark 5. The Lipschitz condition in Equation (46) can be relaxed by relaxing the upper bound for the constant $L$.

Theorem 6. Let $x, y$ be nonnegative functions on $[a, b]$ and $w$ be a nonnegative continuous function defined on $[a, b]$. Further, assume that $|x(t)|<1$ for $t \in[a, b]$ and $\max _{t \in[a, b]} w(t)=M$. Then, the generalized proportional fractional integral equation

$$
\begin{equation*}
y(t)=e^{\frac{\rho-1}{\rho}(t-a)}(t-a)^{\alpha-1} y(a)+w(t)_{a} I^{\alpha, \rho} x(t) y(t), \quad t \in[a, b] \tag{47}
\end{equation*}
$$

has a solution

$$
\begin{equation*}
y(t)=y(a) \Omega_{x}^{0} e^{\frac{\rho-1}{\rho}(t-a)}(t-a)^{\alpha-1}+y(a) w(t) \sum_{k=1}^{\infty} M^{k-1} \Omega_{x}^{k} e^{\frac{\rho-1}{\rho}(t-a)}(t-a)^{\alpha-1} \tag{48}
\end{equation*}
$$

Remark 6. Note that Equation (48) solves the inequality

$$
\begin{equation*}
\zeta(t) \leq e^{\frac{\rho-1}{\rho}(t-a)}(t-a)^{\alpha-1} \zeta(a)+w(t)_{a} I^{\alpha, \rho} \zeta(t) y(t), \quad t \in[a, b], \tag{49}
\end{equation*}
$$

where $\zeta, y$ are nonnegative functions on $[a, b]$ and $w$ is a nonnegative continuous function defined on $[a, b]$ and $0 \leq y(t)<\lambda<1$ and $\max _{t \in[a, b]} w(t)=M$.

The Gronwall-Bellman inequality in case of weighted function $w$ is stated as follows.
Theorem 7. Let $\zeta, y$ be nonnegative functions on $[a, b]$ and $w$ be a nonnegative continuous function defined on $[a, b]$. Further, assume that $0 \leq y(t)<\lambda<1$ for $t \in[a, b]$ and $\max _{t \in[a, b]} w(t)=M$ and

$$
\begin{equation*}
\zeta(t) \leq e^{\frac{\rho-1}{\rho}(t-a)}(t-a)^{\alpha-1} \zeta(a)+w(t)_{a} I^{\alpha, \rho} \zeta(t) y(t), \quad t \in[a, b] . \tag{50}
\end{equation*}
$$

Then,

$$
\begin{equation*}
\zeta(t) \leq \zeta(a) \Omega_{y}^{0} e^{\frac{\rho-1}{\rho}(t-a)}(t-a)^{\alpha-1}+\zeta(a) w(t) \sum_{k=1}^{\infty} M^{k-1} \Omega_{y}^{k} e^{\frac{\rho-1}{\rho}(t-a)}(t-a)^{\alpha-1} \tag{51}
\end{equation*}
$$

If the weighted function $w$ possesses a monotonic behavior, then Theorem 6 and Theorem 7 can be reformulated, respectively, in the following forms.

Theorem 8. Let $y, x$ be nonnegative functions on $[a, b]$ and $w$ be a nonnegative continuous function defined on $[a, b]$. Further, assume that $|x(t)|<1$ for $t \in[a, b]$ and $w$ is a nondecreasing function. Then, the generalized proportional fractional integral equation

$$
\begin{equation*}
y(t)=e^{\frac{\rho-1}{\rho}(t-a)}(t-a)^{\alpha-1} y(a)+w(t)_{a} I^{\alpha, \rho} x(t) y(t), \quad t \in[a, b], \tag{52}
\end{equation*}
$$

has a solution

$$
\begin{equation*}
y(t)=y(a) \sum_{k=0}^{\infty} w^{k}(t) \Omega_{x}^{k} e^{\frac{\rho-1}{\rho}(t-a)}(t-a)^{\alpha-1} \tag{53}
\end{equation*}
$$

Theorem 9. Let $\zeta, y$ be nonnegative functions on $[a, b]$ and $w$ be a nonnegative continuous function defined on $[a, b]$. Assume that $0 \leq y(t)<\lambda<1$ for $t \in[a, b]$ and $w$ is a nondecreasing function and

$$
\begin{equation*}
\zeta(t) \leq e^{\frac{\rho-1}{\rho}(t-a)}(t-a)^{\alpha-1} \zeta(a)+w(t)_{a} I^{\alpha, \rho} \zeta(t) y(t), \quad t \in[a, b] . \tag{54}
\end{equation*}
$$

Then,

$$
\begin{equation*}
\zeta(t) \leq \zeta(a) \sum_{k=0}^{\infty} w^{k}(t) \Omega_{y}^{k} e^{\frac{\rho-1}{\rho}(t-a)}(t-a)^{\alpha-1} \tag{55}
\end{equation*}
$$

## 5. Applications

In this section, two examples of Riemann-Liouville and Caputo generalized proportional fractional initial value problems are presented. By the help of the new proposed Gronwall-Bellman inequalities in Theorems 2 and 3, we show that the solution of the initial value problems depend on the initial data and on the right-hand side.

Consider the proportional Riemann-Liouville fractional initial value problem in Equation (10). In the remaining part of this section, we assume that the nonlinearity function $f(t, y)$ satisfies a Lipschitz condition with a constant $L \in[0,1)$ for all $(t, y)$.

Example 1. Consider the following Riemann-Liouville proportional fractional initial value problems of the form

$$
\begin{equation*}
\left({ }_{a} D^{\alpha, \rho} \beta\right)(t)=f(t, \beta(t)), \quad \lim _{t \rightarrow a^{+}}\left({ }_{a} I^{1-\alpha, \rho} \beta\right)(t)=\beta(a)=\beta_{0}, \quad 0<\alpha \leq 1, t \in[a, b], \tag{56}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(a D^{\alpha, \rho} \gamma\right)(t)=f(t, \gamma(t)), \quad \lim _{t \rightarrow a^{+}}\left(a I^{1-\alpha, \rho} \gamma\right)(t)=\gamma(a)=\gamma_{0}, \quad 0<\alpha \leq 1, t \in[a, b] . \tag{57}
\end{equation*}
$$

We claim that a small change in the initial condition implies a small change in the solution.
Proof. Applying the generalized proportional fractional integral operator in Equations (56) and (57), we have

$$
\beta(t)=e^{\frac{\rho-1}{\rho}(t-a)}(t-a)^{\alpha-1} \beta_{0}+{ }_{a} I^{\alpha, \rho} f(t, \beta(t))
$$

and

$$
\gamma(t)=e^{\frac{\rho-1}{\rho}(t-a)}(t-a)^{\alpha-1} \gamma_{0}+{ }_{a} I^{\alpha, \rho} f(t, \gamma(t))
$$

It follows that

$$
\beta(t)-\gamma(t)=e^{\frac{\rho-1}{\rho}(t-a)}(t-a)^{\alpha-1}\left(\beta_{0}-\gamma_{0}\right)+{ }_{a} I^{\alpha, \rho}[f(t, \beta(t))-f(t, \gamma(t))]
$$

Taking the absolute value, we obtain

$$
\begin{aligned}
|\beta(t)-\gamma(t)| & \leq e^{\frac{\rho-1}{\rho}(t-a)}(t-a)^{\alpha-1}\left|\beta_{0}-\gamma_{0}\right|+{ }_{a} I^{\alpha, \rho}|f(t, \beta(t))-f(t, \gamma(t))| \\
& \leq e^{\frac{\rho-1}{\rho}(t-a)}(t-a)^{\alpha-1}\left|\beta_{0}-\gamma_{0}\right|+L_{a} I^{\alpha, \rho}|\beta(t)-\gamma(t)|
\end{aligned}
$$

By employing Theorem 2, we get

$$
\begin{aligned}
|\beta(t)-\gamma(t)| & \leq\left|\beta_{0}-\gamma_{0}\right| \sum_{k=0}^{\infty} \Omega_{L}^{k} e^{\frac{\rho-1}{\rho}(t-a)}(t-a)^{\alpha-1} \\
& =\left|\beta_{0}-\gamma_{0}\right| \sum_{k=0}^{\infty} \frac{L^{k}(t-a)^{(k+1) \alpha-1} \Gamma(\alpha)}{\rho^{k \alpha} \Gamma((k+1) \alpha)} e^{\frac{\rho-1}{\rho}(t-a)}
\end{aligned}
$$

Consider the initial value problem

$$
\left\{\begin{array}{c}
\left({ }_{a} D^{\alpha, \rho} v\right)(t)=f(t, v(t)), \quad 0<\alpha \leq 1, \quad t \in[a, b]  \tag{58}\\
\lim _{t \rightarrow a^{+}}\left({ }_{a} I^{1-\alpha, \rho} v\right)(t)=v(a)=\beta_{n}
\end{array}\right.
$$

where $\beta_{n} \rightarrow \beta_{0}$. If the solution of Equation (58) is denoted by $v_{n}$, then, for all $t \in[a, b]$, we have

$$
\left|\beta(t)-v_{n}(t)\right| \leq\left|\beta_{0}-\beta_{n}\right| \sum_{k=0}^{\infty} \frac{L^{k}(t-a)^{(k+1) \alpha-1} \Gamma(\alpha)}{\rho^{k \alpha} \Gamma((k+1) \alpha)} e^{\frac{\rho-1}{\rho}(t-a)}
$$

Hence, $\left|\beta(t)-v_{n}(t)\right| \rightarrow 0$ when $\beta_{n} \rightarrow \beta_{0}$ as $n \rightarrow \infty$. We conclude that a small change in the initial condition implies a small change in the solution.

Example 2. Consider the following Caputo generalized proportional fractional initial value problems of the form

$$
\begin{equation*}
\left({ }_{a}^{C} D^{\alpha, \rho} \beta\right)(t)=f(t, \beta(t)), \quad \beta(a)=\beta_{0}, \quad \alpha \in(0,1], \quad t \in[a, b] . \tag{59}
\end{equation*}
$$

and

$$
\begin{equation*}
\left({ }_{a}^{C} D^{\alpha, \rho} \sigma\right)(t)=f(t, \sigma(t))+g(t, \sigma(t)), \quad \sigma(a)=\sigma_{0}, \quad \alpha \in(0,1], \quad t \in[a, b] . \tag{60}
\end{equation*}
$$

We claim that the solution of Equation (60) depends continuously on the right-hand side of Equation (60) if $|g(t, \sigma)| \leq K e^{\frac{\rho-1}{\rho}(t-a)}$ for all $t \in[a, b]$ and for a positive number $K$.

Proof. If the solution of Equation (60) is denoted by $\sigma$, then, for all $t \in[a, b]$, we have

$$
\begin{aligned}
|\beta(t)-\sigma(t)| & \leq e^{\frac{\rho-1}{\rho}(t-a)}\left|\beta_{0}-\sigma_{0}\right|+{ }_{a} I^{\alpha, \rho}|f(t, \beta(t))-f(t, \sigma(t))|+{ }_{a} I^{\alpha, \rho}|g(t, \sigma(t))| \\
& \leq e^{\frac{\rho-1}{\rho}(t-a)}\left|\beta_{0}-\sigma_{0}\right|+L_{a} I^{\alpha, \rho}|\beta(t)-\sigma(t)|+{ }_{a} I^{\alpha, \rho}|g(t, \sigma(t))| .
\end{aligned}
$$

By the assumption, we have

$$
|\beta(t)-\sigma(t)| \leq e^{\frac{\rho-1}{\rho}(t-a)}\left|\beta_{0}-\sigma_{0}\right|+L_{a} I^{\alpha, \rho}|\beta(t)-\sigma(t)|+{ }_{a} I^{\alpha, \rho} K e^{\frac{\rho-1}{\rho}(t-a)}
$$

or

$$
|\beta(t)-\sigma(t)|+\frac{K}{L} e^{\frac{\rho-1}{\rho}(t-a)} \leq e^{\frac{\rho-1}{\rho}(t-a)}\left(\left|\beta_{0}-\sigma_{0}\right|+\frac{K}{L}\right)+L_{a} I^{\alpha, \rho}\left(|\beta(t)-\sigma(t)|+\frac{K}{L} e^{\frac{\rho-1}{\rho}(t-a)}\right)
$$

Let $r(t)=|\beta(t)-\sigma(t)|+\frac{K}{L} e^{\frac{\rho-1}{\rho}(t-a)}$. Then, if we apply Theorem 3, we obtain

$$
r(t) \leq\left(\left|\beta_{0}-\sigma_{0}\right|+\frac{K}{L}\right) \sum_{k=0}^{\infty} \Phi_{L}^{k} e^{\frac{\rho-1}{\rho}(t-a)}
$$

or

$$
|\beta(t)-\sigma(t)| \leq\left(\left|\beta_{0}-\sigma_{0}\right|+\frac{K}{L}\right) \sum_{k=0}^{\infty} \frac{L^{k}(t-a)^{(k+1) \alpha-1}}{\rho^{k \alpha} \Gamma((k+1) \alpha)} e^{\frac{\rho-1}{\rho}(t-a)}-\frac{K}{L} e^{\frac{\rho-1}{\rho}(t-a)}
$$

For $a \leq t \leq b$, letting $K e^{\frac{\rho-1}{\rho}(t-a)}<\delta$ implies that

$$
\begin{aligned}
|\beta(t)-\sigma(t)| & \leq\left|\beta_{0}-\sigma_{0}\right| \sum_{k=0}^{\infty} \frac{L^{k}(t-a)^{(k+1) \alpha-1}}{K \rho^{k \alpha} \Gamma((k+1) \alpha)} \delta+\frac{\delta}{L}\left[\sum_{k=0}^{\infty} \frac{L^{k}(t-a)^{(k+1) \alpha-1}}{\rho^{k \alpha} \Gamma((k+1) \alpha)}-1\right] \\
& \leq \delta\left\{\left|\beta_{0}-\sigma_{0}\right| \sum_{k=0}^{\infty} \frac{L^{k} b^{(k+1) \alpha-1}}{K \rho^{k \alpha} \Gamma((k+1) \alpha)}+\frac{1}{L}\left[\sum_{k=0}^{\infty} \frac{L^{k} b^{(k+1) \alpha-1}}{\rho^{k \alpha} \Gamma((k+1) \alpha)}-1\right]\right\}=\epsilon
\end{aligned}
$$

which implies that a small change on the right-hand side of Equation (59) implies a small change in its solution.

## 6. Conclusions

One of the most crucial issues in the theory of differential equations is to study qualitative properties for solutions of these equations. Integral inequalities are significant instruments that facilitate exploring such properties. In this paper, we accommodate a newly defined generalized proportional fractional (GPF) derivative to establish new versions for the well-known Gronwall-Bellman inequality. We prove our results in the frame of GPF operators within the Riemann-Liouville and Caputo settings. The main results are also extended to the weighted function case. One can easily figure out that the current results generalize the ones previously obtained in the literature. Indeed, the case $\rho=1$ covers the results of classical Riemann-Liouville and Caputo fractional derivatives. As an application, we provide two efficient examples that demonstrate the solution dependence on the initial data and on the right-hand side of the initial value problems.

The results of this paper have strong potential to be used for establishing new substantial investigations in the future for equations involving the GPF operators.
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#### Abstract

We introduce the concept of interval $\left(h_{1}, h_{2}\right)$-convex functions. Under the new concept, we establish some new interval Hermite-Hadamard type inequalities, which generalize those in the literature. Also, we give some interesting examples.
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## 1. Introduction

Interval analysis was introduced in numerical analysis by Moore in the celebrated book [1]. Over the past 50 years, it has attracted considerable interest and has been applied in various fields, such as interval differential equations [2], aeroelasticity [3], aerodynamic load analysis [4], and so on. For more profound results and applications, see [5-9].

It is known that inequalities play an important role in almost all branches of mathematics as well as in other areas of science. Among the many types of inequalities, those carrying the names of Jensen, Hermite-Hadamard, Hardy, Ostrowski, Minkowski and Opial et al. have a deep significance and have made a great impact in substantial fields of research. Recently, some of these inequalities have been extended to interval-valued functions by Chalco-Cano et al.; see, e.g., [10-16]. Surprisingly enough, interval Hermite-Hadamard type inequalities has perhaps not received enough attention [17]. For convenience, we recall the classical Hermite-Hadamard inequality. Let $f$ be convex, then

$$
f\left(\frac{u+v}{2}\right) \leq \frac{1}{v-u} \int_{u}^{v} f(t) d t \leq \frac{f(u)+f(v)}{2}
$$

This inequality has been developed for different classes of convexity [18-26]. Especially, since the $h$-convex concept was proposed by Varosanec in 2007 [27], a number of authors have already studied more refined Hermite-Hadamard inequalities involving $h$-convex functions [28-33].

In 2018, Awan et al. introduced $\left(h_{1}, h_{2}\right)$-convex functions and proved the following inequality [34]:
Theorem 1. Let $f:[u, v] \rightarrow \mathbb{R}$. If $f$ is $\left(h_{1}, h_{2}\right)$-convex, and $h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right) \neq 0$. Then

$$
\frac{1}{2 h_{1}\left(\frac{1}{2}\right) h_{2}\left(\frac{1}{2}\right)} f\left(\frac{u+v}{2}\right) \leq \frac{1}{v-u} \int_{u}^{v} f(t) d t \leq[f(u)+f(v)] \int_{0}^{1} h_{1}(x) h_{2}(1-x) d x .
$$

Motivated by Awan et al., our main objective is to generalize the results above by constructing interval Hermite-Hadamard type inequalities for $\left(h_{1}, h_{2}\right)$-convex functions. Also, we present some examples to illustrate our theorems. Our results generalize some known inequalities presented in $[17,32,34,35]$. Furthermore, the present results can be considered as tools for further research
in interval convex analysis, interval nonlinear programming, inequalities for fuzzy-interval-valued functions, among others.

We give preliminaries in Section 2. In Section 3, we introduce interval ( $h_{1}, h_{2}$ )-convex concept, and obtain some interval Hermite-Hadamard type inequalities. Moreover, some interesting examples are given. In Section 4, we give conclusions and future work.

## 2. Preliminaries

For the basic notations and definitions on interval analysis, see [17]. The family of all intervals and positive intervals of $\mathbb{R}$ are denoted by $\mathbb{R}_{\mathcal{I}}$ and $\mathbb{R}_{\mathcal{I}}^{+}$, respectively. For interval $[\underline{u}, \bar{u}]$ and $[\underline{v}, \bar{v}]$, the Hausdorff distance is defined by

$$
d([\underline{u}, \bar{u}],[\underline{v}, \bar{v}])=\max \{|\underline{u}-\underline{v}|,|\bar{u}-\bar{v}|\} .
$$

Then, $\left(\mathbb{R}_{\mathcal{I}}, d\right)$ is complete.
A set of numbers $\left\{t_{i-1}, \xi_{i}, t_{i}\right\}_{i=1}^{m}$ is said to be a tagged partition $P$ of $[u, v]$ if

$$
u=t_{0}<t_{1}<\cdots<t_{m}=v
$$

and if $t_{i-1} \leq \xi_{i} \leq t_{i}$ for all $i=1,2, \ldots, m$. Moreover, if we let $\Delta t_{i}=t_{i}-t_{i-1}$, then the partition is called $\delta$-fine if $\Delta t_{i}<\delta$ for each $i$. We denote by $\mathcal{P}(\delta,[u, v])$ the family of all $\delta$-fine partitions of $[u, v]$. Given $P \in \mathcal{P}(\delta,[u, v])$, we define a integral sum of $f:[u, v] \rightarrow \mathbb{R}_{\mathcal{I}}$ as follows:

$$
S(f, P, \delta,[u, v])=\sum_{i=1}^{m} f\left(\xi_{i}\right)\left(t_{i}-t_{i-1}\right) .
$$

Definition 1. Let $f:[u, v] \rightarrow \mathbb{R}_{\mathcal{I}}$. $f$ is called IR-integrable on $[u, v]$ with IR-integral $A=(I R) \int_{u}^{v} f(t) d t$, if there exists an $A \in \mathbb{R}_{\mathcal{I}}$ such that for any $\epsilon>0$ there exists a $\delta>0$ such that

$$
d(S(f, P, \delta,[u, v]), A)<\epsilon
$$

for each $P \in \mathcal{P}(\delta,[u, v])$. Let $\mathcal{I R}_{([u, v])}$ denote the set of all IR-integrable functions on $[u, v]$.
Definition 2. Let $h_{1}, h_{2}:[0,1] \subseteq J \rightarrow \mathbb{R}^{+}$such that $h_{1}, h_{2} \not \equiv 0$ (Awan et al. [34]). $f: J \rightarrow \mathbb{R}^{+}$is called $\left(h_{1}, h_{2}\right)$-convex, or that $f \in S X\left(\left(h_{1}, h_{2}\right), J, \mathbb{R}\right)$, iffor any $s, t \in J$ and $x \in(0,1)$ one has

$$
\begin{equation*}
f(x s+(1-x) t) \leq h_{1}(x) h_{2}(1-x) f(s)+h_{1}(1-x) h_{2}(x) f(t) \tag{1}
\end{equation*}
$$

Remark 1. If $h_{2} \equiv 1$, then Definition 2 reduces to $h$-convex in [27].
If $h_{1}=h_{2} \equiv 1$, then Definition 2 reduces to P-function in [18].
If $h_{1}(t)=t^{s}, h_{2} \equiv 1$, then Definition 2 reduces to s-convex in [36].
We end this section of preliminaries by introducing the new concept of interval $\left(h_{1}, h_{2}\right)$-convexity. This idea is inspired by Costa [12]. Note that for interval $[\underline{u}, \bar{u}]$ and $[\underline{v}, \bar{v}]$, the inclusion " $\subseteq$ " is defined by

$$
[\underline{u}, \bar{u}] \subseteq[\underline{v}, \bar{v}] \Longleftrightarrow \underline{v} \leq \underline{u}, \bar{u} \leq \bar{v} .
$$

Definition 3. Let $h_{1}, h_{2}:[0,1] \subseteq J \rightarrow \mathbb{R}^{+}$such that $h_{1}, h_{2} \not \equiv 0 . f: J \rightarrow \mathbb{R}_{\mathcal{I}}^{+}$is called interval $\left(h_{1}, h_{2}\right)$-convex, if for all $s, t \in J$ and $x \in(0,1)$ one has

$$
\begin{equation*}
h_{1}(x) h_{2}(1-x) f(s)+h_{1}(1-x) h_{2}(x) f(t) \subseteq f(x s+(1-x) t) \tag{2}
\end{equation*}
$$

The set of all interval $\left(h_{1}, h_{2}\right)$-convex function is denoted by $S X\left(\left(h_{1}, h_{2}\right), J, \mathbb{R}_{\mathcal{I}}^{+}\right)$.

## 3. Interval Hermite-Hadamard Type Inequality

In what follows, let $H(x, y)=h_{1}(x) h_{2}(y)$ for $x, y \in[0,1]$.
Theorem 2. Let $f:[u, v] \rightarrow \mathbb{R}_{\mathcal{I}}^{+}, h_{1}, h_{2}:[0,1] \rightarrow \mathbb{R}^{+}$and $H\left(\frac{1}{2}, \frac{1}{2}\right) \neq 0$. If $f \in S X\left(\left(h_{1}, h_{2}\right),[u, v], \mathbb{R}_{\mathcal{I}}^{+}\right)$ and $f \in \mathcal{I} \mathcal{R}_{([u, v])}$, then

$$
\begin{equation*}
\frac{1}{2 H\left(\frac{1}{2}, \frac{1}{2}\right)} f\left(\frac{u+v}{2}\right) \supseteq \frac{1}{v-u} \int_{u}^{v} f(t) d t \supseteq[f(u)+f(v)] \int_{0}^{1} H(x, 1-x) d x \tag{3}
\end{equation*}
$$

Proof. By hypothesis, we have

$$
H\left(\frac{1}{2}, \frac{1}{2}\right) f(x u+(1-x) v)+H\left(\frac{1}{2}, \frac{1}{2}\right) f((1-x) u+x v) \subseteq f\left(\frac{u+v}{2}\right)
$$

Then

$$
\begin{aligned}
& \int_{0}^{1} \underline{f}(x u+(1-x) v) d x+\int_{0}^{1} \underline{f}((1-x) u+x v) d x \geq \frac{1}{H\left(\frac{1}{2}, \frac{1}{2}\right)} \int_{0}^{1} \underline{f}\left(\frac{u+v}{2}\right) d x \\
& \int_{0}^{1} \bar{f}(x u+(1-x) v) d x+\int_{0}^{1} \bar{f}((1-x) u+x v) d x \leq \frac{1}{H\left(\frac{1}{2}, \frac{1}{2}\right)} \int_{0}^{1} \bar{f}\left(\frac{u+v}{2}\right) d x
\end{aligned}
$$

It follows that

$$
\begin{aligned}
& \frac{2}{v-u} \int_{u}^{v} \underline{f}(t) d t \geq \frac{1}{H\left(\frac{1}{2}, \frac{1}{2}\right)} \int_{0}^{1} \underline{f}\left(\frac{u+v}{2}\right) d x=\frac{1}{H\left(\frac{1}{2}, \frac{1}{2}\right)}-f\left(\frac{u+v}{2}\right), \\
& \frac{2}{v-u} \int_{u}^{v} \bar{f}(t) d t \leq \frac{1}{H\left(\frac{1}{2}, \frac{1}{2}\right)} \int_{0}^{1} \bar{f}\left(\frac{u+v}{2}\right) d x=\frac{1}{H\left(\frac{1}{2}, \frac{1}{2}\right)} \bar{f}\left(\frac{u+v}{2}\right) .
\end{aligned}
$$

This implies

$$
\frac{1}{H\left(\frac{1}{2}, \frac{1}{2}\right)}\left[\underline{f}\left(\frac{u+v}{2}\right), \bar{f}\left(\frac{u+v}{2}\right)\right] \supseteq \frac{2}{v-u}\left[\int_{u}^{v} \underline{f}(t) d t, \int_{u}^{v} \bar{f}(t) d t\right]
$$

Thus,

$$
\frac{1}{2 H\left(\frac{1}{2}, \frac{1}{2}\right)} f\left(\frac{u+v}{2}\right) \supseteq \frac{1}{v-u} \int_{u}^{v} f(t) d t
$$

In the same way as above, we have

$$
\frac{1}{v-u} \int_{u}^{v} f(t) d t \supseteq[f(u)+f(v)] \int_{0}^{1} H(x, 1-x) d x
$$

and the result follows.

Remark 2. If $H(x, y) \equiv h_{1}(x)$, then Theorem 2 reduces to ([17], Theorem 4.1).
If $h_{1}(x)=x^{s}, h_{2} \equiv 1$, then Theorem 2 reduces to ([37], Theorem 4).
If $h_{1}=h_{2} \equiv 1$, then inequality (3) in Theorem 2 reduces to inequality for $P$-function.
If $\underline{f}=\bar{f}$, then Theorem 2 reduces to ([34], Theorem 1). Furthermore, If $h_{2} \equiv 1$, then we get ([32],
Theorem 6 ).

Example 1. Suppose that $h_{1}(x)=x, h_{2}(x) \equiv 1$ for $x \in[0,1],[u, v]=[-1,1]$, and $f:[u, v] \rightarrow \mathbb{R}_{\mathcal{I}}^{+}$be defined by $f(t)=\left[t^{2}, 4-e^{t}\right]$. Then

$$
\begin{aligned}
& \frac{1}{2 H\left(\frac{1}{2}, \frac{1}{2}\right)} f\left(\frac{u+v}{2}\right)=f(0)=[0,3] \\
& \frac{1}{v-u} \int_{u}^{v} f(t) d t=\frac{1}{2}\left[\int_{-1}^{1} t^{2} d t, \int_{-1}^{1}\left(6-e^{t}\right) d t\right]=\left[\frac{1}{3}, 4-\frac{e-e^{-1}}{2}\right] \\
& {[f(u)+f(v)] \int_{0}^{1} H(x, 1-x) d x=\left[1,4-\frac{e+e^{-1}}{2}\right]}
\end{aligned}
$$

Then, we obtain that

$$
[0,3] \supseteq\left[\frac{1}{3}, 4-\frac{e-e^{-1}}{2}\right] \supseteq\left[\frac{1}{3}, 4-\frac{e+e^{-1}}{2}\right]
$$

Consequently, Theorem 2 is verified.
The next result generalizes Theorem 3.1 of [35] and Theorem 4.3 of [17].
Theorem 3. Let $f:[u, v] \rightarrow \mathbb{R}_{\mathcal{I}}^{+}, h_{1}, h_{2}:[0,1] \rightarrow \mathbb{R}^{+}$and $H\left(\frac{1}{2}, \frac{1}{2}\right) \neq 0$. If $f \in S X\left(\left(h_{1}, h_{2}\right),[u, v], \mathbb{R}_{\mathcal{I}}^{+}\right)$ and $f \in \mathcal{I R}_{([u, v])}$, then

$$
\begin{aligned}
\frac{1}{4 H^{2}\left(\frac{1}{2}, \frac{1}{2}\right)} f\left(\frac{u+v}{2}\right) \supseteq \Delta_{1} \supseteq \frac{1}{v-u} \int_{u}^{v} f(t) d t & \\
& \supseteq \Delta_{2} \supseteq[f(u)+f(v)]\left[\frac{1}{2}+H\left(\frac{1}{2}, \frac{1}{2}\right)\right] \int_{0}^{1} H(x, 1-x) d x
\end{aligned}
$$

where

$$
\begin{aligned}
& \Delta_{1}=\frac{1}{4 H\left(\frac{1}{2}, \frac{1}{2}\right)}\left[f\left(\frac{3 u+v}{4}\right)+f\left(\frac{u+3 v}{4}\right)\right] \\
& \Delta_{2}=\left[\frac{f(u)+f(v)}{2}+f\left(\frac{u+v}{2}\right)\right] \int_{0}^{1} H(x, 1-x) d x
\end{aligned}
$$

Proof. For $\left[u, \frac{u+v}{2}\right]$, one has

$$
\begin{aligned}
& H\left(\frac{1}{2}, \frac{1}{2}\right) f\left(x u+(1-x) \frac{u+v}{2}\right)+H\left(\frac{1}{2}, \frac{1}{2}\right) f\left((1-x) u+x \frac{u+v}{2}\right) \\
& \subseteq f\left(\frac{x u+(1-x) \frac{u+v}{2}}{2}+\frac{(1-x) u+x \frac{u+v}{2}}{2}\right)=f\left(\frac{3 u+v}{4}\right)
\end{aligned}
$$

Consequently, we get

$$
\frac{1}{4 H\left(\frac{1}{2}, \frac{1}{2}\right)} f\left(\frac{3 u+v}{4}\right) \supseteq \frac{1}{v-u} \int_{u}^{\frac{u+v}{2}} f(t) d t
$$

In the same way as above, for $\left[\frac{u+v}{2}, v\right]$, we have

$$
\frac{1}{4 H\left(\frac{1}{2}, \frac{1}{2}\right)} f\left(\frac{u+3 v}{4}\right) \supseteq \frac{1}{v-u} \int_{\frac{u+v}{2}}^{v} f(t) d t
$$

Hence,

$$
\Delta_{1}=\frac{1}{4 H\left(\frac{1}{2}, \frac{1}{2}\right)}\left[f\left(\frac{3 u+v}{4}\right)+f\left(\frac{u+3 v}{4}\right)\right] \supseteq \frac{1}{v-u} \int_{u}^{v} f(t) d t
$$

Thanks to Theorem 2, one has

$$
\begin{aligned}
& \frac{1}{4\left[H\left(\frac{1}{2}, \frac{1}{2}\right)\right]^{2}} f\left(\frac{u+v}{2}\right) \\
& =\frac{1}{4\left[H\left(\frac{1}{2}, \frac{1}{2}\right)\right]^{2}} f\left(\frac{1}{2} \cdot \frac{3 u+v}{4}+\frac{1}{2} \cdot \frac{u+3 v}{4}\right) \\
& \supseteq \frac{1}{4\left[H\left(\frac{1}{2}, \frac{1}{2}\right)\right]^{2}}\left[H\left(\frac{1}{2}, \frac{1}{2}\right) f\left(\frac{3 u+v}{4}\right)+H\left(\frac{1}{2}, \frac{1}{2}\right) f\left(\frac{u+3 v}{4}\right)\right] \\
& \supseteq \Delta_{1} \\
& \supseteq \frac{1}{v-u} \int_{u}^{v} f(t) d t \\
& \supseteq \frac{1}{2}\left[f(u)+f(v)+2 f\left(\frac{u+v}{2}\right)\right] \int_{0}^{1} H(x, 1-x) d x \\
& =\Delta_{2} \\
& \supseteq\left[\frac{f(u)+f(v)}{2}+H\left(\frac{1}{2}, \frac{1}{2}\right)(f(u)+f(v))\right] \int_{0}^{1} H(x, 1-x) d x \\
& \supseteq[f(u)+f(v)]\left[\frac{1}{2}+H\left(\frac{1}{2}, \frac{1}{2}\right)\right] \int_{0}^{1} H(x, 1-x) d x
\end{aligned}
$$

and the result follows.
Example 2. Furthermore, by Example 1, we have

$$
\begin{aligned}
& \Delta_{1}=\frac{1}{2}\left[f\left(-\frac{1}{2}\right), f\left(\frac{1}{2}\right)\right]=\left[\frac{1}{4}, 4-\frac{e^{\frac{1}{2}}+e^{-\frac{1}{2}}}{2}\right] \\
& \Delta_{2}=\frac{1}{2}\left(\left[1,4-\frac{e+e^{-1}}{2}\right]+[0,3]\right)=\left[\frac{1}{2}, \frac{7}{2}-\frac{e+e^{-1}}{4}\right] \\
& {[f(u)+f(v)]\left[\frac{1}{2}+H\left(\frac{1}{2}, \frac{1}{2}\right)\right] \int_{0}^{1} H(x, 1-x) d x=\left[1,4-\frac{e+e^{-1}}{2}\right]}
\end{aligned}
$$

Then, we obtain that

$$
[0,3] \supseteq\left[\frac{1}{4}, 4-\frac{e^{\frac{1}{2}}+e^{-\frac{1}{2}}}{2}\right] \supseteq\left[\frac{1}{3}, 4-\frac{e-e^{-1}}{2}\right] \supseteq\left[\frac{1}{2}, \frac{7}{2}-\frac{e+e^{-1}}{4}\right] \supseteq\left[1,4-\frac{e+e^{-1}}{2}\right]
$$

Consequently, Theorem 3 is verified.
Similarly, we get the following result, which generalizes Theorem 3 of [34] and Theorem 4.5 of [17].

Theorem 4. Let $f, g:[u, v] \rightarrow \mathbb{R}_{\mathcal{I}}^{+}, h_{1}, h_{2}:[0,1] \rightarrow \mathbb{R}^{+}$and $H\left(\frac{1}{2}, \frac{1}{2}\right) \neq 0$. If $f, g \in S X\left(\left(h_{1}, h_{2}\right),[u, v], \mathbb{R}_{\mathcal{I}}^{+}\right)$ and $f g \in \mathcal{I} \mathcal{R}_{([u, v])}$, then

$$
\frac{1}{v-u} \int_{u}^{v} f(t) g(t) d t \supseteq M(u, v) \int_{0}^{1} H^{2}(x, 1-x) d x+N(u, v) \int_{0}^{1} H(x, x) H(1-x, 1-x) d x
$$

where

$$
M(u, v)=f(u) g(u)+f(v) g(v), N(u, v)=f(u) g(v)+f(v) g(u) .
$$

Example 3. Suppose that $h_{1}(x)=x, h_{2}(x) \equiv 1,[u, v]=[0,1]$ and

$$
f(t)=\left[t^{2}, 4-e^{t}\right], g(t)=\left[t, 3-t^{2}\right] .
$$

Then

$$
\begin{aligned}
& \frac{1}{v-u} \int_{u}^{v} f(t) g(t) d t=\int_{0}^{1}\left[t^{3},\left(4-e^{t}\right)\left(3-t^{2}\right)\right] d t=\left[\frac{1}{4}, \frac{35}{3}-2 e\right] \\
& M(u, v) \int_{0}^{1} H^{2}(x, 1-x) d x=M(0,1) \int_{0}^{1} x^{2} d x=\left[\frac{1}{3}, \frac{17}{3}-\frac{2}{3} e\right] \\
& N(u, v) \int_{0}^{1} H(x, x) H(1-x, 1-x) d x=N(0,1) \int_{0}^{1} x^{2} d x=\left[0,3-\frac{e}{2}\right] .
\end{aligned}
$$

It follows that

$$
\left[\frac{1}{4}, \frac{35}{3}-2 e\right] \supseteq\left[\frac{1}{3}, \frac{17}{3}-\frac{2}{3} e\right]+\left[0,3-\frac{e}{2}\right]=\left[\frac{1}{3}, \frac{26}{3}-\frac{7}{6} e\right] .
$$

Consequently, Theorem 4 is verified.
The next result generalizes Theorem 2 of [34] and Theorem 4.6 of [17].
Theorem 5. Let $f, g:[u, v] \rightarrow \mathbb{R}_{\mathcal{I}}^{+}, h_{1}, h_{2}:[0,1] \rightarrow \mathbb{R}^{+}$, and $H\left(\frac{1}{2}, \frac{1}{2}\right) \neq 0$. If $f, g \in$ $S X\left(\left(h_{1}, h_{2}\right),[u, v], \mathbb{R}_{\mathcal{I}}^{+}\right)$and $f g \in \mathcal{I R}_{([u, v])}$, then

$$
\begin{aligned}
\frac{1}{2 H^{2}\left(\frac{1}{2}, \frac{1}{2}\right)} f\left(\frac{u+v}{2}\right) g\left(\frac{u+v}{2}\right) & \supseteq \frac{1}{v-u} \int_{u}^{v} f(t) g(t) d t+N(u, v) \int_{0}^{1} H^{2}(x, 1-x) d x \\
& +M(u, v) \int_{0}^{1} H(x, x) H(1-x, 1-x) d x
\end{aligned}
$$

Proof. By hypothesis, one has

$$
\begin{aligned}
& f\left(\frac{u+v}{2}\right) g\left(\frac{u+v}{2}\right) \\
& \supseteq H^{2}\left(\frac{1}{2}, \frac{1}{2}\right)[\underline{f}(x u+(1-x) v) \underline{g}(x u+(1-x) v), \bar{f}(x u+(1-x) v) \bar{g}(x u+(1-x) v)] \\
&+H^{2}\left(\frac{1}{2}, \frac{1}{2}\right)[\underline{f(x u+(1-x) v) \underline{g}((1-x) u+x v), \bar{f}(x u+(1-x) v) \bar{g}((1-x) u+x v)]} \\
&+H^{2}\left(\frac{1}{2}, \frac{1}{2}\right)[\underline{f}((1-x) u+x v) \underline{g}(x u+(1-x) v), \bar{f}((1-x) u+x v) \bar{g}(x u+(1-x) v)] \\
&+H^{2}\left(\frac{1}{2}, \frac{1}{2}\right)[\underline{f((1-x) u+x v) \underline{g}((1-x) u+x v), \bar{f}((1-x) u+x v) \bar{g}((1-x) u+x v)]} \\
& \supseteq H^{2}\left(\frac{1}{2}, \frac{1}{2}\right)[f(x u+(1-x) v) g(x u+(1-x) v)+f((1-x) u+x v) g((1-x) u+x v)] \\
&+H^{2}\left(\frac{1}{2}, \frac{1}{2}\right)[(H(x, 1-x) f(u)+H(1-x, x) f(v))(H(1-x, x) g(u)+H(x, 1-x) g(v)) \\
&+(H(1-x, x) f(u)+H(x, 1-x) f(v))(H(x, 1-x) g(u)+H(1-x, x) g(v))] \\
&= H^{2}\left(\frac{1}{2}, \frac{1}{2}\right)[f(x u+(1-x) v) g(x u+(1-x) v)+f((1-x) u+x v) g((1-x) u+x v)] \\
&+2 H^{2}\left(\frac{1}{2}, \frac{1}{2}\right)\left[H(x, x) H(1-x, 1-x) M(u, v)+H^{2}(x, 1-x) N(u, v)\right]
\end{aligned}
$$

Integrating over $[0,1]$, and the result follows.
Example 4. Furthermore, by Example 3, we get

$$
\begin{aligned}
& \frac{1}{2 H^{2}\left(\frac{1}{2}, \frac{1}{2}\right)} f\left(\frac{u+v}{2}\right) g\left(\frac{u+v}{2}\right)=2 f\left(\frac{1}{2}\right) g\left(\frac{1}{2}\right)=\left[\frac{1}{4}, 22-\frac{11}{2} \sqrt{e}\right], \\
& N(u, v) \int_{0}^{1} H^{2}(x, 1-x) d x=N(0,1) \int_{0}^{1} x^{2} d x=[0,6-e], \\
& M(u, v) \int_{0}^{1} H(x, x) H(1-x, 1-x) d x=M(0,1) \int_{0}^{1}\left(x-x^{2}\right) d x=\left[\frac{1}{6}, \frac{17}{6}-\frac{e}{3}\right] .
\end{aligned}
$$

It follows that

$$
\left[\frac{1}{4}, 22-\frac{11}{2} \sqrt{e}\right] \supseteq[0,6-e]+\left[\frac{1}{6}, \frac{17}{6}-\frac{e}{3}\right]+\left[\frac{1}{4}, \frac{35}{3}-2 e\right]=\left[\frac{5}{12}, \frac{123}{6}-\frac{10}{3} e\right]
$$

Consequently, Theorem 5 is verified.

## 4. Conclusions

We introduced interval ( $h_{1}, h_{2}$ )-convex and presented some new interval Hermite-Hadamard type inequalities. Our results generalize some known Hermite-Hadamard type inequalities and will be useful in developing the theory of interval differential (or integral) inequalities and interval convex analysis. As a future research direction, we intend to investigate inequalities for fuzzy-interval-valued functions, and some applications in interval nonlinear programming.
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#### Abstract

In this paper, we introduced some new integral inequalities of the Hermite-Hadamard type for functions whose second derivatives in absolute values at certain powers are strongly $\eta$-convex functions via the Katugampola fractional integrals.
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## 1. Introduction

Let $I$ be an interval in $\mathbb{R}$. A function $f: I \rightarrow \mathbb{R}$ is said to be convex on $I$ if

$$
f(t x+(1-t) y) \leq t f(x)+(1-t) f(y)
$$

for all $x, y \in I$ and $t \in[0,1]$. The following inequalities which hold for convex functions is known in the literature as the Hermite-Hadamard type inequality.

Theorem 1 ([1]). If $f:[a, b] \rightarrow \mathbb{R}$ is convex on $[a, b]$ with $a<b$, then

$$
f\left(\frac{a+b}{2}\right) \leq \frac{1}{b-a} \int_{a}^{b} f(x) d x \leq \frac{f(a)+f(b)}{2}
$$

Many authors have studied and generalized the Hermite-Hadamard inequality in several ways via different classes of convex functions. For some recent results related to the Hermite-Hadamard inequality, we refer the interested reader to the papers [2-11].

In 2016, Gordji et al. [12] introduced the concept of $\eta$-convexity as follows:
Definition 1 ([12]). A function $f: I \rightarrow \mathbb{R}$ is said to be $\eta$-convex with respect to the bifunction $\eta: \mathbb{R} \times \mathbb{R} \rightarrow$ $\mathbb{R}$ if

$$
f(t x+(1-t) y) \leq f(y)+t \eta(f(x), f(y))
$$

for all $x, y \in I$ and $t \in[0,1]$.

Remark 1. If we take $\eta(x, y)=x-y$ in Definition 1, then we recover the classical definition of convex functions.

In 2017, Awan et al. [13] extended the class of $\eta$-convex functions to the class of strongly $\eta$-convex functions as follows:

Definition 2 ([13]). A function $f: I \rightarrow \mathbb{R}$ is said to be strongly $\eta$-convex with respect to the bifunction $\eta: \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ with modulus $\mu \geq 0$ if

$$
f(t x+(1-t) y) \leq f(y)+\operatorname{t\eta }(f(x), f(y))-\mu t(1-t)(x-y)^{2}
$$

for all $x, y \in I$ and $t \in[0,1]$.
Remark 2. If $\eta(x, y)=x-y$ in Definition 2 , then we have the class of strongly convex functions.
For some recent results related to the class of $\eta$-convex functions, we refer the interested reader to the papers [8,12-16].

Definition 3 ([17]). The left- and right-sided Riemann-Liouville fractional integrals of order $\alpha>0$ of $f$ are defined by

$$
J_{a+}^{\alpha} f(x):=\frac{1}{\Gamma(\alpha)} \int_{a}^{x}(x-t)^{\alpha-1} f(t) d t
$$

and

$$
J_{b-}^{\alpha} f(x):=\frac{1}{\Gamma(\alpha)} \int_{x}^{b}(t-x)^{\alpha-1} f(t) d t
$$

with $a<x<b$ and $\Gamma(\cdot)$ is the gamma function given by

$$
\Gamma(x):=\int_{0}^{\infty} t^{x-1} e^{-t} d t, \quad \operatorname{Re}(x)>0
$$

with the property that $\Gamma(x+1)=x \Gamma(x)$.
Definition 4 ([18]). The left- and right-sided Hadamard fractional integrals of order $\alpha>0$ of $f$ are defined by

$$
H_{a+}^{\alpha} f(x):=\frac{1}{\Gamma(\alpha)} \int_{a}^{x}\left(\ln \frac{x}{t}\right)^{\alpha-1} \frac{f(t)}{t} d t
$$

and

$$
H_{b-}^{\alpha} f(x):=\frac{1}{\Gamma(\alpha)} \int_{x}^{b}\left(\ln \frac{t}{x}\right)^{\alpha-1} \frac{f(t)}{t} d t
$$

Definition 5. $X_{c}^{p}(a, b)(c \in \mathbb{R}, 1 \leq p \leq \infty)$ denotes the space of all complex-valued Lebesgue measurable functions $f$ for which $\|f\|_{X_{c}^{p}}<\infty$, where the norm $\|\cdot\|_{X_{c}^{p}}$ is defined by

$$
\|f\|_{X_{c}^{p}}=\left(\int_{a}^{b}\left|t^{c} f(t)\right|^{p} \frac{d t}{t}\right)^{1 / p} \quad(1 \leq p<\infty)
$$

and for $p=\infty$

$$
\|f\|_{X_{c}^{\infty}}=e s s \sup _{a \leq t \leq b}\left|t^{c} f(t)\right| .
$$

In 2011, Katugampola [19] introduced a new fractional integral operator which generalizes the Riemann-Liouville and Hadamard fractional integrals as follows:

Definition 6. Let $[a, b] \subset \mathbb{R}$ be a finite interval. Then, the left- and right-sided Katugampola fractional integrals of order $\alpha>0$ of $f \in X_{c}^{p}(a, b)$ are defined by

$$
\rho^{\rho} I_{a+}^{\alpha} f(x):=\frac{\rho^{1-\alpha}}{\Gamma(\alpha)} \int_{a}^{x} \frac{t^{\rho-1}}{\left(x^{\rho}-t^{\rho}\right)^{1-\alpha}} f(t) d t
$$

and

$$
\rho_{I_{b-}^{\alpha}} f(x):=\frac{\rho^{1-\alpha}}{\Gamma(\alpha)} \int_{x}^{b} \frac{t^{\rho-1}}{\left(t^{\rho}-x^{\rho}\right)^{1-\alpha}} f(t) d t
$$

with $a<x<b$ and $\rho>0$, if the integrals exist.
Remark 3. It is shown in [19] that the Katugampola fractional integral operators are well-defined on $X_{c}^{p}(a, b)$.
Theorem 2 ([19]). Let $\alpha>0$ and $\rho>0$. Then for $x>a$

1. $\lim _{\rho \rightarrow 1}^{\rho} I_{a+}^{\alpha} f(x)=J_{a+}^{\alpha} f(x)$,
2. $\lim _{\rho \rightarrow 0^{+}}{ }^{\rho} I_{a+}^{\alpha} f(x)=H_{a+}^{\alpha} f(x)$.

Similar results also hold for right-sided operators.
For more information about the Katugampola fractional integrals and related results, we refer the interested reader to the papers [19-21]. Recently, Chen and Katugampola [20] introduced several integral inequalities of Hermite-Hadamard type for functions whose first derivatives in absolute value are convex functions via the Katugampola fractional integrals. We present two of their results here for the purpose of our discussion. The first result of importance to us employs the following lemma.

Lemma 1 ([20]). Let $\alpha>0, \rho>0$ and $f:\left[a^{\rho}, b^{\rho}\right] \rightarrow \mathbb{R}$ be a differentiable mapping on $\left(a^{\rho}, b^{\rho}\right)$ with $0 \leq a<b$. Then the following equality holds if the fractional integrals exist:

$$
\begin{align*}
& \frac{f\left(a^{\rho}\right)+f\left(b^{\rho}\right)}{\alpha \rho}-\frac{\rho^{\alpha-1} \Gamma(\alpha)}{\left(b^{\rho}-a^{\rho}\right)^{\alpha}}\left[{ }^{\rho} I_{a+}^{\alpha} f\left(b^{\rho}\right)+{ }^{\rho} I_{b-}^{\alpha} f\left(a^{\rho}\right)\right] \\
& =\frac{b^{\rho}-a^{\rho}}{\alpha} \int_{0}^{1} t^{\rho(\alpha+1)-1}\left[f^{\prime}\left(\left(1-t^{\rho}\right) a^{\rho}+t^{\rho} b^{\rho}\right)-f^{\prime}\left(t^{\rho} a^{\rho}+\left(1-t^{\rho}\right) b^{\rho}\right)\right] d t \tag{1}
\end{align*}
$$

By using Lemma 1, the authors proved the following result.
Theorem 3 ([20]). Let $f:\left[a^{\rho}, b^{\rho}\right] \rightarrow \mathbb{R}$ be a differentiable mapping on $\left(a^{\rho}, b^{\rho}\right)$ with $0 \leq a<b$. If $\left|f^{\prime}\right|$ is convex on $\left[a^{\rho}, b^{\rho}\right]$, then the following inequality holds:

$$
\left|\frac{f\left(a^{\rho}\right)+f\left(b^{\rho}\right)}{2}-\frac{\rho^{\alpha} \Gamma(\alpha+1)}{2\left(b^{\rho}-a^{\rho}\right)^{\alpha}}\left[{ }^{\rho} I_{a+}^{\alpha} f\left(b^{\rho}\right)+{ }^{\rho} I_{b-}^{\alpha} f\left(a^{\rho}\right)\right]\right| \leq \frac{b^{\rho}-a^{\rho}}{2(\alpha+1)}\left[\left|f^{\prime}\left(a^{\rho}\right)\right|+\left|f^{\prime}\left(b^{\rho}\right)\right|\right] .
$$

The second result of importance to us also uses the following lemma.

Lemma 2 ([20]). Let $\alpha>0, \rho>0$ and $f:\left[a^{\rho}, b^{\rho}\right] \rightarrow \mathbb{R}$ be a differentiable mapping on $\left(a^{\rho}, b^{\rho}\right)$ with $0 \leq a<b$. Then the following equality holds if the fractional integrals exist:

$$
\begin{align*}
& \frac{f\left(a^{\rho}\right)+f\left(b^{\rho}\right)}{2}-\frac{\rho^{\alpha} \Gamma(\alpha+1)}{2\left(b^{\rho}-a^{\rho}\right)^{\alpha}}\left[{ }^{\rho} I_{a+}^{\alpha} f\left(b^{\rho}\right)+{ }^{\rho} I_{b-}^{\alpha} f\left(a^{\rho}\right)\right] \\
& =\frac{b^{\rho}-a^{\rho}}{2} \int_{0}^{1}\left[\left(1-t^{\rho}\right)^{\alpha}-t^{\rho \alpha}\right] t^{\rho-1} f^{\prime}\left(t^{\rho} a^{\rho}+\left(1-t^{\rho}\right) b^{\rho}\right) d t . \tag{2}
\end{align*}
$$

By using Lemma 2, the authors proved the following result.
Theorem 4 ([20]). Let $f:\left[a^{\rho}, b^{\rho}\right] \rightarrow \mathbb{R}$ be a differentiable mapping on $\left(a^{\rho}, b^{\rho}\right)$ with $0 \leq a<b$. If $\left|f^{\prime}\right|$ is convex on $\left[a^{\rho}, b^{\rho}\right]$, then the following inequality holds:

$$
\begin{aligned}
& \left|\frac{f\left(a^{\rho}\right)+f\left(b^{\rho}\right)}{2}-\frac{\rho^{\alpha} \Gamma(\alpha+1)}{2\left(b^{\rho}-a^{\rho}\right)^{\alpha}}\left[I^{\rho} I_{a+}^{\alpha} f\left(b^{\rho}\right)+{ }^{\rho} I_{b-}^{\alpha} f\left(a^{\rho}\right)\right]\right| \\
& \leq \frac{b^{\rho}-a^{\rho}}{2 \rho(\alpha+1)}\left(1-\frac{1}{2^{\alpha}}\right)\left[\left|f^{\prime}\left(a^{\rho}\right)\right|+\left|f^{\prime}\left(b^{\rho}\right)\right|\right] .
\end{aligned}
$$

Remark 4. It is important to note that Lemmas 1 and 2 are corrected versions of [20] (Lemma 2.4 and Equation (14)).

Our purpose in this paper is to provide some new estimates for the right hand side of the inequalities in Theorems 3 and 4 for functions whose second derivatives in absolute value at some powers are strongly $\eta$-convex.

## 2. Main Results

To prove the main results of this paper, we need the following lemmas which are extensions of Lemmas 1 and 2 for the second derivative case of the function $f$.

Lemma 3. Let $\alpha>0, \rho>0$ and $f:\left[a^{\rho}, b^{\rho}\right] \rightarrow \mathbb{R}$ be a twice differentiable mapping on $\left(a^{\rho}, b^{\rho}\right)$ with $0 \leq a<b$. Then the following equality holds if the fractional integrals exist:

$$
\begin{align*}
& \frac{f\left(a^{\rho}\right)+f\left(b^{\rho}\right)}{\alpha \rho}-\frac{\rho^{\alpha-1} \Gamma(\alpha)}{\left(b^{\rho}-a^{\rho}\right)^{\alpha}}\left[\rho I_{a+}^{\alpha} f\left(b^{\rho}\right)+{ }^{\rho} I_{b-}^{\alpha} f\left(a^{\rho}\right)\right] \\
& =\frac{\left(b^{\rho}-a^{\rho}\right)^{2}}{\alpha(\alpha+1)}\left[\int_{0}^{1}\left[1-t^{\rho(\alpha+1)}\right] t^{\rho-1} f^{\prime \prime}\left(\left(1-t^{\rho}\right) a^{\rho}+t^{\rho} b^{\rho}\right) d t\right. \\
& \left.\quad-\int_{0}^{1} t^{\rho(\alpha+2)-1} f^{\prime \prime}\left(t^{\rho} a^{\rho}+\left(1-t^{\rho}\right) b^{\rho}\right) d t\right] . \tag{3}
\end{align*}
$$

Proof. Let

$$
I_{1}=\int_{0}^{1}\left[1-t^{\rho(\alpha+1)}\right] t^{\rho-1} f^{\prime \prime}\left(\left(1-t^{\rho}\right) a^{\rho}+t^{\rho} b^{\rho}\right) d t
$$

and

$$
I_{2}=\int_{0}^{1} t^{\rho(\alpha+2)-1} f^{\prime \prime}\left(t^{\rho} a^{\rho}+\left(1-t^{\rho}\right) b^{\rho}\right) d t .
$$

By using integration by parts we have that

$$
\begin{align*}
I_{1}= & \int_{0}^{1}\left[1-t^{\rho(\alpha+1)}\right] t^{\rho-1} f^{\prime \prime}\left(\left(1-t^{\rho}\right) a^{\rho}+t^{\rho} b^{\rho}\right) d t \\
= & \left.\frac{1}{\rho\left(b^{\rho}-a^{\rho}\right)}\left[1-t^{\rho(\alpha+1)}\right] f^{\prime}\left(\left(1-t^{\rho}\right) a^{\rho}+t^{\rho} b^{\rho}\right)\right|_{0} ^{1} \\
& +\frac{\rho(\alpha+1)}{\rho\left(b \rho-a^{\rho}\right)} \int_{0}^{1} t^{\rho(\alpha+1)-1} f^{\prime}\left(\left(1-t^{\rho}\right) a^{\rho}+t^{\rho} b^{\rho}\right) d t \\
= & -\frac{1}{\rho\left(b^{\rho}-a^{\rho}\right)} f^{\prime}\left(a^{\rho}\right)+\frac{(\alpha+1)}{\left(b^{\rho}-a^{\rho}\right)} \int_{0}^{1} t^{\rho(\alpha+1)-1} f^{\prime}\left(\left(1-t^{\rho}\right) a^{\rho}+t^{\rho} b^{\rho}\right) d t \tag{4}
\end{align*}
$$

By a similar argument, one gets:

$$
\begin{equation*}
I_{2}=-\frac{1}{\rho\left(b^{\rho}-a^{\rho}\right)} f^{\prime}\left(a^{\rho}\right)+\frac{(\alpha+1)}{\left(b^{\rho}-a^{\rho}\right)} \int_{0}^{1} t^{\rho(\alpha+1)-1} f^{\prime}\left(t^{\rho} a^{\rho}+\left(1-t^{\rho}\right) b^{\rho}\right) d t \tag{5}
\end{equation*}
$$

Using (4) and (5), we have

$$
\begin{equation*}
I_{1}-I_{2}=\frac{(\alpha+1)}{\left(b^{\rho}-a^{\rho}\right)} \int_{0}^{1} t^{\rho(\alpha+1)-1}\left[f^{\prime}\left(\left(1-t^{\rho}\right) a^{\rho}+t^{\rho} b^{\rho}\right)-f^{\prime}\left(t^{\rho} a^{\rho}+\left(1-t^{\rho}\right) b^{\rho}\right)\right] d t \tag{6}
\end{equation*}
$$

The desired identity in (3) follows from (6) by using (1) and rearranging the terms.
Lemma 4. Let $\alpha>0, \rho>0$ and $f:\left[a^{\rho}, b^{\rho}\right] \rightarrow \mathbb{R}$ be a twice differentiable mapping on $\left(a^{\rho}, b^{\rho}\right)$ with $0 \leq a<b$. Then the following equality holds if the fractional integrals exist:

$$
\begin{align*}
& \frac{f\left(a^{\rho}\right)+f\left(b^{\rho}\right)}{2}-\frac{\rho^{\alpha} \Gamma(\alpha+1)}{2\left(b^{\rho}-a^{\rho}\right)^{\alpha}}\left[\rho I_{a+}^{\alpha} f\left(b^{\rho}\right)+{ }^{\rho} I_{b-}^{\alpha} f\left(a^{\rho}\right)\right] \\
& =\frac{\left(b^{\rho}-a^{\rho}\right)^{2}}{2(\alpha+1)} \int_{0}^{1}\left[1-\left(1-t^{\rho}\right)^{\alpha+1}-t^{\rho(\alpha+1)}\right] t^{\rho-1} f^{\prime \prime}\left(t^{\rho} a^{\rho}+\left(1-t^{\rho}\right) b^{\rho}\right) d t \tag{7}
\end{align*}
$$

Proof. We start by considering the following computation which is a direct application of integration by parts.

$$
\begin{align*}
& \int_{0}^{1}\left[1-\left(1-t^{\rho}\right)^{\alpha+1}-t^{\rho(\alpha+1)}\right] t^{\rho-1} f^{\prime \prime}\left(t^{\rho} a^{\rho}+\left(1-t^{\rho}\right) b^{\rho}\right) d t \\
& =\left.\frac{1}{\rho\left(a^{\rho}-b^{\rho}\right)}\left[1-\left(1-t^{\rho}\right)^{\alpha+1}-t^{\rho(\alpha+1)}\right] f^{\prime}\left(t^{\rho} a^{\rho}+\left(1-t^{\rho}\right) b^{\rho}\right)\right|_{0} ^{1} \\
& -\frac{\rho(\alpha+1)}{\rho\left(a^{\rho}-b^{\rho}\right)} \int_{0}^{1}\left[\left(1-t^{\rho}\right)^{\alpha}-t^{\rho \alpha}\right] t^{\rho-1} f^{\prime}\left(t^{\rho} a^{\rho}+\left(1-t^{\rho}\right) b^{\rho}\right) d t \\
& =\frac{(\alpha+1)}{\left(b^{\rho}-a^{\rho}\right)} \int_{0}^{1}\left[\left(1-t^{\rho}\right)^{\alpha}-t^{\rho \alpha}\right] t^{\rho-1} f^{\prime}\left(t^{\rho} a^{\rho}+\left(1-t^{\rho}\right) b^{\rho}\right) d t \tag{8}
\end{align*}
$$

The intended identity in (7) follows from (8) by using (2) and rearranging the terms.
We are now in a position to prove our main results.

Theorem 5. Let $\alpha>0, \rho>0$ and $f:\left[a^{\rho}, b^{\rho}\right] \rightarrow \mathbb{R}$ be a twice differentiable mapping on $\left(a^{\rho}, b^{\rho}\right)$ with $0 \leq a<b$. If $\left|f^{\prime \prime}\right|^{q}$ is strongly $\eta$-convex with modulus $\mu \geq 0$ for $q \geq 1$, then the following inequality holds:

$$
\begin{aligned}
& \left|\frac{f\left(a^{\rho}\right)+f\left(b^{\rho}\right)}{2}-\frac{\rho^{\alpha} \Gamma(\alpha+1)}{2\left(b^{\rho}-a^{\rho}\right)^{\alpha}}\left[{ }^{\rho} I_{a+}^{\alpha} f\left(b^{\rho}\right)+{ }^{\rho} I_{b-}^{\alpha} f\left(a^{\rho}\right)\right]\right| \\
& \leq \\
& \quad \frac{\left(b^{\rho}-a^{\rho}\right)^{2}}{2(\alpha+1)}\left[( \frac { \alpha + 1 } { \alpha + 2 } ) ^ { 1 - \frac { 1 } { q } } \left(\frac{\alpha+1}{\alpha+2}\left|f^{\prime \prime}\left(a^{\rho}\right)\right|^{q}\right.\right. \\
& \left.\quad+\frac{\alpha+1}{2(\alpha+3)} \eta\left(\left|f^{\prime \prime}\left(b^{\rho}\right)\right|^{q},\left|f^{\prime \prime}\left(a^{\rho}\right)\right|^{q}\right)-\frac{\mu\left(b^{\rho}-a^{\rho}\right)^{2}\left[(\alpha+1)^{2}+5(\alpha+1)\right]}{6(\alpha+4)(\alpha+3)}\right)^{\frac{1}{q}} \\
& \quad+\left(\frac{1}{\alpha+2}\right)^{1-\frac{1}{q}}\left(\frac{1}{\alpha+2}\left|f^{\prime \prime}\left(b^{\rho}\right)\right|^{q}+\frac{1}{\alpha+3} \eta\left(\left|f^{\prime \prime}\left(a^{\rho}\right)\right|^{q},\left|f^{\prime \prime}\left(b^{\rho}\right)\right|^{q}\right)\right. \\
& \left.\left.\quad-\frac{\mu\left(b^{\rho}-a^{\rho}\right)^{2}}{(\alpha+3)(\alpha+4)}\right)^{\frac{1}{q}}\right]
\end{aligned}
$$

Proof. Using Lemma 3, the well-known power mean inequality and the strong $\eta$-convexity of $\left|f^{\prime \prime}\right|^{q}$, we obtain

$$
\begin{aligned}
& \left|\frac{f\left(a^{\rho}\right)+f\left(b^{\rho}\right)}{\alpha \rho}-\frac{\rho^{\alpha-1} \Gamma(\alpha)}{\left(b^{\rho}-a^{\rho}\right)^{\alpha}}\left[{ }^{\rho} I_{a+}^{\alpha} f\left(b^{\rho}\right)+{ }^{\rho} I_{b-}^{\alpha} f\left(a^{\rho}\right)\right]\right| \\
& \leq \frac{\left(b^{\rho}-a^{\rho}\right)^{2}}{\alpha(\alpha+1)}\left[\int_{0}^{1}\left[1-t^{\rho(\alpha+1)}\right] t^{\rho-1}\left|f^{\prime \prime}\left(\left(1-t^{\rho}\right) a^{\rho}+t^{\rho} b^{\rho}\right)\right| d t\right. \\
& \left.+\int_{0}^{1} t^{\rho(\alpha+2)-1}\left|f^{\prime \prime}\left(t^{\rho} a^{\rho}+\left(1-t^{\rho}\right) b^{\rho}\right)\right| d t\right] \\
& \leq \frac{\left(b^{\rho}-a^{\rho}\right)^{2}}{\alpha(\alpha+1)}\left[\left(\int_{0}^{1}\left[1-t^{\rho(\alpha+1)}\right] t^{\rho-1} d t\right)^{1-\frac{1}{q}}\right. \\
& \times\left(\int_{0}^{1}\left[1-t^{\rho(\alpha+1)}\right] t^{\rho-1}\left|f^{\prime \prime}\left(\left(1-t^{\rho}\right) a^{\rho}+t^{\rho} b^{\rho}\right)\right|^{q} d t\right)^{\frac{1}{q}} \\
& \left.+\left(\int_{0}^{1} t^{\rho(\alpha+2)-1} d t\right)^{1-\frac{1}{q}}\left(\int_{0}^{1} t^{\rho(\alpha+2)-1}\left|f^{\prime \prime}\left(t^{\rho} a^{\rho}+\left(1-t^{\rho}\right) b^{\rho}\right)\right| d t\right)^{\frac{1}{q}}\right] \\
& \leq \frac{\left(b^{\rho}-a^{\rho}\right)^{2}}{\alpha(\alpha+1)}\left[\left(\int_{0}^{1}\left[1-t^{\rho(\alpha+1)}\right] t^{\rho-1} d t\right)^{1-\frac{1}{q}}\right. \\
& \times\left(\int _ { 0 } ^ { 1 } [ 1 - t ^ { \rho ( \alpha + 1 ) } ] t ^ { \rho - 1 } \left(\left|f^{\prime \prime}\left(a^{\rho}\right)\right|^{q}+t^{\rho} \eta\left(\left|f^{\prime \prime}\left(b^{\rho}\right)\right|^{q},\left|f^{\prime \prime}\left(a^{\rho}\right)\right|^{q}\right)\right.\right. \\
& \left.\left.-\mu t^{\rho}\left(1-t^{\rho}\right)\left(b^{\rho}-a^{\rho}\right)^{2}\right) d t\right)^{\frac{1}{q}} \\
& +\left(\int_{0}^{1} t^{\rho(\alpha+2)-1} d t\right)^{1-\frac{1}{\eta}}\left(\int _ { 0 } ^ { 1 } t ^ { \rho ( \alpha + 2 ) - 1 } \left(\left|f^{\prime \prime}\left(b^{\rho}\right)\right|^{q}\right.\right. \\
& \left.\left.\left.+t^{\rho} \eta\left(\left|f^{\prime \prime}\left(a^{\rho}\right)\right|^{q},\left|f^{\prime \prime}\left(b^{\rho}\right)\right|^{q}\right)-\mu t^{\rho}\left(1-t^{\rho}\right)\left(b^{\rho}-a^{\rho}\right)^{2}\right) d t\right)^{\frac{1}{q}}\right] \\
& =\frac{\left(b^{\rho}-a^{\rho}\right)^{2}}{\alpha(\alpha+1)}\left[( \int _ { 0 } ^ { 1 } [ 1 - t ^ { \rho ( \alpha + 1 ) } ] t ^ { \rho - 1 } d t ) ^ { 1 - \frac { 1 } { q } } \left(\left|f^{\prime \prime}\left(a^{\rho}\right)\right|^{q} \int_{0}^{1}\left[1-t^{\rho(\alpha+1)}\right] t^{\rho-1} d t\right.\right. \\
& +\eta\left(\left|f^{\prime \prime}\left(b^{\rho}\right)\right|^{q},\left|f^{\prime \prime}\left(a^{\rho}\right)\right|^{q}\right) \int_{0}^{1}\left[1-t^{\rho(\alpha+1)}\right] t^{2 \rho-1} d t \\
& \left.-\mu\left(b^{\rho}-a^{\rho}\right)^{2} \int_{0}^{1}\left[1-t^{\rho(\alpha+1)}\right] t^{2 \rho-1}\left(1-t^{\rho}\right) d t\right)^{\frac{1}{q}}
\end{aligned}
$$

$$
\begin{aligned}
&+\left(\int_{0}^{1} t^{\rho(\alpha+2)-1} d t\right)^{1-\frac{1}{q}}\left(\left|f^{\prime \prime}\left(b^{\rho}\right)\right|^{q} \int_{0}^{1} t^{\rho(\alpha+2)-1} d t\right. \\
&+\eta\left(\left|f^{\prime \prime}\left(a^{\rho}\right)\right|^{q},\left|f^{\prime \prime}\left(b^{\rho}\right)\right|^{q}\right) \int_{0}^{1} t^{\rho(\alpha+3)-1} d t \\
&\left.\left.-\mu\left(b^{\rho}-a^{\rho}\right)^{2} \int_{0}^{1} t^{\rho(\alpha+3)-1}\left(1-t^{\rho}\right) d t\right)^{\frac{1}{q}}\right]
\end{aligned}
$$

The desired inequality follows from the above estimation and observing that:

$$
\begin{gathered}
\int_{0}^{1}\left[1-t^{\rho(\alpha+1)}\right] t^{\rho-1} d t=\frac{\alpha+1}{\rho(\alpha+2)}, \int_{0}^{1}\left[1-t^{\rho(\alpha+1)}\right] t^{2 \rho-1} d t=\frac{\alpha+1}{2 \rho(\alpha+3)} \\
\int_{0}^{1}\left[1-t^{\rho(\alpha+1)}\right] t^{2 \rho-1}\left(1-t^{\rho}\right) d t=\frac{(\alpha+1)^{2}+5(\alpha+1)}{6 \rho(\alpha+4)(\alpha+3)}, \int_{0}^{1} t^{\rho(\alpha+2)-1} d t=\frac{1}{\rho(\alpha+2)} \\
\int_{0}^{1} t^{\rho(\alpha+3)-1} d t=\frac{1}{\rho(\alpha+3)} \text { and } \int_{0}^{1} t^{\rho(\alpha+3)-1}\left(1-t^{\rho}\right) d t=\frac{1}{\rho(\alpha+3)(\alpha+4)} .
\end{gathered}
$$

This completes the proof of Theorem 5.
Corollary 1. Let $\alpha>0, \rho>0$ and $f:\left[a^{\rho}, b^{\rho}\right] \rightarrow \mathbb{R}$ be a twice differentiable mapping on $\left(a^{\rho}, b^{\rho}\right)$ with $0 \leq a<b$. If $\left|f^{\prime \prime}\right|^{q}$ is convex for $q \geq 1$, then the following inequality holds:

$$
\begin{aligned}
& \left|\frac{f\left(a^{\rho}\right)+f\left(b^{\rho}\right)}{2}-\frac{\rho^{\alpha} \Gamma(\alpha+1)}{2\left(b^{\rho}-a^{\rho}\right)^{\alpha}}\left[\rho I_{a+}^{\alpha} f\left(b^{\rho}\right)+\rho I_{b-}^{\alpha} f\left(a^{\rho}\right)\right]\right| \\
& \leq \frac{\left(b^{\rho}-a^{\rho}\right)^{2}}{2(\alpha+1)}\left[( \frac { \alpha + 1 } { \alpha + 2 } ) ^ { 1 - \frac { 1 } { q } } \left(\frac{(\alpha+1)(\alpha+4)}{2(\alpha+2)(\alpha+3)}\left|f^{\prime \prime}\left(a^{\rho}\right)\right|^{q}+\frac{\alpha+1}{2(\alpha+3)}\left|f^{\prime \prime}\left(b^{\rho}\right)\right|^{q}\right.\right. \\
& \left.\quad+\left(\frac{1}{\alpha+2}\right)^{1-\frac{1}{q}}\left(\frac{1}{(\alpha+2)(\alpha+3)}\left|f^{\prime \prime}\left(b^{\rho}\right)\right|^{q}+\frac{1}{\alpha+3}\left|f^{\prime \prime}\left(a^{\rho}\right)\right|^{q}\right)^{\frac{1}{q}}\right]
\end{aligned}
$$

Proof. The result follows directly from Theorem 5 if we take $\eta(x, y)=x-y$ and $\mu=0$.
Theorem 6. Let $\alpha>0, \rho>0$ and $f:\left[a^{\rho}, b^{\rho}\right] \rightarrow \mathbb{R}$ be a twice differentiable mapping on $\left(a^{\rho}, b^{\rho}\right)$ with $0 \leq a<b$. If $\left|f^{\prime \prime}\right|^{q}$ is strongly $\eta$-convex with modulus $\mu \geq 0$ for $q>1$, then the following inequalities hold:

$$
\begin{aligned}
& \left|\frac{f\left(a^{\rho}\right)+f\left(b^{\rho}\right)}{2}-\frac{\rho^{\alpha} \Gamma(\alpha+1)}{2\left(b^{\rho}-a^{\rho}\right)^{\alpha}}\left[I^{\rho} I_{a+}^{\alpha} f\left(b^{\rho}\right)+{ }^{\rho} I_{b-}^{\alpha} f\left(a^{\rho}\right)\right]\right| \\
& \leq \frac{\rho\left(b^{\rho}-a^{\rho}\right)^{2}}{2(\alpha+1)}\left[( \frac { 1 } { \rho } \int _ { 0 } ^ { 1 } [ 1 - u ^ { \alpha + 1 } ] ^ { s } d u ) ^ { \frac { 1 } { s } } \left(\frac{1}{\rho}\left|f^{\prime \prime}\left(a^{\rho}\right)\right|^{q}+\frac{1}{2 \rho} \eta\left(\left|f^{\prime \prime}\left(b^{\rho}\right)\right|^{q},\left|f^{\prime \prime}\left(a^{\rho}\right)\right|^{q}\right)\right.\right. \\
& \left.\quad-\frac{\mu\left(b^{\rho}-a^{\rho}\right)^{2}}{6 \rho}\right)^{\frac{1}{q}}+\left(\frac{1}{s \rho(\alpha+2)-s+1}\right)^{\frac{1}{s}}\left(\left|f^{\prime \prime}\left(b^{\rho}\right)\right|^{q}+\frac{1}{\rho+1} \eta\left(\left|f^{\prime \prime}\left(a^{\rho}\right)\right|^{q},\left|f^{\prime \prime}\left(b^{\rho}\right)\right|^{q}\right)\right. \\
& \left.\left.\quad-\frac{\mu \rho\left(b^{\rho}-a^{\rho}\right)^{2}}{(\rho+1)(2 \rho+1)}\right)^{\frac{1}{q}}\right]
\end{aligned}
$$

$$
\begin{aligned}
\leq & \frac{\rho\left(b^{\rho}-a^{\rho}\right)^{2}}{2(\alpha+1)}\left[( \frac { s ( \alpha + 1 ) } { \rho ( s ( \alpha + 1 ) + 1 ) } ) ^ { \frac { 1 } { s } } \left(\frac{1}{\rho}\left|f^{\prime \prime}\left(a^{\rho}\right)\right|^{q}+\frac{1}{2 \rho} \eta\left(\left|f^{\prime \prime}\left(b^{\rho}\right)\right|^{q},\left|f^{\prime \prime}\left(a^{\rho}\right)\right|^{q}\right)\right.\right. \\
& \left.-\frac{\mu\left(b^{\rho}-a^{\rho}\right)^{2}}{6 \rho}\right)^{\frac{1}{q}}+\left(\frac{1}{s \rho(\alpha+2)-s+1}\right)^{\frac{1}{s}}\left(\left|f^{\prime \prime}\left(b^{\rho}\right)\right|^{q}+\frac{1}{\rho+1} \eta\left(\left|f^{\prime \prime}\left(a^{\rho}\right)\right|^{q},\left|f^{\prime \prime}\left(b^{\rho}\right)\right|^{q}\right)\right. \\
& \left.\left.-\frac{\mu \rho\left(b^{\rho}-a^{\rho}\right)^{2}}{(\rho+1)(2 \rho+1)}\right)^{\frac{1}{q}}\right]
\end{aligned}
$$

where $\frac{1}{s}+\frac{1}{q}=1$.
Proof. Using Lemma 3, the Hölder's inequality and the strong $\eta$-convexity of $\left|f^{\prime \prime}\right|^{q}$, we obtain

$$
\begin{aligned}
& \left|\frac{f\left(a^{\rho}\right)+f\left(b^{\rho}\right)}{\alpha \rho}-\frac{\rho^{\alpha-1} \Gamma(\alpha)}{\left(b^{\rho}-a^{\rho}\right)^{\alpha}}\left[{ }^{\rho} I_{a+}^{\alpha} f\left(b^{\rho}\right)+{ }^{\rho} I_{b-}^{\alpha} f\left(a^{\rho}\right)\right]\right| \\
& \leq \frac{\left(b^{\rho}-a^{\rho}\right)^{2}}{\alpha(\alpha+1)}\left[\left(\int_{0}^{1}\left|1-t^{\rho(\alpha+1)}\right|^{s} t^{\rho-1} d t\right)^{\frac{1}{s}}\left(\int_{0}^{1} t^{\rho-1}\left|f^{\prime \prime}\left(\left(1-t^{\rho}\right) a^{\rho}+t^{\rho} b^{\rho}\right)\right|^{q} d t\right)^{\frac{1}{q}}\right. \\
& \left.+\left(\int_{0}^{1} t^{s \rho(\alpha+2)-s} d t\right)^{\frac{1}{s}}\left(\int_{0}^{1}\left|f^{\prime \prime}\left(t^{\rho} a^{\rho}+\left(1-t^{\rho}\right) b^{\rho}\right)\right|^{q} d t\right)^{\frac{1}{q}}\right] \\
& \leq \frac{\left(b^{\rho}-a^{\rho}\right)^{2}}{\alpha(\alpha+1)}\left[( \int _ { 0 } ^ { 1 } | 1 - t ^ { \rho ( \alpha + 1 ) } | ^ { s } t ^ { \rho - 1 } d t ) ^ { \frac { 1 } { s } } \left(\int _ { 0 } ^ { 1 } t ^ { \rho - 1 } \left(\left|f^{\prime \prime}\left(a^{\rho}\right)\right|^{q}\right.\right.\right. \\
& \left.\left.+t^{\rho} \eta\left(\left|f^{\prime \prime}\left(b^{\rho}\right)\right|^{q},\left|f^{\prime \prime}\left(a^{\rho}\right)\right|^{q}\right)-\mu t^{\rho}\left(1-t^{\rho}\right)\left(b^{\rho}-a^{\rho}\right)^{2}\right) d t\right)^{\frac{1}{q}} \\
& +\left(\int_{0}^{1} t^{s \rho(\alpha+2)-s} d t\right)^{\frac{1}{s}}\left(\int _ { 0 } ^ { 1 } \left(\left|f^{\prime \prime}\left(b^{\rho}\right)\right|^{q}\right.\right. \\
& \left.\left.\left.+t^{\rho} \eta\left(\left|f^{\prime \prime}\left(a^{\rho}\right)\right|^{q},\left|f^{\prime \prime}\left(b^{\rho}\right)\right|^{q}\right)-\mu t^{\rho}\left(1-t^{\rho}\right)\left(b^{\rho}-a^{\rho}\right)^{2}\right) d t\right)^{\frac{1}{q}}\right] \\
& =\frac{\left(b^{\rho}-a^{\rho}\right)^{2}}{\alpha(\alpha+1)}\left[( \int _ { 0 } ^ { 1 } | 1 - t ^ { \rho ( \alpha + 1 ) } | ^ { s } t ^ { \rho - 1 } d t ) ^ { \frac { 1 } { s } } \left(\left|f^{\prime \prime}\left(a^{\rho}\right)\right|^{q} \int_{0}^{1} t^{\rho-1} d t\right.\right. \\
& \left.+\eta\left(\left|f^{\prime \prime}\left(b^{\rho}\right)\right|^{q},\left|f^{\prime \prime}\left(a^{\rho}\right)\right|^{q}\right) \int_{0}^{1} t^{2 \rho-1} d t-\mu\left(b^{\rho}-a^{\rho}\right)^{2} \int_{0}^{1} t^{2 \rho-1}\left(1-t^{\rho}\right) d t\right)^{\frac{1}{q}} \\
& +\left(\int_{0}^{1} t^{s \rho(\alpha+2)-s} d t\right)^{\frac{1}{s}}\left(\left|f^{\prime \prime}\left(b^{\rho}\right)\right|^{q} \int_{0}^{1} 1 d t+\eta\left(\left|f^{\prime \prime}\left(a^{\rho}\right)\right|^{q},\left|f^{\prime \prime}\left(b^{\rho}\right)\right|^{q}\right) \int_{0}^{1} t^{\rho} d t\right. \\
& \left.\left.-\mu\left(b^{\rho}-a^{\rho}\right)^{2} \int_{0}^{1} t^{\rho}\left(1-t^{\rho}\right) d t\right)^{\frac{1}{q}}\right] \\
& =\frac{\left(b^{\rho}-a^{\rho}\right)^{2}}{\alpha(\alpha+1)}\left[( \frac { 1 } { \rho } \int _ { 0 } ^ { 1 } [ 1 - u ^ { \alpha + 1 } ] ^ { s } d u ) ^ { \frac { 1 } { s } } \left(\frac{1}{\rho}\left|f^{\prime \prime}\left(a^{\rho}\right)\right|^{q}+\frac{1}{2 \rho} \eta\left(\left|f^{\prime \prime}\left(b^{\rho}\right)\right|^{q},\left|f^{\prime \prime}\left(a^{\rho}\right)\right|^{q}\right)\right.\right. \\
& \left.-\frac{\mu\left(b^{\rho}-a^{\rho}\right)^{2}}{6 \rho}\right)^{\frac{1}{q}}+\left(\frac{1}{s \rho(\alpha+2)-s+1}\right)^{\frac{1}{s}}\left(\left|f^{\prime \prime}\left(b^{\rho}\right)\right|^{q}+\frac{1}{\rho+1} \eta\left(\left|f^{\prime \prime}\left(a^{\rho}\right)\right|^{q},\left|f^{\prime \prime}\left(b^{\rho}\right)\right|^{q}\right)\right. \\
& \left.\left.-\frac{\mu \rho\left(b^{\rho}-a^{\rho}\right)^{2}}{(\rho+1)(2 \rho+1)}\right)^{\frac{1}{q}}\right] \text {. }
\end{aligned}
$$

This proves the first inequality. To prove the second inequality, we observe that for any $A>B \geq 0$ and $s \geq 1$, we have $(A-B)^{s} \leq A^{s}-B^{s}$. Thus, it follows that $\left[1-u^{\alpha+1}\right]^{s} \leq 1-u^{s(\alpha+1)}$ for all $u \in[0,1]$. Hence, we have that

$$
\int_{0}^{1}\left[1-u^{\alpha+1}\right]^{s} d u \leq \int_{0}^{1} 1-u^{s(\alpha+1)} d u=\frac{s(\alpha+1)}{s(\alpha+1)+1}
$$

This completes the proof.
Corollary 2. Let $\alpha>0, \rho>0$ and $f:\left[a^{\rho}, b^{\rho}\right] \rightarrow \mathbb{R}$ be a twice differentiable mapping on $\left(a^{\rho}, b^{\rho}\right)$ with $0 \leq a<b$. If $\left|f^{\prime \prime}\right|^{q}$ is convex for $q>1$, then the following inequalities hold:

$$
\begin{aligned}
& \left|\frac{f\left(a^{\rho}\right)+f\left(b^{\rho}\right)}{2}-\frac{\rho^{\alpha} \Gamma(\alpha+1)}{2\left(b^{\rho}-a^{\rho}\right)^{\alpha}}\left[{ }^{\rho} I_{a+}^{\alpha} f\left(b^{\rho}\right)+{ }^{\rho} I_{b-}^{\alpha} f\left(a^{\rho}\right)\right]\right| \\
& \leq \frac{\rho\left(b^{\rho}-a^{\rho}\right)^{2}}{2(\alpha+1)}\left[\left(\frac{1}{\rho} \int_{0}^{1}\left|1-u^{\alpha+1}\right|^{s} d u\right)^{\frac{1}{s}}\left(\frac{1}{2 \rho}\left|f^{\prime \prime}\left(a^{\rho}\right)\right|^{q}+\frac{1}{2 \rho}\left|f^{\prime \prime}\left(b^{\rho}\right)\right|^{q}\right)^{\frac{1}{q}}\right. \\
& \left.\quad+\left(\frac{1}{s \rho(\alpha+2)-s+1}\right)^{\frac{1}{s}}\left(\frac{\rho}{\rho+1}\left|f^{\prime \prime}\left(b^{\rho}\right)\right|^{q}+\frac{1}{\rho+1}\left|f^{\prime \prime}\left(a^{\rho}\right)\right|^{q}\right)^{\frac{1}{q}}\right] \\
& \leq \frac{\rho\left(b^{\rho}-a^{\rho}\right)^{2}}{2(\alpha+1)}\left[\left(\frac{s(\alpha+1)}{\rho(s(\alpha+1)+1)}\right)^{\frac{1}{s}}\left(\frac{1}{2 \rho}\left|f^{\prime \prime}\left(a^{\rho}\right)\right|^{q}+\frac{1}{2 \rho}\left|f^{\prime \prime}\left(b^{\rho}\right)\right|^{q}\right)^{\frac{1}{q}}\right. \\
& \left.\quad+\left(\frac{1}{s \rho(\alpha+2)-s+1}\right)^{\frac{1}{s}}\left(\frac{\rho}{\rho+1}\left|f^{\prime \prime}\left(b^{\rho}\right)\right|^{q}+\frac{1}{\rho+1}\left|f^{\prime \prime}\left(a^{\rho}\right)\right|^{q}\right)^{\frac{1}{q}}\right]
\end{aligned}
$$

where $\frac{1}{s}+\frac{1}{q}=1$.
Proof. The result follows directly from Theorem 6 if we take $\eta(x, y)=x-y$ and $\mu=0$.
Theorem 7. Let $\alpha>0, \rho>0$ and $f:\left[a^{\rho}, b^{\rho}\right] \rightarrow \mathbb{R}$ be a twice differentiable mapping on $\left(a^{\rho}, b^{\rho}\right)$ with $0 \leq a<b$. If $\left|f^{\prime \prime}\right|^{q}$ is a strongly $\eta$-convex function on $\left[a^{\rho}, b^{\rho}\right]$ with modulus $\mu \geq 0$ for $q \geq 1$, then the following inequality holds:

$$
\begin{aligned}
& \left|\frac{f\left(a^{\rho}\right)+f\left(b^{\rho}\right)}{2}-\frac{\rho^{\alpha} \Gamma(\alpha+1)}{2\left(b^{\rho}-a^{\rho}\right)^{\alpha}}\left[\rho_{a+}^{\alpha} f\left(b^{\rho}\right)+{ }^{\rho} I_{b-}^{\alpha} f\left(a^{\rho}\right)\right]\right| \\
& \leq \frac{\left(b^{\rho}-a^{\rho}\right)^{2}}{2 \rho(\alpha+1)}\left(\frac{\alpha}{\alpha+2}\right)^{1-\frac{1}{q}}\left[\frac{\alpha}{\alpha+2}\left|f^{\prime \prime}\left(b^{\rho}\right)\right|^{q}\right. \\
& \quad+\left(\frac{\alpha+1}{2(\alpha+3)}-\mathrm{B}(2, \alpha+2)\right) \eta\left(\left|f^{\prime \prime}\left(a^{\rho}\right)\right|^{q},\left|f^{\prime \prime}\left(b^{\rho}\right)\right|^{q}\right) \\
& \\
& \left.-\mu\left(b^{\rho}-a^{\rho}\right)^{2}\left(\frac{1}{6}-2 \mathrm{~B}(2, \alpha+3)\right)\right]^{\frac{1}{q}}
\end{aligned}
$$

where $\mathrm{B}(\cdot, \cdot)$ denotes the beta function defined by $\mathrm{B}(x, y)=\int_{0}^{1} t^{x-1}(1-t)^{y-1} d t$.

Proof. Using Lemma 4, the power mean inequality and the strong $\eta$-convexity of $\left|f^{\prime \prime}\right|^{q}$, we obtain

$$
\begin{aligned}
& \left\lvert\, \begin{array}{l}
\left|\frac{f\left(a^{\rho}\right)+f\left(b^{\rho}\right)}{2}-\frac{\rho^{\alpha} \Gamma(\alpha+1)}{2\left(b b^{\rho}-a^{\rho}\right)^{\alpha}}\left[{ }^{\rho} I_{a+}^{\alpha} f\left(b^{\rho}\right)+{ }^{\rho} I_{b-}^{\alpha} f\left(a^{\rho}\right)\right]\right| \\
\begin{aligned}
& \leq \frac{\left(b^{\rho}-a^{\rho}\right)^{2}}{2(\alpha+1)} \int_{0}^{1}\left|1-\left(1-t^{\rho}\right)^{\alpha+1}-t^{\rho(\alpha+1)}\right| t^{\rho-1}\left|f^{\prime \prime}\left(t^{\rho} a^{\rho}+\left(1-t^{\rho}\right) b^{\rho}\right)\right| d t \\
& \leq \frac{\left(b^{\rho}-a^{\rho}\right)^{2}}{2(\alpha+1)}\left(\int_{0}^{1}\left[1-\left(1-t^{\rho}\right)^{\alpha+1}-t^{\rho(\alpha+1)}\right] t^{\rho-1} d t\right)^{1-\frac{1}{q}} \\
& \times\left(\int_{0}^{1}\left[1-\left(1-t^{\rho}\right)^{\alpha+1}-t^{\rho(\alpha+1)}\right] t^{\rho-1}\left|f^{\prime \prime}\left(t^{\rho} a^{\rho}+\left(1-t^{\rho}\right) b^{\rho}\right)\right|^{q} d t\right)^{\frac{1}{q}} \\
& \leq \frac{\left(b^{\rho}-a^{\rho}\right)^{2}}{2(\alpha+1)}\left(\int_{0}^{1}\left[1-\left(1-t^{\rho}\right)^{\alpha+1}-t^{\rho(\alpha+1)}\right] t^{\rho-1} d t\right)^{1-\frac{1}{q}} \\
& \quad \times\left(\int _ { 0 } ^ { 1 } [ 1 - ( 1 - t ^ { \rho } ) ^ { \alpha + 1 } - t ^ { \rho ( \alpha + 1 ) } ] t ^ { \rho - 1 } \left(\left|f^{\prime \prime}\left(b^{\rho}\right)\right|^{q}+t^{\rho} \eta\left(\left|f^{\prime \prime}\left(a^{\rho}\right)\right|^{q},\left|f^{\prime \prime}\left(b^{\rho}\right)\right|^{q}\right)\right.\right. \\
&\left.\left.\quad-\mu t^{\rho}\left(1-t^{\rho}\right)\left(b^{\rho}-a^{\rho}\right)^{2}\right) d t\right)^{\frac{1}{q}} \\
& \leq \frac{\left(b^{\rho}-a^{\rho}\right)^{2}}{2(\alpha+1)}\left(\int_{0}^{1}\left[1-\left(1-t^{\rho}\right)^{\alpha+1}-t^{\rho(\alpha+1)}\right] t^{\rho-1} d t\right)^{1-\frac{1}{q}} \\
& \quad \times\left(\left|f^{\prime \prime}\left(b^{\rho}\right)\right|^{q} \int_{0}^{1}\left[1-\left(1-t^{\rho}\right)^{\alpha+1}-t^{\rho(\alpha+1)}\right] t^{\rho-1} d t\right.
\end{aligned} \\
\quad+\eta\left(\left|f^{\prime \prime}\left(a^{\rho}\right)\right|^{q},\left|f^{\prime \prime}\left(b^{\rho}\right)\right|^{q}\right) \int_{0}^{1}\left[1-\left(1-t^{\rho}\right)^{\alpha+1}-t^{\rho(\alpha+1)}\right] t^{2 \rho-1} d t \\
\left.\quad-\mu\left(b^{\rho}-a^{\rho}\right)^{2} \int_{0}^{1}\left[1-\left(1-t^{\rho}\right)^{\alpha+1}-t^{\rho(\alpha+1)}\right] t^{2 \rho-1}\left(1-t^{\rho}\right) d t\right)^{\frac{1}{q}}
\end{array}\right.
\end{aligned}
$$

The desired result follows from the above inequality and using the following computations:

$$
\begin{aligned}
\int_{0}^{1}\left[1-\left(1-t^{\rho}\right)^{\alpha+1}-t^{\rho(\alpha+1)}\right] t^{\rho-1} d t & =\frac{1}{\rho} \int_{0}^{1}\left[1-(1-u)^{\alpha+1}-u^{\alpha+1}\right] d u \\
& =\frac{\alpha}{\rho(\alpha+2)}, \\
\int_{0}^{1}\left[1-\left(1-t^{\rho}\right)^{\alpha+1}-t^{\rho(\alpha+1)}\right] t^{2 \rho-1} d t & =\frac{1}{\rho} \int_{0}^{1}\left[1-(1-u)^{\alpha+1}-u^{\alpha+1}\right] u d u \\
& =\frac{1}{\rho}\left(\frac{1}{2}-\mathrm{B}(2, \alpha+2)-\frac{1}{\alpha+3}\right) \\
& =\frac{1}{\rho}\left(\frac{\alpha+1}{2(\alpha+3)}-\mathrm{B}(2, \alpha+2)\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\int_{0}^{1}\left[1-\left(1-t^{\rho}\right)^{\alpha+1}-t^{\rho(\alpha+1)}\right] t^{2 \rho-1}\left(1-t^{\rho}\right) d t & =\frac{1}{\rho} \int_{0}^{1}\left[1-(1-u)^{\alpha+1}-u^{\alpha+1}\right] u(1-u) d u \\
& =\frac{1}{\rho}\left(\frac{1}{6}-2 \mathrm{~B}(2, \alpha+3)\right)
\end{aligned}
$$

This completes the proof of the theorem.

Corollary 3. Let $\alpha>0, \rho>0$ and $f:\left[a^{\rho}, b^{\rho}\right] \rightarrow \mathbb{R}$ be a twice differentiable mapping on $\left(a^{\rho}, b^{\rho}\right)$ with $0 \leq a<b$. If $\left|f^{\prime \prime}\right|^{q}$ is convex for $q \geq 1$, then the following inequality holds:

$$
\begin{aligned}
& \left|\frac{f\left(a^{\rho}\right)+f\left(b^{\rho}\right)}{2}-\frac{\rho^{\alpha} \Gamma(\alpha+1)}{2\left(b^{\rho}-a^{\rho}\right)^{\alpha}}\left[I^{\rho} I_{a+}^{\alpha} f\left(b^{\rho}\right)+{ }^{\rho} I_{b-}^{\alpha} f\left(a^{\rho}\right)\right]\right| \\
& \leq \frac{\left(b^{\rho}-a^{\rho}\right)^{2}}{2 \rho(\alpha+1)}\left(\frac{\alpha}{\alpha+2}\right)^{1-\frac{1}{q}}\left[\left(\mathrm{~B}(2, \alpha+2)-\frac{\alpha^{2}+3 \alpha-2}{2(\alpha+2)(\alpha+3)}\right)\left|f^{\prime \prime}\left(b^{\rho}\right)\right|^{q}\right. \\
& \left.\quad+\left(\frac{\alpha+1}{2(\alpha+3)}-\mathrm{B}(2, \alpha+2)\right)\left|f^{\prime \prime}\left(a^{\rho}\right)\right|^{q}\right]^{\frac{1}{q}}
\end{aligned}
$$

Proof. The result follows directly from Theorem 7 if we take $\eta(x, y)=x-y$ and $\mu=0$.
Theorem 8. Let $\alpha>0, \rho>0$ and $f:\left[a^{\rho}, b^{\rho}\right] \rightarrow \mathbb{R}$ be a twice differentiable mapping on ( $a^{\rho}, b^{\rho}$ ) with $0 \leq a<b$. If $\left|f^{\prime \prime}\right|^{q}$ is a strongly $\eta$-convex function on $\left[a^{\rho}, b^{\rho}\right]$ with modulus $\mu \geq 0$ for $q>1$, then the following inequalities hold:

$$
\begin{aligned}
& \left|\frac{f\left(a^{\rho}\right)+f\left(b^{\rho}\right)}{2}-\frac{\rho^{\alpha} \Gamma(\alpha+1)}{2\left(b^{\rho}-a^{\rho}\right)^{\alpha}}\left[{ }^{\rho} I_{a+}^{\alpha} f\left(b^{\rho}\right)+{ }^{\rho} I_{b-}^{\alpha} f\left(a^{\rho}\right)\right]\right| \\
& \leq \frac{\left(b^{\rho}-a^{\rho}\right)^{2}}{2 \rho(\alpha+1)}\left(\int_{0}^{1}\left[1-(1-u)^{\alpha+1}-u^{\alpha+1}\right]^{s} d u\right)^{\frac{1}{s}} \\
& \quad \times\left(\left|f^{\prime \prime}\left(b^{\rho}\right)\right|^{q}+\frac{1}{2} \eta\left(\left|f^{\prime \prime}\left(a^{\rho}\right)\right|^{q},\left|f^{\prime \prime}\left(b^{\rho}\right)\right|^{q}\right)-\frac{\mu \rho\left(b^{\rho}-a^{\rho}\right)^{2}}{2(\rho+1)(2 \rho+1)}\right)^{\frac{1}{q}} \\
& \leq \frac{\left(b^{\rho}-a^{\rho}\right)^{2}}{2 \rho(\alpha+1)}\left(\frac{s(\alpha+1)-1}{s(\alpha+1)+1}\right)^{\frac{1}{s}}\left(\left|f^{\prime \prime}\left(b^{\rho}\right)\right|^{q}+\frac{1}{2} \eta\left(\left|f^{\prime \prime}\left(a^{\rho}\right)\right|^{q},\left|f^{\prime \prime}\left(b^{\rho}\right)\right|^{q}\right)\right. \\
& \left.\quad-\frac{\mu \rho\left(b^{\rho}-a^{\rho}\right)^{2}}{2(\rho+1)(2 \rho+1)}\right)^{\frac{1}{q}}
\end{aligned}
$$

where $\frac{1}{s}+\frac{1}{q}=1$.
Proof. Using Lemma 4, the Hölder's inequality and the strong $\eta$-convexity of $\left|f^{\prime \prime}\right|^{q}$, we obtain

$$
\begin{aligned}
& \left|\frac{f\left(a^{\rho}\right)+f\left(b^{\rho}\right)}{2}-\frac{\rho^{\alpha} \Gamma(\alpha+1)}{2\left(b^{\rho}-a^{\rho}\right)^{\alpha}}\left[\rho I_{a+}^{\alpha} f\left(b^{\rho}\right)+{ }^{\rho} I_{b-}^{\alpha} f\left(a^{\rho}\right)\right]\right| \\
& \leq \frac{\left(b^{\rho}-a^{\rho}\right)^{2}}{2(\alpha+1)} \int_{0}^{1}\left|1-\left(1-t^{\rho}\right)^{\alpha+1}-t^{\rho(\alpha+1)}\right| t^{\rho-1}\left|f^{\prime \prime}\left(t^{\rho} a^{\rho}+\left(1-t^{\rho}\right) b^{\rho}\right)\right| d t \\
& \leq \frac{\left(b^{\rho}-a^{\rho}\right)^{2}}{2(\alpha+1)}\left(\int_{0}^{1}\left[1-\left(1-t^{\rho}\right)^{\alpha+1}-t^{\rho(\alpha+1)}\right]^{s} t^{\rho-1} d t\right)^{\frac{1}{s}} \\
& \quad \times\left(\int_{0}^{1} t^{\rho-1}\left|f^{\prime \prime}\left(t^{\rho} a^{\rho}+\left(1-t^{\rho}\right) b^{\rho}\right)\right|^{q} d t\right)^{\frac{1}{q}} \\
& \leq \frac{\left(b^{\rho}-a^{\rho}\right)^{2}}{2(\alpha+1)}\left(\int_{0}^{1}\left[1-\left(1-t^{\rho}\right)^{\alpha+1}-t^{\rho(\alpha+1)}\right]^{s} t^{\rho-1} d t\right)^{\frac{1}{s}} \\
& \quad \times\left(\int _ { 0 } ^ { 1 } t ^ { \rho - 1 } \left(\left|f^{\prime \prime}\left(b^{\rho}\right)\right|^{q}+t^{\rho} \eta\left(\left|f^{\prime \prime}\left(a^{\rho}\right)\right|^{q},\left|f^{\prime \prime}\left(b^{\rho}\right)\right|^{q}\right)\right.\right. \\
& \left.\left.\quad-\mu t^{\rho}\left(1-t^{\rho}\right)\left(b^{\rho}-a^{\rho}\right)^{2}\right) d t\right)^{\frac{1}{q}}
\end{aligned}
$$

$$
\begin{aligned}
& \leq \frac{\left(b^{\rho}-a^{\rho}\right)^{2}}{2(\alpha+1)}\left(\int_{0}^{1}\left[1-\left(1-t^{\rho}\right)^{\alpha+1}-t^{\rho(\alpha+1)}\right]^{s} t^{\rho-1} d t\right)^{\frac{1}{s}} \\
& \quad \times\left(\left|f^{\prime \prime}\left(b^{\rho}\right)\right|^{q} \int_{0}^{1} t^{\rho-1} d t+\eta\left(\left|f^{\prime \prime}\left(a^{\rho}\right)\right|^{q},\left|f^{\prime \prime}\left(b^{\rho}\right)\right|^{q}\right) \int_{0}^{1} t^{2 \rho-1} d t\right. \\
& \left.\quad-\mu\left(b^{\rho}-a^{\rho}\right)^{2} \int_{0}^{1} t^{2 \rho-1}\left(1-t^{\rho}\right) d t\right)^{\frac{1}{q}}
\end{aligned}
$$

where

$$
\begin{gathered}
\int_{0}^{1}\left[1-\left(1-t^{\rho}\right)^{\alpha+1}-t^{\rho(\alpha+1)}\right]^{s} t^{\rho-1} d t=\frac{1}{\rho} \int_{0}^{1}\left[1-(1-u)^{\alpha+1}-u^{\alpha+1}\right]^{s} d u \\
\int_{0}^{1} t^{\rho-1} d t=\frac{1}{\rho^{\prime}}, \quad \int_{0}^{1} t^{2 \rho-1} d t=\frac{1}{2 \rho} \text { and } \int_{0}^{1} t^{2 \rho-1}\left(1-t^{\rho}\right) d t=\frac{1}{2(\rho+1)(2 \rho+1)} .
\end{gathered}
$$

This proves the first inequality. Using a similar argument as in the proof of Theorem 6, we obtain

$$
\begin{aligned}
\int_{0}^{1}\left[1-(1-u)^{\alpha+1}-u^{\alpha+1}\right]^{s} d u & \leq \int_{0}^{1} 1-(1-u)^{s(\alpha+1)}-u^{s(\alpha+1)} d u \\
& =1-\frac{2}{s(\alpha+1)+1} \\
& =\frac{s(\alpha+1)-1}{s(\alpha+1)+1}
\end{aligned}
$$

This completes the proof of the theorem.
Corollary 4. Let $\alpha>0, \rho>0$ and $f:\left[a^{\rho}, b^{\rho}\right] \rightarrow \mathbb{R}$ be a twice differentiable mapping on $\left(a^{\rho}, b^{\rho}\right)$ with $0 \leq a<b$. If $\left|f^{\prime \prime}\right|^{q}$ is convex for $q>1$, then the following inequalities hold:

$$
\begin{aligned}
& \left|\frac{f\left(a^{\rho}\right)+f\left(b^{\rho}\right)}{2}-\frac{\rho^{\alpha} \Gamma(\alpha+1)}{2\left(b^{\rho}-a^{\rho}\right)^{\alpha}}\left[\rho^{\rho} I_{a+}^{\alpha} f\left(b^{\rho}\right)+{ }^{\rho} I_{b-}^{\alpha} f\left(a^{\rho}\right)\right]\right| \\
& \leq \frac{\left(b^{\rho}-a^{\rho}\right)^{2}}{2 \rho(\alpha+1)}\left(\int_{0}^{1}\left[1-(1-u)^{\alpha+1}-u^{\alpha+1}\right]^{s} d u\right)^{\frac{1}{s}} \\
& \quad \times\left(\frac{1}{2}\left|f^{\prime \prime}\left(b^{\rho}\right)\right|^{q}+\frac{1}{2}\left|f^{\prime \prime}\left(a^{\rho}\right)\right|^{q}\right)^{\frac{1}{q}} \\
& \leq \frac{\left(b^{\rho}-a^{\rho}\right)^{2}}{2 \rho(\alpha+1)}\left(\frac{s(\alpha+1)-1}{s(\alpha+1)+1}\right)^{\frac{1}{s}} \\
& \quad \times\left(\frac{1}{2}\left|f^{\prime \prime}\left(b^{\rho}\right)\right|^{q}+\frac{1}{2}\left|f^{\prime \prime}\left(a^{\rho}\right)\right|^{q}\right)^{\frac{1}{q}}
\end{aligned}
$$

where $\frac{1}{s}+\frac{1}{q}=1$.
Proof. The result follows directly from Theorem 8 if we take $\eta(x, y)=x-y$ and $\mu=0$.

## 3. Conclusions

Four main results related to the Hermite-Hadamard inequality via the Katugampola fractional integrals involving strongly $\eta$-convex functions have been introduced. Similar results via the Riemann-Liouville and Hadamard fractional integrals could be derived as particular cases by taking $\rho \rightarrow 1$ and $\rho \rightarrow 0^{+}$, respectively. Several other interesting results can be obtained by considering different bifunctions $\eta$ and/or the modulus $\mu$ as well as different values for the parameters $\alpha$ and $\rho$.
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#### Abstract

In this paper, we develop some quantum estimates of Hermite-Hadamard type inequalities for quasi-convex functions. In some special cases, these quantum estimates reduce to the known results.
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## 1. Introduction

### 1.1. Current State of Hermite-Hadamard Inequalities

Many important inequalities are established for the class of convex functions [1], but one of the most famous is the so-called Hermite-Hadamard inequality, which was first discovered by Hermite in 1881, and is stated as follows: Let $f: I \subseteq \mathbb{R} \rightarrow \mathbb{R}$ be a convex function, where $a, b \in I$ with $a<b$. Then

$$
f\left(\frac{a+b}{2}\right) \leq \frac{1}{b-a} \int_{a}^{b} f(x) d x \leq \frac{f(a)+f(b)}{2}
$$

This famous result can be considered as a necessary and sufficient condition for a function to be convex. Hermite-Hadamard's inequality has raised many scholars' attention, and a variety of refinements and generalizations have been found (see [1-20]).

In [16], Özdemir used the following lemma and established some estimates on it via quasi-convex functions.

Lemma 1. ([16], Lemma 1) Let $f: I \subset \mathbb{R} \rightarrow \mathbb{R}$ be a twice differentiable mapping on $I^{0}, a, b \in I$ with $a<b$ and $f^{\prime \prime}$ be integrable on $[a, b]$. Then the following equality holds:

$$
\begin{equation*}
\frac{f(a)+f(b)}{2}-\frac{1}{b-a} \int_{a}^{b} f(x) d x=\frac{(b-a)^{2}}{2} \int_{0}^{1} s(1-s) f^{\prime \prime}(s a+(1-s) b) d s . \tag{1}
\end{equation*}
$$

Theorem 1. ([16], Theorem 2) Let $f: I^{0} \subset[0, \infty) \rightarrow \mathbb{R}$ be a twice differentiable mapping on $I^{0}$, such that $f^{\prime \prime} \in L[a, b], a, b \in I$ with $a<b$. If $\left|f^{\prime \prime}\right|^{r}$ is quasi-convex on $[a, b]$ for $r \geq 1$, then the following inequality holds:

$$
\begin{equation*}
\left|\frac{f(a)+f(b)}{2}-\frac{1}{b-a} \int_{a}^{b} f(x) d x\right| \leq \frac{(b-a)^{2}}{4}\left(\frac{2}{(r+1)(r+2)}\right)^{\frac{r-1}{r}}\left(\sup \left\{\left|f^{\prime \prime}(a)\right|^{r},\left|f^{\prime \prime}(b)\right|^{r}\right\}\right)^{\frac{1}{r}} . \tag{2}
\end{equation*}
$$

Theorem 2. ([16], Theorem 3) Let $f: I^{0} \subset[0, \infty) \rightarrow \mathbb{R}$ be a twice differentiable mapping on $I^{0}$, such that $f^{\prime \prime} \in L[a, b], a, b \in I$ with $a<b$. If $\left|f^{\prime \prime}\right|^{r}$ is quasi-convex on $[a, b]$ for $r>1$, then the following inequality holds:

$$
\begin{equation*}
\left|\frac{f(a)+f(b)}{2}-\frac{1}{b-a} \int_{a}^{b} f(x) d x\right| \leq \frac{(b-a)^{2}}{2^{1+\frac{1}{r}}}(\beta(2, p+1))^{\frac{1}{p}}\left(\sup \left\{\left|f^{\prime \prime}(a)\right|^{r},\left|f^{\prime \prime}(b)\right|^{r}\right\}\right)^{\frac{1}{r}}, \tag{3}
\end{equation*}
$$

where $\frac{1}{p}+\frac{1}{r}=1$ and $\beta($,$) is Euler Beta Function:$

$$
\beta(x, y)=\int_{0}^{1} t^{x-1}(1-t)^{y-1} d t, \quad x, y>0
$$

In [2], Alomari et al. established the following inequalities through Lemma 1.
Theorem 3. ([2], Theorem 3) Let $f: I \subset \mathbb{R} \rightarrow \mathbb{R}$ be a twice differentiable mapping on $I^{0}, a, b \in I$ with $a<b$ and $f^{\prime \prime}$ be integrable on $[a, b]$. If $\left|f^{\prime \prime}\right|$ is quasi-convex on $[a, b]$, then the following inequality holds:

$$
\begin{equation*}
\left|\frac{f(a)+f(b)}{2}-\frac{1}{b-a} \int_{a}^{b} f(x) d x\right| \leq \frac{(b-a)^{2}}{12} \sup \left\{\left|f^{\prime \prime}(a)\right|,\left|f^{\prime \prime}(b)\right|\right\} \tag{4}
\end{equation*}
$$

Theorem 4. ([2], Theorem 4) Let $f: I \subset \mathbb{R} \rightarrow \mathbb{R}$ be a twice differentiable mapping on $I^{0}, a, b \in I$ with $a<b$ and $f^{\prime \prime}$ be integrable on $[a, b]$. If $\left|f^{\prime \prime}\right|^{p /(p-1)}$ is quasi-convex on $[a, b]$ for $p>1$, then the following inequality holds:

$$
\begin{equation*}
\left|\frac{f(a)+f(b)}{2}-\frac{1}{b-a} \int_{a}^{b} f(x) d x\right| \leq \frac{(b-a)^{2}}{8}\left(\frac{\sqrt{\pi}}{2}\right)^{\frac{1}{p}}\left(\frac{\Gamma(1+p)}{\Gamma\left(\frac{3}{2}+p\right)}\right)^{\frac{1}{p}}\left(\sup \left\{\left|f^{\prime \prime}(a)\right|^{r},\left|f^{\prime \prime}(b)\right|^{r}\right\}\right)^{\frac{1}{r}} \tag{5}
\end{equation*}
$$

where $r=p /(p-1)$.
Theorem 5. ([2], Theorem 5) Let $f: I \subset \mathbb{R} \rightarrow \mathbb{R}$ be a twice differentiable mapping on $I^{0}, a, b \in I$ with $a<b$ and $f^{\prime \prime}$ be integrable on $[a, b]$. If $\left|f^{\prime \prime}\right|^{r}$ is quasi-convex on $[a, b]$ for $q \geq 1$, then the following inequality holds:

$$
\begin{equation*}
\left|\frac{f(a)+f(b)}{2}-\frac{1}{b-a} \int_{a}^{b} f(x) d x\right| \leq \frac{(b-a)^{2}}{12}\left(\sup \left\{\left|f^{\prime \prime}(a)\right|^{r},\left|f^{\prime \prime}(b)\right|^{r}\right\}\right)^{\frac{1}{r}} \tag{6}
\end{equation*}
$$

### 1.2. Motivation of Quantum Estimates

In recent years, many researchers have shown their interest in studying and investigating quantum calculus. Quantum analysis has large applications in many mathematical areas such as number theory ([21]), special functions ([22]), quantum mechanics ([23]) and mathematical inequalities. At present, $q$-analogues of many identities and inequalities have been established ([13-15,19,20,24]).

The Hermite-Hadamard inequality has been extended by considering its quantum estimates. For example, in [13], Noor et al. established the following lemma and developed some quantum estimates for it.

Lemma 2. ([13], Lemma 3.1) Let $f: I=[a, b] \subset \mathbb{R} \rightarrow \mathbb{R}$ be a $q$-differentiable function on $I^{0}$ (the interior of $I$ ) with ${ }_{a} D_{q}$ be continuous and integrable on I where $0<q<1$, then

$$
\frac{1}{b-a} \int_{a}^{b} f(x)_{a} d_{q} x-\frac{q f(a)+f(b)}{1+q}=\frac{q(b-a)}{1+q} \int_{0}^{1}(1-(1+q) t)_{a} D_{q} f((1-t) a+t b)_{0} d_{q} t .
$$

Theorem 6. ([13], Theorem 3.2) Let $f: I=[a, b] \subset \mathbb{R} \rightarrow \mathbb{R}$ be a $q$-differentiable function on $I^{0}$ (the interior of I) with ${ }_{a} D_{q}$ be continuous and integrable on I where $0<q<1$. If $\left|{ }_{a} D_{q} f\right|^{r}, r \geq 1$ is a convex function, then

$$
\begin{aligned}
& \left|\frac{1}{b-a} \int_{a}^{b} f(x)_{a} d_{q} x-\frac{q f(a)+f(b)}{1+q}\right| \\
\leq & \frac{q(b-a)}{1+q}\left(\frac{2 q}{(1+q)^{2}}\right)^{1-\frac{1}{r}}\left(\frac{q\left(1+3 q^{2}+2 q^{3}\right)}{\left(1+q+q^{2}\right)(1+q)^{3}}\left|{ }_{a} D_{q} f(a)\right|^{r}+\frac{q\left(1+4 q+q^{2}\right)}{\left(1+q+q^{2}\right)(1+q)^{3}}\left|{ }_{a} D_{q} f(b)\right|^{r}\right)^{\frac{1}{r}} .
\end{aligned}
$$

Theorem 7. ([13], Theorem 3.3) Let $f: I=[a, b] \subset \mathbb{R} \rightarrow \mathbb{R}$ be a $q$-differentiable function on $I^{0}$ (the interior of I) with ${ }_{a} D_{q}$ be continuous and integrable on $I$ where $0<q<1$. If $\left|{ }_{a} D_{q} f\right|^{r}$ is a convex function where $p, r>1, \frac{1}{p}+\frac{1}{r}=1$, then

$$
\begin{aligned}
& \left|\frac{1}{b-a} \int_{a}^{b} f(x)_{a} d_{q} x-\frac{q f(a)+f(b)}{1+q}\right| \\
\leq & \frac{q(b-a)}{1+q}\left(\frac{2 q}{(1+q)^{2}}\right)^{\frac{1}{p}}\left(\frac{q\left(1+3 q^{2}+2 q^{3}\right)}{\left(1+q+q^{2}\right)(1+q)^{3}}\left|{ }_{a} D_{q} f(a)\right|^{r}+\frac{q\left(1+4 q+q^{2}\right)}{\left(1+q+q^{2}\right)(1+q)^{3}}\left|{ }_{a} D_{q} f(b)\right|^{r}\right)^{\frac{1}{r}} .
\end{aligned}
$$

The main purpose of this paper is to use a new quantum integral identity established in [11] to develop some quantum estimates of Hermite-Hadamard type inequalities for quasi-convex functions (Section 3). These quantum estimates of Hermite-Hadamard type inequalities reduces to Theorems 1-5 as $q \rightarrow 1$.

### 1.3. Possible Applications of the Estimates

Quantum calculus has large applications in many mathematical areas. We expect these new quantum estimates for Hermite-Hadamard type inequalities to have potential applications in the fields of integral inequalities, approximation theory, special means theory, optimization theory, information theory and numerical analysis.

## 2. Preliminaries

In this section, we first recall some previously known concepts on $q$-calculus which will be used in this paper.

Let $J=[a, b] \subseteq \mathbb{R}$ be an interval and $0<q<1$ be a constant.
Definition 1. [19] Assume $f: J \rightarrow \mathbb{R}$ is a continuous function and let $x \in J$. Then $q$-derivative on $J$ of function $f$ at $x$ is defined as

$$
\begin{equation*}
{ }_{a} D_{q} f(x)=\frac{f(x)-f(q x+(1-q) a)}{(1-q)(x-a)}, x \neq a, \quad{ }_{a} D_{q} f(a)=\lim _{x \rightarrow a}{ }_{a} D_{q} f(x) \tag{7}
\end{equation*}
$$

We say that $f$ is $q$-differentiable on J provided ${ }_{a} D_{q} f(x)$ exists for all $x \in J$. Note that if $a=0$ in (2.1), then ${ }_{0} D_{q} f=D_{q} f$, where $D_{q}$ is the well-known $q$-derivative of the function $f(x)$ defined by

$$
\begin{equation*}
D_{q} f(x)=\frac{f(x)-f(q x)}{(1-q) x} . \tag{8}
\end{equation*}
$$

Definition 2. [19] Let $f: J \rightarrow \mathbb{R}$ be a continuous function. We define the second-order $q$-derivative on interval $J$, which denoted as ${ }_{a} D_{q}^{2} f$, provided ${ }_{a} D_{q} f$ is $q$-differentiable on $J$ with ${ }_{a} D_{q}^{2} f={ }_{a} D_{q}\left({ }_{a} D_{q} f\right): J \rightarrow \mathbb{R}$. Similarly, we define higher order $q$-derivative on $J,{ }_{a} D_{q}^{n}: J_{k} \rightarrow \mathbb{R}$.

Definition 3. [19] Let $f: J \subset \mathbb{R} \rightarrow \mathbb{R}$ be a continuous function. Then $q$-integral on $J$ is defined by

$$
\begin{equation*}
\int_{a}^{x} f(t){ }_{a} d_{q} t=(1-q)(x-a) \sum_{n=0}^{\infty} q^{n} f\left(q^{n} x+\left(1-q^{n}\right) a\right) \tag{9}
\end{equation*}
$$

for $x \in J$. Moreover, if $c \in(a, x)$ then the definite $q$-integral on $J$ is defined by

$$
\begin{aligned}
\int_{c}^{x} f(t)_{a} d_{q} t & =\int_{a}^{x} f(t)_{a} d_{q} t-\int_{a}^{c} f(t)_{a} d_{q} t \\
& =(1-q)(x-a) \sum_{n=0}^{\infty} q^{n} f\left(q^{n} x+\left(1-q^{n}\right) a\right)-(1-q)(c-a) \sum_{n=0}^{\infty} q^{n} f\left(q^{n} c+\left(1-q^{n}\right) a\right)
\end{aligned}
$$

Note that if $a=0$, then we have the classical $q$-integral, which is defined by

$$
\begin{equation*}
\int_{0}^{x} f(t)_{0} d_{q} t=(1-q) x \sum_{n=0}^{\infty} q^{n} f\left(q^{n} x\right) \tag{10}
\end{equation*}
$$

for $x \in[0,+\infty)$.
Theorem 8. [19] Assume that $f, g: J \rightarrow \mathbb{R}$ are continuous functions, $\alpha \in \mathbb{R}$. Then, for $x \in J$,

$$
\begin{aligned}
& \int_{a}^{x}[f(t)+g(t)]_{a} d_{q} t=\int_{a}^{x} f(t)_{a} d_{q} t+\int_{a}^{x} g(t)_{a} d_{q} t \\
& \int_{a}^{x}(\alpha f)(t)_{a} d_{q} t=\alpha \int_{a}^{x} f(t)_{a} d_{q} t
\end{aligned}
$$

In addition, we introduce the $q$-analogues of $a$ and $(x-a)^{n}$ and the definition of $q$-Beta function.
Definition 4. [22] For any real number $a$,

$$
\begin{equation*}
[a]_{q}=\frac{q^{a}-1}{q-1} \tag{11}
\end{equation*}
$$

is called the $q$-analogue of $a$. In particular, if $n \in \mathbb{Z}^{+}$, we denote

$$
[n]=\frac{q^{n}-1}{q-1}=q^{n-1}+\cdots+q+1
$$

Definition 5. [22] If $n$ is an integer, the $q$-analogue of $(x-a)^{n}$ is the polynomial

$$
(x-a)_{q}^{n}= \begin{cases}1, & \text { if } n=0  \tag{12}\\ (x-a)(x-q a) \cdots\left(x-q^{n-1} a\right), & \text { if } n \geq 1\end{cases}
$$

Definition 6. [22] For any $t, s>0$,

$$
\begin{equation*}
\beta_{q}(t, s)=\int_{0}^{1} x^{t-1}(1-q x)_{q}^{s-1}{ }_{0} d_{q} x \tag{13}
\end{equation*}
$$

is called the q-Beta function. Note that

$$
\begin{equation*}
\beta_{q}(t, 1)=\int_{0}^{1} x^{t-1}{ }_{0} d_{q} x=\frac{1}{[t]}, \tag{14}
\end{equation*}
$$

where $[t]$ is the $q$-analogue of $t$.

At last, we present four simple calculations that will be used in this paper.
Lemma 3. Let $f(x)=1$, then we have

$$
\int_{0}^{1}{ }_{0} d_{q} x=(1-q) \sum_{n=0}^{\infty} q^{n}=1
$$

Lemma 4. Let $f(x)=x$ for $x \in[a, b]$, then we have

$$
\int_{0}^{1} x_{0} d_{q} x=(1-q) \sum_{n=0}^{\infty} q^{2 n}=\frac{1}{1+q} .
$$

Lemma 5. Let $f(x)=1-q x$ for $x \in[0,1]$ where $0<q<1$ be a constant, then we have

$$
\int_{0}^{1}(1-q x)_{0} d_{q} x=\int_{0}^{1}{ }_{0} d_{q} x-q \int_{0}^{1} x_{0} d_{q} x=\frac{1}{1+q}
$$

Lemma 6. Let $f(x)=x(1-q x)$ for $x \in[0,1]$ where $0<q<1$ be a constant, then we have

$$
\begin{aligned}
\int_{0}^{1} x(1-q x)_{0} d_{q} x & =\int_{0}^{1}\left(x-q x^{2}\right)_{0} d_{q} x=\int_{0}^{1} x_{0} d_{q} x-q \int_{0}^{1} x^{2}{ }_{0} d_{q} x \\
& =\frac{1}{1+q}-q(1-q) \sum_{n=0}^{\infty} q^{3 n}=\frac{1}{1+q}-q \frac{1}{1+q+q^{2}} \\
& =\frac{1}{(1+q)\left(1+q+q^{2}\right)}
\end{aligned}
$$

In [6], we can find the notion of quasi-convex functions generalizes the notion of convex functions. More exactly, a function $f:[a, b] \rightarrow \mathbb{R}$ is said to be quasi-convex on $[a, b]$ if

$$
\begin{equation*}
f((1-\lambda) x+\lambda y) \leq \sup \{f(x), f(y)\} \tag{15}
\end{equation*}
$$

holds for any $x, y \in[a, b]$ and $\lambda \in[0,1]$. It's obviously that any convex function is a quasi-convex function. Furthermore, there exist quasi-convex functions which are not convex.

In [11], we have established the following $q$-integral identity and used it to prove some quantum estimates of Hermite-Hadamard type inequalities for convex functions.

Lemma 7. ([11], Lemma 4.1) Let $f: I=[a, b] \subset \mathbb{R} \rightarrow \mathbb{R}$ be a twice $q$-differentiable function on $I^{0}$ with ${ }_{a} D_{q}^{2} f$ be continuous and integrable on I where $0<q<1$. Then the following identity holds:

$$
\begin{equation*}
\frac{q f(a)+f(b)}{1+q}-\frac{1}{b-a} \int_{a}^{b} f(x)_{a} d_{q} x=\frac{q^{2}(b-a)^{2}}{1+q} \int_{0}^{1} t(1-q t)_{a} D_{q}^{2} f((1-t) a+t b)_{0} d_{q} t \tag{16}
\end{equation*}
$$

Remark 1. If $q \rightarrow 1$ and substitute $(1-t) a+t b$ for $s a+(1-s) b$, then (16) reduces to identity (1) in Lemma 1.

## 3. Hermite-Hadamard Inequalities for Quasi-Convex Functions

In this section, we will give some estimates for the left-hand side of the result of (16) through quasi-convex functions.

Theorem 9. Let $f: I=[a, b] \subset \mathbb{R} \rightarrow \mathbb{R}$ be a twice $q$-differentiable function on $I^{0}$ with ${ }_{a} D_{q}^{2} f$ be continuous and integrable on I where $0<q<1$. If $\left|{ }_{a} D_{q}^{2} f\right|^{r}$ is quasi-convex on $[a, b]$ for $r \geq 1$, then the following inequality holds:

$$
\begin{align*}
& \left|\frac{q f(a)+f(b)}{1+q}-\frac{1}{b-a} \int_{a}^{b} f(x)_{a} d_{q} x\right| \\
\leq & \frac{q^{2}(b-a)^{2}}{1+q}\left(\frac{1}{1+q}\right)^{1-\frac{1}{r}}\left(h_{1} \sup \left\{\left|{ }_{a} D_{q}^{2} f(a)\right|^{r},\left|{ }_{a} D_{q}^{2} f(b)\right|^{r}\right\}\right)^{\frac{1}{r}}, \tag{17}
\end{align*}
$$

where

$$
h_{1}=(1-q) \sum_{n=0}^{\infty} q^{2 n}\left(1-q^{n+1}\right)^{r}
$$

Proof. Using Lemma 7, Hölder's inequality and the fact that $\left|{ }_{a} D_{q}^{2} f\right|^{r}$ is a quasi-convex function, we have

$$
\begin{aligned}
& \left|\frac{q f(a)+f(b)}{1+q}-\frac{1}{b-a} \int_{a}^{b} f(x)_{a} d_{q} x\right| \\
= & \left|\frac{q^{2}(b-a)^{2}}{1+q} \int_{0}^{1} t(1-q t)_{a} D_{q}^{2} f((1-t) a+t b)_{0} d_{q} t\right| \\
\leq & \frac{q^{2}(b-a)^{2}}{1+q} \int_{0}^{1} t(1-q t)\left|{ }_{a} D_{q}^{2} f((1-t) a+t b)\right|{ }_{0} d_{q} t \\
\leq & \frac{q^{2}(b-a)^{2}}{1+q}\left(\int_{0}^{1} t_{0} d_{q} t\right)^{1-\frac{1}{r}}\left(\int_{0}^{1} t(1-q t)^{r}\left|{ }_{a} D_{q}^{2} f((1-t) a+t b)\right|^{r}{ }_{0} d_{q} t\right)^{\frac{1}{r}} \\
\leq & \frac{q^{2}(b-a)^{2}}{1+q}\left(\int_{0}^{1} t_{0} d_{q} t\right)^{1-\frac{1}{r}}\left(\sup \left\{\left|{ }_{a} D_{q}^{2} f(a)\right|^{r},\left|{ }_{a} D_{q}^{2} f(b)\right|^{r}\right\} \int_{0}^{1} t(1-q t)^{r}{ }_{0} d_{q} t\right)^{\frac{1}{r}}
\end{aligned}
$$

Applying Lemma 4, we have

$$
\begin{aligned}
& \left|\frac{q f(a)+f(b)}{1+q}-\frac{1}{b-a} \int_{a}^{b} f(x)_{a} d_{q} x\right| \\
\leq & \frac{q^{2}(b-a)^{2}}{1+q}\left(\frac{1}{1+q}\right)^{1-\frac{1}{r}}\left(\sup \left\{\left|{ }_{a} D_{q}^{2} f(a)\right|^{r},\left|{ }_{a} D_{q}^{2} f(b)\right|^{r}\right\} \int_{0}^{1} t(1-q t)^{r}{ }_{0} d_{q} t\right)^{\frac{1}{r}} \\
= & \frac{q^{2}(b-a)^{2}}{1+q}\left(\frac{1}{1+q}\right)^{1-\frac{1}{r}}\left(h_{1} \sup \left\{\left|{ }_{a} D_{q}^{2} f(a)\right|^{r},\left|{ }_{a} D_{q}^{2} f(b)\right|^{r}\right\}\right)^{\frac{1}{r}} .
\end{aligned}
$$

It is easy to check that

$$
h_{1}=\int_{0}^{1} t(1-q t)^{r}{ }_{0} d_{q} t=(1-q) \sum_{n=0}^{\infty} q^{2 n}\left(1-q^{n+1}\right)^{r}
$$

thus, we get (17).
Remark 2. If $q \rightarrow 1$, then

$$
h_{1}=\int_{0}^{1} t(1-t)^{r} d t=\frac{1}{(r+1)(r+2)}
$$

Inequality (17) reduces to inequality (2) in Theorem 1 due to the fact that

$$
\begin{aligned}
& \frac{(b-a)^{2}}{2}\left(\frac{1}{2}\right)^{1-\frac{1}{r}}\left(\frac{1}{(r+1)(r+2)}\right)^{\frac{1}{r}}\left(\sup \left\{\left|f^{\prime \prime}(a)\right|^{r},\left|f^{\prime \prime}(b)\right|^{r}\right\}\right)^{\frac{1}{r}} \\
= & \frac{(b-a)^{2}}{4}\left(\frac{2}{(r+1)(r+2)}\right)^{\frac{1}{r}}\left(\sup \left\{\left|f^{\prime \prime}(a)\right|^{r},\left|f^{\prime \prime}(b)\right|^{r}\right\}\right)^{\frac{1}{r}}
\end{aligned}
$$

Corollary 1. In Theorem 9, if $r$ is a positive integer, then

$$
(1-q t)^{r} \leq(1-q t)_{q}^{r}
$$

and (17) reduces to

$$
\begin{aligned}
& \left|\frac{q f(a)+f(b)}{1+q}-\frac{1}{b-a} \int_{a}^{b} f(x)_{a} d_{q} x\right| \\
\leq & \frac{q^{2}(b-a)^{2}}{1+q}\left(\frac{1}{1+q}\right)^{1-\frac{1}{r}}\left(\beta_{q}(2, r+1) \sup \left\{\left|{ }_{a} D_{q}^{2} f(a)\right|^{r},\left|{ }_{a} D_{q}^{2} f(b)\right|^{r}\right\}\right)^{\frac{1}{r}}
\end{aligned}
$$

Theorem 10. Let $f: I=[a, b] \subset \mathbb{R} \rightarrow \mathbb{R}$ be a twice $q$-differentiable function on $I^{0}$ with ${ }_{a} D_{q}^{2} f$ be continuous and integrable on I where $0<q<1$. If $\left|{ }_{a} D_{q}^{2} f\right|^{r}$ is quasi-convex on $[a, b]$ where $p, r>1, \frac{1}{p}+\frac{1}{r}=1$, then

$$
\begin{equation*}
\left|\frac{q f(a)+f(b)}{1+q}-\frac{1}{b-a} \int_{a}^{b} f(x)_{a} d_{q} x\right| \leq \frac{q^{2}(b-a)^{2}}{1+q}\left(l_{1}\right)^{\frac{1}{p}}\left(\frac{\sup \left\{\left|{ }_{a} D_{q}^{2} f(a)\right|^{r},\left|{ }_{a} D_{q}^{2} f(b)\right|^{r}\right\}}{1+q}\right)^{\frac{1}{r}} \tag{18}
\end{equation*}
$$

where

$$
l_{1}=(1-q) \sum_{n=0}^{\infty} q^{2 n}\left(1-q^{n+1}\right)^{p}
$$

Proof. Using Lemma 7, Hölder's inequality and the fact that $\left|{ }_{a} D_{q}^{2} f\right|^{r}$ is a quasi-convex function, we have

$$
\begin{aligned}
& \left|\frac{q f(a)+f(b)}{1+q}-\frac{1}{b-a} \int_{a}^{b} f(x)_{a} d_{q} x\right| \\
= & \left|\frac{q^{2}(b-a)^{2}}{1+q} \int_{0}^{1} t(1-q t)_{a} D_{q}^{2} f((1-t) a+t b)_{0} d_{q} t\right| \\
\leq & \frac{q^{2}(b-a)^{2}}{1+q} \int_{0}^{1} t(1-q t)\left|{ }_{a} D_{q}^{2} f((1-t) a+t b)\right|{ }_{0} d_{q} t \\
\leq & \frac{q^{2}(b-a)^{2}}{1+q}\left(\int_{0}^{1} t(1-q t)^{p}{ }_{0} d_{q} t\right)^{\frac{1}{p}}\left(\int_{0}^{1} t\left|{ }_{a} D_{q}^{2} f((1-t) a+t b)\right|^{r} d_{q} t\right)^{\frac{1}{r}} \\
\leq & \frac{q^{2}(b-a)^{2}}{1+q}\left(\int_{0}^{1} t(1-q t)^{p}{ }_{0} d_{q} t\right)^{\frac{1}{p}}\left(\sup \left\{\left|{ }_{a} D_{q}^{2} f(a)\right|^{r},\left|{ }_{a} D_{q}^{2} f(b)\right|^{r}\right\} \int_{0}^{1} t_{0} d_{q} t\right)^{\frac{1}{r}}
\end{aligned}
$$

Applying Lemma 4, we have

$$
\begin{aligned}
& \left|\frac{q f(a)+f(b)}{1+q}-\frac{1}{b-a} \int_{a}^{b} f(x)_{a} d_{q} x\right| \\
\leq & \frac{q^{2}(b-a)^{2}}{1+q}\left(\int_{0}^{1} t(1-q t)^{p}{ }_{0} d_{q} t\right)^{\frac{1}{p}}\left(\frac{\sup \left\{\left|{ }_{a} D_{q}^{2} f(a)\right|^{r},\left|{ }_{a} D_{q}^{2} f(b)\right|^{r}\right\}}{1+q}\right)^{\frac{1}{r}} \\
= & \frac{q^{2}(b-a)^{2}}{1+q}\left(l_{1}\right)^{\frac{1}{p}}\left(\frac{\sup \left\{\left|{ }_{a} D_{q}^{2} f(a)\right|^{r},\left|{ }_{a} D_{q}^{2} f(b)\right|^{r}\right\}}{1+q}\right)^{\frac{1}{r}}
\end{aligned}
$$

It is easy to check that

$$
l_{1}=\int_{0}^{1} t(1-q t)^{p}{ }_{0} d_{q} t=(1-q) \sum_{n=0}^{\infty} q^{2 n}\left(1-q^{n+1}\right)^{p}
$$

thus, we get (18).
Remark 3. If $q \rightarrow 1$, then

$$
l_{1}=\int_{0}^{1} t(1-t)^{p} d t=\beta(2, p+1)
$$

Inequality (18) reduces to inequality (3) in Theorem 2.
Corollary 2. In Theorem 10, if $p$ is a positive integer and $p>1$, then

$$
(1-q t)^{p} \leq(1-q t)_{q}^{p}
$$

and (18) reduces to

$$
\left|\frac{q f(a)+f(b)}{1+q}-\frac{1}{b-a} \int_{a}^{b} f(x)_{a} d_{q} x\right| \leq \frac{q^{2}(b-a)^{2}}{1+q}\left(\beta_{q}(2, p+1)\right)^{\frac{1}{p}}\left(\frac{\sup \left\{\left|{ }_{a} D_{q}^{2} f(a)\right|^{r},\left|{ }_{a} D_{q}^{2} f(b)\right|^{r}\right\}}{1+q}\right)^{\frac{1}{r}}
$$

Theorem 11. Let $f: I=[a, b] \subset \mathbb{R} \rightarrow \mathbb{R}$ be a twice $q$-differentiable function on $I^{0}$ with ${ }_{a} D_{q}^{2} f$ be continuous and integrable on I where $0<q<1$. If $\left|{ }_{a} D_{q}^{2} f\right|^{r}$ is quasi-convex on $[a, b]$ where $p, r>1, \frac{1}{p}+\frac{1}{r}=1$, then the following inequality holds:

$$
\begin{equation*}
\left|\frac{q f(a)+f(b)}{1+q}-\frac{1}{b-a} \int_{a}^{b} f(x)_{a} d_{q} x\right| \leq \frac{q^{2}(b-a)^{2}}{1+q}\left(s_{1}\right)^{\frac{1}{p}}\left(\sup \left\{\left|{ }_{a} D_{q}^{2} f(a)\right|^{r},\left|{ }_{a} D_{q}^{2} f(b)\right|^{r}\right\}\right)^{\frac{1}{r}}, \tag{19}
\end{equation*}
$$

where

$$
s_{1}=(1-q) \sum_{n=0}^{\infty}\left(q^{n}\right)^{p+1}\left(1-q^{n+1}\right)^{p}
$$

Proof. Using Lemma 7, Hölder's inequality and the fact that $\left|{ }_{a} D_{q}^{2} f\right|^{r}$ is a quasi-convex function, we have

$$
\begin{aligned}
& \left|\frac{q f(a)+f(b)}{1+q}-\frac{1}{b-a} \int_{a}^{b} f(x)_{a} d_{q} x\right| \\
= & \left|\frac{q^{2}(b-a)^{2}}{1+q} \int_{0}^{1} t(1-q t)_{a} D_{q}^{2} f((1-t) a+t b)_{0} d_{q} t\right| \\
\leq & \frac{q^{2}(b-a)^{2}}{1+q} \int_{0}^{1} t(1-q t)\left|{ }_{a} D_{q}^{2} f((1-t) a+t b)\right|{ }_{0} d_{q} t \\
\leq & \frac{q^{2}(b-a)^{2}}{1+q}\left(\int_{0}^{1} t^{p}(1-q t)^{p}{ }_{0} d_{q} t\right)^{\frac{1}{p}}\left(\int_{0}^{1}\left|{ }_{a} D_{q}^{2} f((1-t) a+t b)\right|^{r} d_{q} t\right)^{\frac{1}{r}} \\
\leq & \frac{q^{2}(b-a)^{2}}{1+q}\left(\int_{0}^{1} t^{p}(1-q t)^{p}{ }_{0} d_{q} t\right)^{\frac{1}{p}}\left(\sup \left\{\left|{ }_{a} D_{q}^{2} f(a)\right|^{r},\left|{ }_{a} D_{q}^{2} f(b)\right|^{r}\right\} \int_{0}^{1}{ }_{0} d_{q} t\right)^{\frac{1}{r}}
\end{aligned}
$$

Applying Lemma 3, we have

$$
\begin{aligned}
& \left|\frac{q f(a)+f(b)}{1+q}-\frac{1}{b-a} \int_{a}^{b} f(x)_{a} d_{q} x\right| \\
\leq & \frac{q^{2}(b-a)^{2}}{1+q}\left(s_{1}\right)^{\frac{1}{p}}\left(\sup \left\{\left|{ }_{a} D_{q}^{2} f(a)\right|^{r},\left|{ }_{a} D_{q}^{2} f(b)\right|^{r}\right\}\right)^{\frac{1}{r}} .
\end{aligned}
$$

It is easy to check that

$$
s_{1}=\int_{0}^{1} t^{p}(1-q t)^{p} d_{q} t=(1-q) \sum_{n=0}^{\infty}\left(q^{n}\right)^{p+1}\left(1-q^{n+1}\right)^{p}
$$

thus, we get (19).
Remark 4. If $q \rightarrow 1$, then

$$
s_{1}=\int_{0}^{1} t^{p}(1-t)^{p} d t=\beta(p+1, p+1)
$$

Using the properties of Beta function, that is, $\beta(x, x)=2^{1-2 x} \beta\left(\frac{1}{2}, x\right)$ and $\beta(x, y)=\frac{\Gamma(x) \Gamma(y)}{\Gamma(x y)}$, we can obtain that

$$
\beta(p+1, p+1)=2^{1-2(p+1)} \beta\left(\frac{1}{2}, p+1\right)=2^{-2 p-1} \frac{\Gamma\left(\frac{1}{2}\right) \Gamma(p+1)}{\Gamma\left(\frac{3}{2}+p\right)}
$$

where $\Gamma\left(\frac{1}{2}\right)=\sqrt{\pi}$ and $\Gamma(t)$ is Gamma function:

$$
\Gamma(t)=\int_{0}^{\infty} x^{t-1} e^{-x} d x, \quad t>0
$$

Inequality (19) reduces to inequality (5) in Theorem 4 due to the fact that

$$
\begin{aligned}
& \frac{(b-a)^{2}}{2}\left(2^{-2 p-1} \frac{\Gamma\left(\frac{1}{2}\right) \Gamma(p+1)}{\Gamma\left(\frac{3}{2}+p\right)}\right)^{\frac{1}{p}}\left(\sup \left\{\left|f^{\prime \prime}(a)\right|^{r},\left|f^{\prime \prime}(b)\right|^{r}\right\}\right)^{\frac{1}{r}} \\
= & \frac{(b-a)^{2}}{8}\left(\frac{\sqrt{\pi}}{2}\right)^{\frac{1}{p}}\left(\frac{\Gamma(1+p)}{\Gamma\left(\frac{3}{2}+p\right)}\right)^{\frac{1}{p}}\left(\sup \left\{\left|f^{\prime \prime}(a)\right|^{r},\left|f^{\prime \prime}(b)\right|^{r}\right\}\right)^{\frac{1}{r}}
\end{aligned}
$$

Corollary 3. In Theorem 11, if $p$ is a positive integer, $p>1$, then

$$
(1-q t)^{p} \leq(1-q t)_{q}^{p}
$$

and (19) reduces to

$$
\left|\frac{q f(a)+f(b)}{1+q}-\frac{1}{b-a} \int_{a}^{b} f(x)_{a} d_{q} x\right| \leq \frac{q^{2}(b-a)^{2}}{1+q}\left(\beta_{q}(p+1, p+1)\right)^{\frac{1}{p}}\left(\sup \left\{\left|{ }_{a} D_{q}^{2} f(a)\right|^{r},\left|{ }_{a} D_{q}^{2} f(b)\right|^{r}\right\}\right)^{\frac{1}{r}} .
$$

Theorem 12. Let $f: I=[a, b] \subset \mathbb{R} \rightarrow \mathbb{R}$ be a twice $q$-differentiable function on $I^{0}$ with ${ }_{a} D_{q}^{2} f$ be continuous and integrable on I where $0<q<1$. If $\left|{ }_{a} D_{q}^{2} f\right|^{r}$ is quasi-convex on $[a, b]$ where $p, r>1, \frac{1}{p}+\frac{1}{r}=1$, then the following inequality holds:

$$
\begin{align*}
& \left|\frac{q f(a)+f(b)}{1+q}-\frac{1}{b-a} \int_{a}^{b} f(x)_{a} d_{q} x\right| \\
\leq & \frac{q^{2}(b-a)^{2}}{1+q}\left(\frac{1}{[p+1]}\right)^{\frac{1}{p}}\left(m_{1} \sup \left\{\left|{ }_{a} D_{q}^{2} f(a)\right|^{r},\left|{ }_{a} D_{q}^{2} f(b)\right|^{r}\right\}\right)^{\frac{1}{r}}, \tag{20}
\end{align*}
$$

where

$$
m_{1}=(1-q) \sum_{n=0}^{\infty} q^{n}\left(1-q^{n+1}\right)^{r}
$$

and $[p+1]$ is the $q$-analogue of $p+1$.
Proof. Using Lemma 7, Hölder's inequality and the fact that $\left|{ }_{a} D_{q}^{2} f\right|^{r}$ is a quasi-convex function, we have

$$
\begin{aligned}
& \left|\frac{q f(a)+f(b)}{1+q}-\frac{1}{b-a} \int_{a}^{b} f(x)_{a} d_{q} x\right| \\
= & \left|\frac{q^{2}(b-a)^{2}}{1+q} \int_{0}^{1} t(1-q t)_{a} D_{q}^{2} f((1-t) a+t b)_{0} d_{q} t\right| \\
\leq & \frac{q^{2}(b-a)^{2}}{1+q} \int_{0}^{1} t(1-q t)\left|{ }_{a} D_{q}^{2} f((1-t) a+t b)\right|{ }_{0} d_{q} t \\
\leq & \frac{q^{2}(b-a)^{2}}{1+q}\left(\int_{0}^{1} t^{p}{ }_{0} d_{q} t\right)^{\frac{1}{p}}\left(\int_{0}^{1}(1-q t)^{r}\left|{ }_{a} D_{q}^{2} f((1-t) a+t b)\right|^{r}{ }_{0} d_{q} t\right)^{\frac{1}{r}} \\
\leq & \frac{q^{2}(b-a)^{2}}{1+q}\left(\int_{0}^{1} t^{p}{ }_{0} d_{q} t\right)^{\frac{1}{p}}\left(\sup \left\{\left|{ }_{a} D_{q}^{2} f(a)\right|^{r},\left|{ }_{a} D_{q}^{2} f(b)\right|^{r}\right\} \int_{0}^{1}(1-q t)^{r}{ }_{0} d_{q} t\right)^{\frac{1}{r}}
\end{aligned}
$$

Applying (14) in Definition 6, we have

$$
\begin{aligned}
& \left|\frac{q f(a)+f(b)}{1+q}-\frac{1}{b-a} \int_{a}^{b} f(x)_{a} d_{q} x\right| \\
\leq & \frac{q^{2}(b-a)^{2}}{1+q}\left(\frac{1}{[p+1]}\right)^{\frac{1}{p}}\left(\sup \left\{\left|{ }_{a} D_{q}^{2} f(a)\right|^{r},\left|{ }_{a} D_{q}^{2} f(b)\right|^{r}\right\} \int_{0}^{1}(1-q t)^{r}{ }_{0} d_{q} t\right)^{\frac{1}{r}} \\
= & \frac{q^{2}(b-a)^{2}}{1+q}\left(\frac{1}{[p+1]}\right)^{\frac{1}{p}}\left(m_{1} \sup \left\{\left|{ }_{a} D_{q}^{2} f(a)\right|^{r},\left|{ }_{a} D_{q}^{2} f(b)\right|^{r}\right\}\right)^{\frac{1}{r}} .
\end{aligned}
$$

It is easy to check that

$$
m_{1}=\int_{0}^{1}(1-q t)^{r}{ }_{0} d_{q} t=(1-q) \sum_{n=0}^{\infty} q^{n}\left(1-q^{n+1}\right)^{r},
$$

thus, we get (20).
Remark 5. If $q \rightarrow 1$, then

$$
m_{1}=\int_{0}^{1}(1-t)^{r} d t=\frac{1}{r+1}
$$

and (20) reduces to

$$
\begin{equation*}
\left|\frac{f(a)+f(b)}{2}-\frac{1}{b-a} \int_{a}^{b} f(x) d x\right| \leq \frac{(b-a)^{2}}{2}\left(\frac{1}{p+1}\right)^{\frac{1}{p}}\left(\frac{\sup \left\{\left|f^{\prime \prime}(a)\right|^{r},\left|f^{\prime \prime}(b)\right|^{r}\right\}}{r+1}\right)^{\frac{1}{r}} \tag{21}
\end{equation*}
$$

Corollary 4. In Theorem 12, if $r$ is a positive integer, $r>1$, then

$$
(1-q t)^{r} \leq(1-q t)_{q}^{r}
$$

and (20) reduces to

$$
\begin{aligned}
& \left|\frac{q f(a)+f(b)}{1+q}-\frac{1}{b-a} \int_{a}^{b} f(x)_{a} d_{q} x\right| \\
\leq & \frac{q^{2}(b-a)^{2}}{1+q}\left(\frac{1}{[p+1]}\right)^{\frac{1}{p}}\left(\beta_{q}(1, r+1) \sup \left\{\left|{ }_{a} D_{q}^{2} f(a)\right|^{r},\left|{ }_{a} D_{q}^{2} f(b)\right|^{r}\right\}\right)^{\frac{1}{r}} .
\end{aligned}
$$

Theorem 13. Let $f: I=[a, b] \subset \mathbb{R} \rightarrow \mathbb{R}$ be a twice $q$-differentiable function on $I^{0}$ with ${ }_{a} D_{q}^{2} f$ be continuous and integrable on I where $0<q<1$. If $\left|{ }_{a} D_{q}^{2} f\right|^{r}$ is quasi-convex on $[a, b]$ where $p, r>1, \frac{1}{p}+\frac{1}{r}=1$, then the following inequality holds:

$$
\begin{align*}
& \left|\frac{q f(a)+f(b)}{1+q}-\frac{1}{b-a} \int_{a}^{b} f(x)_{a} d_{q} x\right| \\
\leq & \frac{q^{2}(b-a)^{2}}{1+q}\left(n_{1}\right)^{\frac{1}{p}}\left(\frac{\sup \left\{\left|{ }_{a} D_{q}^{2} f(a)\right|^{r},\left|{ }_{a} D_{q}^{2} f(b)\right|^{r}\right\}}{[r+1]}\right)^{\frac{1}{r}} \tag{22}
\end{align*}
$$

where

$$
n_{1}=(1-q) \sum_{n=0}^{\infty} q^{n}\left(1-q^{n+1}\right)^{p}
$$

and $[r+1]$ is the $q$-analogue of $r+1$.
Proof. Using Lemma 7, Hölder's inequality and the fact that $\left|{ }_{a} D_{q}^{2} f\right|^{r}$ is a quasi-convex function, we have

$$
\begin{aligned}
& \left|\frac{q f(a)+f(b)}{1+q}-\frac{1}{b-a} \int_{a}^{b} f(x)_{a} d_{q} x\right| \\
= & \left|\frac{q^{2}(b-a)^{2}}{1+q} \int_{0}^{1} t(1-q t)_{a} D_{q}^{2} f((1-t) a+t b)_{0} d_{q} t\right| \\
\leq & \frac{q^{2}(b-a)^{2}}{1+q} \int_{0}^{1} t(1-q t)\left|{ }_{a} D_{q}^{2} f((1-t) a+t b)\right|{ }_{0} d_{q} t \\
\leq & \frac{q^{2}(b-a)^{2}}{1+q}\left(\int_{0}^{1}(1-q t)^{p}{ }_{0} d_{q} t\right)^{\frac{1}{p}}\left(\int_{0}^{1} t^{r}\left|{ }_{a} D_{q}^{2} f((1-t) a+t b)\right|^{r}{ }_{0} d_{q} t\right)^{\frac{1}{r}} \\
\leq & \frac{q^{2}(b-a)^{2}}{1+q}\left(\int_{0}^{1}(1-q t)^{p}{ }_{0} d_{q} t\right)^{\frac{1}{p}}\left(\sup \left\{\left|{ }_{a} D_{q}^{2} f(a)\right|^{r},\left|{ }_{a} D_{q}^{2} f(b)\right|^{r}\right\} \int_{0}^{1} t^{r}{ }_{0} d_{q} t\right)^{\frac{1}{r}}
\end{aligned}
$$

Applying (14) in Definition 6, we have

$$
\begin{aligned}
& \left|\frac{q f(a)+f(b)}{1+q}-\frac{1}{b-a} \int_{a}^{b} f(x)_{a} d_{q} x\right| \\
\leq & \frac{q^{2}(b-a)^{2}}{1+q}\left(\int_{0}^{1}(1-q t)^{p}{ }_{0} d_{q} t\right)^{\frac{1}{p}}\left(\frac{\sup \left\{\left|{ }_{a} D_{q}^{2} f(a)\right|^{r},\left|{ }_{a} D_{q}^{2} f(b)\right|^{r}\right\}}{[r+1]}\right)^{\frac{1}{r}} \\
= & \frac{q^{2}(b-a)^{2}}{1+q}\left(n_{1}\right)^{\frac{1}{p}}\left(\frac{\sup \left\{\left|{ }_{a} D_{q}^{2} f(a)\right|^{r},\left|{ }_{a} D_{q}^{2} f(b)\right|^{r}\right\}}{[r+1]}\right)^{\frac{1}{r}} .
\end{aligned}
$$

It is easy to check that

$$
n_{1}=\int_{0}^{1}(1-q t)^{p}{ }_{0} d_{q} t=(1-q) \sum_{n=0}^{\infty} q^{n}\left(1-q^{n+1}\right)^{p}
$$

thus, we get (22).
Remark 6. If $q \rightarrow 1$, then

$$
n_{1}=\int_{0}^{1}(1-t)^{p} d t=\frac{1}{p+1}
$$

and (22) reduces to (21) in Remark 5.
Corollary 5. In Theorem 13, if $p$ is a positive integer, $p>1$, then

$$
(1-q t)^{p} \leq(1-q t)_{q}^{p}
$$

and (22) reduces to

$$
\begin{aligned}
& \left|\frac{q f(a)+f(b)}{1+q}-\frac{1}{b-a} \int_{a}^{b} f(x)_{a} d_{q} x\right| \\
\leq & \frac{q^{2}(b-a)^{2}}{1+q}\left(\beta_{q}(1, p+1)\right)^{\frac{1}{p}}\left(\frac{\sup \left\{\left|{ }_{a} D_{q}^{2} f(a)\right|^{r},\left|{ }_{a} D_{q}^{2} f(b)\right|^{r}\right\}}{[r+1]}\right)^{\frac{1}{r}}
\end{aligned}
$$

Theorem 14. Let $f: I=[a, b] \subset \mathbb{R} \rightarrow \mathbb{R}$ be a twice $q$-differentiable function on $I^{0}$ with ${ }_{a} D_{q}^{2} f$ be continuous and integrable on I where $0<q<1$. If $\left|{ }_{a} D_{q}^{2} f\right|^{r}$ is quasi-convex on $[a, b]$ for $r \geq 1$, then

$$
\begin{equation*}
\left|\frac{q f(a)+f(b)}{1+q}-\frac{1}{b-a} \int_{a}^{b} f(x)_{a} d_{q} x\right| \leq \frac{q^{2}(b-a)^{2}}{1+q}\left(\mu_{1}\right)^{\frac{1}{r}}\left(\sup \left\{\left|{ }_{a} D_{q}^{2} f(a)\right|^{r},\left|{ }_{a} D_{q}^{2} f(b)\right|^{r}\right\}\right)^{\frac{1}{r}}, \tag{23}
\end{equation*}
$$

where

$$
\mu_{1}=(1-q) \sum_{n=0}^{\infty}\left(q^{n}\right)^{r+1}\left(1-q^{n+1}\right)^{r}
$$

Proof. Using Lemma 7, Hölder's inequality and the fact that $\left|{ }_{a} D_{q}^{2} f\right|^{r}$ is a quasi-convex function, we have

$$
\begin{aligned}
& \left|\frac{q f(a)+f(b)}{1+q}-\frac{1}{b-a} \int_{a}^{b} f(x)_{a} d_{q} x\right| \\
= & \left|\frac{q^{2}(b-a)^{2}}{1+q} \int_{0}^{1} t(1-q t)_{a} D_{q}^{2} f((1-t) a+t b)_{0} d_{q} t\right| \\
\leq & \frac{q^{2}(b-a)^{2}}{1+q}\left(\int_{0}^{1}{ }_{0} d_{q} t\right)^{1-\frac{1}{r}}\left(\int_{0}^{1}|t(1-q t)|^{r}\left|{ }_{a} D_{q}^{2} f((1-t) a+t b)\right|^{r}{ }_{0} d_{q} t\right)^{\frac{1}{r}} \\
\leq & \frac{q^{2}(b-a)^{2}}{1+q}\left(\int_{0}^{1}{ }_{0} d_{q} t\right)^{1-\frac{1}{r}}\left(\sup \left\{\left|{ }_{a} D_{q}^{2} f(a)\right|^{r},\left|{ }_{a} D_{q}^{2} f(b)\right|^{r}\right\}\right)^{\frac{1}{r}}\left(\int_{0}^{1}|t(1-q t)|^{r}{ }_{0} d_{q} t\right)^{\frac{1}{r}}
\end{aligned}
$$

Applying Lemma 3, we have

$$
\begin{aligned}
& \left|\frac{q f(a)+f(b)}{1+q}-\frac{1}{b-a} \int_{a}^{b} f(x)_{a} d_{q} x\right| \\
\leq & \frac{q^{2}(b-a)^{2}}{1+q}\left(\sup \left\{\left|{ }_{a} D_{q}^{2} f(a)\right|^{r},\left|{ }_{a} D_{q}^{2} f(b)\right|^{r}\right\}\right)^{\frac{1}{r}}\left(\int_{0}^{1}|t(1-q t)|^{r}{ }_{0} d_{q} t\right)^{\frac{1}{r}} \\
= & \frac{q^{2}(b-a)^{2}}{1+q}\left(\sup \left\{\left|{ }_{a} D_{q}^{2} f(a)\right|^{r},\left|{ }_{a} D_{q}^{2} f(b)\right|^{r}\right\}\right)^{\frac{1}{r}}\left(\mu_{1}\right)^{\frac{1}{r}} .
\end{aligned}
$$

It is easy to check that

$$
\mu_{1}=\int_{0}^{1} t^{r}(1-q t)^{r}{ }_{0} d_{q} t=(1-q) \sum_{n=0}^{\infty}\left(q^{n}\right)^{r+1}\left(1-q^{n+1}\right)^{r}
$$

thus, we get (23).
Remark 7. If $q \rightarrow 1$, then

$$
\mu_{1}=\int_{0}^{1} t^{r}(1-t)^{r}{ }_{0} d_{q} t=\beta(r+1, r+1)
$$

and (23) reduces to

$$
\left|\frac{f(a)+f(b)}{2}-\frac{1}{b-a} \int_{a}^{b} f(x) d x\right| \leq \frac{(b-a)^{2}}{2}(\beta(r+1, r+1))^{\frac{1}{r}}\left(\sup \left\{\left|f^{\prime \prime}(a)\right|^{r},\left|f^{\prime \prime}(b)\right|^{r}\right\}\right)^{\frac{1}{r}}
$$

Corollary 6. In Theorem 14, if $r$ is a positive integer, then

$$
(1-q t)^{r} \leq(1-q t)_{q}^{r}
$$

and (23) reduces to
$\left|\frac{q f(a)+f(b)}{1+q}-\frac{1}{b-a} \int_{a}^{b} f(x)_{a} d_{q} x\right| \leq \frac{q^{2}(b-a)^{2}}{1+q}\left(\beta_{q}(r+1, r+1)\right)^{\frac{1}{r}}\left(\sup \left\{\left|{ }_{a} D_{q}^{2} f(a)\right|^{r},\left|{ }_{a} D_{q}^{2} f(b)\right|^{r}\right\}\right)^{\frac{1}{r}}$.

Theorem 15. Let $f: I=[a, b] \subset \mathbb{R} \rightarrow \mathbb{R}$ be a twice $q$-differentiable function on $I^{0}$ with ${ }_{a} D_{q}^{2} f$ be continuous and integrable on I where $0<q<1$. If $\left|{ }_{a} D_{q}^{2} f\right|^{r}$ is quasi-convex on $[a, b]$ for $r \geq 1$, then

$$
\begin{align*}
& \left|\frac{q f(a)+f(b)}{1+q}-\frac{1}{b-a} \int_{a}^{b} f(x)_{a} d_{q} x\right| \\
\leq & \frac{q^{2}(b-a)^{2}}{1+q}\left(\frac{1}{1+q}\right)^{1-\frac{1}{r}}\left(\beta_{q}(r+1,2) \sup \left\{\left|{ }_{a} D_{q}^{2} f(a)\right|^{r},\left|{ }_{a} D_{q}^{2} f(b)\right|^{r}\right\}\right)^{\frac{1}{r}} . \tag{24}
\end{align*}
$$

Proof. Using Lemma 7, Hölder's inequality and the fact that $\left|{ }_{a} D_{q}^{2} f\right|^{r}$ is a quasi-convex function, we have

$$
\begin{aligned}
& \left|\frac{q f(a)+f(b)}{1+q}-\frac{1}{b-a} \int_{a}^{b} f(x)_{a} d_{q} x\right| \\
= & \left|\frac{q^{2}(b-a)^{2}}{1+q} \int_{0}^{1} t(1-q t)_{a} D_{q}^{2} f((1-t) a+t b)_{0} d_{q} t\right| \\
\leq & \left.\left.\frac{q^{2}(b-a)^{2}}{1+q} \int_{0}^{1} t(1-q t)\right|_{a} D_{q}^{2} f((1-t) a+t b) \right\rvert\,{ }_{0} d_{q} t \\
\leq & \frac{q^{2}(b-a)^{2}}{1+q}\left(\int_{0}^{1}(1-q t)_{0} d_{q} t\right)^{1-\frac{1}{r}}\left(\int_{0}^{1}(1-q t) t^{r}\left|{ }_{a} D_{q}^{2} f((1-t) a+t b)\right|^{r}\right)^{\frac{1}{r}} \\
\leq & \frac{q^{2}(b-a)^{2}}{1+q}\left(\int_{0}^{1}(1-q t)_{0} d_{q} t\right)^{1-\frac{1}{r}}\left(\sup \left\{\left|{ }_{a} D_{q}^{2} f(a)\right|^{r},\left|{ }_{a} D_{q}^{2} f(b)\right|^{r}\right\} \int_{0}^{1}(1-q t) t^{r}{ }_{0} d_{q} t\right)^{\frac{1}{r}}
\end{aligned}
$$

Applying Lemma 5 and the fact that $(1-q t)=(1-q t)_{q}^{1}$, we have

$$
\begin{aligned}
& \left|\frac{q f(a)+f(b)}{1+q}-\frac{1}{b-a} \int_{a}^{b} f(x)_{a} d_{q} x\right| \\
\leq & \frac{q^{2}(b-a)^{2}}{1+q}\left(\frac{1}{1+q}\right)^{1-\frac{1}{r}}\left(\sup \left\{\left|{ }_{a} D_{q}^{2} f(a)\right|^{r},\left|{ }_{a} D_{q}^{2} f(b)\right|^{r}\right\} \int_{0}^{1} t^{r}(1-q t)_{q_{0}}^{1} d_{q} t\right)^{\frac{1}{r}} \\
= & \frac{q^{2}(b-a)^{2}}{1+q}\left(\frac{1}{1+q}\right)^{1-\frac{1}{r}}\left(\beta_{q}(r+1,2) \sup \left\{\left|{ }_{a} D_{q}^{2} f(a)\right|^{r},\left|{ }_{a} D_{q}^{2} f(b)\right|^{r}\right\}\right)^{\frac{1}{r}},
\end{aligned}
$$

thus, we gett (24).
Remark 8. If $q \rightarrow 1$, then

$$
\beta(r+1,2)=\int_{0}^{1} t^{r}(1-t)_{0} d_{q} t=\frac{1}{(r+1)(r+2)},
$$

and (24) reduces to inequality (2) in Theorem 1.
Theorem 16. Let $f: I=[a, b] \subset \mathbb{R} \rightarrow \mathbb{R}$ be a twice $q$-differentiable function on $I^{0}$ with ${ }_{a} D_{q}^{2} f$ be continuous and integrable on I where $0<q<1$. If $\left|{ }_{a} D_{q}^{2} f\right|^{r}$ is quasi-convex on $[a, b]$ where $p, r>1, \frac{1}{p}+\frac{1}{r}=1$, then

$$
\begin{align*}
& \left|\frac{q f(a)+f(b)}{1+q}-\frac{1}{b-a} \int_{a}^{b} f(x)_{a} d_{q} x\right| \\
\leq & \frac{q^{2}(b-a)^{2}}{1+q}\left(\beta_{q}(p+1,2)\right)^{\frac{1}{p}}\left(\frac{\sup \left\{\left|{ }_{a} D_{q}^{2} f(a)\right|^{r},\left|{ }_{a} D_{q}^{2} f(b)\right|^{r}\right\}}{1+q}\right)^{\frac{1}{r}} \tag{25}
\end{align*}
$$

Proof. Using Lemma 7, Hölder's inequality and the fact that $\left|{ }_{a} D_{q}^{2} f\right|^{r}$ is a quasi-convex function, we have

$$
\begin{aligned}
& \left|\frac{q f(a)+f(b)}{1+q}-\frac{1}{b-a} \int_{a}^{b} f(x)_{a} d_{q} x\right| \\
= & \left|\frac{q^{2}(b-a)^{2}}{1+q} \int_{0}^{1} t(1-q t)_{a} D_{q}^{2} f((1-t) a+t b)_{0} d_{q} t\right| \\
\leq & \frac{q^{2}(b-a)^{2}}{1+q} \int_{0}^{1} t(1-q t)\left|{ }_{a} D_{q}^{2} f((1-t) a+t b)\right|{ }_{0} d_{q} t \\
\leq & \frac{q^{2}(b-a)^{2}}{1+q}\left(\int_{0}^{1} t^{p}(1-q t)_{0} d_{q} t\right)^{\frac{1}{p}}\left(\int_{0}^{1}(1-q t)\left|{ }_{a} D_{q}^{2} f((1-t) a+t b)\right|^{r} d_{q} t\right)^{\frac{1}{r}} \\
\leq & \frac{q^{2}(b-a)^{2}}{1+q}\left(\int_{0}^{1} t^{p}(1-q t)_{0} d_{q} t\right)^{\frac{1}{p}}\left(\sup \left\{\left|{ }_{a} D_{q}^{2} f(a)\right|^{r},\left|{ }_{a} D_{q}^{2} f(b)\right|^{r}\right\} \int_{0}^{1}(1-q t)_{0} d_{q} t\right)^{\frac{1}{r}}
\end{aligned}
$$

Applying Lemma 5 and the fact that $(1-q t)=(1-q t)_{q}^{1}$, we have

$$
\begin{aligned}
& \left|\frac{q f(a)+f(b)}{1+q}-\frac{1}{b-a} \int_{a}^{b} f(x)_{a} d_{q} x\right| \\
\leq & \frac{q^{2}(b-a)^{2}}{1+q}\left(\int_{0}^{1} t^{p}(1-q t)_{q}^{1} d_{q} t\right)^{\frac{1}{p}}\left(\frac{\sup \left\{\left|{ }_{a} D_{q}^{2} f(a)\right|^{r},\left|{ }_{a} D_{q}^{2} f(b)\right|^{r}\right\}}{1+q}\right)^{\frac{1}{r}} \\
= & \frac{q^{2}(b-a)^{2}}{1+q}\left(\beta_{q}(p+1,2)\right)^{\frac{1}{p}}\left(\frac{\sup \left\{\left|{ }_{a} D_{q}^{2} f(a)\right|^{r},\left|{ }_{a} D_{q}^{2} f(b)\right|^{r}\right\}}{1+q}\right)^{\frac{1}{r}}
\end{aligned}
$$

thus, we get (25).
Remark 9. If $q \rightarrow 1$, then

$$
\beta(p+1,2)=\int_{0}^{1} t^{p}(1-t) d t=\int_{0}^{1} s(1-s)^{p} d s=\beta(2, p+1) .
$$

Inequality (25) reduces to inequality (3) in Theorem 2.
Theorem 17. Let $f: I=[a, b] \subset \mathbb{R} \rightarrow \mathbb{R}$ be a twice $q$-differentiable function on $I^{0}$ with ${ }_{a} D_{q}^{2} f$ be continuous and integrable on I where $0<q<1$. If $\left|{ }_{a} D_{q}^{2} f\right|$ is quasi-convex on $[a, b]$, then

$$
\begin{equation*}
\left|\frac{q f(a)+f(b)}{1+q}-\frac{1}{b-a} \int_{a}^{b} f(x)_{a} d_{q} x\right| \leq \frac{q^{2}(b-a)^{2} \sup \left\{\left|{ }_{a} D_{q}^{2} f(a)\right|,\left|{ }_{a} D_{q}^{2} f(b)\right|\right\}}{(1+q)^{2}\left(1+q+q^{2}\right)} \tag{26}
\end{equation*}
$$

Proof. Using Lemma 7, Hölder's inequality and the fact that $\left|{ }_{a} D_{q}^{2} f\right|$ is a quasi-convex function, we have

$$
\begin{aligned}
& \left|\frac{q f(a)+f(b)}{1+q}-\frac{1}{b-a} \int_{a}^{b} f(x)_{a} d_{q} x\right| \\
= & \left|\frac{q^{2}(b-a)^{2}}{1+q} \int_{0}^{1} t(1-q t)_{a} D_{q}^{2} f((1-t) a+t b)_{0} d_{q} t\right| \\
\leq & \frac{q^{2}(b-a)^{2}}{1+q} \int_{0}^{1} t(1-q t)\left|{ }_{a} D_{q}^{2} f((1-t) a+t b)\right|{ }_{0} d_{q} t \\
\leq & \frac{q^{2}(b-a)^{2}}{1+q} \sup \left\{\left|{ }_{a} D_{q}^{2} f(a)\right|,\left|{ }_{a} D_{q}^{2} f(b)\right|\right\} \int_{0}^{1} t(1-q t)_{0} d_{q} t
\end{aligned}
$$

Applying Lemma 6, we have

$$
\begin{aligned}
& \left|\frac{q f(a)+f(b)}{1+q}-\frac{1}{b-a} \int_{a}^{b} f(x)_{a} d_{q} x\right| \\
\leq & \frac{q^{2}(b-a)^{2} \sup \left\{\left|{ }_{a} D_{q}^{2} f(a)\right|,\left|{ }_{a} D_{q}^{2} f(b)\right|\right\}}{(1+q)^{2}\left(1+q+q^{2}\right)}
\end{aligned}
$$

thus, we get (26).
Remark 10. If $q \rightarrow 1$, then inequality (26) reduces to inequality (4) in Theorem 3.
Theorem 18. Let $f: I=[a, b] \subset \mathbb{R} \rightarrow \mathbb{R}$ be a twice $q$-differentiable function on $I^{0}$ with ${ }_{a} D_{q}^{2} f$ be continuous and integrable on I where $0<q<1$. If $\left|{ }_{a} D_{q}^{2} f\right|^{r}$ is quasi-convex on $[a, b]$ for $r \geq 1$, then the following inequality holds:

$$
\begin{equation*}
\left|\frac{q f(a)+f(b)}{1+q}-\frac{1}{b-a} \int_{a}^{b} f(x)_{a} d_{q} x\right| \leq \frac{q^{2}(b-a)^{2}}{(1+q)^{2}\left(1+q+q^{2}\right)}\left(\sup \left\{\left|{ }_{a} D_{q}^{2} f(a)\right|^{r},\left|{ }_{a} D_{q}^{2} f(b)\right|^{r}\right\}\right)^{\frac{1}{r}} \tag{27}
\end{equation*}
$$

Proof. Using Lemma 7, Hölder's inequality and the fact that $\left|{ }_{a} D_{q}^{2} f\right|^{r}$ is a quasi-convex function, we have

$$
\begin{aligned}
& \left|\frac{q f(a)+f(b)}{1+q}-\frac{1}{b-a} \int_{a}^{b} f(x)_{a} d_{q} x\right| \\
= & \left|\frac{q^{2}(b-a)^{2}}{1+q} \int_{0}^{1} t(1-q t)_{a} D_{q}^{2} f((1-t) a+t b)_{0} d_{q} t\right| \\
\leq & \frac{q^{2}(b-a)^{2}}{1+q} \int_{0}^{1} t(1-q t)\left|{ }_{a} D_{q}^{2} f((1-t) a+t b)\right|{ }_{0} d_{q} t \\
\leq & \frac{q^{2}(b-a)^{2}}{1+q}\left(\int_{0}^{1} t(1-q t)_{0} d_{q} t\right)^{1-\frac{1}{r}}\left(\int_{0}^{1} t(1-q t)\left|{ }_{a} D_{q}^{2} f((1-t) a+t b)\right|^{r}{ }_{0} d_{q} t\right)^{\frac{1}{r}} \\
\leq & \frac{q^{2}(b-a)^{2}}{1+q}\left(\int_{0}^{1} t(1-q t)_{0} d_{q} t\right)^{1-\frac{1}{r}}\left(\sup \left\{\left|{ }_{a} D_{q}^{2} f(a)\right|^{r},\left|{ }_{a} D_{q}^{2} f(b)\right|^{r}\right\} \int_{0}^{1} t(1-q t)_{0} d_{q} t\right)^{\frac{1}{r}}
\end{aligned}
$$

Applying Lemma 6, we have

$$
\begin{aligned}
& \left|\frac{q f(a)+f(b)}{1+q}-\frac{1}{b-a} \int_{a}^{b} f(x)_{a} d_{q} x\right| \\
\leq & \frac{q^{2}(b-a)^{2}}{1+q}\left(\frac{1}{(1+q)\left(1+q+q^{2}\right)}\right)^{1-\frac{1}{r}}\left(\frac{\sup \left\{\left|{ }_{a} D_{q}^{2} f(a)\right|^{r},\left|{ }_{a} D_{q}^{2} f(b)\right|^{r}\right\}}{(1+q)\left(1+q+q^{2}\right)}\right)^{\frac{1}{r}} \\
= & \frac{q^{2}(b-a)^{2}}{(1+q)^{2}\left(1+q+q^{2}\right)}\left(\sup \left\{\left|{ }_{a} D_{q}^{2} f(a)\right|^{r},\left|{ }_{a} D_{q}^{2} f(b)\right|^{r}\right\}\right)^{\frac{1}{r}},
\end{aligned}
$$

thus, we get (27).
Remark 11. If $q \rightarrow 1$, then inequality (27) reduces to inequality (6) in Theorem 5.

## 4. Discussion of New Perspectives

Currently, the Hermite-Hadamard inequality plays a significant role in the development of all fields of Mathematics. It has sgnificant applications in a variety of applied Mathematics, such as integral inequalities, approximation theory, special means theory, optimization theory, information theory and numerical analysis. In recent years, a number of authors have discovered new Hermite-Hadamard-type inequalities for convex, $s$-convex functions, logarithmic convex functions, $h$-convex functions, quasi-convex functions, $m$-convex functions, $(K, m)$-convex functions, co-ordinated convex functions, and the Godunova-Levin function, $P$-function, and so on. In this paper, we use a new quantum integral identity established in [11] (Lemma 4.1) to develop some quantum estimates for Hermite-Hadamard type inequalities in which some quasi-convex functions are involved.

Since quantum calculus has large applications in many mathematical areas such as number theory, special functions, quantum mechanics and mathematical inequalities, we hope interested readers will continue to explore more quantum estimates of Hermite-Hadamard type inequalities for other kinds of convex functions, and, furthermore, to find applications in the above-mentioned mathematical areas.
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## 1. Notation and Preliminaries

At the beginning of this paper, we cite the following inequality which is called the operator Kantorovich inequality [1]:

$$
\begin{equation*}
\Phi\left(A^{-1}\right) \leq \frac{(M+m)^{2}}{4 M m} \Phi(A)^{-1} \tag{1}
\end{equation*}
$$

where $\Phi$ is a normalized positive linear map from $\mathcal{B}(\mathcal{H})$ to $\mathcal{B}(\mathcal{K})$, (we represent $\mathcal{H}$ and $\mathcal{K}$ as complex Hilbert spaces throughout the paper) and $A$ is a positive operator with spectrum contained in $[m, M]$ with $0<m<M$. This is a non-commutative analogue of the classical inequality [2],

$$
\langle A x, x\rangle\left\langle A^{-1} x, x\right\rangle \leq \frac{(M+m)^{2}}{4 M m}
$$

where $x \in \mathcal{H}$ is a unit vector.
In recent years, various attempts have been made by many authors to improve and generalize the operator Kantorovich inequality. One may see the basic references [3-5] and the excellent survey [6] on this topic. In [7], it was shown that

$$
\begin{equation*}
\Phi\left(A^{-1}\right) \leq \Phi\left(m^{\frac{A-M I}{M-m}} M^{\frac{m I-A}{M-m}}\right) \leq \frac{(M+m)^{2}}{4 M m} \Phi(A)^{-1} \tag{2}
\end{equation*}
$$

The main aim of the present short paper is to improve both inequalities in (2). Actually, we prove that

$$
\begin{aligned}
\Phi\left(A^{-1}\right) & \leq \Phi\left(\left(A-(\sqrt{m}-\sqrt{M})^{2} r(A)\right)^{-1}\right) \\
& \leq \Phi\left(\left(m^{\frac{A-M I}{M-m}} M^{\frac{m I-A}{M-m}}\right)^{-1}\right) \\
& \leq \frac{(M+m)^{2}}{4 M m} \Phi(A)^{-1}-\left(\frac{(\sqrt{M}-\sqrt{m})^{2}}{M m}\right) r(A)
\end{aligned}
$$

where $r(A)=\min \left\{\frac{M I-A}{M-m}, \frac{A-m I}{M-m}\right\}=\frac{1}{2} I-\frac{1}{M-m}\left|A-\frac{M+m}{2} I\right|$.
In what follows, an operator means a bounded linear one acting on a complex Hilbert space $\mathcal{H}$. As customary, we reserve $m, M$ for scalars and $I$ for the identity operator. A self-adjoint operator $A$ is said to be positive if $\langle A x, x\rangle \geq 0$ holds for all $x \in \mathcal{H}$. A linear map $\Phi$ is positive if $\Phi(A) \geq 0$ whenever $A \geq 0$. It is said to be normalized if $\Phi(I)=I$. We denote by $\sigma(A)$ the spectrum of the operator $A$.

## 2. Main Results

Before we present the proof of our theorems, we begin with a general observation. We say that a non-negative function $f$ on $[0, \infty)$ is geometrically convex [8] when

$$
\begin{equation*}
f\left(a^{1-v} b^{v}\right) \leq f(a)^{1-v} f(b)^{v} \tag{3}
\end{equation*}
$$

for all $a, b>0$ and $v \in[0,1]$. Equivalently, a function $f$ is geometrically convex if and only if the associated function $F(y)=\log \left(f\left(e^{y}\right)\right)$ is convex.

Example 1 ([9] Example 2.12). Given real numbers $c_{i} \geq 0$ and $p_{i} \in(-\infty, 0] \cup[1, \infty)$ for $i=1, \cdots$, $n$, the function $f(t)=\sum_{i=1}^{n} c_{i} t^{p_{i}}$ is geometrically convex on $(0, \infty)$.

Kittaneh and Manasrah [10] Theorem 2.1 obtained a refinement of the weighted arithmetic-geometric mean inequality as follows:

$$
\begin{equation*}
a^{1-v} b^{v} \leq(1-v) a+v b-r(\sqrt{a}-\sqrt{b})^{2} \tag{4}
\end{equation*}
$$

where $r=\min \{v, 1-v\}$.
Now, if $f$ is a decreasing geometrically convex function, then

$$
\begin{align*}
f((1-v) a+v b) & \leq f\left(((1-v) a+v b)-r(\sqrt{a}-\sqrt{b})^{2}\right) \\
& \leq f\left(a^{1-v} b^{v}\right) \\
& \leq f(a)^{1-v} f(b)^{v}  \tag{5}\\
& \leq(1-v) f(a)+v f(b)-r(\sqrt{f(a)}-\sqrt{f(b)})^{2} \\
& \leq(1-v) f(a)+v f(b)
\end{align*}
$$

where the first inequality follows from the inequality $(1-v) a+v b-r(\sqrt{a}-\sqrt{b})^{2} \leq(1-v) a+v b$ and the fact that $f$ is decreasing function, in the second inequality we used (4), the third inequality is obvious by (3), and the fourth inequality again follows from (4) by interchanging $a$ by $f(a)$ and $b$ by $f(b)$.

Of course, each decreasing geometrically convex function is also convex. However, the converse does not hold in general.

The inequality (5) applied to $a=m, b=M, 1-v=\frac{M-t}{M-m}$, and $v=\frac{t-m}{M-m}$ gives

$$
\begin{align*}
f(t) & \leq f\left(t-(\sqrt{m}-\sqrt{M})^{2} r(t)\right) \\
& \leq f\left(m^{\frac{M-t}{M-m}} M^{\frac{t-m}{M-m}}\right) \\
& \leq f(m)^{\frac{M-t}{M-m}} f(M)^{\frac{t-m}{M-m}}  \tag{6}\\
& \leq \frac{M-t}{M-m} f(m)+\frac{t-m}{M-m} f(M)-(\sqrt{f(m)}-\sqrt{f(M)})^{2} r(t) \\
& \leq \frac{M-t}{M-m} f(m)+\frac{t-m}{M-m} f(M)
\end{align*}
$$

with $r(t)=\min \left\{\frac{t-m}{M-m}, \frac{M-t}{M-m}\right\}=\frac{1}{2}-\frac{1}{M-m}\left|t-\frac{M+m}{2}\right|$ whenever $t \in[m, M]$.
In order to establish our promised refinement of the operator Kantorovich inequality, we also use the well-known monotonicity principle for bounded self-adjoint operators on Hilbert space (see, e.g., [6] (p. 3)): If $A \in \mathcal{B}(\mathcal{H})$ is a self-adjoint operator, then

$$
\begin{equation*}
f(t) \leq g(t), t \in \sigma(A) \Rightarrow f(A) \leq g(A) \tag{7}
\end{equation*}
$$

provided that $f$ and $g$ are real-valued continuous functions. Under the same assumptions, $h(t)=|t|$ $\operatorname{implies} h(A)=|A|$.

Now, we are in a position to state and prove our main results. We remark that the following theorem can be regarded as an extension of [5] Remark 4.14 to the context of geometrical convex functions.

Theorem 1. Let $A \in \mathcal{B}(\mathcal{H})$ be a self-adjoint operator with $\sigma(A) \subseteq[m, M]$ for some scalars $m$, $M$ with $0<m<M$ and $\Phi$ be a normalized positive linear map from $\mathcal{B}(\mathcal{H})$ to $\mathcal{B}(\mathcal{K})$. If $f$ is strictly positive decreasing geometrically convex function, then

$$
\begin{aligned}
\Phi\left(f\left(A-(\sqrt{m}-\sqrt{M})^{2} r(A)\right)\right) & \leq \Phi\left(f\left(m^{\frac{M I-A}{M-m}} M^{\frac{A-m I}{M-m}}\right)\right) \\
& \leq \mu(m, M, f) f(\Phi(A))-(\sqrt{f(m)}-\sqrt{f(M)})^{2} \Phi(r(A))
\end{aligned}
$$

where $r(A)=\min \left\{\frac{A-m I}{M-m}, \frac{M I-A}{M-m}\right\}=\frac{1}{2} I-\frac{1}{M-m}\left|A-\frac{M+m}{2} I\right|$ and

$$
\mu(m, M, f)=\max \left\{\frac{1}{f(t)}\left(\frac{M-t}{M-m} f(m)+\frac{t-m}{M-m} f(M)\right): t \in[m, M]\right\}
$$

Proof. On account of the assumptions, from parts of (6), we have

$$
\begin{align*}
f\left(t-(\sqrt{m}-\sqrt{M})^{2} r(t)\right) & \leq f\left(m^{\frac{M-t}{M-m}} M^{\frac{t-m}{M-m}}\right) \\
& \leq L(t)-(\sqrt{f(m)}-\sqrt{f(M)})^{2} r(t) \tag{8}
\end{align*}
$$

where

$$
L(t)=\frac{M-t}{M-m} f(m)+\frac{t-m}{M-m} f(M)
$$

Note that inequality (8) holds for all $t \in[m, M]$. On the other hand, $\sigma(A) \subseteq[m, M]$, which, by virtue of monotonicity principle (7) for operator functions, yields the series of inequalities

$$
\begin{aligned}
f\left(A-(\sqrt{m}-\sqrt{M})^{2} r(A)\right) & \leq f\left(m^{\frac{M I-A}{M-m}} M^{\frac{A-m l}{M-m}}\right) \\
& \leq L(A)-(\sqrt{f(m)}-\sqrt{f(M)})^{2} r(A)
\end{aligned}
$$

It follows from the linearity and the positivity of the map $\Phi$ that

$$
\begin{aligned}
\Phi\left(f\left(A-(\sqrt{m}-\sqrt{M})^{2} r(A)\right)\right) & \leq \Phi\left(f\left(m^{\frac{M I-A}{M-m}} M^{\frac{A-m I}{M-m}}\right)\right) \\
& \leq \Phi(L(A))-(\sqrt{f(m)}-\sqrt{f(M)})^{2} \Phi(r(A))
\end{aligned}
$$

Now, by using [5] Corollary 4.12 we get

$$
\begin{aligned}
\Phi\left(f\left(A-(\sqrt{m}-\sqrt{M})^{2} r(A)\right)\right) & \leq \Phi\left(f\left(m^{\frac{M I-A}{M-m}} M^{\frac{A-m l}{M-m}}\right)\right) \\
& \leq \Phi(L(A))-(\sqrt{f(m)}-\sqrt{f(M)})^{2} \Phi(r(A)) \\
& \leq \mu(m, M, f) f(\Phi(A))-(\sqrt{f(m)}-\sqrt{f(M)})^{2} \Phi(r(A))
\end{aligned}
$$

This completes the proof.
As discussed extensively in [6] Cahpter 2, for $f(t)=t^{p}$, we have

$$
\begin{aligned}
\mu\left(m, M, t^{p}\right) & =\max \left\{\frac{1}{t^{p}}\left(\frac{M-t}{M-m} m^{p}+\frac{t-m}{M-m} M^{p}\right): t \in[m, M]\right\} \\
& =\frac{\left(m M^{p}-M m^{p}\right)}{(p-1)(M-m)}\left(\frac{p-1}{p} \frac{M^{p}-m^{p}}{m M^{p}-M m^{p}}\right)^{p}
\end{aligned}
$$

Now, the following fact can be easily deduced from Theorem 1 and Example 1.

Corollary 1. Let $A \in \mathcal{B}(\mathcal{H})$ be a positive operator with $\sigma(A) \subseteq[m, M]$ for some scalars $m, M$ with $0<m<M$ and $\Phi$ be a normalized positive linear map from $\mathcal{B}(\mathcal{H})$ to $\mathcal{B}(\mathcal{K})$. Then for any $p<0$,

$$
\begin{aligned}
\Phi\left(A^{p}\right) & \leq \Phi\left(\left(A-(\sqrt{m}-\sqrt{M})^{2} r(A)\right)^{p}\right) \\
& \leq \Phi\left(\left(m^{\frac{A-M I}{M-m}} M^{\frac{m I-A}{M-m}}\right)^{p}\right) \\
& \leq K(m, M, p) \Phi(A)^{p}-\left(m^{p / 2}-M^{p / 2}\right)^{2} \Phi(r(A))
\end{aligned}
$$

where

$$
K(m, M, p)=\frac{\left(m M^{p}-M m^{p}\right)}{(p-1)(M-m)}\left(\frac{p-1}{p} \frac{M^{p}-m^{p}}{m M^{p}-M m^{p}}\right)^{p}
$$

In particular,

$$
\begin{aligned}
\Phi\left(A^{-1}\right) & \leq \Phi\left(\left(A-(\sqrt{m}-\sqrt{M})^{2} r(A)\right)^{-1}\right) \\
& \leq \Phi\left(\left(m^{\frac{A-M I}{M-m}} M^{\frac{m I-A}{M-m}}\right)^{-1}\right) \\
& \leq \frac{(M+m)^{2}}{4 M m} \Phi(A)^{-1}-\left(\frac{(\sqrt{M}-\sqrt{m})^{2}}{M m}\right) \Phi(r(A))
\end{aligned}
$$

We note that $K(m, M,-1)=\frac{(M+m)^{2}}{4 M m}$ is the original Kantorovich constant.
Theorem 2. Let all the assumptions of Theorem 1 hold. Then

$$
\begin{aligned}
f\left(\Phi(A)-(\sqrt{m}-\sqrt{M})^{2} r(\Phi(A))\right) & \leq f\left(m^{\frac{M I-\Phi(A)}{M-m}} M^{\frac{\Phi(A)-m I}{M-m}}\right) \\
& \leq \mu(m, M, f) \Phi(f(A))-(\sqrt{f(m)}-\sqrt{f(M)})^{2} r(\Phi(A))
\end{aligned}
$$

Proof. By applying a standard functional calculus for the operator $\Phi(A)$ such that $m I \leq \Phi(A) \leq M I$, we get from (8)

$$
\begin{aligned}
f\left(\Phi(A)-(\sqrt{m}-\sqrt{M})^{2} r(\Phi(A))\right) & \leq f\left(m^{\frac{M I-\Phi(A)}{M-m}} M^{\frac{\Phi(A)-m I}{M-m}}\right) \\
& \leq \Phi(L(A))-(\sqrt{f(m)}-\sqrt{f(M)})^{2} r(\Phi(A))
\end{aligned}
$$

We thus have

$$
\begin{aligned}
f\left(\Phi(A)-(\sqrt{m}-\sqrt{M})^{2} r(\Phi(A))\right) & \leq f\left(m^{\frac{M I-\Phi(A)}{M-m}} M^{\frac{\Phi(A)-m I}{M-m}}\right) \\
& \leq L(\Phi(A))-(\sqrt{f(m)}-\sqrt{f(M)})^{2} r(\Phi(A)) \\
& =\Phi(L(A))-(\sqrt{f(m)}-\sqrt{f(M)})^{2} r(\Phi(A)) \\
& \leq \mu(m, M, f) \Phi(f(A))-(\sqrt{f(m)}-\sqrt{f(M)})^{2} r(\Phi(A))
\end{aligned}
$$

where at the last step we used the basic inequality [5] Corollary 4.12.
Hence, the proof is complete.
As a corollary of Theorem 2 we have:
Corollary 2. Let all the assumptions of Corollary 1 hold. Then for any $p<0$

$$
\begin{aligned}
\Phi(A)^{p} & \leq\left(\Phi(A)-(\sqrt{m}-\sqrt{M})^{2} r(\Phi(A))\right)^{p} \\
& \leq\left(m^{\frac{M I-\Phi(A)}{M-m}} M^{\frac{\Phi(A)-m I}{M-m}}\right)^{p} \\
& \leq K(m, M, p) \Phi\left(A^{p}\right)-\left(\sqrt{m^{p}}-\sqrt{M^{p}}\right)^{2} r(\Phi(A))
\end{aligned}
$$

Remark 1. Notice that the inequalities in Corollary 2 are stronger than the inequalities obtained in [11] Corollary 2.1.
Recall that if $f$ is operator convex, the solidarities [12] or the perspective [13] of $f$ is defined by

$$
\mathcal{P}_{f}(A \mid B)=A^{\frac{1}{2}} f\left(A^{-\frac{1}{2}} B A^{-\frac{1}{2}}\right) A^{\frac{1}{2}}
$$

Using a series of inequalities (6) we have the upper bounds of the perspective for non-negative decreasing geometrically convex function (not necessary operator convex $f$ ). We use the same symbol $\mathcal{P}_{f}(A \mid B)$ for a simplicity.

Proposition 1. Let $A, B>0$ with $m A \leq B \leq M A$ for some scalars $0<m<M$. For a non-negative decreasing geometrically convex function $f$, we have

$$
\begin{aligned}
\mathcal{P}_{f}(A \mid B) & \leq A^{1 / 2} f\left(A^{-1 / 2} B A^{-1 / 2}-(\sqrt{m}-\sqrt{M})^{2} r(A, B)\right) A^{1 / 2} \\
& \leq A^{1 / 2} f\left(m^{\frac{M I-A^{-1 / 2} 2_{B A}-1 / 2}{M-m}} M^{\frac{A^{-1 / 2} 2_{B A}-1 / 2-m I}{M-m}}\right) A^{1 / 2} \\
& \leq A^{1 / 2} f(m)^{\frac{M I-A^{-1 / 2} 2_{B A}-1 / 2}{M-m}} f(M)^{\frac{A^{-1 / 2} 2_{B A}-1 / 2}{}-m I} \\
M-m & A^{1 / 2} \\
& \leq \frac{M f(m)-m f(M)}{M-m} A+\frac{f(M)-f(m)}{M-m} B-(\sqrt{f(m)}-\sqrt{f(M)})^{2} A^{1 / 2} r(A, B) A^{1 / 2} \\
& \leq \frac{M f(m)-m f(M)}{M-m} A+\frac{f(M)-f(m)}{M-m} B,
\end{aligned}
$$

where

$$
\begin{aligned}
r(A, B) & =\min \left\{\frac{A^{-1 / 2} B A^{-1 / 2}-m I}{M-m}, \frac{M I-A^{-1 / 2} B A^{-1 / 2}}{M-m}\right\} \\
& =\frac{1}{2} I-\frac{1}{M-m}\left|A^{-1 / 2} B A^{-1 / 2}-\frac{M+m}{2} I\right| .
\end{aligned}
$$
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#### Abstract

The aim of this paper is to establish some refined versions of majorization inequality involving twice differentiable convex functions by using Taylor theorem with mean-value form of the remainder. Our results improve several results obtained in earlier literatures. As an application, the result is used for deriving a new fractional inequality.
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## 1. Introduction

The notion of majorization was introduced in the celebrated monograph [1] by Hardy, Littlewood and Pólya, which was used as a measure of the diversity of the components of an $n$-dimensional vector.

Let $v=\left(v_{1}, v_{2}, \ldots, v_{n}\right)$ and $\boldsymbol{\vartheta}=\left(\vartheta_{1}, \vartheta_{2}, \ldots, \vartheta_{n}\right)$ be two $n$-tuples. The $n$-tuple $v$ is said to be majorized by $\vartheta$ (in symbols $v \prec \vartheta$ ) if $\sum_{i=1}^{k} v_{[i]} \leq \sum_{i=1}^{k} \vartheta_{[i]}$ for $k=1,2, \ldots, n-1$ and $\sum_{i=1}^{n} v_{i}=\sum_{i=1}^{n} \vartheta_{i}$, where $v_{[1]} \geq v_{[2]} \geq \cdots \geq v_{[n]}$ and $\vartheta_{[1]} \geq \vartheta_{[2]} \geq \cdots \geq \vartheta_{[n]}$ are rearrangements of $v$ and $\vartheta$ in a descending order.

The majorization has been found many applications in different fields of mathematics. A survey of the applications of majorization and relevant results can be found in the monograph of Marshall and Olkin [2]. Recently, the authors have given considerable attention to the generalizations and applications of the majorization and related inequalities, for details, we refer the reader to our papers [3-13].

In this paper we focus on a type of majorization inequality involving convex functions, which reveals the correlations among majorization, convex functions and inequalities. Now, let us recall briefly this type of majorization inequality.

The following classical majorization inequality can be found in the monographs of Marshall and Olkin [2] and Pečarić et al. [14].

Theorem 1. Let $\boldsymbol{v}=\left(v_{1}, v_{2}, \ldots, v_{n}\right), \vartheta=\left(\vartheta_{1}, \vartheta_{2}, \ldots, \vartheta_{n}\right)$ be two $n$-tuples, $v_{i}, \vartheta_{i} \in I(i=1,2, \ldots, n)$, $I$ is an interval. Then

$$
\begin{equation*}
\sum_{i=1}^{n} \Psi\left(v_{i}\right) \leq \sum_{i=1}^{n} \Psi\left(\vartheta_{i}\right) \tag{1}
\end{equation*}
$$

holds for every continuous convex function $\Psi: I \rightarrow \mathbb{R}$ if and only if $v \prec \vartheta$ holds.
Fuchs [15] gave a weighted generalization of the majorization theorem, as follows:

Theorem 2. Let $\boldsymbol{v}=\left(v_{1}, v_{2}, \ldots, v_{n}\right), \boldsymbol{\vartheta}=\left(\vartheta_{1}, \vartheta_{2}, \ldots, \vartheta_{n}\right)$ be two decreasing $n$-tuples, $v_{i}, \vartheta_{i} \in I$ ( $i=$ $1,2, \ldots, n), I$ is an interval. Suppose $\ell_{1}, \ell_{2}, \ldots, \ell_{n}$ are real numbers such that $\sum_{i=1}^{k} \ell_{i} v_{i} \leq \sum_{i=1}^{k} \ell_{i} \vartheta_{i}$ for $k=1,2, \ldots, n-1$ and $\sum_{i=1}^{n} \ell_{i} v_{i}=\sum_{i=1}^{n} \ell_{i} \vartheta_{i}$. Then

$$
\begin{equation*}
\sum_{i=1}^{n} \ell_{i} \Psi\left(v_{i}\right) \leq \sum_{i=1}^{n} \ell_{i} \Psi\left(\vartheta_{i}\right) \tag{2}
\end{equation*}
$$

holds for any continuous convex function $\Psi: I \rightarrow \mathbb{R}$.
Bullen, Vasić, and Stanković [16] presented a result similar to the above result, in which the condition of the tuples $v, \vartheta$ is relaxed and the condition of the function $\Psi$ is intensified.

Theorem 3. Let $v=\left(v_{1}, v_{2}, \ldots, v_{n}\right), \vartheta=\left(\vartheta_{1}, \vartheta_{2}, \ldots, \vartheta_{n}\right)$ be two decreasing $n$-tuples, $v_{i}, \vartheta_{i} \in I(i=$ $1,2, \ldots, n), I$ is an interval. Suppose $\ell_{1}, \ell_{2}, \ldots, \ell_{n}$ are real numbers such that $\sum_{i=1}^{k} \ell_{i} v_{i} \leq \sum_{i=1}^{k} \ell_{i} \vartheta_{i}$ for $k=1,2, \ldots, n$. If $\Psi: I \rightarrow \mathbb{R}$ is a continuous increasing convex function, then

$$
\begin{equation*}
\sum_{i=1}^{n} \ell_{i} \Psi\left(v_{i}\right) \leq \sum_{i=1}^{n} \ell_{i} \Psi\left(\vartheta_{i}\right) \tag{3}
\end{equation*}
$$

The aim of this paper is to establish the refinements of majorization inequalities of Theorems 1-3. To achieve this, we will first establish an equality by using Taylor theorem with mean-value form of the remainder, which enables us to deduce the refined versions of majorization inequalities mentioned above.

## 2. Lemma

Lemma 1. Let $v=\left(v_{1}, v_{2}, \ldots, v_{n}\right), \vartheta=\left(\vartheta_{1}, \vartheta_{2}, \ldots, \vartheta_{n}\right)$ be two $n$-tuples, $v_{i}, \vartheta_{i} \in(a, b)(i=1,2, \ldots, n)$, and let $\ell_{1}, \ell_{2}, \ldots, \ell_{n}$ be real numbers. If $\Psi:[a, b] \rightarrow \mathbb{R}$ is a function such that $\Psi^{\prime} \in C[a, b]$ and $\Psi^{\prime \prime}$ exists on $(a, b)$, then there exists $\tau_{i}$ between $v_{i}$ and $\vartheta_{i}$ satisfying

$$
\begin{equation*}
\sum_{i=1}^{n} \ell_{i} \Psi\left(\vartheta_{i}\right)-\sum_{i=1}^{n} \ell_{i} \Psi\left(v_{i}\right)=\sum_{i=1}^{n} \Psi^{\prime}\left(v_{i}\right) \ell_{i}\left(\vartheta_{i}-v_{i}\right)+\sum_{i=1}^{n} \frac{\Psi^{\prime \prime}\left(\tau_{i}\right)}{2} \ell_{i}\left(\vartheta_{i}-v_{i}\right)^{2} \tag{4}
\end{equation*}
$$

Proof. Using the Taylor's formula with the Lagrange remainder (mean-value form of the remainder) gives

$$
\begin{equation*}
\Psi\left(\vartheta_{i}\right)=\Psi\left(v_{i}\right)+\frac{\Psi^{\prime}\left(v_{i}\right)}{1!}\left(\vartheta_{i}-v_{i}\right)+\frac{\Psi^{\prime \prime}\left(\tau_{i}\right)}{2!}\left(\vartheta_{i}-v_{i}\right)^{2} \tag{5}
\end{equation*}
$$

where $v_{i}, \vartheta_{i} \in(a, b), \tau_{i}$ is a real number between $v_{i}$ and $\vartheta_{i}(i=1,2, \ldots, n)$.
Multiplying both sides of (5) by $\ell_{i}$ and taking summation over $i(i=1,2, \ldots, n)$, we get

$$
\sum_{i=1}^{n} \ell_{i} \Psi\left(\vartheta_{i}\right)=\sum_{i=1}^{n} \ell_{i} \Psi\left(v_{i}\right)+\sum_{i=1}^{n} \Psi^{\prime}\left(v_{i}\right) \ell_{i}\left(\vartheta_{i}-v_{i}\right)+\sum_{i=1}^{n} \frac{\Psi^{\prime \prime}\left(\tau_{i}\right)}{2} \ell_{i}\left(\vartheta_{i}-v_{i}\right)^{2},
$$

which is the desired equality (4). The proof of Lemma 1 is complete.

## 3. Main Results

In this section, we establish some refinements of the majorization inequality.

Theorem 4. Let $v=\left(v_{1}, v_{2}, \ldots, v_{n}\right), \vartheta=\left(\vartheta_{1}, \vartheta_{2}, \ldots, \vartheta_{n}\right)$ be two $n$-tuples, $v_{i}, \vartheta_{i} \in(a, b)(i=1,2, \ldots, n)$. If $v \prec \vartheta$ and $\Psi:[a, b] \rightarrow \mathbb{R}$ is a twice differentiable convex function, then there exists a real number $\tau_{i}$ between $v_{[i]}$ and $\vartheta_{[i]}(i=1,2, \ldots, n)$ such that

$$
\begin{equation*}
\sum_{i=1}^{n} \Psi\left(\vartheta_{i}\right)-\sum_{i=1}^{n} \Psi\left(v_{i}\right) \geq \sum_{i=1}^{n} \frac{\Psi^{\prime \prime}\left(\tau_{i}\right)}{2}\left(\vartheta_{[i]}-v_{[i]}\right)^{2} \tag{6}
\end{equation*}
$$

where $v_{[1]} \geq v_{[2]} \geq \cdots \geq v_{[n]}$ and $\vartheta_{[1]} \geq \vartheta_{[2]} \geq \cdots \geq \vartheta_{[n]}$ are rearrangements of $v$ and $\vartheta$ in a descending order.

Proof. Using Lemma 1 with $\ell_{i}=1, v_{i}=v_{[i]}, \vartheta_{i}=\vartheta_{[i]}(i=1,2, \ldots, n)$, one has

$$
\sum_{i=1}^{n} \Psi\left(\vartheta_{[i]}\right)-\sum_{i=1}^{n} \Psi\left(v_{[i]}\right)=\sum_{i=1}^{n} \Psi^{\prime}\left(v_{[i]}\right)\left(\vartheta_{[i]}-v_{[i]}\right)+\sum_{i=1}^{n} \frac{\Psi^{\prime \prime}\left(\tau_{i}\right)}{2}\left(\vartheta_{[i]}-v_{[i]}\right)^{2},
$$

that is

$$
\begin{equation*}
\sum_{i=1}^{n} \Psi\left(\vartheta_{i}\right)-\sum_{i=1}^{n} \Psi\left(v_{i}\right)=\sum_{i=1}^{n} \Psi^{\prime}\left(v_{[i]}\right)\left(\vartheta_{[i]}-v_{[i]}\right)+\sum_{i=1}^{n} \frac{\Psi^{\prime \prime}\left(\tau_{i}\right)}{2}\left(\vartheta_{[i]}-v_{[i]}\right)^{2} \tag{7}
\end{equation*}
$$

where $v_{i}, \vartheta_{i} \in(a, b), \tau_{i}$ is a real number between $v_{[i]}$ and $\vartheta_{[i]}(i=1,2, \ldots, n)$.
Let

$$
A_{k}=\sum_{i=1}^{k} \vartheta_{[i]}, \quad B_{k}=\sum_{i=1}^{k} v_{[i]}(k=1,2, \ldots, n), \quad A_{0}=B_{0}=0 .
$$

Considering the first term in the right hand side of (7), we have

$$
\begin{aligned}
& \sum_{i=1}^{n} \Psi^{\prime}\left(v_{[i]}\right)\left(\vartheta_{[i]}-v_{[i]}\right)=\sum_{i=1}^{n} \Psi^{\prime}\left(v_{[i]}\right)\left(A_{i}-A_{i-1}-B_{i}+B_{i-1}\right) \\
& \quad=\sum_{i=1}^{n} \Psi^{\prime}\left(v_{[i]}\right)\left(A_{i}-B_{i}\right)-\sum_{i=1}^{n} \Psi^{\prime}\left(v_{[i]}\right)\left(A_{i-1}-B_{i-1}\right) \\
& \quad=\Psi^{\prime}\left(v_{[n]}\right)\left(A_{n}-B_{n}\right)+\sum_{i=1}^{n-1}\left(\Psi^{\prime}\left(v_{[i]}\right)-\Psi^{\prime}\left(v_{[i+1]}\right)\right)\left(A_{i}-B_{i}\right)
\end{aligned}
$$

It follows from $\boldsymbol{v} \prec \boldsymbol{v}$ that $A_{n}-B_{n}=0$ and $A_{i}-B_{i} \geq 0$ for $i=1,2, \ldots, n-1$.
Additionally, since $\Psi$ is a continuous convex function on $[a, b]$, we deduce from $v_{[i]} \geq v_{[i+1]}$ $(i=1,2, \ldots, n-1)$ that

$$
\Psi^{\prime}\left(v_{[i]}\right)-\Psi^{\prime}\left(v_{[i+1]}\right) \geq 0 \text { for } i=1,2, \ldots, n-1
$$

Hence

$$
\sum_{i=1}^{n} \Psi^{\prime}\left(v_{[i]}\right)\left(\vartheta_{[i]}-v_{[i]}\right) \geq 0
$$

which, along with the equality (7), leads to the required inequality (6). This completes the proof of Theorem 4.

Remark 1. The inequality of Theorem 4 is a refinement of the inequality of Theorem 1, since the term $\sum_{i=1}^{n} \frac{\Psi^{\prime \prime}\left(\tau_{i}\right)}{2}\left(\vartheta_{[i]}-v_{[i]}\right)^{2}$ in inequality (6) is nonnegative.

In the following, we provide two refinements of majorization inequality by keeping one of the tuples decreasing (increasing).

Theorem 5. Let $v=\left(v_{1}, v_{2}, \ldots, v_{n}\right), \vartheta=\left(\vartheta_{1}, \vartheta_{2}, \ldots, \vartheta_{n}\right)$ be two $n$-tuples, $v_{i}, \vartheta_{i} \in(a, b)(i=1,2, \ldots, n)$, let $\Psi:[a, b] \rightarrow \mathbb{R}$ be a twice differentiable convex function, and let $\ell_{1}, \ell_{2}, \ldots, \ell_{n}$ be real numbers such that $\sum_{i=1}^{k} \ell_{i} v_{i} \leq \sum_{i=1}^{k} \ell_{i} \vartheta_{i}$ for $k=1,2, \ldots, n-1$ and $\sum_{i=1}^{n} \ell_{i} v_{i}=\sum_{i=1}^{n} \ell_{i} \vartheta_{i}$.
(i) If $\boldsymbol{v}$ is a decreasing $n$-tuple, then there exists a real number $\tau_{i}$ between $v_{[i]}$ and $\vartheta_{[i]}(i=1,2, \ldots, n)$ such that

$$
\begin{equation*}
\sum_{i=1}^{n} \ell_{i} \Psi\left(\vartheta_{i}\right)-\sum_{i=1}^{n} \ell_{i} \Psi\left(v_{i}\right) \geq \sum_{i=1}^{n} \frac{\Psi^{\prime \prime}\left(\tau_{i}\right)}{2} \ell_{i}\left(\vartheta_{i}-v_{i}\right)^{2} \tag{8}
\end{equation*}
$$

(ii) If $\vartheta$ is a increasing $n$-tuple, then there exists another real number $\sigma_{i}$ between $v_{[i]}$ and $\vartheta_{[i]}(i=1,2, \ldots, n)$ such that

$$
\begin{equation*}
\sum_{i=1}^{n} \ell_{i} \Psi\left(v_{i}\right)-\sum_{i=1}^{n} \ell_{i} \Psi\left(\vartheta_{i}\right) \geq \sum_{i=1}^{n} \frac{\Psi^{\prime \prime}\left(\sigma_{i}\right)}{2} \ell_{i}\left(\vartheta_{i}-v_{i}\right)^{2} \tag{9}
\end{equation*}
$$

Proof. (i) It follows from Lemma 1 that

$$
\begin{equation*}
\sum_{i=1}^{n} \ell_{i} \Psi\left(\vartheta_{i}\right)-\sum_{i=1}^{n} \ell_{i} \Psi\left(v_{i}\right)=\sum_{i=1}^{n} \Psi^{\prime}\left(v_{i}\right) \ell_{i}\left(\vartheta_{i}-v_{i}\right)+\sum_{i=1}^{n} \frac{\Psi^{\prime \prime}\left(\tau_{i}\right)}{2} \ell_{i}\left(\vartheta_{i}-v_{i}\right)^{2}, \tag{10}
\end{equation*}
$$

where $v_{i}, \vartheta_{i} \in(a, b), \tau_{i}$ is a real number between $v_{i}$ and $\vartheta_{i}(i=1,2, \ldots, n)$. Let

$$
A_{k}=\sum_{i=1}^{k} \ell_{i} \vartheta_{i}, \quad B_{k}=\sum_{i=1}^{k} \ell_{i} v_{i}(k=1,2, \ldots, n), \quad A_{0}=B_{0}=0 .
$$

Then, we have $A_{i} \geq B_{i}(i=1,2, \ldots, n-1), A_{n}=B_{n}$, and

$$
\begin{aligned}
& \sum_{i=1}^{n} \Psi^{\prime}\left(v_{i}\right) \ell_{i}\left(\vartheta_{i}-v_{i}\right)=\sum_{i=1}^{n} \Psi^{\prime}\left(v_{i}\right)\left(A_{i}-A_{i-1}-B_{i}+B_{i-1}\right) \\
& \quad=\Psi^{\prime}\left(v_{n}\right)\left(A_{n}-B_{n}\right)+\sum_{i=1}^{n-1}\left(\Psi^{\prime}\left(v_{i}\right)-\Psi^{\prime}\left(v_{i+1}\right)\right)\left(A_{i}-B_{i}\right) \\
& \quad=\sum_{i=1}^{n-1}\left(\Psi^{\prime}\left(v_{i}\right)-\Psi^{\prime}\left(v_{i+1}\right)\right)\left(A_{i}-B_{i}\right)
\end{aligned}
$$

Noting that $\Psi$ is a continuous convex function on $[a, b]$, and $v$ is a decreasing $n$-tuple, we obtain $\Psi^{\prime}\left(v_{i}\right)-\Psi^{\prime}\left(v_{i+1}\right) \geq 0$ for $i=1,2, \ldots, n-1$.

Hence

$$
\sum_{i=1}^{n} \Psi^{\prime}\left(v_{i}\right) \ell_{i}\left(\vartheta_{i}-v_{i}\right) \geq 0
$$

which, together with inequality (10), leads to the required inequality (8).
(ii) Similarly, we can prove the inequality (9) under the condition that $\vartheta$ is an increasing $n$-tuple. The proof of Theorem 5 is complete.

Remark 2. The inequality (8) of Theorem 5 is a refinement of the inequality (2) of Theorem 2 in the case when $\ell_{1}, \ell_{2}, \ldots, \ell_{n}$ are positive numbers.

Theorem 6. Let $\boldsymbol{v}=\left(v_{1}, v_{2}, \ldots, v_{n}\right), \vartheta=\left(\vartheta_{1}, \vartheta_{2}, \ldots, \vartheta_{n}\right)$ be two $n$-tuples, $v_{i}, \vartheta_{i} \in(a, b)(i=1,2, \ldots, n)$, let $\Psi:[a, b] \rightarrow \mathbb{R}$ be a twice differentiable and increasing convex function, and let $\ell_{1}, \ell_{2}, \ldots, \ell_{n}$ be real numbers such that $\sum_{i=1}^{k} \ell_{i} v_{i} \leq \sum_{i=1}^{k} \ell_{i} \vartheta_{i}$ for $k=1,2, \ldots, n$. If $v$ is a decreasing $n$-tuple, then there exists a real number $\tau_{i}$ between $v_{[i]}$ and $\vartheta_{[i]}(i=1,2, \ldots, n)$ such that

$$
\begin{equation*}
\sum_{i=1}^{n} \ell_{i} \Psi\left(\vartheta_{i}\right)-\sum_{i=1}^{n} \ell_{i} \Psi\left(v_{i}\right) \geq \sum_{i=1}^{n} \frac{\Psi^{\prime \prime}\left(\tau_{i}\right)}{2} \ell_{i}\left(\vartheta_{i}-v_{i}\right)^{2} \tag{11}
\end{equation*}
$$

Proof. Let

$$
A_{k}=\sum_{i=1}^{k} \ell_{i} \vartheta_{i}, \quad B_{k}=\sum_{i=1}^{k} \ell_{i} v_{i}(k=1,2, \ldots, n), \quad A_{0}=B_{0}=0 .
$$

By Lemma 1, for any $v_{i}, \vartheta_{i} \in(a, b)(i=1,2, \ldots, n)$, there exists a real number between $v_{i}$ and $\vartheta_{i}$ such that

$$
\begin{aligned}
& \sum_{i=1}^{n} \ell_{i} \Psi\left(\vartheta_{i}\right)-\sum_{i=1}^{n} \ell_{i} \Psi\left(v_{i}\right)=\sum_{i=1}^{n} \Psi^{\prime}\left(v_{i}\right) \ell_{i}\left(\vartheta_{i}-v_{i}\right)+\sum_{i=1}^{n} \frac{\Psi^{\prime \prime}\left(\tau_{i}\right)}{2} \ell_{i}\left(\vartheta_{i}-v_{i}\right)^{2} \\
= & \sum_{i=1}^{n} \Psi^{\prime}\left(v_{i}\right)\left(A_{i}-A_{i-1}-B_{i}+B_{i-1}\right)+\sum_{i=1}^{n} \frac{\Psi^{\prime \prime}\left(\tau_{i}\right)}{2} \ell_{i}\left(\vartheta_{i}-v_{i}\right)^{2} \\
= & \Psi^{\prime}\left(v_{n}\right)\left(A_{n}-B_{n}\right)+\sum_{i=1}^{n-1}\left(\Psi^{\prime}\left(v_{i}\right)-\Psi^{\prime}\left(v_{i+1}\right)\right)\left(A_{i}-B_{i}\right)+\sum_{i=1}^{n} \frac{\Psi^{\prime \prime}\left(\tau_{i}\right)}{2} \ell_{i}\left(\vartheta_{i}-v_{i}\right)^{2} .
\end{aligned}
$$

Since $\Psi$ is a continuous convex function on $[a, b]$, and $v$ is a decreasing $n$-tuple, we obtain $\Psi^{\prime}\left(v_{i}\right)-\Psi^{\prime}\left(v_{i+1}\right) \geq 0$ for $i=1,2, \ldots, n-1$. In addition, since $\Psi$ is an increasing function on $[a, b]$, we get $\Psi^{\prime}\left(v_{n}\right) \geq 0$. Now, by using the assumption conditions $A_{i} \geq B_{i}(k=1,2, \ldots, n)$, we conclude that

$$
\Psi^{\prime}\left(v_{n}\right)\left(A_{n}-B_{n}\right)+\sum_{i=1}^{n-1}\left(\Psi^{\prime}\left(v_{i}\right)-\Psi^{\prime}\left(v_{i+1}\right)\right)\left(A_{i}-B_{i}\right) \geq 0 .
$$

Therefore, we have

$$
\sum_{i=1}^{n} \ell_{i} \Psi\left(\vartheta_{i}\right)-\sum_{i=1}^{n} \ell_{i} \Psi\left(v_{i}\right) \geq \sum_{i=1}^{n} \frac{\Psi^{\prime \prime}\left(\tau_{i}\right)}{2} \ell_{i}\left(\vartheta_{i}-v_{i}\right)^{2}
$$

The Theorem 6 is proved.
Remark 3. The inequality (11) of Theorem 6 is a refinement of the inequality (3) of Theorem 3 in the case when $\ell_{1}, \ell_{2}, \ldots, \ell_{n}$ are positive numbers.

Theorem 7. Let $v=\left(v_{1}, v_{2}, \ldots, v_{n}\right), \vartheta=\left(\vartheta_{1}, \vartheta_{2}, \ldots, \vartheta_{n}\right)$ be two $n$-tuples, $v_{i}, \vartheta_{i} \in(a, b)(i=1,2, \ldots, n)$, let $\Psi:[a, b] \rightarrow \mathbb{R}$ be a twice differentiable convex function, and let $\ell_{1}, \ell_{2}, \ldots, \ell_{n}$ be positive numbers. If $v$ and $\vartheta-v$ are monotonic in the same sense, then there exists a real number $\tau_{i}$ between $v_{[i]}$ and $\vartheta_{[i]}(i=1,2, \ldots, n)$ such that

$$
\begin{align*}
\sum_{i=1}^{n} \ell_{i} \Psi\left(\vartheta_{i}\right)-\sum_{i=1}^{n} \ell_{i} \Psi\left(v_{i}\right) & \geq \frac{1}{\ell_{1}+\ell_{2}+\cdots+\ell_{n}} \sum_{i=1}^{n} \ell_{i} \Psi^{\prime}\left(v_{i}\right) \sum_{i=1}^{n} \ell_{i}\left(\vartheta_{i}-v_{i}\right) \\
& +\sum_{i=1}^{n} \frac{\Psi^{\prime \prime}\left(\tau_{i}\right)}{2} \ell_{i}\left(\vartheta_{i}-v_{i}\right)^{2} \tag{12}
\end{align*}
$$

Proof. Since $\Psi$ is convex function, and tuple $v$ and tuple $\boldsymbol{v}-\boldsymbol{v}$ are monotonic in the same sense, we conclude that $\Psi^{\prime}(v)$ and $\vartheta-v$ are monotonic in the same sense.

Using the Chebyshev's inequality for weights $\ell_{1}, \ell_{2}, \ldots, \ell_{n}$, we obtain

$$
\left(\sum_{i=1}^{n} \ell_{i}\right) \sum_{i=1}^{n} \ell_{i} \Psi^{\prime}\left(v_{i}\right)\left(\vartheta_{i}-v_{i}\right) \geq \sum_{i=1}^{n} \ell_{i} \Psi^{\prime}\left(v_{i}\right) \sum_{i=1}^{n} \ell_{i}\left(\vartheta_{i}-v_{i}\right)
$$

On the other hand, by Lemma 1 , for any $v_{i}, \vartheta_{i} \in(a, b)(i=1,2, \ldots, n)$, there exists a real number $\tau_{i}$ between $v_{i}$ and $\vartheta_{i}$ such that

$$
\sum_{i=1}^{n} \ell_{i} \Psi\left(\vartheta_{i}\right)-\sum_{i=1}^{n} \ell_{i} \Psi\left(v_{i}\right)=\sum_{i=1}^{n} \Psi^{\prime}\left(v_{i}\right) \ell_{i}\left(\vartheta_{i}-v_{i}\right)+\sum_{i=1}^{n} \frac{\Psi^{\prime \prime}\left(\tau_{i}\right)}{2} \ell_{i}\left(\vartheta_{i}-v_{i}\right)^{2}
$$

Hence, we get

$$
\begin{aligned}
\sum_{i=1}^{n} \ell_{i} \Psi\left(\vartheta_{i}\right)-\sum_{i=1}^{n} \ell_{i} \Psi\left(v_{i}\right) & \geq \frac{1}{\ell_{1}+\ell_{2}+\cdots+\ell_{n}} \sum_{i=1}^{n} \ell_{i} \Psi^{\prime}\left(v_{i}\right) \sum_{i=1}^{n} \ell_{i}\left(\vartheta_{i}-v_{i}\right) \\
& +\sum_{i=1}^{n} \frac{\Psi^{\prime \prime}\left(\tau_{i}\right)}{2} \ell_{i}\left(\vartheta_{i}-v_{i}\right)^{2}
\end{aligned}
$$

This proves the required inequality (12) in Theorem 7.
Applying an additional condition $\sum_{i=1}^{n} \ell_{i} v_{i} \leq \sum_{i=1}^{n} \ell_{i} \vartheta_{i}$ to inequality (12), we obtain the following result.

Corollary 1. Let $\boldsymbol{v}=\left(v_{1}, v_{2}, \ldots, v_{n}\right), \vartheta=\left(\vartheta_{1}, \vartheta_{2}, \ldots, \vartheta_{n}\right)$ be two $n$-tuples, $v_{i}, \vartheta_{i} \in(a, b)(i=1,2, \ldots, n)$, let $\Psi:[a, b] \rightarrow \mathbb{R}$ be a twice differentiable and increasing convex function, and let $\ell_{1}, \ell_{2}, \ldots, \ell_{n}$ be positive numbers. If $\boldsymbol{v}$ and $\boldsymbol{\vartheta}-\boldsymbol{v}$ are monotonic in the same sense, and $\sum_{i=1}^{n} \ell_{i} v_{i} \leq \sum_{i=1}^{n} \ell_{i} \vartheta_{i}$, then there exists a real number $\tau_{i}$ between $v_{[i]}$ and $\vartheta_{[i]}(i=1,2, \ldots, n)$ such that

$$
\begin{equation*}
\sum_{i=1}^{n} \ell_{i} \Psi\left(\vartheta_{i}\right)-\sum_{i=1}^{n} \ell_{i} \Psi\left(v_{i}\right) \geq \sum_{i=1}^{n} \frac{\Psi^{\prime \prime}\left(\tau_{i}\right)}{2} \ell_{i}\left(\vartheta_{i}-v_{i}\right)^{2} \tag{13}
\end{equation*}
$$

## 4. An Application

In this section we establish a new fractional inequality to illustrate the application of our results.
Theorem 8. Let $\xi_{1}, \xi_{2}, \xi_{3}$ be positive numbers and $\xi_{1} \geq \xi_{2} \geq \xi_{3}$. Then we have the inequality

$$
\begin{align*}
& \frac{1}{2 \xi_{1}}+\frac{1}{2 \xi_{2}}+\frac{1}{2 \xi_{3}}-\frac{1}{\xi_{1}+\xi_{2}}-\frac{1}{\xi_{1}+\xi_{3}}-\frac{1}{\xi_{2}+\xi_{3}} \\
& \quad \geq \frac{\left(\xi_{1}-\xi_{2}\right)^{2}}{2 \xi_{1}\left(\xi_{1}+\xi_{2}\right)^{2}}+\frac{\left(2 \xi_{2}-\xi_{1}-\xi_{3}\right)^{2}}{2 \xi_{2}\left(\xi_{1}+\xi_{3}\right)^{2}}+\frac{\left(\xi_{2}-\xi_{3}\right)^{2}}{2 \xi_{3}\left(\xi_{2}+\xi_{3}\right)^{2}} \tag{14}
\end{align*}
$$

Proof. From the given condition $\xi_{1} \geq \xi_{2} \geq \xi_{3}$, it is easy to check that

$$
\xi_{1}+\xi_{2} \geq \xi_{1}+\xi_{3} \geq \xi_{2}+\xi_{3}, \quad 2 \xi_{1} \geq 2 \xi_{2} \geq 2 \xi_{3}
$$

and

$$
\left(\xi_{1}+\xi_{2}, \xi_{1}+\xi_{3}, \xi_{2}+\xi_{3}\right) \prec\left(2 \xi_{1}, 2 \xi_{2}, 2 \xi_{3}\right) .
$$

Using Theorem 4 and taking $v=\left(\xi_{1}+\xi_{2}, \xi_{1}+\xi_{3}, \xi_{2}+\xi_{3}\right)$, $\vartheta=\left(2 \xi_{1}, 2 \xi_{2}, 2 \xi_{3}\right), \Psi(x)=\frac{1}{x}, x \in$ $(0,+\infty)$ in $(6)$, we obtain that there exists a real number $\tau_{i}$ between $v_{[i]}$ and $\vartheta_{[i]}(i=1,2,3)$ such that

$$
\begin{align*}
& \frac{1}{2 \xi_{1}}+\frac{1}{2 \xi_{2}}+\frac{1}{2 \xi_{3}}-\frac{1}{\xi_{1}+\xi_{2}}-\frac{1}{\xi_{1}+\xi_{3}}-\frac{1}{\xi_{2}+\xi_{3}} \\
& \quad \geq \frac{1}{\tau_{1}^{3}}\left(\xi_{1}-\xi_{2}\right)^{2}+\frac{1}{\tau_{2}^{3}}\left(2 \xi_{2}-\xi_{1}-\xi_{3}\right)^{2}+\frac{1}{\tau_{3}^{3}}\left(\xi_{2}-\xi_{3}\right)^{2} . \tag{15}
\end{align*}
$$

Further, by (5) we find that $\tau_{1}, \tau_{2}, \tau_{3}$ satisfy

$$
\begin{aligned}
& \frac{1}{2 \xi_{1}}-\frac{1}{\xi_{1}+\xi_{2}}=-\frac{\xi_{1}-\xi_{2}}{\left(\xi_{1}+\xi_{2}\right)^{2}}+\frac{1}{\tau_{1}^{3}}\left(\xi_{1}-\xi_{2}\right)^{2} \\
& \frac{1}{2 \xi_{2}}-\frac{1}{\xi_{1}+\xi_{3}}=-\frac{2 \xi_{2}-\xi_{1}-\xi_{3}}{\left(\xi_{1}+\xi_{3}\right)^{2}}+\frac{1}{\tau_{2}^{3}}\left(2 \xi_{2}-\xi_{1}-\xi_{3}\right)^{2}
\end{aligned}
$$

$$
\frac{1}{2 \xi_{3}}-\frac{1}{\xi_{2}+\xi_{3}}=-\frac{\xi_{3}-\xi_{2}}{\left(\xi_{2}+\xi_{3}\right)^{2}}+\frac{1}{\tau_{3}^{3}}\left(\xi_{3}-\xi_{2}\right)^{2}
$$

From the above equations, we have

$$
\begin{equation*}
\tau_{1}^{3}=2 \xi_{1}\left(\xi_{1}+\xi_{2}\right)^{2}, \tau_{2}^{3}=2 \xi_{2}\left(\xi_{1}+\xi_{3}\right)^{2}, \tau_{3}^{3}=2 \xi_{3}\left(\xi_{3}+\xi_{2}\right)^{2} \tag{16}
\end{equation*}
$$

Combining (15) and (16) leads to the desired inequality (14). The proof of Theorem 8 is complete.
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#### Abstract

Two mappings $L_{w}$ and $P_{w}$, in connection with Fejér's inequality, are considered for the convex and nonsymmetric monotone functions. Some basic properties and results along with some refinements for Fejér's inequality according to these new settings are obtained. As applications, some special means type inequalities are given.
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## 1. Introduction

In 1906, L. Fejér [1] proved the following integral inequalities known in the literature as Fejér's inequality:

$$
\begin{equation*}
f\left(\frac{a+b}{2}\right) \int_{a}^{b} g(x) d x \leq \int_{a}^{b} f(x) g(x) d x \leq \frac{f(a)+f(b)}{2} \int_{a}^{b} g(x) d x \tag{1}
\end{equation*}
$$

where $f:[a, b] \rightarrow \mathbb{R}$ is convex and $g:[a, b] \rightarrow \mathbb{R}^{+}=[0,+\infty)$ is integrable and symmetric to $x=\frac{a+b}{2}(g(x)=g(a+b-x), \forall x \in[a, b])$. If in (1) we consider $g \equiv 1$, we recapture the classic Hermite-Hadamard inequality [2,3]:

$$
f\left(\frac{a+b}{2}\right) \leq \frac{1}{b-a} \int_{a}^{b} f(x) d x \leq \frac{f(a)+f(b)}{2}
$$

In [4], two difference mappings $L$ and $P$ associated with Hermite-Hadamard's inequality have been introduced as follows:

$$
\begin{gathered}
L:[a, b] \rightarrow \mathbb{R}, \quad L(t)=\frac{f(a)+f(t)}{2}(t-a)-\int_{a}^{t} f(s) d s \\
P:[a, b] \rightarrow \mathbb{R}, \quad P(t)=\int_{a}^{t} f(s) d s-(t-a) f\left(\frac{a+t}{2}\right) .
\end{gathered}
$$

Some properties for $L$ and $P$, refinements for Hermite-Hadamard's inequality and some applications were raised in [4] as well:

Theorem 1 (Theorem 1 in [4]). Let $f: I \subset \mathbb{R} \rightarrow \mathbb{R}$ be a convex mapping on the interval $I$ and let $a<b$ be fixed in $I^{\circ}$. Then, we have the following:
(i) The mapping $L$ is nonnegative, monotonically nondecreasing, and convex on $[a, b]$
(ii) The following refinement of Hadamard's inequality holds:

$$
\frac{1}{b-a} \int_{a}^{b} f(s) d s \leq \frac{1}{b-a} \int_{y}^{b} f(s) d s+\left(\frac{y-a}{b-a}\right) \frac{f(a)+f(y)}{2} \leq \frac{f(a)+f(b)}{2}
$$

for each $y \in[a, b]$.
(iii) The following inequality holds:

$$
\begin{aligned}
& \alpha \frac{f(t)+f(a)}{2}(t-a)+(1-\alpha) \frac{f(s)+f(a)}{2}(s-a)- \\
& \frac{f(\alpha t+(1-\alpha) s)+f(a)}{2}[\alpha t+(1-\alpha) s-\alpha] \geq \\
& \alpha \int_{a}^{t} f(u) d u+(1-\alpha) \int_{a}^{s} f(u) d u-\int_{a}^{\alpha t+(1-\alpha) s} f(u) d u
\end{aligned}
$$

for every $t, s \in[a, b]$ and each $\alpha \in[0,1]$.
Theorem 2 (Theorem 2 in [4]). Let $f: I \subset \mathbb{R} \rightarrow \mathbb{R}$ be a convex mapping on the interval $I$ and let $a<b$ be fixed in $I^{\circ}$. Then, we have the following:
(i) The mapping $P$ is nonnegative and monotonically nondecreasing on $[a, b]$.
(ii) The following inequality holds:

$$
0 \leq P(t) \leq L(t), \quad \text { for all } t \in[a, b]
$$

(iii) The following refinement of Hadamard's inequality holds:

$$
\begin{aligned}
& f\left(\frac{a+b}{2}\right) \leq\left[(b-a) f\left(\frac{a+b}{2}\right)-(y-a) f\left(\frac{a+y}{2}\right)\right]+ \\
& \frac{1}{b-a} \int_{a}^{y} f(s) d s \leq \frac{1}{b-a} \int_{a}^{b} f(s) d s
\end{aligned}
$$

for all $y \in[a, b]$.
The main results obtained in [4] (Theorems 1 and 2) are based on the facts that if $f:[a, b] \rightarrow \mathbb{R}$ is convex, then for all $x, y \in[a, b]$ with $x \neq y$ we have (see, $[5,6])$ :

$$
f\left(\frac{x+y}{2}\right) \leq \frac{1}{y-x} \int_{x}^{y} f(s) d s \leq \frac{f(x)+f(y)}{2}
$$

and

$$
f(x)-f(y) \geq(x-y) f_{+}^{\prime}(y)
$$

where $f_{+}^{\prime}(y)$ is the right-derivative of $f$ at $y$.
Motivated by the above concepts, inequalities and results, we introduce two difference mappings, $L_{w}$ and $P_{w}$, related to Fejér's inequality:

$$
\begin{aligned}
L_{w}:[a, b] \rightarrow \mathbb{R}, & L_{w}(t)=\frac{f(a)+f(t)}{2} \int_{a}^{t} w(s) d s-\int_{a}^{t} f(x) w(x) d x \\
P_{w}:[a, b] \rightarrow \mathbb{R}, & P_{w}(t)=\int_{a}^{t} f(x) w(x) d x-f\left(\frac{a+t}{2}\right) \int_{a}^{t} w(x) d x
\end{aligned}
$$

In the case that $w \equiv 1$, the mappings $L_{w}$ and $P_{w}$ reduce to $L$ and $P$, respectively.

In this paper we obtain some properties for $L_{w}$ and $P_{w}$ that imply some refinements for Fejér's inequality in the case that $w$ is a nonsymmetric monotone function. Also, our results generalize Theorems 1 and 2 from Hermite-Hadamard's type to Fejér's type. Furthermore as applications, we find some numerical and special means type inequalities.

To obtain our respective results, we need the modified version of Theorem 5 in [7] which includes the left and right part of Fejér's inequality in the monotone nonsymmetric case.

Theorem 3. Let $f: I \subset \mathbb{R} \rightarrow \mathbb{R}$ be a convex function on the interval $I$ and differentiable on $I^{\circ}$. Consider $a, b \in I^{\circ}$ with $a<b$ such that $w:[a, b] \rightarrow \mathbb{R}$ is a nonnegative, integrable and monotone function. Then
(1) If $w^{\prime}(x) \leq 0\left(w^{\prime}(x) \geq 0\right), a \leq x \leq b$ and $f(a) \leq f(b)(f(a) \geq f(b))$, then

$$
\begin{equation*}
\int_{a}^{b} f(x) w(x) d x \leq \frac{f(a)+f(b)}{2} \int_{a}^{b} w(x) d x \tag{2}
\end{equation*}
$$

(2) If $w^{\prime}(x) \geq 0\left(w^{\prime}(x) \leq 0\right), a \leq x \leq b$ and $f(a) \leq f\left(\frac{a+b}{2}\right)\left(f(a) \geq f\left(\frac{a+b}{2}\right)\right)$, then

$$
\begin{equation*}
f\left(\frac{a+b}{2}\right) \int_{a}^{b} f(x) w(x) d x \leq \int_{a}^{b} f(x) w(x) d x \tag{3}
\end{equation*}
$$

The main point in Theorem 3 (1) $\left(w^{\prime}(x) \leq 0\right)$, is that we have (2) for any $x, y \in[a, b]$ with $f(x) \leq f(y)$ without the need for $w$ to be symmetric with respect to $\frac{x+y}{2}$. Also similar properties hold for other parts of the above theorem.

Example 1. Consider $f(x)=\frac{1}{t}$ and $w(x)=\frac{1}{t^{2}}$ for $t>0$. It is clear that $f$ is convex and $w$ is nonsymmetric and decreasing. If we consider $0<x \leq y$, then from the fact that $(y-x)^{2} \geq 0$ we obtain that

$$
\frac{2}{x+y} \leq \frac{x+y}{2 x y}
$$

This inequality implies that

$$
\frac{2}{x+y}\left(\frac{y-x}{x y}\right) \leq \frac{y^{2}-x^{2}}{2 x^{2} y^{2}} .
$$

It follows that

$$
\frac{2}{x+y}\left(\frac{1}{x}-\frac{1}{y}\right) \leq \frac{1}{2 x^{2}}-\frac{1}{2 y^{2}} .
$$

So

$$
\left(\frac{1}{\frac{x+y}{2}}\right) \int_{x}^{y} \frac{1}{t^{2}} d t \leq \int_{x}^{y} \frac{1}{t^{3}} d t
$$

shows that $f$ and $w$ satisfy (3) on $[x, y]$, where $w$ is not symmetric. Also, we can see that $f$ and $w$ satisfy (2).

## 2. Main Results

The first result of this section is about some properties of the mapping $L_{w}$ where the function $w$ is nonincreasing.

Theorem 4. Let $f: I \subset \mathbb{R} \rightarrow \mathbb{R}$ be a convex function on the interval I and differentiable on $I^{\circ}$. Consider $a, b \in I^{\circ}$ with $a<b$ such that $w:[a, b] \rightarrow \mathbb{R}$ is a nonnegative and differentiable function with $w^{\prime}(x) \leq 0$ for all $a \leq x \leq b$. Then
(i) The mapping $L_{w}$ is nonnegative on $[a, b]$, if $f(a) \leq f(t)$ for all $t \in[a, b]$.
(ii) The mapping $L_{w}$ is convex on $[a, b]$, if $f$ is nondecreasing. Also $L_{w}$ is monotonically nondecreasing on $[a, b]$.
(iii) The following refinement of (2) holds:

$$
\begin{align*}
& \int_{a}^{b} f(x) w(x) \leq \\
& \int_{y}^{b} f(x) w(x) d x+\frac{f(a)+f(y)}{2} \int_{a}^{y} w(x) d x \leq  \tag{4}\\
& \frac{f(a)+f(b)}{2} \int_{a}^{b} w(x) d x
\end{align*}
$$

for any $y \in[a, b]$ with $f(a) \leq f(y)$.
(iv) If $f$ is nondecreasing, then the following inequality holds:

$$
\begin{align*}
& t \int_{a}^{u} f(x) w(x) d x+(1-t) \int_{a}^{v} f(x) w(x) d x-\int_{a}^{t u+(1-t) v} f(x) w(x) d x \leq \\
& t \frac{f(u)+f(a)}{2} \int_{a}^{u} w(x) d x+(1-t) \frac{f(v)+f(u)}{2} \int_{a}^{v} w(x) d x  \tag{5}\\
& -\frac{f(t u+(1-t) v)+f(a)}{2} \int_{a}^{t u+(1-t) v} w(x) d x
\end{align*}
$$

for any $u, v \in[a, b]$ and each $t \in[0,1]$.
(v) If $f^{\prime} \in L([a, b])$, then for each $t \in[a, b]$ we have

$$
\begin{equation*}
\left|L_{w}(t)\right| \leq \frac{(t-a)^{2}}{2} \int_{a}^{t} w(x)\left|f^{\prime}(x)\right| d x \tag{6}
\end{equation*}
$$

Furthermore when $\left|f^{\prime}\right|$ is convex on $[a, b]$, then:

$$
\begin{equation*}
\left|L_{w}(t)\right| \leq \frac{t-a}{2}\left[\left|f^{\prime}(a)\right| \int_{a}^{t}(t-x) w(x) d x+\left|f^{\prime}(t)\right| \int_{a}^{t}(x-a) w(x) d x\right] \tag{7}
\end{equation*}
$$

Proof. (i) We need only the inequality

$$
\int_{a}^{t} f(x) w(x) d x \leq \frac{f(a)+f(t)}{2} \int_{a}^{t} w(x) d x
$$

for all $t \in[a, b]$. This happens according to Theorem 3 (1).
(ii) Without loss of generality for $a \leq y<x<b$ consider the following identity:

$$
\begin{align*}
& L_{w}(x)-L_{w}(y)=  \tag{8}\\
& \frac{f(x)+f(a)}{2} \int_{a}^{x} w(s) d s-\frac{f(y)+f(a)}{2} \int_{a}^{y} w(s) d s-\int_{y}^{x} f(s) w(s) d s
\end{align*}
$$

Dividing with " $x-y$ " and then letting $x \rightarrow y$ we obtain that

$$
\begin{equation*}
2 L_{+w}^{\prime}(y)-f(a) w(y)+f(y) w(y)=f_{+}^{\prime}(y) \int_{a}^{y} w(s) d s \tag{9}
\end{equation*}
$$

Also from the convexity of $f$ we have

$$
f_{+}^{\prime}(y) \leq \frac{f(x)-f(y)}{x-y}
$$

which, along with the fact that $w$ is nonincreasing, implies that

$$
\begin{align*}
& f_{+}^{\prime}(y) \int_{a}^{y} w(s) d s \leq \frac{f(x)-f(y)}{x-y} \int_{a}^{y} w(s) d s \\
& \leq \frac{f(x)+f(a)}{x-y} \int_{a}^{x} w(s) d s-\frac{f(y)+f(a)}{x-y} \int_{a}^{y} w(s) d s  \tag{10}\\
& +[f(y)-f(a)] w(y)-\frac{f(x)+f(y)}{x-y} \int_{y}^{x} w(s) d s
\end{align*}
$$

So from (9) and (10) we get

$$
\begin{align*}
& L_{+w}^{\prime}(y) \leq  \tag{11}\\
& \frac{f(x)+f(a)}{2(x-y)} \int_{a}^{x} w(s) d s-\frac{f(y)+f(a)}{2(x-y)} \int_{a}^{y} w(s) d s-\frac{f(x)+f(y)}{2(x-y)} \int_{y}^{x} w(s) d s .
\end{align*}
$$

On the other hand from (8) and Theorem 3 (1), we have

$$
\begin{aligned}
& \frac{L_{w}(x)-L_{w}(y)}{x-y} \geq \\
& \frac{f(x)+f(a)}{2(x-y)} \int_{a}^{x} w(s) d s-\frac{f(y)+f(a)}{2(x-y)} \int_{a}^{y} w(s) d s-\frac{f(x)+f(y)}{2(x-y)} \int_{y}^{x} w(s) d s,
\end{aligned}
$$

and, along with (11), we obtain that

$$
\frac{L_{w}(x)-L_{w}(y)}{x-y} \geq L_{+w}^{\prime}(y)
$$

This implies the convexity of $L_{w}(t)$.
For the fact that $L$ is monotonically nondecreasing, from convexity of $f$ on $[a, b]$ we have

$$
f_{+}^{\prime}(y) \geq \frac{f(y)-f(a)}{y-a}
$$

for all $y \in[a, b]$ and so

$$
\begin{aligned}
& \frac{L_{w}(x)-L_{w}(y)}{x-y} \geq L_{+w}^{\prime}(y)=\frac{f_{+}^{\prime}(y)}{2} \int_{a}^{y} w(s) d s+\frac{f(a) w(y)}{2}-\frac{f(y) w(y)}{2} \\
& =\frac{1}{2}\left[f_{+}^{\prime}(y) \int_{a}^{y} w(s) d s+(f(a)-f(y)) w(y)\right] \geq \\
& \frac{1}{2}\left[f_{+}^{\prime}(y)(y-a)-(f(y)-f(a))\right] w(y) \geq 0
\end{aligned}
$$

for any $x>y$.
(iii) Since $L_{w}$ is monotonically nondecreasing we have $0 \leq L_{w}(y) \leq L_{w}(b)$, for all $y \in[a, b]$ and so

$$
\begin{aligned}
& \frac{f(y)+f(a)}{2} \int_{a}^{y} w(x) d x-\int_{a}^{y} f(x) w(x) d x \leq \\
& \frac{f(b)+f(a)}{2} \int_{a}^{b} w(x) d x-\int_{a}^{b} f(x) w(x) d x
\end{aligned}
$$

which implies that

$$
\begin{equation*}
\int_{y}^{b} f(x) w(x) d x+\frac{f(a)+f(y)}{2} \int_{a}^{y} w(x) d x \leq \frac{f(a)+f(b)}{2} \int_{a}^{b} w(x) d x \tag{12}
\end{equation*}
$$

Also, by the use of Theorem 3 (1) we get

$$
\begin{align*}
& \int_{y}^{b} f(x) w(x) d x+\frac{f(a)+f(y)}{2} \int_{a}^{y} w(x) d x  \tag{13}\\
& \geq \int_{y}^{b} f(x) w(x) d x+\int_{a}^{y} f(x) w(x) d x=\int_{a}^{b} f(x) w(x) d x
\end{align*}
$$

Now from (12) and (13), we have the result.
(iv) Since $L_{w}$ is convex, then from the fact that

$$
L_{w}(t u+(1-t) v) \leq t L_{w}(u)+(1-t) L_{w}(v)
$$

for any $u, v \in[a, b]$ and each $t \in[0,1]$, we have the result.
(v) The following identity was obtained in [8]:

$$
\begin{equation*}
\frac{f(a)+f(t)}{2} \int_{a}^{t} w(x) d x-\int_{a}^{t} f(x) w(x) d x=\frac{(t-a)^{2}}{2} \int_{0}^{1} p(s) f^{\prime}(s a+(1-s) t) d s \tag{14}
\end{equation*}
$$

for any $t \in[a, b]$ where

$$
p(s)=\int_{s}^{1} w(u a+(1-u) t) d u+\int_{s}^{0} w(u a+(1-u) t) d u, \quad s \in[0,1] .
$$

Since $w$ is nonincreasing, then we obtain

$$
\begin{aligned}
& \int_{s}^{1} w(u a+(1-u) t) d u \leq w(s a+(1-s) t)(a s+(1-s) t-a)= \\
& w(s a+(1-s) t)(1-s)(t-a)
\end{aligned}
$$

and

$$
\begin{aligned}
& \int_{s}^{0} w(u a+(1-u) t) d u \leq w(s a+(1-s) t)(t-s a-(1-s) t)= \\
& w(s a+(1-s) t) s(t-a)
\end{aligned}
$$

So

$$
\begin{equation*}
|p(s)| \leq w(s a+(1-s) t)(t-a), \quad s \in[0,1] \tag{15}
\end{equation*}
$$

Now by the use of (15) in (14) we get

$$
\begin{equation*}
\left|L_{w}(t)\right| \leq \frac{(t-a)^{3}}{2} \int_{0}^{1} w(s a+(1-s) t)\left|f^{\prime}(s a+(1-s) t)\right| d s \tag{16}
\end{equation*}
$$

for any $t \in[a, b]$. Using the change of variable $x=s a+(1-s) t$ and some calculations imply that

$$
\left|L_{w}(t)\right| \leq \frac{(t-a)^{2}}{2} \int_{a}^{t} w(x)\left|f^{\prime}(x)\right| d x
$$

for any $t \in[a, b]$. Furthermore if $\left|f^{\prime}\right|$ is convex on $[a, b]$, then from (16) and by the use of the change of variable $x=s a+(1-s) t$ we get

$$
\left|L_{w}(t)\right| \leq \frac{(t-a)^{3}}{2}\left[\left|f^{\prime}(a)\right| \int_{a}^{t} \frac{t-x}{t-a} w(x) \frac{d x}{t-a}+\left|f^{\prime}(t)\right| \int_{a}^{t} \frac{x-a}{t-a} w(x) \frac{d x}{t-a}\right]
$$

which implies that

$$
\left|L_{w}(t)\right| \leq \frac{(t-a)}{2}\left[\left|f^{\prime}(a)\right| \int_{a}^{t}(t-x) w(x) d x+\left|f^{\prime}(t)\right| \int_{a}^{t}(x-a) w(x) d x\right]
$$

for any $t \in[a, b]$.
Remark 1. (i) By the use of Theorem 3 (1), it is not hard to see that if $w$ is nondecreasing on $[a, b]$, then some properties of $L_{w}$ and corresponding results obtained in Theorem 4 may change. However the argument of proof is similar. The details are omitted.
(ii) Theorem 4 gives a generalization of Theorem 1, along with some new results.

The following result is including some properties of the mapping $P_{w}$ in the case that $w$ is nondecreasing.

Theorem 5. Let $f: I \subset \mathbb{R} \rightarrow \mathbb{R}$ be a convex function on the interval $I$ and differentiable on $I^{\circ}$. Consider $a, b \in I^{\circ}$ with $a<b$ such that $w:[a, b] \rightarrow \mathbb{R}$ is a nonnegative and continuous function with $w^{\prime}(x) \geq 0$ for all $a \leq x \leq b$. Then
(i) $P_{w}$ is nonnegative, if $f(a) \leq f\left(\frac{a+t}{2}\right)$ for any $t \in[a, b]$.
(ii) If for any $x<y$ we have $f(x) \leq f\left(\frac{x+y}{2}\right)$, then $P_{w}$ is nondecreasing on $[a, b]$.
(iii) If $f^{\prime} \in L([a, b])$, then for each $t \in[a, b]$ we have

$$
\begin{equation*}
\left|P_{w}(t)\right| \leq(t-a)\left[\int_{a}^{\frac{a+t}{2}} w(x)(x-a)\left|f^{\prime}(x)\right| d x+\int_{\frac{a+t}{2}}^{t} w(x)(t-x)\left|f^{\prime}(x)\right| d x\right] . \tag{17}
\end{equation*}
$$

Furthermore when $\left|f^{\prime}\right|$ is convex on $[a, b]$, then:

$$
\begin{align*}
& \left|P_{w}(t)\right| \leq\left[\int_{a}^{\frac{a+t}{2}} w(x)(t-x)(x-a) d x+\int_{\frac{a+t}{2}}^{t} w(x)(t-x)^{2} d x\right]\left|f^{\prime}(a)\right|+  \tag{18}\\
& {\left[\int_{a}^{\frac{a+t}{2}} w(x)(x-a)^{2} d x+\int_{\frac{a+t}{2}}^{t} w(x)(t-x)(x-a) d x\right]\left|f^{\prime}(t)\right| .}
\end{align*}
$$

(iv) The following inequality holds:

$$
\begin{equation*}
P_{w}(t)-L_{w}(t) \leq \int_{a}^{t} f(x) w(x) d x \tag{19}
\end{equation*}
$$

provided that $f(a) \leq f\left(\frac{a+t}{2}\right)$ for all $t \in[a, b]$.
(v) If for any $x<y$ we have $f(x) \leq f\left(\frac{x+y}{2}\right)$, then the following refinement of (3) holds:

$$
\begin{align*}
& f\left(\frac{a+b}{2}\right) \int_{a}^{b} w(x) d x \leq \\
& \int_{a}^{t} f(x) w(x) d x+f\left(\frac{a+b}{2}\right) \int_{a}^{b} w(x) d x-f\left(\frac{a+t}{2}\right) \int_{a}^{t} w(x) d x \leq  \tag{20}\\
& \int_{a}^{b} f(x) w(x) d x
\end{align*}
$$

for all $t \in[a, b]$.
Proof. (i) It follows from Theorem 3 (2).
(ii) Suppose that $a \leq x<y<b$. So from Theorem 3 (2) and the facts that $w$ is nondecreasing and $f$ is convex, we get

$$
\begin{aligned}
& P_{w}(y)-P_{w}(x)= \\
& \int_{a}^{y} f(t) w(t) d t-f\left(\frac{a+y}{2}\right) \int_{a}^{y} w(t) d t-\int_{a}^{x} f(t) w(t) d t+f\left(\frac{a+x}{2}\right) \int_{a}^{x} w(t) d t= \\
& \int_{x}^{y} f(t) w(t) d t+f\left(\frac{a+x}{2}\right) \int_{a}^{x} w(t) d t-f\left(\frac{a+y}{2}\right) \int_{a}^{y} w(t) d t \geq \\
& f\left(\frac{x+y}{2}\right) \int_{x}^{y} w(t) d t+f\left(\frac{a+x}{2}\right) \int_{a}^{x} w(t) d t-f\left(\frac{a+y}{2}\right) \int_{a}^{y} w(t) d t \geq \\
& f\left(\frac{x+y}{2}\right)(y-x) w(x)+f\left(\frac{a+x}{2}\right)(x-a) w(a)-f\left(\frac{a+y}{2}\right)(y-a) w(y) \geq \\
& {\left[f\left(\frac{x+y}{2}\right)(y-x)+f\left(\frac{a+x}{2}\right)(x-a)-f\left(\frac{a+y}{2}\right)(y-a)\right] w(a) \geq 0 .}
\end{aligned}
$$

This completes the proof.
(iii) The following identity is obtained in [8]:

$$
\int_{a}^{t} f(x) w(x) d x-f\left(\frac{a+t}{2}\right) \int_{a}^{t} w(x) d x=(t-a)^{2} \int_{0}^{1} k(s) f^{\prime}(s a+(1-s) t) d s
$$

for any $t \in[a, b]$, where

$$
k(s)= \begin{cases}\int_{0}^{s} w(u a+(1-u) t) d u, & s \in\left[0, \frac{1}{2}\right) \\ -\int_{s}^{1} w(u a+(1-u) t) d u, & s \in\left[\frac{1}{2}, 1\right]\end{cases}
$$

By similar method used to prove part (v) of Theorem 4, we can obtain the results. We omitted the details here.
(iv) By Theorem 3 (1), for any $t \in(a, b]$ we have

$$
\begin{equation*}
\int_{a}^{\frac{a+t}{2}} f(x) w(x) d x \leq \frac{f\left(\frac{a+t}{2}\right)+f(a)}{2} \int_{a}^{\frac{a+t}{2}} w(x) d x \leq \frac{f\left(\frac{a+t}{2}\right)+f(a)}{2} \int_{a}^{t} w(x) d x \tag{21}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{\frac{a+t}{2}}^{t} f(x) w(x) d x \leq \frac{f\left(\frac{a+t}{2}\right)+f(t)}{2} \int_{\frac{a+t}{2}}^{t} w(x) d x \leq \frac{f\left(\frac{a+t}{2}\right)+f(t)}{2} \int_{a}^{t} w(x) d x \tag{22}
\end{equation*}
$$

If we add (21) to (22), we obtain

$$
\int_{a}^{t} f(x) w(x) d x \leq\left[f\left(\frac{a+t}{2}\right)+\frac{f(a)+f(t)}{2}\right] \int_{a}^{t} w(x) d x
$$

which is equivalent with

$$
\int_{a}^{t} f(x) w(x) d x \leq-P_{w}(t)+L_{w}(t)+2 \int_{a}^{t} f(x) w(x) d x
$$

This implies the desired result.
(v) The left side of (20) is a consequence of assertion (i) and the following inequality:

$$
\int_{a}^{t} f(x) w(x) d x-f\left(\frac{a+t}{2}\right) \int_{a}^{t} w(x) d x \geq 0
$$

for all $t \in[a, b]$.

Since $P_{w}$ is nondecreasing we have $P_{w}(t) \leq P_{w}(b)$ for all $t \in[a, b]$, i. e.

$$
\begin{aligned}
& \int_{a}^{t} f(x) w(x) d x-f\left(\frac{a+t}{2}\right) \int_{a}^{t} w(x) d x \leq \\
& \int_{a}^{b} f(x) w(x) d x-f\left(\frac{a+b}{2}\right) \int_{a}^{b} w(x) d x
\end{aligned}
$$

Then we have the right side of (20).
Remark 2. (i) By the use of Theorem 3 (2) ( $w$ is nonincreasing on $[a, b]$ ) in the proof of Theorem 5, we can obtain some different properties for $P_{w}$ with new corresponding results. The details are omitted.
(ii) Theorem 5 gives a generalization of Theorem 2, along with some new results.

## 3. Applications

The following means for real numbers $a, b \in \mathbb{R}$ are well known:

$$
\begin{array}{ll}
A(a, b)=\frac{a+b}{2} & \text { arithmetic mean, } \\
L_{n}(a, b)=\left[\frac{b^{n+1}-a^{n+1}}{(n+1)(b-a)}\right]^{\frac{1}{n}} & \text { generalized } \log -\text { mean, } n \in \mathbb{R}, a<b .
\end{array}
$$

The following result holds between the two above special means:
Theorem 6. For any $a, b \in \mathbb{R}$ with $0<a<b$ and $n \in \mathbb{N}$ we have

$$
\begin{equation*}
A^{n}(a, b) \leq L_{n}^{n}(a, b) \leq A\left(a^{n}, b^{n}\right) \tag{23}
\end{equation*}
$$

In this section as applications of our results in previous section, we give some refinements for the inequalities mentioned in (23).

Consider $a, b \in(0, \infty)$ with $a<b$. Define

$$
\begin{cases}f(x)=x^{n}, & x \in[a, b] \text { and } n \geq 1 \\ w(x)=x^{-s}, & x \in[a, b] \text { and } s \in[0,1) \cup(1, \infty) .\end{cases}
$$

From (4) with some calculations we have

$$
\begin{aligned}
& \frac{b^{n-s+1}-a^{n-s+1}}{n-s+1} \leq \\
& \frac{b^{n-s+1}-t^{n-s+1}}{n-s+1}+\frac{a^{n}+t^{n}}{2}\left(\frac{t^{1-s}-a^{1-s}}{1-s}\right) \leq \\
& \frac{a^{n}+b^{n}}{2}\left(\frac{b^{1-s}-a^{1-s}}{1-s}\right),
\end{aligned}
$$

for all $t \in[a, b]$, which implies that

$$
\begin{align*}
& (b-a) L_{n-s}^{n-s}(a, b) \leq \\
& (b-t) L_{n-s}^{n-s}(t, b)+A\left(a^{n}, t^{n}\right)\left(\frac{t^{1-s}-a^{1-s}}{1-s}\right) \leq  \tag{24}\\
& A\left(a^{n}, b^{n}\right)\left(\frac{b^{1-s}-a^{1-s}}{1-s}\right) .
\end{align*}
$$

Inequality (24) gives a refinement for the right part of (23).

In the case that $s=1$ we have

$$
(b-a) L_{n-1}^{n-1}(a, b) \leq(b-t) L_{n-1}^{n-1}(t, b)+\ln \frac{t}{a} A\left(a^{n}, t^{n}\right) \leq \ln \frac{t}{a} A\left(a^{n}, b^{n}\right)
$$

In the case that $s=0$ we get

$$
\begin{equation*}
L_{n}^{n}(a, b) \leq\left(\frac{b-t}{b-a}\right) L_{n}^{n}(t, b)+\left(\frac{t-a}{b-a}\right) A\left(a^{n}, t^{n}\right) \leq A\left(a^{n}, b^{n}\right) \tag{25}
\end{equation*}
$$

for all $t \in[a, b]$. In fact inequality (25) is equivalent with the first inequality obtained in the applications section of [4].

Now with the same assumption for $f$ and $w$ as was used to obtain (24), by the use of (20) we get:

$$
\begin{align*}
& A^{n}(a, b)\left(\frac{b^{1-s}-a^{1-s}}{1-s}\right) \leq \\
& A^{n}(a, b)\left(\frac{b^{1-s}-a^{1-s}}{1-s}\right)+(t-a) L_{n-s}^{n-s}(t, a)-A^{n}(a, t)\left(\frac{t^{1-s}-a^{1-s}}{1-s}\right) \leq  \tag{26}\\
& (b-a) L_{n-s}^{n-s}(b, a)
\end{align*}
$$

for all $t \in[a, b]$ and $s \in[0,1) \cup(1, \infty)$. Inequality (26) gives a refinement for the left part of (23). Also if we consider $s=1$, then we obtain

$$
\ln \frac{b}{a} A^{n}(a, b) \leq \ln \frac{b}{a} A^{n}(a, b)+(t-a) L_{n-1}^{n-1}(t, a)-\ln \frac{t}{a} A^{n}(a, t) \leq(b-a) L_{n-1}^{n-1}(b, a),
$$

for all $t \in[a, b]$. In a more special case, if we set $s=0$, then we get:

$$
A^{n}(a, b) \leq A^{n}(a, b)+\left(\frac{t-a}{b-a}\right)\left[L_{n}^{n}(t, a)-A^{n}(a, t)\right] \leq L_{n}^{n}(b, a)
$$

for all $t \in[a, b]$.
Finally we encourage interested readers to use inequalities (4)-(7) and inequalities (17)-(20), for appropriate functions $f$ and $w$ to obtain some new special means types and numerical inequalities.
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#### Abstract

By using Fink's Identity, Green functions, and Montgomery identities we prove some identities related to Steffensen's inequality. Under the assumptions of $n$-convexity and $n$-concavity, we give new generalizations of Steffensen's inequality and its reverse. Generalizations of some inequalities (and their reverse), which are related to Hardy-type inequality. New bounds of Grüss and Ostrowski-type inequalities have been proved. Moreover, we formulate generalized Steffensen's-type linear functionals and prove their monotonicity for the generalized class of $(n+1)$-convex functions at a point. At the end, we present some applications of our study to the theory of exponentially convex functions.
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## 1. Introduction

Integral inequalities such as Hardy's inequality, Steffensen's inequality, and Ostrowski's inequality are topics of interest of many Mathematicians since their pronouncement. Several generalizations of these inequalities have been proved for different classes of functions, such as convex functions, n-convex functions, and other types of functions, for example see [1-4]. Moreover, integral inequalities have been proved for different integrals, such as Jensen-steffensen inequality for diamond integral and bounds of related identities have been obtained in [5]. Other than that, Hardy's inequality for fractional integral on general domains have been proved in [6].

Steffensen's inequality was proved in [7]: if $\psi, f:[c, d] \rightarrow \mathbb{R}$, with $\psi$ be a decreasing function and function $f$ having range in $[0,1]$, then

$$
\begin{equation*}
\int_{c}^{d} \psi(z) f(z) d t \leq \int_{c}^{c+\theta} \psi(z) d z, \quad \text { where } \theta=\int_{c}^{d} f(z) d z \tag{1}
\end{equation*}
$$

A massive literature dealing with several variants and improvements of Steffensen's inequality can be seen in $[8,9]$ and references therein. A well known generalization of Steffensen's inequality has been presented in [4]. Several results of [4] have been recently generalized by using non-bounded Montgomery's identity in [10]. To proceed further, we recall a nice generalization of Steffensen's inequality proved by Pečarić, see [11].

Theorem 1. Let $\psi: J \rightarrow \mathbb{R}$ be a increasing function ( $J$ is an interval in $\mathbb{R}$ such that $c, d, f(c), f(d) \in J$ ) and $f:[c, d] \rightarrow \mathbb{R}$ be increasing and differentiable function.
(i) If $f(t) \leq t$, then

$$
\begin{equation*}
\int_{f(c)}^{f(d)} \psi(z) d z \leq \int_{c}^{d} \psi(z) f^{\prime}(z) d z \tag{2}
\end{equation*}
$$

(ii) If $f(t) \geq t$, then (2) holds in reverse direction.

Remark 1. We can consider $f$ to be absolute continuous instead of differentiable function and the suppositions of Theorem 1 can also be weakened. In fact for an increasing function $\psi$, the function $\Psi(x)=\int_{c}^{x} \psi(z) d z$ is well defined and satisfies $\Psi^{\prime}=\psi$ at all except the set of points with measure zero. One can substitute $x=f(z)$ in (2) (see [12] (Corollary 20.5)), provided that $f$ is absolutely continuous increasing function, therefore

$$
\begin{equation*}
\Psi(f(d))-\Psi(f(c))=\int_{f(c)}^{f(d)} \psi(x) d x=\int_{c}^{d} \psi(f(z)) f^{\prime}(z) d z \leq \int_{c}^{d} \psi(z) f^{\prime}(z) d z \tag{3}
\end{equation*}
$$

where the last inequality holds when $f(z) \leq z$. In [1], substitutions presented conclude that (3) yields (2) and generalization of a result proved by Rabier in [4], which gives (1).

Recently, Fahad et al. introduced new generalization [1] of (1) by extending the results of [4,11]. By using Hermite interpolation, several inequalities related to the results of $[1,4,11]$ have also been proved in [13]. We consider the important conclusions given in [1].

Corollary 1. Suppose $\psi: J \rightarrow \mathbb{R}, f:[c, d] \rightarrow \mathbb{R}$ two differentiable functions with $f$ non-decreasing as well, where $J$ is an interval containing $[c, d], f(c)$ and $f(d)$. If $\psi$ is convex, then:
(i) If $f$ satisfies condition (i) given in Theorem 1, then

$$
\begin{equation*}
\psi(f(d)) \leq \psi(f(c))+\int_{c}^{d} \psi^{\prime}(z) f^{\prime}(z) d z \tag{4}
\end{equation*}
$$

(ii) (4) holds in reverse direction, if $f$ satisfies condition (ii) given in Theorem 1.

Corollary 1 gives (3) and therefore leads to (1), (2) and generalization of Rabier's result in [4]. Next we narrate some further important results of [1].

Corollary 2. Consider $\psi:[0, d] \rightarrow \mathbb{R}$ be differentiable convex function with $\psi(0)=0$ and $f:[0, d] \rightarrow$ $[0,+\infty)$ be another function.
(i) If $\int_{0}^{t} f(z) d z \leq t$ for every $t \in[0, b]$, then

$$
\begin{equation*}
\psi\left(\int_{0}^{d} f(z) d z\right) \leq \int_{0}^{d} \psi^{\prime}(z) f(z) d z \tag{5}
\end{equation*}
$$

(ii) (5) holds reversely if $t \leq \int_{0}^{t} f(z) d z$ for every $t \in[0, d]$.

Corollary 3. Consider $\psi$ and $f$ as defined in Corollary 2 and let $\lambda:[0, d] \rightarrow[0,+\infty)$ and denote $\Lambda(z)=\int_{z}^{d} \lambda(t) d t$.
(i) If $\int_{0}^{t} f(z) d z \leq t$ for every $t \in[0, d]$, then

$$
\begin{equation*}
\int_{0}^{d} \lambda(t) \psi\left(\int_{0}^{t} f(z) d z\right) d t \leq \int_{0}^{d} \Lambda(z) \psi^{\prime}(z) f(z) d z \tag{6}
\end{equation*}
$$

(ii) (6) holds reversely if $t \leq \int_{0}^{t} f(z) d z$ for every $t \in[0, d]$.

Following two lemmas will be useful in our construction as well, see [14,15].
Lemma 1. For a function $\psi \in C^{2}([c, d])$, we have:

$$
\begin{gather*}
\psi(\xi)=\frac{d-\xi}{d-c} \psi(c)+\frac{\xi-c}{d-c} \psi(d)+\int_{c}^{d} G_{*, 1}(\xi, u) \psi^{\prime \prime}(u) d u  \tag{7}\\
\psi(\xi)=\psi(c)+(\xi-c) \psi^{\prime}(d)+\int_{c}^{d} G_{*, 2}(\xi, u) \psi^{\prime \prime}(u) d u  \tag{8}\\
\psi(\xi)=\psi(d)+(d-\xi) \psi^{\prime}(c)+\int_{c}^{d} G_{*, 3}(\xi, u) \psi^{\prime \prime}(u) d u  \tag{9}\\
\psi(\xi)=\psi(d)-(d-c) \psi^{\prime}(d)+(\xi-c) \psi^{\prime}(c)+\int_{c}^{d} G_{*, 4}(\xi, u) \psi^{\prime \prime}(u) d u  \tag{10}\\
\psi(\xi)=\psi(c)+(d-c) \psi^{\prime}(c)-(d-\xi) \psi^{\prime}(d)+\int_{c}^{d} G_{*, 5}(\xi, u) \psi^{\prime \prime}(u) d u \tag{11}
\end{gather*}
$$

where

$$
\begin{align*}
& G_{*, 1}(\xi, u)= \begin{cases}\frac{(\xi-d)(u-c)}{d-c}, & \text { if } c \leq u \leq \xi, \\
\frac{(u-d)(\xi-c)}{d-c}, & \text { if } \xi<u \leq d .\end{cases}  \tag{12}\\
& G_{*, 2}(\xi, u)= \begin{cases}c-u, & \text { if } c \leq u \leq \xi, \\
c-\xi, & \text { if } \xi<u \leq d .\end{cases}  \tag{13}\\
& G_{*, 3}(\xi, u)= \begin{cases}\xi-d, & \text { if } c \leq u \leq \xi, \\
u-d, & \text { if } \xi<u \leq d .\end{cases}  \tag{14}\\
& G_{*, 4}(\xi, u)= \begin{cases}\xi-c, & \text { if } c \leq u \leq \xi, \\
u-c, & \text { if } \xi<u \leq d .\end{cases} \tag{15}
\end{align*}
$$

and

$$
G_{*, 5}(\xi, u)= \begin{cases}d-u, & \text { if } c \leq u \leq \xi  \tag{16}\\ d-\xi, & \text { if } \xi<u \leq d\end{cases}
$$

Lemma 2. Let $\psi \in C^{1}[c, d]$, then

$$
\begin{gather*}
\psi(\xi)=\frac{1}{d-c} \int_{c}^{d} \psi(u) d u+\int_{c}^{d} p_{1}(\xi, u) \psi^{\prime}(u) d u  \tag{17}\\
\psi(\xi)=\psi(d)+\int_{c}^{d} p_{2}(\xi, u) \psi^{\prime}(u) d u \tag{18}
\end{gather*}
$$

and

$$
\begin{equation*}
\psi(\xi)=\psi(c)+\int_{c}^{d} p_{3}(\xi, u) \psi^{\prime}(u) d u \tag{19}
\end{equation*}
$$

where

$$
\begin{align*}
& p_{1}(\xi, u)= \begin{cases}\frac{u-c}{\frac{c}{2},} \begin{array}{l}
\text { if } c \leq u \leq \xi, \\
\frac{u-d}{d-c},
\end{array} & \text { if } \xi<u \leq d .\end{cases}  \tag{20}\\
& p_{2}(\xi, u)= \begin{cases}0, & \text { if } c \leq u \leq \xi, \\
-1, & \text { if } \xi<u \leq d .\end{cases}  \tag{21}\\
& p_{3}(\xi, u)= \begin{cases}1, & \text { if } c \leq u \leq \xi, \\
0, & \text { if } \xi<u \leq d .\end{cases} \tag{22}
\end{align*}
$$

Clearly,

$$
\begin{array}{r}
p_{i}(\xi, u)=\frac{\partial G_{*, i}(\xi, u)}{\partial \xi} \text { for all } i=1,2,3 \\
p_{2}(\xi, u)=\frac{\partial G_{*, 5}(\xi, u)}{\partial \xi} \text { and } p_{3}(\xi, u)=\frac{\partial G_{*, 4}(\xi, u)}{\partial \xi} \tag{23}
\end{array}
$$

Throughout the calculations in the main results, we will use $p_{i}(\xi, u)$ corresponding to $\frac{\partial G_{*, i}(\xi, u)}{\partial \xi}$ for $i=1,2,3$, and for $\frac{\partial G_{*, 4}(\xi, u)}{\partial \xi}, \frac{\partial G_{*, 5}(\xi, u)}{\partial \xi}$ we use $p_{3}(\xi, s)$ and $p_{2}(\xi, s)$, respectively.

We also require the classical Fink's identity given in [16]:
Lemma 3. Let $c, d \in \mathbb{R}$ and $\psi:[c, d] \rightarrow \mathbb{R}, n \geq 1$ and $\psi^{(n-1)}$ is absolutely continuous on $[c, d]$.

$$
\begin{align*}
\psi(u)= & \frac{n}{d-c} \int_{c}^{d} \psi(s) d s-\sum_{w=1}^{n-1}\left(\frac{n-w}{(d-c) w!}\right)\left(\psi^{(w-1)}(c)(u-c)^{w}-\psi^{(w-1)}(d)(u-d)^{w}\right) \\
& +\frac{1}{(n-1)!(d-c)} \int_{c}^{d}(u-t)^{n-1} W^{[c, d]}(t, u) \psi^{(n)}(t) d t, \tag{24}
\end{align*}
$$

where $W^{[c, d]}(t, u)$ is given by:

$$
W^{[c, d]}(t, u)= \begin{cases}t-c, & \text { if } c \leq t \leq u \leq d  \tag{25}\\ t-d, & \text { if } c \leq u<t \leq d\end{cases}
$$

Divided differences are fairly ascribed to Newton, and the term "divided difference" was used by Augustus de Morgan in 1842. Divided differences are found to be very helpful when we are dealing with functions having different degrees of smoothness. The following definition of divided difference is given in [8] (p. 14).

Definition 1. The nth-order divided difference of a function $\psi:[c, d] \rightarrow \mathbb{R}$ at mutually distinct points $z_{0}, \ldots, z_{n} \in[c, d]$ is defined recursively by

$$
\begin{array}{r}
{\left[z_{i} ; \psi\right]=\psi\left(z_{i}\right), \quad i=0, \ldots, n} \\
{\left[z_{0}, \ldots, z_{n} ; \psi\right]=\frac{\left[z_{1}, \ldots, z_{n} ; \psi\right]-\left[z_{0}, \ldots, z_{n-1} ; \psi\right]}{z_{n}-z_{0}}} \tag{26}
\end{array}
$$

It is easy to see that (26) is equivalent to

$$
\left[z_{0}, \ldots, z_{n} ; \psi\right]=\sum_{i=0}^{n} \frac{\psi\left(z_{i}\right)}{q^{\prime}\left(z_{i}\right)}, \quad \text { where } q(z)=\prod_{j=0}^{n}\left(z-z_{j}\right)
$$

The following definition of a real valued convex function is characterized by $n$ th-order divided difference (see [8] (p. 15)).

Definition 2. A function $\psi:[c, d] \rightarrow \mathbb{R}$ is said to be $n$-convex $(n \geq 0)$ if and only if for all choices of $(n+1)$ distinct points $z_{0}, \ldots, z_{n} \in[c, d],\left[z_{0}, \ldots, z_{n} ; \psi\right] \geq 0$ holds.

If this inequality is reversed, then $\psi$ is said to be $n$-concave. If the inequality is strict, then $\psi$ is said to be a strictly $n$-convex ( $n$-concave) function.

Remark 2. Note that 0-convex functions are non-negative functions, 1-convex functions are increasing functions, and 2-convex functions are simply the convex functions.

The following theorem gives an important criteria to examine the $n$-convexity of a function $\psi$ (see [8] (p. 16)).

Theorem 2. If $\psi^{(n)}$ exists, then $\psi$ is $n$-convex if and only if $\psi^{(n)} \geq 0$.
In this article, we use Fink's identity, Montgomery identities, and Green functions to prove some identities related to Steffensen's inequality. By using these identities we obtain a generalization of (4). In addition, we construct new identities which enable us to prove generalizations of inequalities (5) and (6) as one can obtain Classical Hardy-type inequalities from them, see [1]. We use Čebyšev functional to construct new bounds of Grüss and Ostrowski-type inequalities. Finally, we give several applications of our work.

## 2. Main Results

For our convenience, we use the following notations and assumptions:

$$
\begin{gathered}
\mathbb{S}_{1}(\psi, f, c, d)=\psi(f(c))+\int_{c}^{d} \psi^{\prime}(z) f^{\prime}(z) d z-\psi(f(d)) \\
\mathbb{S}_{2}(\psi, f, d)=\int_{0}^{d} \psi^{\prime}(z) f(z) d z-\psi\left(\int_{0}^{d} f(z) d z\right) \\
\mathbb{S}_{3}(\psi, f, w, d)=\int_{0}^{d} \Lambda(z) \psi^{\prime}(z) f(z) d z-\int_{0}^{d} \lambda(t) \psi\left(\int_{0}^{t} f(z) d z\right) d t
\end{gathered}
$$

$\left(A_{1}\right)$ For $n \in \mathbb{N}, n \geq 3$, let $\psi:[c, d] \rightarrow \mathbb{R}$ be $n$ times differentiable function with $\psi^{(n-1)}$ absolutely continuous on $[c, d]$.
$\left(A_{2}\right)$ For $n \in \mathbb{N}, n \geq 3$, let $\psi:[0, d] \rightarrow \mathbb{R}$ be $n$ times differentiable function with $\psi(0)=0$ and $\psi^{(n-1)}$ absolutely continuous on $[0, d]$.

The first part of this section is the generalization of (4). For this, we start with the following theorem:

Theorem 3. Consider $\left(A_{1}\right)$ with $f$ be as in Corollary 1 (i) then:
(a) For $j=1,2,4,5$, we have:

$$
\begin{gather*}
\mathbb{S}_{1}(\psi, f, c, d)=\frac{(n-2)\left(\psi^{\prime}(d)-\psi^{\prime}(c)\right)}{d-c} \int_{c}^{d} \mathbb{S}_{1}\left(G_{*, j}(., u), f, c, d\right) d u+\sum_{w=1}^{n-3}\left(\frac{n-w-2}{(d-c) w!}\right) \times \\
\left(\psi^{(w+1)}(d) \int_{c}^{d} \mathbb{S}_{1}\left(G_{*, j}(., u), f, c, d\right)(u-d)^{w} d u-\psi^{(w+1)}(c) \int_{c}^{d} \mathbb{S}_{1}\left(G_{*, j}(., u), f, c, d\right)(u-c)^{w} d u\right)  \tag{27}\\
+\frac{1}{(n-3)!(d-c)} \int_{c}^{d} \psi^{(n)}(t)\left(\int_{c}^{d} \mathbb{S}_{1}\left(G_{*, j}(., u), f, c, d\right)(u-t)^{n-3} W^{[c, d]}(t, u) d u\right) d t .
\end{gather*}
$$

(b) If $\psi^{\prime}(c)=0$, then

$$
\begin{gathered}
\mathbb{S}_{1}(\psi, f, c, d)=\frac{(n-2)\left(\psi^{\prime}(d)-\psi^{\prime}(c)\right)}{d-c} \int_{c}^{d} \mathbb{S}_{1}\left(G_{*, 3}(., u), f, c, d\right) d u+\sum_{w=1}^{n-3}\left(\frac{n-w-2}{(d-c) w!}\right) \times \\
\left(\psi^{(w+1)}(d) \int_{c}^{d} \mathbb{S}_{1}\left(G_{*, 3}(., u), f, c, d\right)(u-d)^{w} d u-\psi^{(w+1)}(c) \int_{c}^{d} \mathbb{S}_{1}\left(G_{*, 3}(., u), f, c, d\right)(u-c)^{w} d u\right) \\
+\frac{1}{(n-3)!(d-c)} \int_{c}^{d} f^{(n)}(t)\left(\int_{c}^{d} \mathbb{S}_{1}\left(G_{*, 3}(., u), f, c, d\right)(u-t)^{n-3} W^{[c, d]}(t, u) d u\right) d t .
\end{gathered}
$$

Proof. (a) We first prove by fixing $j=1$, other cases for $j=2,4,5$ can be treated analogously. Utilizing (7) and (17) for $\psi$ and $\psi^{\prime}$ respectively, we get

$$
\begin{gathered}
\mathbb{S}_{1}(\psi, f, c, d)=\psi(f(c))-\psi(f(d))+\int_{c}^{d} \psi^{\prime}(t) f^{\prime}(t) d t=\frac{d-f(c)}{d-c} \psi(c)+\frac{f(c)-c}{d-c} \psi(d)+ \\
\int_{c}^{d} G_{*, 1}(f(c), u) \psi^{\prime \prime}(u) d u-\frac{d-f(d)}{d-c} \psi(c)-\frac{f(d)-c}{d-c} \psi(d)-\int_{c}^{d} G_{*, 1}(f(d), u) \psi^{\prime \prime}(u) d u \\
+\int_{c}^{d}\left[\frac{\psi(d)-\psi(c)}{d-c}+\int_{c}^{d} p_{1}(t, u) \psi^{\prime \prime}(u) d u\right] f^{\prime}(t) d t .
\end{gathered}
$$

Simplifying and employing Fubini's theorem, we get

$$
\begin{gathered}
\mathbb{S}_{1}(\psi, f, c, d)=\frac{f(d)-f(c)}{d-c} \psi(c)-\frac{f(d)-f(c)}{d-c} \psi(d) \\
+\int_{c}^{d}\left[G_{*, 1}(f(c), u)-G_{*, 1}(f(d), u)\right] \psi^{\prime \prime}(u) d u \\
+\frac{\psi(d)-\psi(c)}{d-c}(f(d)-f(c))+\int_{c}^{d} \int_{c}^{d} p_{1}(t, u) f^{\prime}(t) \psi^{\prime \prime}(u) d t d u \\
=\int_{c}^{d} S_{1}\left(G_{*, 1}(., u), f, c, d\right) \psi^{\prime \prime}(u) d u
\end{gathered}
$$

Now by replacing $n$ with $n-2$ in (24) for $\psi^{\prime \prime}$, we have:

$$
\begin{gathered}
\mathbb{S}_{1}(\psi, f, c, d)=\int_{c}^{d} \mathbb{S}_{1}\left(G_{*, 1}(., u), f, c, d\right)\left(\frac{(n-2)\left(\psi^{\prime}(d)-\psi^{\prime}(c)\right)}{d-c}+\sum_{w=1}^{n-3}\left(\frac{n-w-2}{(d-c) w!}\right) \times\right. \\
\left.\left(\psi^{(w+1)}(d)(u-d)^{w}-\psi^{(w+1)}(c)(u-c)^{w}\right)+\frac{1}{(n-3)!(d-c)} \int_{c}^{d}(u-t)^{n-3} W^{[c, d]}(t, u) \psi^{(n)}(t) d t\right) d u .
\end{gathered}
$$

Rest follows from simplification and Fubini's theorem.
(b) Using assumption $\psi^{\prime}(c)=0$ and employing a similar method as in $(a)$.

From the next two theorems we get a generalization of Steffensen's inequality and its reverse by generalizing (4) and its reverse.

Theorem 4. Consider $\left(A_{1}\right)$ with $f$ be as in Corollary 1 (i) and let

$$
\begin{equation*}
(u-t)^{n-3} W^{[c, d]}(t, u) \geq 0 \tag{28}
\end{equation*}
$$

(a) If $\psi$ is $n$-convex, then for each $j \in\{1,2,3,4,5\}$ ( where $\psi^{\prime}(0)=0$ for $j=3$ ), we have:

$$
\begin{gather*}
\mathbb{S}_{1}(\psi, f, c, d) \geq \\
\frac{(n-2)\left(\psi^{\prime}(d)-\psi^{\prime}(c)\right)}{d-c} \int_{c}^{d} \mathbb{S}_{1}\left(G_{*, 1}(., u), f, c, d\right) d u+\sum_{w=1}^{n-3}\left(\frac{n-w-2}{(d-c) w!}\right) \times  \tag{29}\\
\left(\psi^{(w+1)}(d) \int_{c}^{d} \mathbb{S}_{1}\left(G_{*, 1}(., u), f, c, d\right)(u-d)^{w} d u-\psi^{(w+1)}(c) \int_{c}^{d} \mathbb{S}_{1}\left(G_{*, 1}(., u), f, c, d\right)(u-c)^{w} d u\right) .
\end{gather*}
$$

(b) If $-\psi$ is n-convex, then for each $j$, (29) holds in the reverse direction.

Proof. For each $j$, the function $G_{*, j}(., u)$ is convex and differentiable. Since $f$ is non-decreasing with $f(z) \leq z$, therefore Corollary $1(i)$ gives $\mathbb{S}_{1}\left(G_{*, 1}(., u), f, c, d\right) \geq 0$. On the other hand, if $\psi$ is $n$-convex ( $-\psi$ is $n$-convex), then $\psi^{(n)}(z) \geq(\leq) 0$. Therefore, given assumption together with $n$-convexity of $\psi$ $(-\psi)$ implies $\int_{c}^{d} \psi^{(n)}(t)\left(\int_{c}^{d} \mathbb{S}_{1}\left(G_{*, j}(., u), f, c, d\right)(u-t)^{n-3} W^{[c, d]}(t, u) d u\right) d t \geq(\leq) 0$. The rest follows from (27).

Theorem 5. Consider $\left(A_{1}\right)$ for even $n$ and $f$ as in Corollary 1 ( $i$ ). Then
(a) If $\psi$ is n-convex, then (29) holds.
(b) If $-\psi$ is $n$-convex, then the reverse of (29) holds.
(c) Let (29) (reverse of (29)) holds and

$$
\begin{equation*}
\sum_{w=0}^{n-3}\left(\frac{n-w-2}{(d-c) w!}\right)\left(\psi^{(w+1)}(d)(u-d)^{w} d u-\psi^{(w+1)}(c)(u-c)^{w} d u\right) \geq(\leq) 0 . \tag{30}
\end{equation*}
$$

Then $\mathbb{S}_{1}(\psi, f, c, d) \geq(\leq) 0$.

## Proof.

(a), (b) We define

$$
H(u, t)=(u-t)^{n-3} W^{[c, d]}(t, u)= \begin{cases}(u-t)^{n-3}(t-c), & \text { if } c \leq t \leq u \leq d \\ (u-t)^{n-3}(t-d), & \text { if } c \leq u<t \leq d\end{cases}
$$

Clearly $H(u, t) \geq 0$ for even $n$. Consequently, we get (28), $n$-convexity of $\psi(-\psi)$, and Theorem 4 (a) (Theorem $4(b)$ ) yields (29) (and its reverse).
(c) By definition of $G_{*, j}(., u)$ and assumption on $f$, Corollary 1 (i) gives $\mathbb{S}_{1}\left(G_{*, j}(., u), f, c, d\right) \geq 0$. Therefore, by using (30) and $\mathbb{S}_{1}\left(G_{*, j}(., u), f, c, d\right) \geq 0$ in (29) (and its reverse), we get $\mathbb{S}_{1}(\psi, f, c, d) \geq(\leq)$ $(\leq) 0$, which completes the proof.

Now, we prove the following theorem which enables us to prove a generalization of (5).
Theorem 6. Consider $\left(A_{2}\right)$ and let $f$ be as in Corollary $2(i)$ then:
(a)

$$
\begin{aligned}
& \mathbb{S}_{2}(\psi, f, d)=\frac{(n-2)\left(\psi^{\prime}(d)-\psi^{\prime}(0)\right)}{d} \int_{0}^{d} \mathbb{S}_{2}\left(G_{*, j}(., u), f, d\right) d u+\sum_{w=1}^{n-3}\left(\frac{n-w-2}{d w!}\right) \\
& \times\left(\psi^{(w+1)}(d) \int_{0}^{d} S_{2}\left(G_{*, j}(., u), f, d\right)(u-d)^{w} d u-\psi^{(w+1)}(0) \int_{0}^{d} \mathbb{S}_{2}\left(G_{*, j}(., u), f, d\right) u^{w} d u\right) \\
& +\frac{1}{d(n-3)!} \int_{0}^{d} \psi^{(n)}(t)\left(\int_{0}^{d} \mathbb{S}_{2}\left(G_{*, j}(., u), f, d\right)(u-t)^{n-3} W^{[0, d]}(t, u) d u\right) d t
\end{aligned}
$$

for $j=1,2$.
(b) If $\psi^{\prime}(0)=0$, then

$$
\begin{aligned}
& \mathbb{S}_{2}(\psi, f, d)+\psi(d)=\frac{(n-2)\left(\psi^{\prime}(d)-\psi^{\prime}(0)\right)}{d} \int_{0}^{d} \mathbb{S}_{2}\left(G_{*, 3}(., u), f, d\right) d u+\sum_{w=1}^{n-3}\left(\frac{n-w-2}{d w!}\right) \\
& \times\left(\psi^{(w+1)}(d) \int_{0}^{d} \mathbb{S}_{2}\left(G_{*, 3}(., u), f, d\right)(u-d)^{w} d u-f^{(w+1)}(0) \int_{0}^{d} \mathbb{S}_{2}\left(G_{*, 3}(., u), f, d\right) u^{w} d u\right) \\
& +\frac{1}{d(n-3)!} \int_{0}^{d} \psi^{(n)}(t)\left(\int_{0}^{d} \mathbb{S}_{2}\left(G_{*, 3}(., u), f, d\right)(u-t)^{n-3} W^{[0, d]}(t, u) d u\right) d t .
\end{aligned}
$$

(c)

$$
\begin{aligned}
& \mathbb{S}_{2}(\psi, f, d)+\psi(d)-d \psi^{\prime}(d)= \\
& \frac{(n-2)\left(\psi^{\prime}(d)-\psi^{\prime}(0)\right)}{d} \int_{0}^{d} \mathbb{S}_{2}\left(G_{*, 4}(., u), f, d\right) d u+\sum_{w=1}^{n-3}\left(\frac{n-w-2}{d w!}\right) \\
& \times\left(\psi^{(w+1)}(d) \int_{0}^{d} \mathbb{S}_{2}\left(G_{*, 4}(., u), f, d\right)(u-d)^{w} d u-f^{(w+1)}(0) \int_{0}^{d} \mathbb{S}_{2}\left(G_{*, 4}(., u), f, d\right) u^{w} d u\right) \\
& +\frac{1}{d(n-3)!} \int_{0}^{d} \psi^{(n)}(t)\left(\int_{0}^{d} \mathbb{S}_{2}\left(G_{*, 4}(., u), f, d\right)(u-t)^{n-3} W^{[0, d]}(t, u) d u\right) d t .
\end{aligned}
$$

(d) If $\psi^{\prime}(0)=0$, then

$$
\begin{aligned}
& \mathbb{S}_{2}(\psi, f, d)-d \psi^{\prime}(d)=\frac{(n-2)\left(\psi^{\prime}(d)-\psi^{\prime}(0)\right)}{d} \int_{0}^{d} \mathbb{S}_{2}\left(G_{*, 5}(., u), f, d\right) d u+\sum_{w=1}^{n-3}\left(\frac{n-w-2}{d w!}\right) \\
& \times\left(\psi^{(w+1)}(d) \int_{0}^{d} \mathbb{S}_{2}\left(G_{*, 5}(., u), f, d\right)(u-d)^{w} d u-f^{(w+1)}(0) \int_{0}^{d} \mathbb{S}_{2}\left(G_{*, 5}(., u), f, d\right) u^{w} d u\right) \\
& +\frac{1}{d(n-3)!} \int_{0}^{d} \psi^{(n)}(t)\left(\int_{0}^{d} \mathbb{S}_{2}\left(G_{*, 5}(., u), f, d\right)(u-t)^{n-3} W^{[0, d]}(t, u) d u\right) d t .
\end{aligned}
$$

Proof. We give proof of our results by fixing $j=1$, and other cases can be proved in the similar way. By using (7) and (17) for $\psi$ and $\psi^{\prime}$ respectively and applying assumption $\psi(0)=0$, we get

$$
\begin{aligned}
& \mathbb{S}_{2}(\psi, f, d)=\int_{0}^{d} \psi^{\prime}(t) f(t) d t-\psi\left(\int_{0}^{d} f(t) d t\right)= \\
& \int_{0}^{d} \frac{1}{d} \psi(d) f(t) d t+\int_{0}^{d}\left[\int_{0}^{d} \frac{\partial G_{*, 1}(t, u)}{\partial t} \psi^{\prime \prime}(u) d u\right] f(t) d t-\frac{\int_{0}^{d} f(t) d t}{d} \psi(d) \\
& -\int_{0}^{d} G_{*, 1}\left(\int_{0}^{d} f(t) d t, u\right) \psi^{\prime \prime}(u) d u \\
& =\int_{0}^{d} S_{2}\left(G_{*, 1}(., u), f, d\right) \psi^{\prime \prime}(u) d u
\end{aligned}
$$

Now replacing $n$ with $n-2$ in (24) for $\psi^{\prime \prime}$ and simplifying we get the required identities.
Our next result gives a generalization of (5).
Theorem 7. Consider $\left(A_{2}\right), f$ as in Corollary $2(i)$ and let

$$
\begin{equation*}
(u-t)^{n-3} W^{[0, d]}(t, u) \geq 0, \tag{31}
\end{equation*}
$$

then the following hold:
(a) If $\psi$ is n-convex, then
(i)

$$
\begin{align*}
& \mathbb{S}_{2}(\psi, f, d) \geq \frac{(n-2)\left(\psi^{\prime}(d)-\psi^{\prime}(0)\right)}{d} \int_{0}^{d} \mathbb{S}_{2}\left(G_{*, j}(., u), f, d\right) d u+\sum_{w=1}^{n-3}\left(\frac{n-w-2}{d w!}\right) \\
& \times\left(\psi^{(w+1)}(d) \int_{0}^{d} \mathbb{S}_{2}\left(G_{*, j}(., u), f, d\right)(u-d)^{w} d u-f^{(w+1)}(0) \int_{0}^{d} \mathbb{S}_{2}\left(G_{*, j}(., u), f, d\right) u^{w} d u\right) \tag{32}
\end{align*}
$$

for $j=1,2$.
(ii) If $\psi^{\prime}(0)=0$, then

$$
\begin{align*}
& \mathbb{S}_{2}(\psi, f, d)+\psi(d) \geq \frac{(n-2)\left(\psi^{\prime}(d)-\psi^{\prime}(0)\right)}{d} \int_{0}^{d} \mathbb{S}_{2}\left(G_{*, 3}(., u), f, d\right) d u+\sum_{w=1}^{n-3}\left(\frac{n-w-2}{d w!}\right) \\
& \times\left(\psi^{(w+1)}(d) \int_{0}^{d} \mathbb{S}_{2}\left(G_{*, 3}(., u), f, d\right)(u-d)^{w} d u-f^{(w+1)}(0) \int_{0}^{d} \mathbb{S}_{2}\left(G_{*, 3}(., u), f, d\right) u^{w} d u\right) \tag{33}
\end{align*}
$$

(iii)

$$
\begin{align*}
& \mathbb{S}_{2}(\psi, f, d)+\psi(d)-d \psi^{\prime}(d) \geq \\
& \frac{(n-2)\left(\psi^{\prime}(d)-\psi^{\prime}(0)\right)}{d} \int_{0}^{d} \mathbb{S}_{2}\left(G_{*, 4}(., u), f, d\right) d u+\sum_{w=1}^{n-3}\left(\frac{n-w-2}{d w!}\right)  \tag{34}\\
& \times\left(\psi^{(w+1)}(d) \int_{0}^{d} \mathbb{S}_{2}\left(G_{*, 4}(., u), f, d\right)(u-d)^{w} d u-f^{(w+1)}(0) \int_{0}^{d} \mathbb{S}_{2}\left(G_{*, 4}(., u), f, d\right) u^{w} d u\right) .
\end{align*}
$$

(iv) If $\psi^{\prime}(0)=0$, then

$$
\begin{align*}
& \mathbb{S}_{2}(\psi, f, d)-d \psi^{\prime}(d) \geq \\
& \frac{(n-2)\left(\psi^{\prime}(d)-\psi^{\prime}(0)\right)}{d} \int_{0}^{d} \mathbb{S}_{2}\left(G_{*, 5}(., u), f, d\right) d u+\sum_{w=1}^{n-3}\left(\frac{n-w-2}{d w!}\right)  \tag{35}\\
& \times\left(\psi^{(w+1)}(d) \int_{0}^{d} \mathbb{S}_{2}\left(G_{*, 5}(., u), f, d\right)(u-d)^{w} d u-f^{(w+1)}(0) \int_{0}^{d} \mathbb{S}_{2}\left(G_{*, 5}(., u), f, d\right) u^{w} d u\right) .
\end{align*}
$$

(b) Inequalities (32)-(35) are reversed provided that $-\psi$ is n-convex.

Proof. The proof is similar to that of Theorem 4 except using Theorem 6 and Corollary 2 (i).
Theorem 8. Consider $\left(A_{2}\right)$ for even $n$ and $f$ be as in Corollary 2 ( $i$ ). Then
(a) If $\psi$ is $n$-convex, then (32)-(35) hold.
(b) If $-\psi$ is n-convex, then the reverse of (32)-(35) holds.
(c) If any of (32)-(35) (reverse of (32)-(35)) hold and

$$
\begin{equation*}
\sum_{w=0}^{n-3}\left(\frac{n-w-2}{d w!}\right)\left(\psi^{(w+1)}(d)(u-d)^{w} d u-\psi^{(w+1)}(0) u^{w} d u\right) \geq(\leq) 0 \tag{36}
\end{equation*}
$$

Then $\mathbb{S}_{2}(\psi, f, d) \geq(\leq) 0$.
Proof. The proof is similar to that of Theorem 5 except using Theorem 7 and Corollary 2 (i).
Next we give some generalized identities considering (6).
Theorem 9. Consider $\left(A_{2}\right)$ and let $f, \lambda$ and $\Lambda$ be as in Corollary 3 (i) then:
(a) For $j=1,2$, we have

$$
\begin{aligned}
& \mathbb{S}_{3}(\psi, f, \lambda, d)=\frac{(n-2)\left(\psi^{\prime}(d)-\psi^{\prime}(0)\right)}{d} \int_{0}^{d} \mathbb{S}_{3}\left(G_{*, j}(., u), f, \lambda, d\right) d u+\sum_{w=1}^{n-3}\left(\frac{n-w-2}{d w!}\right) \\
& \times\left(\psi^{(w+1)}(d) \int_{0}^{d} S_{3}\left(G_{*, j}(., u), f, \lambda, d\right)(u-d)^{w} d u-\psi^{(w+1)}(0) \int_{0}^{d} \mathbb{S}_{3}\left(G_{*, j}(., u), f, \lambda, d\right) u^{w} d u\right) \\
& +\frac{1}{d(n-3)!} \int_{0}^{d} \psi^{(n)}(t)\left(\int_{0}^{d} \mathbb{S}_{3}\left(G_{*, j}(., u), f, \lambda, d\right)(u-t)^{n-3} W^{[0, d]}(t, u) d u\right) d t .
\end{aligned}
$$

(b) If $\psi^{\prime}(0)=0$, then

$$
\begin{aligned}
& \mathbb{S}_{3}(\psi, f, \lambda, d)+\psi(d) \int_{0}^{d} \lambda(x) d x= \\
& \frac{(n-2)\left(\psi^{\prime}(d)-\psi^{\prime}(0)\right)}{d} \int_{0}^{d} \mathbb{S}_{3}\left(G_{*, 3}(., u), f, \lambda, d\right) d u+\sum_{w=1}^{n-3}\left(\frac{n-w-2}{d w!}\right) \\
& \times\left(\psi^{(w+1)}(d) \int_{0}^{d} S_{3}\left(G_{*, 3}(., u), f, \lambda, d\right)(u-d)^{w} d u-\psi^{(w+1)}(0) \int_{0}^{d} \mathbb{S}_{3}\left(G_{*, 3}(., u), f, \lambda, d\right) u^{w} d u\right) \\
& +\frac{1}{d(n-3)!} \int_{0}^{d} \psi^{(n)}(t)\left(\int_{0}^{d} \mathbb{S}_{3}\left(G_{*, 3}(., u), f, \lambda, d\right)(u-t)^{n-3} W^{[0, d]}(t, u) d u\right) d t .
\end{aligned}
$$

(c)

$$
\begin{aligned}
& \mathbb{S}_{3}(\psi, f, \lambda, d)+\left(\psi(d)-d \psi^{\prime}(d)\right) \int_{0}^{d} \lambda(x) d x= \\
& \frac{(n-2)\left(\psi^{\prime}(d)-\psi^{\prime}(0)\right)}{d} \int_{0}^{d} \mathbb{S}_{3}\left(G_{*, 4}(., u), f, \lambda, d\right) d u+\sum_{w=1}^{n-3}\left(\frac{n-w-2}{d w!}\right) \\
& \times\left(\psi^{(w+1)}(d) \int_{0}^{d} S_{3}\left(G_{*, 4}(., u), f, \lambda, d\right)(u-d)^{w} d u-\psi^{(w+1)}(0) \int_{0}^{d} \mathbb{S}_{3}\left(G_{*, 4}(., u), f, \lambda, d\right) u^{w} d u\right) \\
& +\frac{1}{d(n-3)!} \int_{0}^{d} \psi^{(n)}(t)\left(\int_{0}^{d} \mathbb{S}_{3}\left(G_{*, 4}(., u), f, \lambda, d\right)(u-t)^{n-3} W^{[0, d]}(t, u) d u\right) d t .
\end{aligned}
$$

(d) If $\psi^{\prime}(0)=0$, then

$$
\begin{aligned}
& \mathbb{S}_{3}(\psi, f, \lambda, d)-d \psi^{\prime}(d) \int_{0}^{d} \lambda(x) d x= \\
& \frac{(n-2)\left(\psi^{\prime}(d)-\psi^{\prime}(0)\right)}{d} \int_{0}^{d} \mathbb{S}_{3}\left(G_{*, 5}(., u), f, \lambda, d\right) d u+\sum_{w=1}^{n-3}\left(\frac{n-w-2}{d w!}\right) \\
& \times\left(\psi^{(w+1)}(d) \int_{0}^{d} S_{3}\left(G_{*, 5}(., u), f, \lambda, d\right)(u-d)^{w} d u-\psi^{(w+1)}(0) \int_{0}^{d} \mathbb{S}_{3}\left(G_{*, 5}(., u), f, \lambda, d\right) u^{w} d u\right) \\
& +\frac{1}{d(n-3)!} \int_{0}^{d} \psi^{(n)}(t)\left(\int_{0}^{d} \mathbb{S}_{3}\left(G_{*, 5}(., u), f, \lambda, d\right)(u-t)^{n-3} W^{[0, d]}(t, u) d u\right) d t .
\end{aligned}
$$

Proof. We give a proof of our results by fixing $j=1$, and other cases can be proved in a similar way. By using (7) and (17) for $\psi$ and $\psi^{\prime}$ respectively and applying assumption $\psi(0)=0$, we get:

$$
\begin{aligned}
& \mathbb{S}_{3}(\psi, f, \lambda, d)=\int_{0}^{d} \Lambda(t) \psi^{\prime}(t) f(t) d t-\int_{0}^{d} \lambda(x) \psi\left(\int_{0}^{x} f(t) d t\right) d x= \\
& \int_{0}^{d} \Lambda(t) f(t)\left[\frac{1}{d} \psi(d)+\int_{0}^{d} \frac{\partial G_{*, 1}(t, u)}{\partial t} \psi^{\prime \prime}(u) d u\right] d t-\int_{0}^{d} \lambda(x)\left[\frac{1}{d} \psi(d) \int_{0}^{x} f(t) d t\right. \\
& \left.+\int_{0}^{d} G_{*, 1}\left(\int_{0}^{x} f(t) d t, u\right) \psi^{\prime \prime}(u) d u\right] d x=\frac{1}{d} \psi(d)\left[\int_{0}^{d} \Lambda(t) f(t) d t-\int_{0}^{d} \lambda(x) \int_{0}^{x} f(t) d t d x\right] \\
& +\int_{0}^{d} \Lambda(t) f(t) \int_{0}^{d} \frac{\partial G_{*, 1}(t, u)}{\partial t} \psi^{\prime \prime}(u) d u d t-\int_{0}^{d} \lambda(x) \int_{0}^{d} G_{*, 1}\left(\int_{0}^{x} f(t) d t, u\right) \psi^{\prime \prime}(u) d u d x .
\end{aligned}
$$

Since $\int_{0}^{d} \lambda(x) \int_{0}^{x} f(t) d t d x=\int_{0}^{d} f(t)\left(\int_{t}^{d} \lambda(x) d x\right) d t=\int_{0}^{d} \Lambda(t) f(t) d t$, therefore

$$
\begin{aligned}
& \mathbb{S}_{3}(\psi, f, \lambda, d) \\
= & \int_{0}^{d}\left[\int_{0}^{d} \Lambda(t) f(t) \frac{\partial G_{*, 1}(t, u)}{\partial t} d t-\int_{0}^{d} \lambda(x) G_{*, 1}\left(\int_{0}^{x} f(t) d t, u\right) d x\right] \psi^{\prime \prime}(u) d u \\
= & \int_{0}^{d} S_{3}\left(G_{*, 1}(., u), f, \lambda, d\right) \psi^{\prime \prime}(u) d u .
\end{aligned}
$$

The rest follows from (24).
Next, we present a generalization of (6).
Theorem 10. Consider $\left(A_{2}\right)$ and let $f, \lambda, \Lambda$ be as in Corollary 3 ( $i$ ) and (31) holds, then:
(a) If $\psi$ is n-convex, then
(i) For $j=1,2$, we have

$$
\begin{align*}
& \mathbb{S}_{3}(\psi, f, \lambda, d) \geq \frac{(n-2)\left(\psi^{\prime}(d)-\psi^{\prime}(0)\right)}{d} \int_{0}^{d} \mathbb{S}_{3}\left(G_{*, j}(., u), f, \lambda, d\right) d u+\sum_{w=1}^{n-3}\left(\frac{n-w-2}{d w!}\right) \\
& \times\left(\psi^{(w+1)}(d) \int_{0}^{d} S_{3}\left(G_{*, j}(., u), f, \lambda, d\right)(u-d)^{w} d u-\psi^{(w+1)}(0) \int_{0}^{d} \mathbb{S}_{3}\left(G_{*, j}(., u), f, \lambda, d\right) u^{w} d u\right) . \tag{37}
\end{align*}
$$

(ii) If $\psi^{\prime}(0)=0$, then

$$
\begin{align*}
& \mathbb{S}_{3}(\psi, f, \lambda, d)+\psi(d) \int_{0}^{d} \lambda(x) d x \geq \\
& \frac{(n-2)\left(\psi^{\prime}(d)-\psi^{\prime}(0)\right)}{d} \int_{0}^{d} \mathbb{S}_{3}\left(G_{*, 3}(., u), f, \lambda, d\right) d u+\sum_{w=1}^{n-3}\left(\frac{n-w-2}{d w!}\right)  \tag{38}\\
& \times\left(\psi^{(w+1)}(d) \int_{0}^{d} S_{3}\left(G_{*, 3}(., u), f, \lambda, d\right)(u-d)^{w} d u-\psi^{(w+1)}(0) \int_{0}^{d} \mathbb{S}_{3}\left(G_{*, 3}(., u), f, \lambda, d\right) u^{w} d u\right) .
\end{align*}
$$

(iii)

$$
\begin{align*}
& \mathbb{S}_{3}(\psi, f, \lambda, d)+\left(\psi(d)-d \psi^{\prime}(d)\right) \int_{0}^{d} \lambda(x) d x \geq \\
& \frac{(n-2)\left(\psi^{\prime}(d)-\psi^{\prime}(0)\right)}{d} \int_{0}^{d} \mathbb{S}_{3}\left(G_{*, 4}(., u), f, \lambda, d\right) d u+\sum_{w=1}^{n-3}\left(\frac{n-w-2}{d w!}\right)  \tag{39}\\
& \times\left(\psi^{(w+1)}(d) \int_{0}^{d} S_{3}\left(G_{*, 4}(., u), f, \lambda, d\right)(u-d)^{w} d u-\psi^{(w+1)}(0) \int_{0}^{d} \mathbb{S}_{3}\left(G_{*, 4}(., u), f, \lambda, d\right) u^{w} d u\right)
\end{align*}
$$

(iv) If $\psi^{\prime}(0)=0$, then

$$
\begin{align*}
& \mathbb{S}_{3}(\psi, f, \lambda, d)-d \psi^{\prime}(d) \int_{0}^{d} \lambda(x) d x \geq \\
& \frac{(n-2)\left(\psi^{\prime}(d)-\psi^{\prime}(0)\right)}{d} \int_{0}^{d} \mathbb{S}_{3}\left(G_{*, 5}(., u), f, \lambda, d\right) d u+\sum_{w=1}^{n-3}\left(\frac{n-w-2}{d w!}\right)  \tag{40}\\
& \times\left(\psi^{(w+1)}(d) \int_{0}^{d} S_{3}\left(G_{*, 5}(., u), f, \lambda, d\right)(u-d)^{w} d u-\psi^{(w+1)}(0) \int_{0}^{d} \mathbb{S}_{3}\left(G_{*, 5}(., u), f, \lambda, d\right) u^{w} d u\right)
\end{align*}
$$

(b) Inequalities (37)-(40) are reversed provided that $-\psi$ is n-convex.

Proof. The proof is similar to that of Theorem 4 except using Theorem 9 and Corollary 3 (i).
Theorem 11. Consider $\left(A_{2}\right)$ for even $n$ and let $f, \lambda$, and $\Lambda$ be as in Corollary 3 (i). Then
(a) If $\psi$ is n-convex, then (37)-(40) hold.
(b) If $-\psi$ is n-convex, then the reverses of (37)-(40) hold.
(c) If any of (37)-(40) (reverse of (37)-(40)) hold and (36) is valid. Then $\mathbb{S}_{3}(\psi, f, \lambda, d) \geq(\leq) 0$.

Proof. The proof is similar to that of Theorem 5 except using Theorem 10 and Corollary 3 (i).

## 3. New Upper Bounds Via Čebyšev Functional

Consider the Čebyšev functional for two Lebesgue integrable functions $\mathbb{F}_{1}, \mathbb{F}_{2}:[c, d] \rightarrow \mathbb{R}$ given as:

$$
T\left(\mathbb{F}_{1}, \mathbb{F}_{2}\right)=\frac{1}{d-c} \int_{c}^{d} \mathbb{F}_{1}(\xi) \mathbb{F}_{2}(\xi) d \xi-\frac{1}{d-c} \int_{c}^{d} \mathbb{F}_{1}(\xi) d \xi \cdot \frac{1}{d-c} \int_{c}^{d} \mathbb{F}_{2}(\xi) d \xi
$$

Cerone and Dragomir in [17] proposed new bounds utilizing Čebyšev functional given as:
Theorem 12. For $\mathbb{F}_{1} \in L[c, d]$ and $\mathbb{F}_{2}:[c, d] \rightarrow \mathbb{R}$ be an absolutely continuous function along with $(.-c)(d-.)\left[\mathbb{F}_{2}^{\prime}\right]^{2} \in L[c, d]$. The following inequality holds

$$
\begin{equation*}
\left|T\left(\mathbb{F}_{1}, \mathbb{F}_{2}\right)\right| \leq \frac{1}{\sqrt{2}}\left[\frac{T\left(\mathbb{F}_{1}, \mathbb{F}_{1}\right)}{(d-c)}\right]^{\frac{1}{2}}\left(\int_{c}^{d}(\xi-c)(d-\xi)\left[\mathbb{F}_{2}^{\prime}(\xi)\right]^{2} d \xi\right)^{\frac{1}{2}} \tag{41}
\end{equation*}
$$

Theorem 13. For $\mathbb{F}_{1}:[c, d] \rightarrow \mathbb{R}$ be an absolutely continuous with $\mathbb{F}_{1}^{\prime} \in L_{\infty}[c, d]$ and $\mathbb{F}_{2}:[c, d] \rightarrow \mathbb{R}$ is an increasing function. The following inequality holds

$$
\begin{equation*}
\left|T\left(\mathbb{F}_{1}, \mathbb{F}_{2}\right)\right| \leq \frac{\left\|\mathbb{F}_{1}^{\prime}\right\|_{\infty}}{2(d-c)} \int_{c}^{d}(\xi-c)(d-\xi) d \mathbb{F}_{2}(\xi) \tag{42}
\end{equation*}
$$

The constants $\frac{1}{\sqrt{2}}$ and $\frac{1}{2}$ are the optimal constants.

Now we utilize the above theorems to construct new upper bounds for our obtained generalized identities. For our convenience we denote

$$
\begin{equation*}
\mathfrak{O}_{\mathfrak{j}}(t)=\int_{c}^{d} \mathbb{S}_{1}\left(G_{*, j}(., u), f, c, d\right)(u-t)^{n-3} W^{[c, d]}(t, u) d u, \quad t \in[c, d] \tag{43}
\end{equation*}
$$

for $\{j=1, \ldots, 5\}$. Consider the Čebyšev functional $T_{j}\left(\mathfrak{O}_{\mathfrak{j}}, \mathfrak{O}_{\mathfrak{j}}\right)\{j=1, \ldots, 5\}$ given as:

$$
\begin{equation*}
T_{j}\left(\mathfrak{O}_{\mathfrak{j}}, \mathfrak{O}_{\mathfrak{j}}\right)=\frac{1}{d-c} \int_{c}^{d} \mathfrak{O}_{\mathfrak{j}}^{2}(\xi) d \xi-\left(\frac{1}{d-c} \int_{c}^{d} \mathfrak{O}_{\mathfrak{j}}(\xi) d \xi\right)^{2} \tag{44}
\end{equation*}
$$

Grüss type inequalities associated with Theorems 12 and 13 can be given as:
Theorem 14. Under the assumptions of Theorem 3 , let $\psi:[c, d] \rightarrow \mathbb{R}$ be absolutely continuous along with $(.-c)(d-.)\left[\psi^{(n+1)}\right]^{2} \in L[c, d]$ and $\mathfrak{O}_{j}\{j=1,2,3,4,5\}$ be defined as in $(43)$. Then

$$
\begin{align*}
& \mathbb{S}_{1}(\psi, f, c, d)-\sum_{w=0}^{n-3}\left(\frac{n-w-2}{(d-c) w!}\right) \times \\
& \left(\psi^{(w+1)}(d) \int_{c}^{d} \mathbb{S}_{1}\left(G_{*, 1}(., u), f, c, d\right)(u-d)^{w} d u-\psi^{(w+1)}(c) \int_{c}^{d} \mathbb{S}_{1}\left(G_{*, 1}(., u), f, c, d\right)(u-c)^{w} d u\right)  \tag{45}\\
& -\frac{\psi^{(n-1)}(d)-\psi^{(n-1)}(c)}{(d-c)^{2}(n-3)!} \int_{c}^{d} \mathfrak{D}_{\mathfrak{j}}(t) d t=\operatorname{Rem}\left(c, d, \mathfrak{O}_{\mathfrak{j}}, \psi^{(n)}\right)
\end{align*}
$$

where

$$
\left|\operatorname{Rem}\left(c, d, \mathfrak{O}_{\mathfrak{j}}, \psi^{(n)}\right)\right| \leq \frac{1}{\sqrt{2}(n-3)!}\left[\frac{T_{j}\left(\mathfrak{O}_{\mathfrak{j}}, \mathfrak{O}_{\mathfrak{j}}\right)}{(d-c)}\right]^{\frac{1}{2}}\left|\int_{c}^{d}(t-c)(d-t)\left[\psi^{(n+1)}(t)\right]^{2} d t\right|^{\frac{1}{2}}
$$

Proof. Fix $\{j=1, \ldots, 5\}$. Using Čebyšev functional for $\mathbb{F}_{1}=\mathfrak{O}_{\mathfrak{j}}, \mathbb{F}_{2}=\psi^{(n)}$ and by comparing (45) with (27), we have

$$
\operatorname{Rem}\left(c, d, \mathfrak{O}_{\mathfrak{j}}, \psi^{(n)}\right)=\frac{1}{(n-3)!} T_{j}\left(\mathfrak{O}_{\mathfrak{j}}, \psi^{(n)}\right)
$$

Employing Theorem 12 for the new functions, we get the required bound.
Theorem 15. Under the assumptions of Theorem 3, let $\psi:[c, d] \rightarrow \mathbb{R}$ be absolutely continuous along with $\psi^{(n+1)} \geq 0$ and $\mathfrak{O}_{\mathfrak{j}}\{j=1,2,3,4,5\}$ be defined as in (44). Then $\operatorname{Rem}\left(c, d, \mathfrak{O}_{\mathfrak{j}}, \psi^{(n)}\right)$ in (45) satisfies a bound

$$
\begin{equation*}
\left|\operatorname{Rem}\left(c, d, \mathfrak{O}_{\mathfrak{j}}, \psi^{(n)}\right)\right| \leq \frac{\left\|\mathfrak{O}_{\mathfrak{j}}^{\prime}\right\|_{\infty}}{(n-3)!}\left[\frac{\psi^{(n-1)}(d)+\psi^{(n-1)}(c)}{2}-\frac{\psi^{(n-2)}(d)-\psi^{(n-2)}(c)}{d-c}\right] \tag{46}
\end{equation*}
$$

Proof. In the proof of Theorem 14, we have established that

$$
\operatorname{Rem}\left(c, d, \mathfrak{O}_{\mathfrak{j}}, \psi^{(n)}\right)=\frac{1}{(n-3)!} T_{j}\left(\mathfrak{O}_{\mathfrak{j}}, \psi^{(n)}\right)
$$

Now applying Theorem 13 for $\mathbb{F}_{1}=\mathfrak{O}_{\mathfrak{j}}, \mathbb{F}_{2}=\psi^{(n)}$, we have

$$
\begin{aligned}
& \left|\operatorname{Rem}\left(c, d, \mathfrak{O}_{\mathfrak{j}}, \psi^{(n)}\right)\right|=\frac{1}{(n-3)!}\left|T_{j}\left(\mathfrak{O}_{\mathfrak{j}}, \psi^{(n)}\right)\right| \\
\leq & \frac{\left\|\mathfrak{O}_{\mathfrak{j}}^{\prime}\right\|_{\infty}}{2(d-c)(n-3)!} \int_{c}^{d}(t-c)(d-t) \psi^{(n+1)}(t) d t
\end{aligned}
$$

Now since

$$
\begin{aligned}
& \int_{c}^{d}(t-c)(d-t) \psi^{(n+1)}(t) d t=\int_{c}^{d}[2 t-(c+d)] \psi^{(n)}(t) d t \\
& =(d-c)\left[\psi^{(n-1)}(d)+\psi^{(n-1)}(c)\right]-2\left(\psi^{(n-2)}(d)-f^{(n-2)}(c)\right)
\end{aligned}
$$

therefore the required bound in (46) follows.
Ostrowski-type inequalities associated with generalized Steffensen's inequality can be given as:
Theorem 16. Under the assumptions of Theorem 3, let $\left|\psi^{(n)}\right|^{s}:[c, d] \rightarrow \mathbb{R}$ be a R-integrable function and consider $\left(s, s^{\prime}\right)$ pair of conjugate exponents from $[1, \infty]$ such that $\frac{1}{s}+\frac{1}{s^{\prime}}=1$. Then, we have

$$
\begin{align*}
& \left\lvert\, \begin{array}{c}
\mathbb{S}_{1}(\psi, f, c, d)-\sum_{w=0}^{n-3}\left(\frac{n-w-2}{(d-c) w!}\right) \times \\
\left(\psi^{(w+1)}(d) \int_{c}^{d} \mathbb{S}_{1}\left(G_{*, 1}(, u), f, c, d\right)(u-d)^{\left.w d u-\psi^{(w+1)}(c) \int_{c}^{s_{1}\left(G_{*, 1}(\cdot u), f, c, d\right)(u-c)^{w} d u}\right)} \mid\right. \\
\leq \frac{\left\|\psi^{(n)}\right\|_{s}}{(n-3)!(d-c)}\left(\int_{c}^{d}\left|\int_{c}^{d} \mathbb{S}_{1}\left(G_{*, j}(., u), f, c, d\right)(u-t)^{n-3} W^{[c, d]}(t, u) d u\right|^{s^{\prime}} d t\right)^{1 / s^{\prime}} .
\end{array} . .\right.
\end{align*}
$$

The constant on the R.H.S. of (47) is sharp for $1<s \leq \infty$ and the best possible for $s=1$.
Proof. Fix $\{j=1, \ldots, 5\}$. Let us denote by

$$
\mathfrak{I}_{\mathfrak{j}}=\frac{1}{(n-3)!(d-c)}\left(\int_{c}^{d} \mathbb{S}_{1}\left(G_{*, j}(., u), f, c, d\right)(u-t)^{n-3} W^{[c, d]}(t, u) d u\right), \quad t \in[c, d]
$$

Using identity (27), we find

$$
\begin{align*}
& \left|\begin{array}{c}
\mathbb{S}_{1}(\psi, f, c, d)-\sum_{w v=0}^{n-3}\left(\frac{n-w-2}{(d-c) w!}\right) \times \\
\left(\psi^{(w+1)}(d) \int_{c}^{d} \mathbb{S}_{1}\left(G_{*, 1}(w, u) f, f, c, d\right)(u-d)^{w} d u-\psi^{(w+1)}(c) \int_{c}^{d} S_{1}\left(G_{*, 1}(, u), f, c, d\right)(u-c)^{w d u}\right)
\end{array}\right| \\
& =\left|\int_{c}^{d} \mathfrak{I}_{\mathfrak{j}}(t) \psi^{(n)}(t) d t\right| . \tag{48}
\end{align*}
$$

Applying Hölder's inequality for integrals on the R. H. S. of (48), we obtain

$$
\left|\int_{c}^{d} \mathfrak{I}_{\mathfrak{j}}(t) \psi^{(n)}(t) d t\right| \leq\left(\int_{c}^{d}\left|\psi^{(n)}(t)\right|^{s} d t\right)^{\frac{1}{s}}\left(\int_{c}^{d}\left|\mathfrak{I}_{\mathfrak{j}}(t)\right|^{s^{\prime}} d t\right)^{\frac{1}{s^{\prime}}}
$$

which combined together with (48) gives (47).
For sharpness of the constant $\left(\int_{c}^{d}\left|\mathfrak{J}_{\mathfrak{j}}(t)\right|^{s^{\prime}} d t\right)^{1 / s^{\prime}}$ let us define the function $\psi$ for which the equality in (47) holds.

For $1<s \leq \infty$ let $\psi$ be such that

$$
\psi^{(n)}(t)=\operatorname{sgn}_{\mathfrak{j}}(t)\left|\mathfrak{I}_{\mathfrak{j}}(t)\right|^{\frac{1}{s-1}}
$$

and for $s=\infty$ let $\psi^{(n)}(t)=\operatorname{sgn} \mathfrak{I}_{\mathfrak{j}}(t)$.

For $s=1$, we shall show that

$$
\begin{equation*}
\left|\int_{c}^{d} \mathfrak{I}_{\mathfrak{j}}(t) \psi^{(n)}(t) d t\right| \leq \max _{t \in[c, d]}\left|\mathfrak{I}_{\mathfrak{j}}(t)\right|\left(\int_{c}^{d} \psi^{(n)}(t) d t\right) \tag{49}
\end{equation*}
$$

is the best possible inequality. Suppose that $\left|\mathfrak{I}_{\mathfrak{j}}(t)\right|$ attains its maximum at $t_{0} \in[c, d]$. To start with first we assume that $\mathfrak{I}_{\mathfrak{j}}\left(t_{0}\right)>0$. For $\Theta$ small enough we define $\psi_{\Theta}(t)$ by

$$
\psi_{\Theta}(t)= \begin{cases}0, & c \leq t \leq t_{0} \\ \frac{1}{\Theta n!}\left(t-t_{0}\right)^{n}, & t_{0} \leq t \leq t_{0}+\Theta \\ \frac{1}{n!}\left(t-t_{0}\right)^{n-1}, & t_{0}+\Theta \leq t \leq d\end{cases}
$$

Then for $\Theta$ small enough

$$
\left|\int_{c}^{d} \mathfrak{I}_{\mathfrak{j}}(t) \psi^{(n)}(t) d t\right|=\left|\int_{t_{0}}^{t_{0}+\Theta} \mathfrak{I}_{\mathfrak{j}}(t) \frac{1}{\Theta} d t\right|=\frac{1}{\Theta} \int_{t_{0}}^{t_{0}+\Theta} \mathfrak{I}_{\mathfrak{j}}(t) d t
$$

Now from inequality (49), we have

$$
\frac{1}{\Theta} \int_{t_{0}}^{t_{0}+\Theta} \mathfrak{I}_{\mathfrak{j}}(t) d t \leq \mathfrak{I}_{\mathfrak{j}}\left(t_{0}\right) \int_{t_{0}}^{t_{0}+\Theta} \frac{1}{\Theta} d t=\mathfrak{I}_{\mathfrak{j}}\left(t_{0}\right)
$$

Since

$$
\lim _{\Theta \rightarrow 0} \frac{1}{\Theta} \int_{t_{0}}^{t_{0}+\Theta} \mathfrak{I}_{\mathfrak{j}}(t) d t=\mathfrak{I}_{\mathfrak{j}}\left(t_{0}\right)
$$

the statement follows. In the case when $\mathfrak{I}_{\mathfrak{j}}\left(t_{0}\right)<0$, we define $f_{\Theta}(t)$ by

$$
\psi_{\Theta}(t)= \begin{cases}\frac{1}{n!}\left(t-t_{0}-\Theta\right)^{n-1}, & c \leq t \leq t_{0} \\ \frac{-1}{\Theta n!}\left(t-t_{0}-\Theta\right)^{n}, & t_{0} \leq t \leq t_{0}+\Theta \\ 0, & t_{0}+\Theta \leq t \leq d\end{cases}
$$

then the rest of the proof is the same as above.
Remark 3. Similar bounds of Grüss and Ostrowski-type inequalities can be obtained by using Theorems 6 and 9.

## 4. Monotonic Steffensen's-Type Functionals

The notion of $(n+1)$-convex function at a point was introduced in [18]. In the current section, we define some linear functionals from the differences of the generalized Steffensen's-type inequalities. By proving monotonicity of these functionals, we obtain new inequalities which contribute to the theory of more generalized class of functions, i.e., $(n+1)$-convex functions at a point. Below is the definition of $(n+1)$-convex function at point, see [18].

Definition 3. Let $I \subseteq \mathbb{R}$ be an interval, $\xi \in I^{0}$ and $n \in \mathbb{N}$. A function $f: I \rightarrow \mathbb{R}$ is said to be $(n+1)$-convex at point $\xi$ if there exists a constant $K_{\xi}$ such that the function

$$
F(x)=f(x)-K_{\tilde{\zeta}} \frac{x^{n}}{n!}
$$

is $n$-concave on $I \cap(-\infty, \xi]$ and $n$-convex on $I \cap[\xi, \infty)$.

Pečarić et al. in [18] studied necessary and sufficient conditions on two linear functionals $\Omega$ : $C\left(\left[\delta_{1}, \xi\right]\right) \rightarrow \mathbb{R}$ and $\Gamma: C\left(\left[\xi, \delta_{2}\right] \rightarrow \mathbb{R}\right.$ so that the inequality $\Omega(f) \leq \Gamma(f)$ holds for every function $f$ that is $(n+1)$-convex at point $\xi$. In this section, we define some linear functionals and obtained certain inequalities associated with these linear functionals. Let $n \in \mathbb{N}$ be even, $\psi:[c, d] \rightarrow \mathbb{R}$ be $n$ times differentiable function with $\psi^{(n-1)}$ absolutely continuous on $[c, d]$. Let $c_{1}, c_{2} \in[c, d]$ and $\xi \in(c, d)$, where $c_{1}<\xi<c_{2}$. Let $f_{1}:\left[c_{1}, \xi\right] \rightarrow \mathbb{R}$ and $f_{2}:\left[\xi, c_{2}\right] \rightarrow \mathbb{R}$ be increasing with $f_{i}(t) \leq t$ for $i=1,2$. For $j=1,2, \ldots, 5$, we construct:

$$
\begin{align*}
& \Omega_{1, j}(\psi)=\mathbb{S}_{1}\left(\psi, f_{1}, c_{1}, \xi\right)-\sum_{w=0}^{n-3}\left(\frac{n-w-2}{\left(\xi-c_{1}\right) w!}\right) \times \\
& \left(\psi^{(w+1)}(\xi) \int_{c_{1}}^{\xi} \mathbb{S}_{1}\left(G_{*, 1}(., u), f_{1}, c_{1}, \xi\right)(u-\xi)^{w} d u-\psi^{(w+1)}\left(c_{1}\right) \int_{c_{1}}^{\xi} \mathbb{S}_{1}\left(G_{*, 1}(., u), f_{1}, c_{1}, \xi\right)\left(u-c_{1}\right)^{w} d u\right) \tag{50}
\end{align*}
$$

and

$$
\begin{align*}
& \Gamma_{1, j}(\psi)=\mathbb{S}_{1}\left(\psi, f_{2}, \xi, c_{2}\right)-\sum_{w=0}^{n-3}\left(\frac{n-w-2}{\left(c_{2}-\xi\right) w!}\right) \times \\
& \left(\psi^{(w+1)}\left(c_{2}\right) \int_{\xi}^{c_{2}} \mathbb{S}_{1}\left(G_{*, 1}(., u), f_{2}, \xi, c_{2}\right)\left(u-c_{2}\right)^{w} d u-\psi^{(w+1)}(\xi) \int_{\xi}^{c_{2}} \mathbb{S}_{1}\left(G_{*, 1}(., u), f_{2}, \xi, c_{2}\right)(u-\xi)^{w} d u\right) . \tag{51}
\end{align*}
$$

Theorem $5(a)$ enables $\Gamma_{1, j}(\psi) \geq 0$ for $j=1,2, \ldots, 5$ (and $\psi^{\prime}(0)=0$ for $j=3$ ), provided that $\psi$ is $n$-convex. Furthermore, Theorem $5(b)$ enables $\Omega_{1, j}(\psi) \leq 0$ for $j=1,2, \ldots, 5$ (and $f^{\prime}(0)=0$ for $j=3$ ), provided that $-\psi$ is $n$-convex.

Theorem 17. Let $\psi, f_{1}, f_{2}$ be as defined above and $\psi:[c, d] \rightarrow \mathbb{R}$ be $(n+1)$-convex at a point $\xi$ for even $n>3$. If $\Omega_{1, j}\left(P_{n}\right)=\Gamma_{1, j}\left(P_{n}\right)$, for all $j=1,2, \ldots, 5$ and $\psi^{\prime}(0)=0$ for $j=3$, where $P_{n}(u)=u^{n}$ then:

$$
\Omega_{1, j}(\psi) \leq \Gamma_{1, j}(\psi)
$$

for $j=1,2, \ldots, 5$.
Proof. Since $\psi$ is $(n+1)$-convex, it follows from Definition 3 that there exist $K_{\tilde{\xi}}$ such that $\Psi(u)=$ $\psi(u)-\frac{K_{\xi} u^{n}}{n!}$ is $n$-concave on $\left[c_{1}, \xi\right]$ and $n$-convex on $\left[\xi, c_{2}\right]$. Therefore, for each $j=1,2, \ldots, 5$, we have

$$
\Omega_{1, j}(\psi)-\frac{K_{\tilde{\xi}}}{n!} \Omega_{1, j}\left(P_{n}\right)=\Omega_{1, j}(\Psi) \leq 0 \leq \Gamma_{1, j}(\Psi)=\Gamma_{1, j}(\psi)-\frac{K_{\tilde{\xi}}}{n!} \Gamma_{1, j}\left(P_{n}\right)
$$

Since $\Omega_{1, j}\left(P_{n}\right)=\Gamma_{1, j}\left(P_{n}\right)$, therefore $\Omega_{1, j}(\psi) \leq \Gamma_{1, j}(\psi)$, which completes the proof.
Remark 4. We may proceed further by defining linear functionals with the inequalities proved in Theorems 8 and 11. Moreover, by proving monotonicity of new functionals we extend the inequalities in Theorems 8 and 11.

## 5. Application to Exponentially Convex Functions

We start this section by an important Remark given as:
Remark 5. By the virtue of Theorem $4(a)$, for $j=1,2, \ldots, 5$, we define the positive linear functionals with respect to n-convex function $\psi$ as follows

$$
\begin{align*}
& \Delta_{1, j}(\psi):=\mathbb{S}_{1}(\psi, f, c, d)-\sum_{w=0}^{n-3}\left(\frac{n-w-2}{(d-c) w!}\right) \times \\
& \left(\psi^{(w+1)}(d) \int_{c}^{d} \mathbb{S}_{1}\left(G_{*, 1}(., u), f, c, d\right)(u-d)^{w} d u-\psi^{(w+1)}(c) \int_{c}^{d} \mathbb{S}_{1}\left(G_{*, 1}(., u), f, c, d\right)(u-c)^{w} d u\right) \geq 0 . \tag{52}
\end{align*}
$$

Next we construct the non trivial examples of exponentially convex functions (see [19]) from positive linear functionals $\Delta_{1, j}(\psi)$ for $(j=1,2, \ldots, 5)$.

For this consider the family of real valued functions on $[0, \infty)$ given as

$$
\psi_{s}(u)= \begin{cases}\frac{u^{s}}{s(s-1) \cdots(s-n+1)}, & s \notin\{0,1, \ldots, n-1\}  \tag{53}\\ \frac{u^{t} \ln u}{(-1)^{n-1-t} t!(n-1-t)!}, & s=t \in\{0,1, \ldots, n-1\}\end{cases}
$$

It is interesting to note that this is a family of $n$-convex functions as

$$
\frac{d^{n}}{d u^{n}} \psi_{s}(u)=u^{s-n} \geq 0
$$

Since $s \mapsto u^{s-n}=e^{(s-n) \ln u}$ is exponentially convex function, therefore the mapping $s \mapsto \Delta_{1, j}\left(\psi_{s}\right)$ is exponential convex and as a special case, it is also log-convex mapping. The log-convexity of this mapping enables us to construct the known Lyapunov inequality given as

$$
\begin{equation*}
\left(\Delta_{1, j}\left(\psi_{s}\right)\right)^{t-r} \leq\left(\Delta_{1, j}\left(\psi_{r}\right)\right)^{t-s}\left(\Delta_{1, j}\left(\psi_{t}\right)\right)^{s-r} \tag{54}
\end{equation*}
$$

for $r, s, t \in \mathbb{R}$ such that $r<s<t$ where $j=1,2, \ldots, 5$.
Remark 6. We have not given the proof of the above mentioned results (see [19] for details). The Lyapunov inequality empowered us to refine lower (upper) bound for action of the functional on the class of functions given in (53) because if exponentially convex mapping attains zero value at some point it is zero everywhere (see [19]).

One can also consider some other classes of $n$-convex functions given in the paper [19,20] and can get similar estimations. A similar technique can also be employed by considering the results of Theorems 7 and 10.

## 6. Conclusions and Outlooks

In this article, we extended the pool of inequalities by proving generalizations of well-known Steffensen's inequalities and their reverses. The inequalities proved in the main results provide generalizations of the results from [1,4,7,11]. Moreover, Hardy's inequality is also one of the well-known inequalities. In this article, we also proved generalizations of inequalities, from [1], which are closely related to Hardy's inequality. We also developed new bounds of Grüss and Ostrowski-type inequalities. Further, the contribution of these inequalities to the theory of $(n+1)$-convex functions has been presented by defining functionals from new inequalities and describing their properties. Lastly, new inequalities related to exponentially convex functions and log-convex functions, such as the Lyapunov inequality, have been developed. In the future, it can be investigated whether we can use other interpolations, such as Hermite interpolation, to prove new generalizations of Steffensen's inequality and related results.
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## 1. Introduction

If $0<\sum_{m=1}^{\infty} a_{m}^{2}<\infty$ and $0<\sum_{n=1}^{\infty} b_{n}^{2}<\infty$, then we have the following discrete Hilbert's inequality with the best possible constant factor $\pi$ (cf., [1], Theorem 315):

$$
\begin{equation*}
\sum_{m=1}^{\infty} \sum_{n=1}^{\infty} \frac{a_{m} b_{n}}{m+n}<\pi\left(\sum_{m=1}^{\infty} a_{m}^{2} \sum_{n=1}^{\infty} b_{n}^{2}\right)^{1 / 2} \tag{1}
\end{equation*}
$$

Correspondingly, if $0<\int_{0}^{\infty} f^{2}(x) d x<\infty$ and $0<\int_{0}^{\infty} g^{2}(y) d y<\infty$, we still have the following Hilbert's integral inequality (cf., [1], Theorem 316):

$$
\begin{equation*}
\int_{0}^{\infty} \int_{0}^{\infty} \frac{f(x) g(y)}{x+y} d x d y<\pi\left(\int_{0}^{\infty} f^{2}(x) d x \int_{0}^{\infty} g^{2}(y) d y\right)^{1 / 2} \tag{2}
\end{equation*}
$$

where the constant factor $\pi$ is the best possible.
As is known to us, Inequalities (1) and (2) and their extensions with conjugate exponents as well as independent parameters play an important role in analysis and their applications (cf., [2-13]).

Concerning with Inequalities (1) and (2), we have the following half-discrete Hilbert-type inequality (cf., [1], Theorem 351):

If $K(x)(x>0)$ is a decreasing function and $p>1, \frac{1}{p}+\frac{1}{q}=1,0<\phi(s)=\int_{0}^{\infty} K(x) x^{s-1} d x<\infty$, $f(x) \geq 0,0<\int_{0}^{\infty} f^{p}(x) d x<\infty$, then

$$
\begin{equation*}
\sum_{n=1}^{\infty} n^{p-2}\left(\int_{0}^{\infty} K(n x) f(x) d x\right)^{p}<\phi^{p}\left(\frac{1}{q}\right) \int_{0}^{\infty} f^{p}(x) d x \tag{3}
\end{equation*}
$$

In recent years, some new extensions of the Inequality (3) were provided in [14-19].

In 2006, with the help of the Euler-Maclaurin summation formula, Krnic et al. [20] gave an extension of (1) with the kernel $\frac{1}{(m+n)^{\lambda}}(0<\lambda \leq 14)$. In 2019, Adiyasuren et al. [21] considered an extension of (1) with $p, q>1\left(\frac{1}{p}+\frac{1}{q}=1\right)$ involving the partial sums. In 2016-2017, by using the weight functions, Hong [22,23] considered some equivalent statements of the extensions of (1) and (2) with several parameters. Some related works can be found in [24-26].

In this paper, following the way of [20,22], by using the weight functions, the idea of introduced parameters, and the Euler-Maclaurin summation formula, a reverse half-discrete Hardy-Hilbert's inequality with the homogeneous kernel $\frac{1}{(x+n)^{\lambda}}(0<\lambda \leq 5)$ and the reverse equivalent forms are established. The equivalent statements of the best possible constant factor related to several parameters are presented. As applications, two corollaries related to the case of the non-homogeneous kernel and some particular cases are obtained.

## 2. Some Lemmas

In what follows, we assume that

$$
0<p<1(q<0), \frac{1}{p}+\frac{1}{q}=1, \lambda \in(0,5], \sigma \in(0,2] \cap(0, \lambda), \mu \in(0, \lambda)
$$

$f(x) \geq 0\left(x \in R_{+}=(0, \infty)\right), a_{n} \geq 0(n \in \mathrm{~N}=\{1,2, \cdots\})$ satisfying

$$
0<\int_{0}^{\infty} x^{p\left[1-\left(\frac{\lambda-\sigma}{p}+\frac{\mu}{q}\right)\right]-1} f^{p}(x) d x<\infty \text { and } 0<\sum_{n=1}^{\infty} n^{q\left[1-\left(\frac{\sigma}{p}+\frac{\lambda-\mu}{q}\right)\right]-1} a_{n}^{q}<\infty .
$$

Lemma 1. Define a weight function by

$$
\begin{equation*}
\omega(\sigma, x):=x^{\lambda-\sigma} \sum_{n=1}^{\infty} \frac{n^{\sigma-1}}{(x+n)^{\lambda}}\left(x \in \mathrm{R}_{+}\right) \tag{4}
\end{equation*}
$$

Then, we have

$$
\begin{equation*}
B(\sigma, \lambda-\sigma)\left(1-\rho_{\sigma}(x)\right)<\omega(\sigma, x)<B(\sigma, \lambda-\sigma)\left(x \in \mathrm{R}_{+}\right) \tag{5}
\end{equation*}
$$

where, $\rho_{\sigma}(x):=\frac{\left(1+\theta_{x}\right)^{-\lambda}}{\sigma B(\sigma, \lambda-\sigma)} \frac{1}{x^{\sigma}}=O\left(\frac{1}{x^{\sigma}}\right) \in(0,1)\left(\theta_{x} \in\left(0, \frac{1}{x}\right) ; x>0\right) . B(u, v):=\int_{0}^{\infty} \frac{t^{u-1}}{(1+t)^{u+v}} d t(u, v>0)$ is the beta function.

Proof. For fixed $x>0$, we set function $g_{x}(t):=\frac{t^{\sigma-1}}{(x+t)^{\lambda}}(t>0)$. Using the Euler-Maclaurin summation formula (cf., [20]), for $\rho(t):=t-[t]-\frac{1}{2}$, we have

$$
\begin{aligned}
& \sum_{n=1}^{\infty} g_{x}(n)=\int_{1}^{\infty} g_{x}(t) d t+\frac{1}{2} g_{x}(1)+\int_{1}^{\infty} \rho(t) g_{x}^{\prime}(t) d t=\int_{0}^{\infty} g_{x}(t) d t-h(x) \\
& h(x):=\int_{0}^{1} g_{x}(t) d t-\frac{1}{2} g_{x}(1)-\int_{1}^{\infty} \rho(t) g_{x}^{\prime}(t) d t
\end{aligned}
$$

Thus, we obtain $-\frac{1}{2} g_{x}(1)=\frac{-1}{2(x+1)^{\lambda}}$,

$$
\begin{aligned}
& \int_{0}^{1} g_{x}(t) d t=\int_{0}^{1} \frac{t^{\sigma-1}}{(x+t)^{\lambda}} d t=\frac{1}{\sigma} \int_{0}^{1} \frac{d t^{\sigma}}{(x+t)^{\lambda}}=\left.\frac{1}{\sigma} \frac{t^{\sigma}}{(x+t)^{\lambda}}\right|_{0} ^{1}+\frac{\lambda}{\sigma} \int_{0}^{1} \frac{t^{\sigma} d t}{(x+t)^{\lambda+1}} \\
& \quad=\frac{1}{\sigma} \frac{1}{(x+1)^{\lambda}}+\frac{\lambda}{\sigma(\sigma+1)} \int_{0}^{1} \frac{d t^{\sigma+1}}{(x+t)^{\lambda+1}} \\
& \quad>\frac{1}{\sigma} \frac{1}{(x+1)^{\lambda}}+\frac{\lambda}{\sigma(\sigma+1)}\left[\frac{t^{\sigma+1}}{(x+t)^{\lambda+1}}\right]_{0}^{1}+\frac{\lambda(\lambda+1)}{\sigma(\sigma+1)(x+1)^{\lambda+2}} \int_{0}^{1} t^{\sigma+1} d t \\
& \quad=\frac{1}{\sigma} \frac{1}{(x+1)^{\lambda}}+\frac{\lambda}{\sigma(\sigma+1)} \frac{1}{(x+1)^{\lambda+1}}+\frac{\lambda(\lambda+1)}{\sigma(\sigma+1)(\sigma+2)} \frac{1}{(x+1)^{\lambda+2}}
\end{aligned}
$$

$$
\begin{aligned}
-g_{x}^{\prime}(t) & =-\frac{(\sigma-1) t^{\sigma-2}}{(x+t)^{\lambda}}+\frac{\lambda \lambda^{\sigma-1}}{(x+t)^{\lambda+1}}=\frac{(1-\sigma) t^{\sigma-2}}{(x+t)^{\lambda}}+\frac{\lambda t^{\sigma-2}}{(x+t)^{\lambda}}-\frac{\lambda x t^{\sigma-2}}{(x+t)^{\lambda+1}} \\
& =\frac{(\lambda+1-\sigma) t^{\sigma-2}}{(x+t)^{\lambda}}-\frac{\lambda x t^{\sigma-2}}{(x+t)^{\lambda+1}} .
\end{aligned}
$$

For $0<\sigma \leq 2, \sigma<\lambda \leq 5$, we find

$$
(-1)^{i} \frac{d^{i}}{d t^{i}}\left[\frac{t^{\sigma-2}}{(x+t)^{\lambda}}\right]>0,(-1)^{i} \frac{d^{i}}{d t^{i}}\left[\frac{t^{\sigma-2}}{(x+t)^{\lambda+1}}\right]>0(t>0 ; i=0,1,2,3),
$$

and then by using the Euler-Maclaurin summation formula (cf., [20]), we find

$$
\begin{gathered}
(\lambda+1-\sigma) \int_{1}^{\infty} \rho(t) \frac{t^{\sigma-2}}{(x+t)^{\lambda}} d t>-\frac{\lambda+1-\sigma}{12(x+1)^{\lambda}}, \\
-x \lambda \int_{1}^{\infty} \rho(t) \frac{t^{\sigma-2}}{(x+t)^{\lambda+1}} d t>\frac{x \lambda}{12(x+1)^{\lambda+1}}-\frac{x \lambda}{720}\left[\frac{t^{\sigma-2}}{(x+t+t)^{\lambda+1}}\right]^{\prime \prime} \\
>\frac{(x+1) \lambda-\lambda}{12(x+1)^{\lambda+1}}-\frac{(x+1) \lambda}{720}\left[\frac{(\lambda+1)(\lambda+2)}{(x+1)^{\lambda+3}}+\frac{2(\lambda+1)(2-\sigma)}{(x+1)^{\lambda+2}}+\frac{(2-\sigma)(3-\sigma)}{(x+1)^{\lambda+1}}\right] \\
=\frac{\lambda}{12(x+1)^{\lambda}}-\frac{\lambda}{12(x+1)^{\lambda+1}}-\frac{\lambda}{720}\left[\frac{(\lambda+1)(\lambda+2)}{(x+1)^{\lambda+2}}+\frac{2(\lambda+1)(2-\sigma)}{(x+1)^{\lambda+1}}+\frac{(2-\sigma)(3-\sigma)}{(x+1)^{\lambda}}\right] .
\end{gathered}
$$

Hence, we have

$$
h(x)>\frac{h_{1}}{(x+1)^{\lambda}}+\frac{\lambda h_{2}}{(x+1)^{\lambda+1}}+\frac{\lambda(\lambda+1) h_{3}}{(x+1)^{\lambda+2}}
$$

where, $h_{1}:=\frac{1}{\sigma}-\frac{1}{2}-\frac{1-\sigma}{12}-\frac{\lambda(2-\sigma)(3-\sigma)}{720}, h_{2}:=\frac{1}{\sigma(\sigma+1)}-\frac{1}{12}-\frac{(\lambda+1)(2-\sigma)}{720}$, and

$$
h_{3}:=\frac{1}{\sigma(\sigma+1)(\sigma+2)}-\frac{\lambda+2}{720} .
$$

For $\lambda \in(0,5], \frac{\lambda}{720}<\frac{1}{24}, \sigma \in(0,2]$, it follows that

$$
h_{1}>\frac{1}{\sigma}-\frac{1}{2}-\frac{1-\sigma}{12}-\frac{(2-\sigma)(3-\sigma)}{24}=\frac{24-20 \sigma+7 \sigma^{2}-\sigma^{3}}{24 \sigma}>0 .
$$

In fact, setting $g(\sigma):=24-20 \sigma+7 \sigma^{2}-\sigma^{3}(\sigma \in(0,2])$, we obtain

$$
g^{\prime}(\sigma)=-20+14 \sigma^{2}-3 \sigma^{2}=-3\left(\sigma-\frac{7}{3}\right)^{2}-\frac{11}{3}<0
$$

and then we obtain $h_{1}>\frac{g(\sigma)}{24 \sigma} \geq \frac{g(2)}{24 \sigma}=\frac{4}{24 \sigma}>0(\sigma \in(0,2])$.
We observe that $h_{2}>\frac{1}{6}-\frac{1}{12}-\frac{12}{360}=\frac{1}{20}>0$, and $h_{3} \geq \frac{1}{24}-\frac{7}{720}=\frac{23}{720}>0$. Hence, we deduce that $h(x)>0$, and thus we have

$$
\begin{aligned}
\omega(\sigma, x) & =x^{\lambda-\sigma} \sum_{n=1}^{\infty} g_{x}(n)<x^{\lambda-\sigma} \int_{0}^{\infty} g_{x}(t) d t \\
& =x^{\lambda-\sigma} \int_{0}^{\infty} \frac{t^{\sigma-1} d t}{(x+t)^{\lambda}}=\int_{0}^{\infty} \frac{u^{\sigma-1} d u}{(1+u)^{\lambda}}=B(\sigma, \lambda-\sigma) .
\end{aligned}
$$

On the other-hand, we also have

$$
\begin{aligned}
\sum_{n=1}^{\infty} g_{x}(n) & =\int_{1}^{\infty} g_{x}(t) d t+\frac{1}{2} g_{x}(1)+\int_{1}^{\infty} \rho(t) g_{x}^{\prime}(t) d t \\
& =\int_{1}^{\infty} g_{x}(t) d t+H(x) \\
H(x) & :=\frac{1}{2} g_{x}(1)+\int_{1}^{\infty} \rho(t) g_{x}^{\prime}(t) d t
\end{aligned}
$$

We obtain $\frac{1}{2} g_{x}(1)=\frac{1}{2(x+1)^{\lambda}}$ and

$$
g_{x}^{\prime}(t)=\frac{-(\lambda+1-\sigma) t^{\sigma-2}}{(x+t)^{\lambda}}+\frac{\lambda x t^{\sigma-2}}{(x+t)^{\lambda+1}}
$$

For $\sigma \in(0,2] \cap(0, \lambda), 0<\lambda \leq 5$, by the Euler-Maclaurin summation formula, we obtain

$$
\begin{gathered}
-(\lambda+1-\sigma) \int_{1}^{\infty} \rho(t) \frac{t^{\sigma-2}}{(x+t)^{\lambda}} d t>0, \\
x \lambda \int_{1}^{\infty} \rho(t) \frac{t^{\sigma-2}}{(x+t)^{\lambda+1}} d t \\
>-\frac{x \lambda}{12(x+1)^{\lambda+1}}=-\frac{(x+1) \lambda-\lambda}{12(x+1)^{\lambda+1}}=\frac{-\lambda}{12(x+1)^{\lambda}}+\frac{\lambda}{12(x+1)^{\lambda+1}}>\frac{-\lambda}{12(x+1)^{\lambda}} .
\end{gathered}
$$

Hence, we have

$$
H(x)>\frac{1}{2(x+1)^{\lambda}}-\frac{\lambda}{12(x+1)^{\lambda}}=\frac{6-\lambda}{12(x+1)^{\lambda}}>0
$$

and then

$$
\begin{aligned}
\omega(\sigma, x) & =x^{\lambda-\sigma} \sum_{n=1}^{\infty} g_{x}(n)>x^{\lambda-\sigma} \int_{1}^{\infty} g_{x}(t) d t \\
& =x^{\lambda-\sigma} \int_{0}^{\infty} g_{x}(t) d t-x^{\lambda-\sigma} \int_{0}^{1} g_{x}(t) d t \\
& =B(\sigma, \lambda-\sigma)\left[1-\frac{1}{B(\sigma, \lambda-\sigma)} \int_{0}^{\frac{1}{x}} \frac{u^{\sigma-1}}{(1+u)^{\lambda}} d u\right]>0 .
\end{aligned}
$$

By the integral mid-value theorem, we find

$$
\int_{0}^{\frac{1}{x}} \frac{u^{\sigma-1}}{(1+u)^{\lambda}} d u=\frac{1}{\left(1+\theta_{x}\right)^{\lambda}} \int_{0}^{\frac{1}{x}} u^{\sigma-1} d u=\frac{1}{\sigma\left(1+\theta_{x}\right)^{\lambda}} \frac{1}{x^{\sigma}}\left(\theta_{x} \in\left(0, \frac{1}{x}\right)\right)
$$

This proves Inequality (5).
Lemma 2. The following reverse inequality is valid:

$$
\begin{align*}
I= & \int_{0}^{\infty} \sum_{n=1}^{\infty} \frac{f(x) a_{n}}{(x+n)^{\lambda}} d x>B^{\frac{1}{p}}(\sigma, \lambda-\sigma) B^{\frac{1}{q}}(\mu, \lambda-\mu) \\
& \times\left\{\int_{0}^{\infty}\left(1-\rho_{\sigma}(x)\right) x^{p\left[1-\left(\frac{\lambda-\sigma}{p}+\frac{\mu}{q}\right)\right]-1} f^{p}(x) d x\right\}^{\frac{1}{p}}\left\{\sum_{n=1}^{\infty} n^{q\left[1-\left(\frac{\sigma}{p}+\frac{\lambda-\mu}{q}\right)\right]-1} a_{n}^{q}\right\}^{\frac{1}{q}} . \tag{6}
\end{align*}
$$

Proof. For $n \in \mathbf{N}$, setting $x=n u$, we obtain the following weight function:

$$
\begin{equation*}
\omega(\mu, n):=n^{\lambda-\mu} \int_{0}^{\infty} \frac{x^{\mu-1} d x}{(x+n)^{\lambda}}=\int_{0}^{\infty} \frac{u^{\mu-1} d u}{(u+1)^{\lambda}}=B(\mu, \lambda-\mu) \tag{7}
\end{equation*}
$$

For $0<p<1, q<0$, by the reverse Hölder's inequality (cf., [27]) and the Lebesgue term by term integration theorem (cf., [28]), we obtain

$$
\begin{aligned}
& \int_{0}^{\infty} \sum_{n=1}^{\infty} \frac{f(x) a_{n}}{(x+n)^{\lambda}} d x=\int_{0}^{\infty} \sum_{n=1}^{\infty} \frac{1}{(x+n)^{\lambda}}\left[\frac{n^{(\sigma-1) / p}}{x^{(\mu-1) / q}} f(x)\right]\left[\frac{x^{(\mu-1) / q}}{n^{(\sigma-1) / p}} a_{n}\right] d x \\
\geq & \left\{\int_{0}^{\infty}\left[\sum_{n=1}^{\infty} \frac{1}{(x+n)^{\lambda}} \frac{n^{\sigma-1}}{x^{(\mu-1)(p-1)}}\right] f^{p}(x) d x\right\}^{\frac{1}{p}}\left\{\sum_{n=1}^{\infty}\left[\int_{0}^{\infty} \frac{1}{(x+n)^{\lambda}} \frac{x^{\mu-1}}{n^{(\sigma-1)(q-1)}} d x\right] a_{n}^{q}\right\}^{\frac{1}{q}} \\
= & \left\{\int_{0}^{\infty} \omega(\sigma, x) x^{p\left[1-\left(\frac{\lambda-\sigma}{p}+\frac{\mu}{q}\right)\right]-1} f^{p}(x) d x\right\}^{\frac{1}{p}}\left\{\sum_{n=1}^{\infty} \omega(\mu, n) n^{q\left[1-\left(\frac{\sigma}{p}+\frac{\lambda-\mu}{q}\right)\right]-1} a_{n}^{q}\right\}^{\frac{1}{q}} .
\end{aligned}
$$

Then by (5) and (7), we obtain Inequality (6).
Remark 1. For $\mu+\sigma=\lambda$, we find

$$
\begin{gathered}
\omega(\sigma, x)=x^{\mu} \sum_{n=1}^{\infty} \frac{n^{\sigma-1}}{(x+n)^{\lambda}}\left(x \in \mathrm{R}_{+}\right), \\
0<\int_{0}^{\infty} x^{p(1-\mu)-1} f^{p}(x) d x<\infty \text { and } 0<\sum_{n=1}^{\infty} n^{q(1-\sigma)-1} a_{n}^{q}<\infty,
\end{gathered}
$$

and then we reduce (6) as follows:

$$
\begin{equation*}
\int_{0}^{\infty} \sum_{n=1}^{\infty} \frac{f(x) a_{n}}{(x+n)^{\lambda}} d x>B(\mu, \sigma)\left[\int_{0}^{\infty}\left(1-\rho_{\sigma}(x)\right) x^{p(1-\mu)-1} f^{p}(x) d x\right]^{\frac{1}{p}}\left[\sum_{n=1}^{\infty} n^{q(1-\sigma)-1} a_{n}^{q}\right]^{\frac{1}{q}} \tag{8}
\end{equation*}
$$

Lemma 3. The constant factor $B(\mu, \sigma)$ in (8) is the best possible.
Proof. For $0<\varepsilon<p \mu$, we set

$$
\widetilde{f}(x):=\left\{\begin{array}{c}
0,0<x<1 \\
x^{\mu-\frac{\varepsilon}{p}-1}, x \geq 1
\end{array}, \widetilde{a}_{n}:=n^{\sigma-\frac{\varepsilon}{q}-1}(n \in \mathrm{~N})\right.
$$

If there exists a positive constant $M(M \geq B(\mu, \sigma))$ such that (8) is valid when replacing $B(\mu, \sigma)$ by $M$, then by a substitution of $f(x)=\widetilde{f}(x), a_{n}=\widetilde{a}_{n}$, we get

$$
\begin{gathered}
\widetilde{I}:=\int_{0}^{\infty} \sum_{n=1}^{\infty} \frac{\widetilde{f}(x) \widetilde{a}_{n}}{(x+n)^{\lambda}} d x>M \\
\times\left[\int_{0}^{\infty}\left(1-\rho_{\sigma}(x)\right) x^{p(1-\mu)-1} \widetilde{f^{p}}(x) d x\right]^{\frac{1}{p}}\left[\sum_{n=1}^{\infty} n^{q(1-\sigma)-1 \widetilde{a}_{n}^{q}}\right]^{\frac{1}{q}} \\
=M\left(\int_{1}^{\infty}\left(1-O\left(\frac{1}{x^{\sigma}}\right)\right) x^{-\varepsilon-1} d x\right)^{\frac{1}{p}}\left(\sum_{n=1}^{\infty} n^{-\varepsilon-1}\right)^{\frac{1}{q}} \\
\geq M\left(\int_{1}^{\infty} x^{-\varepsilon-1} d x-\int_{1}^{\infty} O\left(\frac{1}{x^{\sigma+\varepsilon+1}}\right) d x\right)^{\frac{1}{p}}\left(\int_{1}^{\infty} x^{-\varepsilon-1} d x\right)^{\frac{1}{q}} \\
=\frac{M}{\varepsilon}(1-\varepsilon O(1))^{\frac{1}{p}} .
\end{gathered}
$$

For $\mu-\frac{\varepsilon}{p}>0(0<p<1)$, by (7), we obtain

$$
\begin{aligned}
\widetilde{I} & =\sum_{n=1}^{\infty} n^{-\varepsilon-1}\left[n^{\left(\sigma+\frac{\varepsilon}{p}\right)} \int_{1}^{\infty} \frac{x^{\left(\mu-\frac{\varepsilon}{p}\right)-1}}{(x+n)^{\lambda}} d x\right] \leq \sum_{n=1}^{\infty} n^{-\varepsilon-1}\left[n^{\left(\sigma+\frac{\varepsilon}{p}\right)} \int_{0}^{\infty} \frac{x^{\left(\mu-\frac{\varepsilon}{p}\right)-1}}{(x+n)^{\lambda}} d x\right] \\
& =\sum_{n=1}^{\infty} n^{-\varepsilon-1} \omega\left(\mu-\frac{\varepsilon}{p}, n\right)=B\left(\mu-\frac{\varepsilon}{p}, \sigma+\frac{\varepsilon}{p}\right)\left(1+\sum_{n=2}^{\infty} n^{-\varepsilon-1}\right) \\
& \leq B\left(\mu-\frac{\varepsilon}{p}, \sigma+\frac{\varepsilon}{p}\right)\left(1+\int_{1}^{\infty} x^{-\varepsilon-1} d x\right)=\frac{\varepsilon+1}{\varepsilon} B\left(\mu-\frac{\varepsilon}{p}, \sigma+\frac{\varepsilon}{p}\right) .
\end{aligned}
$$

Then we have

$$
(\varepsilon+1) B\left(\mu-\frac{\varepsilon}{p}, \sigma+\frac{\varepsilon}{p}\right) \geq \varepsilon \widetilde{I} \geq M(1-\varepsilon O(1))^{\frac{1}{p}}
$$

For $\varepsilon \rightarrow 0^{+}$, in view of the continuity of the beta function, it follows that $B(\mu, \sigma) \geq M$. Therefore, $M=B(\mu, \sigma)$ is the best possible constant factor of (8). Lemma 3 is proved.

Remark 2. Setting $\hat{\mu}:=\frac{\lambda-\sigma}{p}+\frac{\mu}{q}, \hat{\sigma}:=\frac{\sigma}{p}+\frac{\lambda-\mu}{q}$, we have

$$
\hat{\mu}+\hat{\sigma}=\frac{\lambda-\sigma}{p}+\frac{\mu}{q}+\frac{\sigma}{p}+\frac{\lambda-\mu}{q}=\frac{\lambda}{p}+\frac{\lambda}{q}=\lambda
$$

and for $\lambda-\mu-\sigma \in(-p \mu, p(\lambda-\mu))$, we find

$$
\begin{aligned}
& \hat{\mu}>\frac{(1-p) \mu}{p}+\frac{\mu}{q}=0, \hat{\mu}<\frac{\mu+p(\lambda-\mu)}{p}+\frac{\mu}{q}=\lambda \\
& 0<\hat{\sigma}=\lambda-\hat{\mu}<\lambda, B(\hat{\mu}, \hat{\sigma}) \in \mathrm{R}_{+} .
\end{aligned}
$$

We can reduce (6) to the following

$$
\begin{align*}
& \int_{0}^{\infty} \sum_{n=1}^{\infty} \frac{f(x) a_{n}}{(x+n)^{\lambda}} d x>B^{\frac{1}{p}}(\sigma, \lambda-\sigma) B^{\frac{1}{q}}(\mu, \lambda-\mu) \\
& \quad \times\left[\int_{0}^{\infty}\left(1-\rho_{\sigma}(x)\right) x^{p(1-\hat{\mu})-1} f^{p}(x) d x\right]^{\frac{1}{p}}\left[\sum_{n=1}^{\infty} n^{q(1-\hat{\sigma})-1} a_{n}^{q}\right]^{\frac{1}{q}} . \tag{9}
\end{align*}
$$

Lemma 4. If $\lambda-\mu-\sigma \in(-p \mu, p(\lambda-\mu))$, the constant factor $B^{\frac{1}{p}}(\sigma, \lambda-\sigma) B^{\frac{1}{9}}(\mu, \lambda-\mu)$ in (9) is the best possible, then we have $\mu+\sigma=\lambda$.

Proof. If the constant factor $B^{\frac{1}{p}}(\sigma, \lambda-\sigma) B^{\frac{1}{q}}(\mu, \lambda-\mu)$ in (9) is the best possible, then by (8), the unique best possible constant factor must be $B(\hat{\mu}, \hat{\sigma})\left(\in \mathbf{R}_{+}\right)$, namely,

$$
B(\hat{\mu}, \hat{\sigma})=B^{\frac{1}{p}}(\sigma, \lambda-\sigma) B^{\frac{1}{q}}(\mu, \lambda-\mu) .
$$

By the reverse Hölder's inequality (cf., [27]), we find

$$
\begin{align*}
B(\hat{\mu}, \hat{\sigma}) & =\int_{0}^{\infty} \frac{t^{\hat{\beta}-1}}{(1+t)^{\lambda}} d t=\int_{0}^{\infty} \frac{t^{\frac{\lambda-\sigma}{p}+\frac{\mu}{\eta}-1}}{(1+t)^{\lambda}} d t=\int_{0}^{\infty} \frac{1}{(1+t)^{\lambda}}\left(t^{\frac{\lambda-\sigma-1}{\rho}}\right)\left(t^{\frac{\mu-1}{q}}\right) d t \\
& \geq\left[\int_{0}^{\infty} \frac{1}{(1+t)^{\lambda}} t^{\lambda-\sigma-1} d t\right]^{\frac{1}{p}}\left[\int_{0}^{\infty} \frac{1}{(1+t)^{\lambda}} t^{\mu-1} d t\right]^{\frac{1}{q}}  \tag{10}\\
& =B^{\frac{1}{p}}(\sigma, \lambda-\sigma) B^{\frac{1}{q}}(\mu, \lambda-\mu) .
\end{align*}
$$

We observe that (10) keeps the form of equality if and only if there exist constants $A, B$ such that they are not all zero and

$$
A t^{\lambda-\sigma-1}=B t^{\mu-1} \text { a.e. in } \mathrm{R}_{+} .
$$

Suppose that $A \neq 0$. We find that $t^{\lambda-\mu-\sigma}=\frac{B}{A}$ a.e. in $\mathrm{R}_{+}$, and thus we conclude that $\lambda-\mu-\sigma=0$, i.e., $\mu+\sigma=\lambda$. Lemma 4 is proved.

## 3. Main Results

Theorem 1. Inequality (6) is equivalent to the following inequalities:

$$
\begin{align*}
J_{1} & :=\left\{\sum_{n=1}^{\infty} n^{p\left(\frac{\sigma}{p}+\frac{\lambda-\mu}{q}\right)-1}\left[\int_{0}^{\infty} \frac{f(x)}{(x+n)^{\lambda}} d x\right]^{p}\right\}^{\frac{1}{p}}  \tag{11}\\
& >B^{\frac{1}{p}}(\sigma, \lambda-\sigma) B^{\frac{1}{q}}(\mu, \lambda-\mu)\left\{\int_{0}^{\infty}\left(1-\rho_{\sigma}(x)\right) x^{p\left[1-\left(\frac{\lambda-\sigma}{p}+\frac{\mu}{q}\right)\right]-1} f^{p}(x) d x\right\}^{\frac{1}{p}},
\end{align*}
$$

$$
\begin{align*}
J_{2} & :=\left\{\int_{0}^{\infty} \frac{x^{q\left(\frac{\lambda-\sigma}{p}+\frac{\mu}{q}\right)-1}}{\left(1-\rho_{\sigma}(x)\right)^{q-1}}\left[\sum_{n=1}^{\infty} \frac{a_{n}}{(x+n)^{\lambda}}\right]^{q} d x\right\}^{\frac{1}{q}} \\
& >B^{\frac{1}{p}}(\sigma, \lambda-\sigma) B^{\frac{1}{q}}(\mu, \lambda-\mu)\left\{\sum_{n=1}^{\infty} n^{q\left[1-\left(\frac{\sigma}{p}+\frac{\lambda-\mu}{q}\right)\right]-1} a_{n}^{q}\right\}^{\frac{1}{q}} . \tag{12}
\end{align*}
$$

If the constant factor $B^{\frac{1}{p}}(\sigma, \lambda-\sigma) B^{\frac{1}{q}}(\mu, \lambda-\mu)$ in (6) is the best possible, then so is the constant factor in (11) and (12).

In particular, for $\mu+\sigma=\lambda$ in (6), (11) and (12), we have Inequality (8) and the following equivalent versions of reverse inequalities with the best possible constant factor $B(\mu, \sigma)$ :

$$
\begin{align*}
& \left\{\sum_{n=1}^{\infty} n^{p \sigma-1}\left[\int_{0}^{\infty} \frac{f(x)}{(x+n)^{\lambda}} d x\right]^{p \frac{1}{p}}>B(\mu, \sigma)\left[\int_{0}^{\infty}\left(1-\rho_{\sigma}(x)\right) x^{p(1-\mu)-1} f^{p}(x) d x\right]^{\frac{1}{p}}\right.  \tag{13}\\
& \quad\left\{\int_{0}^{\infty} \frac{x^{q \mu-1}}{\left(1-\rho_{\sigma}(x)\right)^{q-1}}\left[\sum_{n=1}^{\infty} \frac{a_{n}}{(x+n)^{\lambda}}\right]^{q} d x\right\}^{\frac{1}{q}}>B(\mu, \sigma)\left[\sum_{n=1}^{\infty} n^{q(1-\sigma)-1} a_{n}^{q}\right]^{\frac{1}{q}} \tag{14}
\end{align*}
$$

Proof. Suppose that (11) is valid. By the Lebesgue term by term integration theorem and the reverse Hölder's inequality (cf., [27,28]), we have

$$
\begin{align*}
I & =\sum_{n=1}^{\infty} \int_{0}^{\infty} \frac{f(x) a_{n}}{(x+n)^{\lambda}} d x=\sum_{n=1}^{\infty}\left[n^{\frac{-1}{p}+\left(\frac{\sigma}{p}+\frac{\lambda-\mu}{q}\right)} \int_{0}^{\infty} \frac{f(x)}{(x+n)^{\lambda}} d x\right]\left[n^{\frac{1}{p}-\left(\frac{\sigma}{p}+\frac{\lambda-\mu}{q}\right)} a_{n}\right] \\
& \geq J_{1}\left\{\sum_{n=1}^{\infty} n^{q\left[1-\left(\frac{\sigma}{p}+\frac{\lambda-\mu}{q}\right)\right]-1} a_{n}^{q}\right\}^{\frac{1}{q}} \tag{15}
\end{align*}
$$

Then by (11), we have Inequality (6). On the other-hand, assuming that Inequality (6) is valid, we set

$$
a_{n}:=n^{p\left(\frac{\sigma}{p}+\frac{\lambda-\mu}{q}\right)-1}\left[\int_{0}^{\infty} \frac{f(x)}{(x+n)^{\lambda}} d x\right]^{p-1}, n \in \mathrm{~N} .
$$

If $J_{1}=\infty$, then Inequality (11) is naturally valid; if $J_{1}=0$, so it is impossible to make Inequality (11) valid, namely $J_{1}>0$. Suppose that $0<J_{1}<\infty$. By (6), we have

$$
\begin{aligned}
& \sum_{n=1}^{\infty} n^{q\left[1-\left(\frac{\sigma}{p}+\frac{\lambda-\mu}{q}\right)\right]-1} a_{n}^{q}=J_{1}^{p}=I>B^{\frac{1}{p}}(\sigma, \lambda-\sigma) B^{\frac{1}{q}}(\mu, \lambda-\mu) \\
& \quad \times\left\{\int_{0}^{\infty}\left(1-\rho_{\sigma}(x)\right) x^{p\left[1-\left(\frac{\lambda-\sigma}{p}+\frac{\mu}{q}\right)\right]-1} f^{p}(x) d x\right\}^{\frac{1}{p}}\left\{\sum_{n=1}^{\infty} n^{q\left[1-\left(\frac{\sigma}{p}+\frac{\lambda-\mu}{q}\right)\right]-1} a_{n}^{q}\right\}^{\frac{1}{q}}, \\
& \quad\left\{\sum_{n=1}^{\infty} n^{q\left[1-\left(\frac{\sigma}{p}+\frac{\lambda-\mu}{q}\right)\right]-1} a_{n}^{q}\right\}^{\frac{1}{p}}=J_{1}>B^{\frac{1}{p}}(\sigma, \lambda-\sigma) B^{\frac{1}{q}}(\mu, \lambda-\mu) \\
& \quad \times\left\{\int_{0}^{\infty}\left(1-\rho_{\sigma}(x)\right) x^{p\left[1-\left(\frac{\lambda-\sigma}{p}+\frac{\mu}{q}\right)\right]-1} f^{p}(x) d x\right\}^{\frac{1}{p}},
\end{aligned}
$$

namely, Inequality (11) follows, which is equivalent to Inequality (6).
Suppose that Inequality (12) is valid. By the reverse Hölder's inequality, we have

$$
\begin{align*}
I & =\int_{0}^{\infty}\left[\left(1-\rho_{\sigma}(x)\right)^{\frac{1}{p}} x^{\frac{1}{q}-\left(\frac{\lambda-\sigma}{p}+\frac{\mu}{q}\right)} f(x)\right]\left[\frac{x^{\frac{-1}{q}+\left(\frac{\lambda-\sigma}{p}+\frac{\mu}{\eta}\right)}}{\left(1-\rho_{\sigma}(x)\right)^{1 / p}} \sum_{n=1}^{\infty} \frac{a_{n}}{(x+n)^{\lambda}}\right] d x  \tag{16}\\
& \geq\left\{\int_{0}^{\infty}\left(1-\rho_{\sigma}(x)\right) x^{p\left\{1-\left(\frac{\lambda-\sigma}{p}+\frac{\mu}{\eta}\right)\right]-1} f^{p}(x) d x\right\}^{\frac{1}{p}} J_{2} .
\end{align*}
$$

Then by (12), we obtain Inequality (6). On the other-hand, assuming that Inequality (6) is valid, we set

$$
f(x):=x^{q\left(\frac{\lambda-\sigma}{p}+\frac{\mu}{q}\right)-1}\left[\sum_{n=1}^{\infty} \frac{a_{n}}{(x+n)^{\lambda}}\right]^{q-1}, x \in \mathrm{R}_{+}
$$

If $J_{2}=\infty$, then Inequality (12) is naturally valid; if $J_{2}=0$, then it is impossible to make Inequality (12) valid, namely $J_{2}>0$. Suppose that $0<J_{2}<\infty$. By (6), we have

$$
\begin{aligned}
& \int_{0}^{\infty}\left(1-\rho_{\sigma}(x)\right) x^{p\left[1-\left(\frac{\lambda-\sigma}{p}+\frac{\mu}{q}\right)\right]-1} f^{p}(x) d x=J_{2}^{q}=I>B^{\frac{1}{p}}(\sigma, \lambda-\sigma) B^{\frac{1}{q}}(\mu, \lambda-\mu) \\
& \times\left\{\int_{0}^{\infty}\left(1-\rho_{\sigma}(x)\right) x^{p\left[1-\left(\frac{\lambda-\sigma}{p}+\frac{\mu}{q}\right)\right]-1} f^{p}(x) d x\right\}^{\frac{1}{p}}\left\{\sum_{n=1}^{\infty} n^{q\left[1-\left(\frac{\sigma}{p}+\frac{\lambda-\mu}{q}\right)\right]-1} a_{n}^{q}\right\}^{\frac{1}{q}}, \\
& \left\{\int_{0}^{\infty}\left(1-\rho_{\sigma}(x)\right) x^{p\left[1-\left(\frac{\lambda-\sigma}{p}+\frac{\mu}{q}\right)\right]-1} f^{p}(x) d x\right\}^{\frac{1}{q}}=J_{2}>B^{\frac{1}{p}}(\sigma, \lambda-\sigma) B^{\frac{1}{q}}(\mu, \lambda-\mu) \\
& \times\left\{\sum_{n=1}^{\infty} n^{q\left[1-\left(\frac{\sigma}{p}+\frac{\lambda-\mu}{q}\right)\right]-1} a_{n}^{q}\right\}^{\frac{1}{q}},
\end{aligned}
$$

namely, Inequality (12) follows, which is equivalent to Inequality (6).
Hence, Inequalities (6), (11) and (12) are equivalent.
If the constant factor $B^{\frac{1}{p}}(\sigma, \lambda-\sigma) B^{\frac{1}{q}}(\mu, \lambda-\mu)$ in (6) is the best possible, then so is the constant factor in (11) and (12). Otherwise, by (15) (or (16)), we would reach a contradiction that the constant factor in (6) is not the best possible. This completes the proof of Theorem 1.

Theorem 2. The following statements (i), (ii), (iii) and (iv) are equivalent.
(i) $B^{\frac{1}{p}}(\sigma, \lambda-\sigma) B^{\frac{1}{q}}(\mu, \lambda-\mu)$ is independent of $p, q$;
(ii) $B^{\frac{1}{p}}(\sigma, \lambda-\sigma) B^{\frac{1}{q}}(\mu, \lambda-\mu)$ is expressible as a single integral;
(iii) $B^{\frac{1}{p}}(\sigma, \lambda-\sigma) B^{\frac{1}{q}}(\mu, \lambda-\mu)$ is the best possible of (6);
(iv) If $\lambda-\mu-\sigma \in(-p \mu, p(\lambda-\mu))$, then $\mu+\sigma=\lambda$.

Proof. (i) $\Rightarrow$ (ii). In view of $B^{\frac{1}{p}}(\sigma, \lambda-\sigma) B^{\frac{1}{q}}(\mu, \lambda-\mu)$ is independent of $p, q$, we find

$$
\left.=\lim _{p \rightarrow 1^{-},} B^{\frac{1}{p}}(\sigma, \lambda-\sigma) B^{\frac{1}{q}}(\mu, \lambda-\mu), \lambda-\sigma\right) B^{\frac{1}{q}}(\mu, \lambda-\mu)=B(\sigma, \lambda-\sigma),
$$

which is a single integral $\int_{0}^{\infty} \frac{t^{\sigma-1}}{(1+t)^{\lambda}} d t$.
(ii) $\Rightarrow$ (iv). Suppose that $B^{\frac{1}{p}}(\sigma, \lambda-\sigma) B^{\frac{1}{q}}(\mu, \lambda-\mu)$ is expressible as a single integral $\int_{0}^{\infty} \frac{t^{\frac{\lambda-\sigma}{p}+\frac{\mu}{q}-1}}{(1+t)^{\lambda}} d t$. Then (10) keeps the form of equality. By the proof of Lemma 4, for $\lambda-\mu-\sigma \in(-p \mu, p(\lambda-\mu))$, we have $\mu+\sigma=\lambda$.
(iv) $\Rightarrow$ (i). If $\mu+\sigma=\lambda$, then

$$
B^{\frac{1}{p}}(\sigma, \lambda-\sigma) B^{\frac{1}{q}}(\mu, \lambda-\mu)=B(\mu, \sigma),
$$

which is independent of $p, q$.
Hence, (i) $\Leftrightarrow$ (ii) $\Leftrightarrow$ (iv).
(vi) $\Rightarrow$ (iii). By Lemma 3, for $\mu+\sigma=\lambda, B^{\frac{1}{p}}(\sigma, \lambda-\sigma) B^{\frac{1}{9}}(\mu, \lambda-\mu)$ is the best possible of (6).
(iii) $\Rightarrow$ (iv). By Lemma 4, we have $\mu+\sigma=\lambda$.

Therefore, we show that (iv) $\Leftrightarrow$ (iii), and then the statements (i), (ii), (iii) and (iv) are equivalent. The proof Theorem 2 is complete.

## 4. Two Corollaries and Some Particular Inequalities

Replacing $x$ by $\frac{1}{x}$, and then setting $F(x)=x^{\lambda-2} f\left(\frac{1}{x}\right)$ in Theorems 1 and 2, we find

$$
\rho_{\sigma}\left(x^{-1}\right)=\frac{\left(1+\theta_{x^{-1}}\right)^{-\lambda}}{\sigma B(\sigma, \lambda-\sigma)} x^{\sigma}=O\left(x^{\sigma}\right) \in(0,1)\left(\theta_{x^{-1}} \in(0, x) ; x>0\right)
$$

and obtain the following corollaries:
Corollary 1. If $F(x), a_{n} \geq 0$ such that

$$
0<\int_{0}^{\infty} x^{p\left[1-\left(\frac{\sigma}{p}+\frac{\lambda-\mu}{q}\right)\right]-1} F^{p}(x) d x<\infty \text { and } 0<\sum_{n=1}^{\infty} n^{q\left[1-\left(\frac{\sigma}{p}+\frac{\lambda-\mu}{q}\right)\right]-1} a_{n}^{q}<\infty,
$$

then the following inequalities are equivalent:

$$
\begin{align*}
& \int_{0}^{\infty} \sum_{n=1}^{\infty} \frac{F(x) a_{n}}{(1+x n)^{\lambda}} d x>B^{\frac{1}{p}}(\sigma, \lambda-\sigma) B^{\frac{1}{q}}(\mu, \lambda-\mu) \\
& \quad \times\left\{\int_{0}^{\infty}\left(1-\rho_{\sigma}\left(x^{-1}\right)\right) x^{p\left[1-\left(\frac{\sigma}{p}+\frac{\lambda-\mu}{q}\right)\right]-1} F^{p}(x) d x\right\}^{\frac{1}{p}}\left\{\sum_{n=1}^{\infty} n^{q\left[1-\left(\frac{\sigma}{p}+\frac{\lambda-\mu}{q}\right)\right]-1} a_{n}^{q^{\frac{1}{q}}}\right\}^{\frac{1}{q}},  \tag{17}\\
& \left\{\sum_{n=1}^{\infty} n^{p\left(\frac{\sigma}{p}+\frac{\lambda-\mu}{q}\right)-1}\left[\int_{0}^{\infty} \frac{F(x)}{(1+x n)^{\lambda}} d x\right]^{p}\right\}^{\frac{1}{p}}  \tag{18}\\
& >B^{\frac{1}{p}}(\sigma, \lambda-\sigma) B^{\frac{1}{q}}(\mu, \lambda-\mu)\left\{\int_{0}^{\infty}\left(1-\rho_{\sigma}\left(x^{-1}\right)\right) x^{p\left[1-\left(\frac{\sigma}{p}+\frac{\lambda-\mu}{q}\right)\right]-1} F^{p}(x) d x\right\}^{\frac{1}{p}}, \\
& \quad\left\{\int_{0}^{\infty} \frac{x^{q\left(\frac{\sigma}{p}+\frac{\lambda-\mu}{q}\right)-1}}{\left(1-\rho_{\sigma}\left(x^{-1}\right)\right)^{q-1}}\left[\sum_{n=1}^{\infty} \frac{a_{n}}{(1+x n)^{\lambda}}\right]^{q} d x\right\}^{\frac{1}{q}} \\
& \quad>B^{\frac{1}{p}}(\sigma, \lambda-\sigma) B^{\frac{1}{q}}(\mu, \lambda-\mu)\left\{\sum_{n=1}^{\infty} n^{q\left[1-\left(\frac{\sigma}{p}+\frac{\lambda-\mu}{q}\right)\right]-1} a_{n}^{q}\right\}^{\frac{1}{q}} . \tag{19}
\end{align*}
$$

If the constant factor $B^{\frac{1}{p}}(\sigma, \lambda-\sigma) B^{\frac{1}{9}}(\mu, \lambda-\mu)$ in (17) is the best possible, then so is the constant factor in (18) and (19).

In particular, for $\mu=\lambda-\sigma$ in (17), (18) and (19), we have the following equivalent inequalities with the best possible constant factor $B(\lambda-\sigma, \sigma)$ :

$$
\begin{align*}
& \int_{0}^{\infty} \sum_{n=1}^{\infty} \frac{F(x) a_{n}}{(1+x n)^{\lambda}} d x>B(\lambda-\sigma, \sigma) \\
& \quad \times\left[\int_{0}^{\infty}\left(1-\rho_{\sigma}\left(x^{-1}\right)\right) x^{p(1-\sigma)-1} F^{p}(x) d x\right]^{\frac{1}{p}}\left[\sum_{n=1}^{\infty} n^{q(1-\sigma)-1} a_{n}^{q}\right]^{\frac{1}{q}},  \tag{20}\\
&  \tag{21}\\
& \quad\left\{\sum_{n=1}^{\infty} n^{p \sigma-1}\left[\int_{0}^{\infty} \frac{F(x)}{(1+x n)^{\lambda}} d x\right]^{p}\right\}^{\frac{1}{p}} \\
& \quad>B(\lambda-\sigma, \sigma)\left[\int_{0}^{\infty}\left(1-\rho_{\sigma}\left(x^{-1}\right)\right) x^{p(1-\sigma)-1} F^{p}(x) d x\right]^{\frac{1}{p}},  \tag{22}\\
& \left\{\int_{0}^{\infty} \frac{x^{q \sigma-1}}{\left(1-\rho\left(x^{-1}\right)\right)^{q-1}}\left[\sum_{n=1}^{\infty} \frac{a_{n}}{(1+x n)^{\lambda}}\right]^{q} d x\right\}^{\frac{1}{q}}>B(\lambda-\sigma, \sigma)\left[\sum_{n=1}^{\infty} n^{q(1-\sigma)-1} a_{n}^{q}\right]^{\frac{1}{q}} .
\end{align*}
$$

Corollary 2. The following statements (i), (ii), (iii) and (iv) are equivalent:
(i) $B^{\frac{1}{p}}(\sigma, \lambda-\sigma) B^{\frac{1}{q}}(\mu, \lambda-\mu)$ is independent of $p, q$;
(ii) $B^{\frac{1}{p}}(\sigma, \lambda-\sigma) B^{\frac{1}{9}}(\mu, \lambda-\mu)$ is expressible as a single integral;
(iii) $B^{\frac{1}{p}}(\sigma, \lambda-\sigma) B^{\frac{1}{q}}(\mu, \lambda-\mu)$ is the best possible of (17);
(iv) If $\lambda-\mu-\sigma \in(-q \sigma, q(\lambda-\sigma))$, then we have $\mu=\lambda-\sigma$.

Remark 3. (i) For $\sigma=2<\lambda(\leq 5), \mu=\lambda-2$ in (8), (13) and (14), since

$$
\begin{aligned}
B(\lambda-2,2) & =\frac{\Gamma(\lambda-2) \Gamma(2)}{\Gamma(\lambda)}=\frac{\Gamma(\lambda-2)}{(\lambda-1)(\lambda-2) \Gamma(\lambda-2)}=\frac{1}{(\lambda-1)(\lambda-2)} \\
\rho_{2}(x) & =\frac{(\lambda-1)(\lambda-2)}{2\left(1+\theta_{x}\right)^{\lambda}} \frac{1}{x^{2}}=O\left(\frac{1}{x^{2}}\right) \in(0,1)\left(\theta_{x} \in\left(0, \frac{1}{x}\right) ; x>0\right)
\end{aligned}
$$

we have the following equivalent versions of reverse inequalities with the best possible constant factor $\frac{1}{(\lambda-1)(\lambda-2)}$ :

$$
\begin{gather*}
\int_{0}^{\infty} \sum_{n=1}^{\infty} \frac{f(x) a_{n}}{(x+n)^{\lambda}} d x>\frac{1}{(\lambda-1)(\lambda-2)}\left[\int_{0}^{\infty}\left(1-\rho_{2}(x)\right) x^{p(3-\lambda)-1} f^{p}(x) d x\right]^{\frac{1}{p}}\left(\sum_{n=1}^{\infty} n^{-q-1} a_{n}^{q}\right)^{\frac{1}{q}}  \tag{23}\\
\left\{\sum_{n=1}^{\infty} n^{2 p-1}\left[\int_{0}^{\infty} \frac{f(x)}{(x+n)^{\lambda}} d x\right]\right\}^{p \frac{1}{p}}>\frac{1}{(\lambda-1)(\lambda-2)}\left[\int_{0}^{\infty}\left(1-\rho_{2}(x)\right) x^{p(3-\lambda)-1} f^{p}(x) d x\right]^{\frac{1}{p}},  \tag{24}\\
\left\{\int_{0}^{\infty} \frac{x^{q(\lambda-2)-1}}{\left(1-\rho_{2}(x)\right)^{q-1}}\left[\sum_{n=1}^{\infty} \frac{a_{n}}{(x+n)^{\lambda}}\right]^{q} d x\right\}^{\frac{1}{q}}>\frac{1}{(\lambda-1)(\lambda-2)}\left(\sum_{n=1}^{\infty} n^{-q-1} a_{n}^{q}\right)^{\frac{1}{q}} . \tag{25}
\end{gather*}
$$

(ii) For $\sigma=2<\lambda(\leq 5), \mu=\lambda-2$ in (20), (21) and (22), we have

$$
\rho_{2}\left(x^{-1}\right)=\frac{(\lambda-1)(\lambda-2)}{2\left(1+\theta_{x^{-1}}\right)^{\lambda}} x^{2}=O\left(x^{2}\right) \in(0,1)\left(\theta_{x^{-1}} \in(0, x) ; x>0\right)
$$

and the following equivalent versions of reverse inequalities with the best possible constant factor $\frac{1}{(\lambda-1)(\lambda-2)}$ :

$$
\begin{gather*}
\int_{0}^{\infty} \sum_{n=1}^{\infty} \frac{F(x) a_{n}}{(1+x n)^{\lambda}} d x>\frac{1}{(\lambda-1)(\lambda-2)}\left(\int_{0}^{\infty}\left(1-\rho_{2}\left(x^{-1}\right)\right) x^{-p-1} F^{p}(x) d x\right)^{\frac{1}{p}}\left(\sum_{n=1}^{\infty} n^{-q-1} a_{n}^{q}\right)^{\frac{1}{q}}  \tag{26}\\
\left\{\sum_{n=1}^{\infty} n^{2 p-1}\left[\int_{0}^{\infty} \frac{F(x)}{(1+x n)^{\lambda}} d x\right]^{p \frac{1}{p}}>\frac{1}{(\lambda-1)(\lambda-2)}\left(\int_{0}^{\infty}\left(1-\rho_{2}\left(x^{-1}\right)\right) x^{-p-1} F^{p}(x) d x\right)^{\frac{1}{p}}\right.  \tag{27}\\
\left\{\int_{0}^{\infty} \frac{x^{2 q-1}}{\left(1-\rho_{2}\left(x^{-1}\right)\right)^{q-1}}\left[\sum_{n=1}^{\infty} \frac{a_{n}}{(1+x n)^{\lambda}}\right]^{q} d x\right\}^{\frac{1}{q}} \tag{28}
\end{gather*}
$$

## 5. Conclusions

Let us give a brief summary of this paper, by the way of $[20,22]$ and the use of the weight functions, the idea of introducing parameters and the Euler-Maclaurin summation formula, a reverse half-discrete Hardy-Hilbert's inequality and the reverse equivalent forms are given in Lemma 2 and Theorem 1. The equivalent statements of the best possible constant factor related to some parameters are proved in Theorem 2. As applications, two corollaries about the reverse cases of the non-homogeneous kernel and some particular cases are considered in Corollaries 1, 2 and Remark 3. The above-mentioned lemmas and theorems reveal some essential characters of this type of Hardy-Hilbert inequality.
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#### Abstract

We establish one-sided weighted endpoint estimates for the $\varrho$-variation ( $\varrho>2$ ) operators of one-sided singular integrals under certain priori assumption by applying one-sided Calderón-Zygmund argument. Using one-sided sharp maximal estimates, we further prove that the $\varrho$-variation operators of related commutators are bounded on one-sided weighted Lebesgue and Morrey spaces. In addition, we also show that these operators are bounded from one-sided weighted Morrey spaces to one-sided weighted Campanato spaces. As applications, we obtain some results for the $\lambda$-jump operators and the numbers of up-crossings. Our main results represent one-sided extensions of many previously known ones.
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## 1. Introduction

Given a family of bounded operators $\mathcal{T}=\left\{T_{\epsilon}\right\}_{\epsilon>0}$ acting between spaces of functions, one of the most significative problems in harmonic analysis is the existence of $\operatorname{limits}_{\lim }^{\epsilon \rightarrow 0^{+}} T_{\epsilon} f$ and $\lim _{\epsilon \rightarrow \infty} T_{\epsilon} f$, when $f$ belongs to a certain space of functions. The question that arises naturally is how to measure the speed of convergence of the above limits. A classic method is to investigate square functions of the type $\left(\sum_{i=1}^{\infty}\left|T_{\epsilon_{i}} f-T_{\epsilon_{i+1}} f\right|^{2}\right)^{1 / 2}$. Along this line, there is a more general way to study the following oscillation operator

$$
\mathcal{O}(\mathcal{T}) f(x)=\left(\sum_{i=1}^{\infty} \sup _{t_{i+1} \leq \epsilon_{i+1}<\epsilon_{i} \leq t_{i}}\left|T_{\epsilon_{i+1}} f(x)-T_{\epsilon_{i}} f(x)\right|^{2}\right)^{1 / 2},
$$

with $\left\{t_{i}\right\}$ being a fixed sequence decreasing to zero. However, beyond that, another typical method is to consider the $\varrho$-variation operator defined by

$$
\mathcal{V}_{\varrho}(\mathcal{T}) f(x)=\sup _{\left\{\epsilon_{i}\right\} \searrow 0}\left(\sum_{i=1}^{\infty}\left|T_{\epsilon_{i}} f(x)-T_{\epsilon_{i+1}} f(x)\right|^{\varrho}\right)^{1 / \varrho}
$$

where $\varrho>2$ and the supremum runs over all sequences $\left\{\epsilon_{i}\right\}$ of positive numbers decreasing to zero.

The investigation on variation inequalities is an active research topic in probability, ergodic theory and harmonic analysis. The first variation inequality was proved by Lépingle [15] for martingales (also see [25] for a simple proof). Bourgain [2] proved the similar variation estimates for the ergodic averages of a dynamic system later. Bourgain's work has inspired a number of authors to investigate oscillation and variation inequalities for several families of operators from ergodic theory (see [12,13,24] for examples) and harmonic analysis (cf. [3,4,6,11,14]). Recently, the variation inequalities and their weighed case for singular integrals and related operators have also been studied by many authors. The first work in this direction is due to Campbell et al. [3] who proved that $\mathcal{O}(\mathcal{H})$ and $\mathcal{V}_{\varrho}(\mathcal{H})$ with $\varrho>2$ are of type $(p, p)$ for $1<p<\infty$ and of weak type $(1,1)$, where $\mathcal{H}=\left\{H_{\epsilon}\right\}_{\epsilon>0}$ is the family of the truncated Hilbert transforms, i.e., $H_{\epsilon} f(x)=\int_{|x-y|>\epsilon} \frac{f(y)}{x-y} d y$. Subsequently, the aforementioned authors [4] also studied the variation operators related to the classical Riesz transform in $\mathbb{R}^{d}$ for $d \geq 2$. In 2004, Gillespie and Torrea [9] established the $L^{p}(\mathbb{R}, w(x) d x)$ bounds for $\mathcal{O}(\mathcal{H})$ and $\mathcal{V}_{\varrho}(\mathcal{H})$ with $\varrho>2$, $1<p<\infty$ and $w \in A_{p}$ (the Muckenhoupt weights class) (also see [10,14] for the related investigations). Later on, Crescimbeni et al. [5] proved that $\mathcal{O}(\mathcal{H})$ and $\mathcal{V}_{\varrho}(\mathcal{H})$ with $\rho>2$ map $L^{1}(\mathbb{R}, w(x) d x)$ into $L^{1, \infty}(\mathbb{R}, w(x) d x)$ for $w \in A_{1}$. In particular, Ma et al. [21,22] presented the weighted oscillation and variation inequalities for differential operators and Calderón-Zygmund singular integrals. Recently, Liu and Wu [19] established the weighted oscillation and variational inequalities for the commutator of one-dimensional Calderón-Zygmund singular integrals.

The primary purpose of this paper is to study weighted boundedness of oscillation and variational operators for one-sided singular integrals and their commutators. We say a function $K$ belongs to one-sided Calderón-Zygmund kernel $\operatorname{OCZK}\left(B_{1}, B_{2}, B_{3}\right)$ if $K \in L_{\text {loc }}^{1}(\mathbb{R} \backslash\{0\})$ satisfies the following conditions: there exist constants $B_{1}, B_{2}, B_{3}>0$ such that

$$
\left|\int_{\{\epsilon<|x|<N\}} K(x) d x\right| \leq B_{1} \quad \text { for all } \epsilon \text { and all } N \text { with } 0<\epsilon<N,
$$

and furthermore $\lim _{\epsilon \rightarrow 0^{+}} \int_{\epsilon<|x|<N} K(x) d x$ exists,

$$
\begin{gathered}
|K(x)| \leq B_{2}|x|^{-1} \text { for all } x \neq 0 \\
|K(x-y)-K(x)| \leq B_{3}|y||x|^{-2} \text { for all } x \text { and } y \text { with }|x|>2|y| .
\end{gathered}
$$

An example of a one-sided Calderón-Zygmund kernel is $K(x)=\frac{\sin (\log x)}{x \log x} \chi_{(0, \infty)}$; see [1]. We mention here that the kernel of one-sided truncated Hilbert Transform, $K_{0}(x)=\frac{1}{x} \chi_{(0, \infty)}$, is not a OCZK for there does not exist a $B_{1}>0$ such that the first condition above holds.

Let $K \in \operatorname{OCZK}\left(B_{1}, B_{2}, B_{3}\right)$ with support in $(-\infty, 0)$ and $b \in \operatorname{BMO}(\mathbb{R})$. For $m \in \mathbb{N}$, we consider the one-sided operator

$$
T_{b}^{+, m} f(x)=\lim _{\epsilon \rightarrow 0^{+}} T_{\epsilon}^{+, b, m} f(x)=\text { p.v. } \int_{x}^{\infty}(b(x)-b(y))^{m} K(x-y) f(y) d y
$$

where

$$
\begin{equation*}
T_{\epsilon}^{+, b, m} f(x):=\int_{x+\epsilon}^{\infty}(b(x)-b(y))^{m} K(x-y) f(y) d y \tag{1}
\end{equation*}
$$

For $m \geq 1$, the operator $T_{b}^{+, m}$ is the $m$-th order commutator of one-sided singular integral. When $m=0$, we denote by $T_{\epsilon}^{+, b, 0}=T_{\epsilon}^{+}$, and then the operator $T_{b}^{+, m}$ reduces to the one-sided Calderón-Zygmund singular integral operator $T^{+}$, which is defined by

$$
\begin{equation*}
T^{+} f(x)=\lim _{\epsilon \rightarrow 0^{+}} T_{\epsilon}^{+} f(x)=\text { p.v. } \int_{x}^{\infty} K(x-y) f(y) d y . \tag{2}
\end{equation*}
$$

In 1997, Aimar et al. [1] observed that the operator $T^{+}$maps $L^{p}(\mathbb{R}, w(x) d x)$ into $L^{p}(\mathbb{R}, w(x) d x)$ for $1<p<\infty$ and $w \in A_{p}^{+}$, and maps $L^{1}(\mathbb{R}, w(x) d x)$ into $L^{1, \infty}(\mathbb{R}, w(x) d x)$ for $w \in A_{1}^{+}$. Subsequently, Lorente and Riveros [20] proved that there exist constants $C>0$ such that

$$
\left\|T_{b}^{+, m} f\right\|_{L^{p}(\mathbb{R}, w(x) d x)} \leq C\|b\|_{\mathrm{BMO}(\mathbb{R})}^{m}\|f\|_{L^{p}(\mathbb{R}, w(x) d x)}
$$

for $w \in A_{p}^{+}$and $1<p<\infty$, and

$$
w\left(\left\{x:\left|T_{b}^{+, m} f(x)\right|>\lambda\right\}\right) \leq C \phi_{m}\left(\|b\|_{\mathrm{BMO}(\mathbb{R})}^{m}\right) \int_{\mathbb{R}} \frac{|f(x)|}{\lambda}\left(1+\log ^{+}\left(\frac{|f(x)|}{\lambda}\right)\right)^{m} w(x) d x
$$

for $w \in A_{1}^{+}$and $\lambda>0$, where $\phi_{m}(t)=t\left(1+\log ^{+} t\right)^{m}$ and $z^{+}=\max \{z, 0\}$. Other interesting related results for the one-sided operators we may refer to [7,8,16-18], among others.

At first, we shall establish the one-sided weighted endpoint and strong estimates for the $\varrho$-variation $(\varrho>2)$ operators of one-sided singular integral and its commutator. Let us recall the one-sided weighted BMO spaces.

Definition 1. (One-sided weighted BMO spaces.) For a weight $w$, the one-sided weighted BMO spaces $\mathrm{BMO}^{+}(\mathbb{R}, w(x) d x)$ is defined by

$$
\mathrm{BMO}^{+}(\mathbb{R}, w(x) d x):=\left\{f \in L_{\mathrm{loc}}^{1}(\mathbb{R}, d x):\|f\|_{\mathrm{BMO}^{+}(\mathbb{R}, w(x) d x)}:=\left\|M^{+, \#} f\right\|_{L^{\infty}(\mathbb{R}, w(x) d x)}<\infty\right\}
$$

Here, $M^{+, \#}$ is one-sided sharp maximal operator defined by

$$
M^{+, \sharp} f(x)=\sup _{h>0} \frac{1}{h} \int_{x}^{x+h}\left(f(y)-\frac{1}{h} \int_{x+h}^{x+2 h} f(z) d z\right)^{+} d y
$$

Remark 1. When $w(x) \equiv 1$, the space $\mathrm{BMO}^{+}(\mathbb{R}, w(x) d x)$ reduces to the one-sided $B M O$ space $\mathrm{BMO}^{+}(\mathbb{R})$, which was introduced by Martin-Reyes and de la Torre [23]. It was proved in [23] that

$$
\begin{equation*}
M^{+, \sharp} f(x) \leq \sup _{h>0} \inf _{a \in \mathbb{R}}\left(\frac{1}{h} \int_{x}^{x+h}(f(y)-a)^{+} d y+\frac{1}{h} \int_{x+h}^{x+2 h}(a-f(y))^{+} d y\right) \leq\|f\|_{\mathrm{BMO}(\mathbb{R})} \tag{3}
\end{equation*}
$$

for any $x \in \mathbb{R}$. This yields that $\mathrm{BMO}(\mathbb{R}) \subset \mathrm{BMO}^{+}(\mathbb{R})$.
We now list our first main result as follows:
Theorem 1. Let $m \in \mathbb{N}, \varrho>2, b \in \operatorname{BMO}(\mathbb{R})$ and $K \in \operatorname{OCZK}\left(B_{1}, B_{2}, B_{3}\right)$ with supported in $(-\infty, 0)$. Let $\mathcal{T}_{b}^{m}=\left\{T_{\epsilon}^{+, b, m}\right\}_{\epsilon>0}$ and $\mathcal{T}=\left\{T_{\epsilon}^{+}\right\}_{\epsilon>0}$ be given as in Equation (1) and (2), respectively. Assume that $\left\|\mathcal{V}_{\varrho}(\mathcal{T})\right\|_{L^{q}(\mathbb{R}, d x) \rightarrow L^{q}(\mathbb{R}, d x)}<\infty$ for some $q \in(1, \infty)$. Then,
(i) for any $w \in A_{1}^{+}$and $f \in L^{1}(\mathbb{R}, w(x) d x)$, it holds that

$$
\left\|\mathcal{V}_{\varrho}(\mathcal{T}) f\right\|_{L^{1, \infty}(\mathbb{R}, w(x) d x)} \leq C\|f\|_{L^{1}(\mathbb{R}, w(x) d x)}
$$

(ii) for any $1<p<\infty, w \in A_{p}^{+}$and $f \in L^{p}(\mathbb{R}, w(x) d x)$, it holds that

$$
\left\|\mathcal{V}_{\varrho}\left(\mathcal{T}_{b}^{m}\right) f\right\|_{L^{p}(\mathbb{R}, w(x) d x)} \leq C\|b\|_{\mathrm{BMO}(\mathbb{R})}^{m}\|f\|_{L^{p}(\mathbb{R}, w(x) d x)}
$$

(iii) for a weight $w$ satisfying $w^{-1} \in A_{1}^{-}$and $f \in L^{\infty}(\mathbb{R}, w(x) d x)$, it holds that

$$
\left\|\mathcal{V}_{\varrho}(\mathcal{T}) f\right\|_{\mathrm{BMO}^{+}(\mathbb{R}, w(x) d x)} \leq C\|f\|_{L^{\infty}(\mathbb{R}, w(x) d x)}
$$

In addition, we also investigate the boundedness behavior of the $\rho$-variation operators of one-sided singular integral and its commutator on one-sided weighted Morrey spaces and Companato spaces. In order to study the boundedness of one-sided singular integral operator on weighted Morrey spaces and Campanato spaces, Shi and Fu [27] introduced the one-sided weighted Morrey spaces and one-sided weighted Campanato spaces, which are defined as follows:

Definition 2. (One-sided weighted Morrey spaces and Campanato spaces.) Let $1 \leq p<\infty,-1 / p \leq$ $\beta<0$ and w be a weight on $\mathbb{R}$.
(i) One-sided weighted Morrey spaces $L^{p, \beta,+}(w)$ are defined by

$$
L^{p, \beta,+}(w):=\left\{f \in L_{\mathrm{loc}}^{p}(\mathbb{R}, d x):\|f\|_{L^{p, \beta,+}(w)}<+\infty\right\},
$$

where

$$
\|f\|_{L^{p, \beta,+}(w)}:=\sup _{x_{0} \in \mathbb{R}} \sup _{h>0} \frac{1}{h^{\beta}}\left(\frac{1}{w\left(\left(x_{0}-h, x_{0}\right)\right)} \int_{x_{0}}^{x_{0}+h}|f(x)|^{p} d x\right)^{1 / p} .
$$

(ii) One-sided weighted Campanato spaces $\mathfrak{L}^{p, \beta,+}(w)$ are given by

$$
\mathfrak{L}^{p, \beta,+}(w):=\left\{f \in L_{\mathrm{loc}}^{p}(\mathbb{R}, d x):\|f\|_{\mathfrak{L}^{p, \beta,+}(w)}<+\infty\right\},
$$

where

$$
\|f\|_{\mathfrak{L}^{p, \beta,+}(w)}:=\sup _{x_{0} \in \mathbb{R}} \sup _{h>0} \frac{1}{h^{\beta}}\left(\frac{1}{w\left(\left(x_{0}-h, x_{0}\right)\right)} \int_{x_{0}}^{x_{0}+h}\left|f(x)-f_{\left(x_{0}, x_{0}+h\right)}\right|^{p} d x\right)^{1 / p} .
$$

Remark 2. It is well known that the following are valid:

$$
\begin{gather*}
\|f\|_{\mathfrak{L}^{p, \beta,+}(w)} \sim \sup _{x_{0} \in \mathbb{R}} \sup _{h>0} \inf _{a \in \mathbb{R}} \frac{1}{h^{\beta}}\left(\frac{1}{w\left(\left(x_{0}-h, x_{0}\right)\right)} \int_{x_{0}}^{x_{0}+h}|f(x)-a|^{p} d x\right)^{1 / p} ;  \tag{4}\\
L^{p, \beta,+}(w) \subsetneq \mathfrak{L}^{p, \beta,+}(w) .
\end{gather*}
$$

The rest of the main results can be listed as follows.

Theorem 2. Let $m \in \mathbb{N}, \varrho>2, b \in \operatorname{BMO}(\mathbb{R})$ and $K \in \operatorname{OCZK}\left(B_{1}, B_{2}, B_{3}\right)$ with support in $(-\infty, 0)$. Let $\mathcal{T}_{b}^{m}=\left\{T_{\epsilon}^{+, b, m}\right\}_{\epsilon>0}$ and $\mathcal{T}=\left\{T_{\epsilon}^{+}\right\}_{\epsilon>0}$ be given as in Equation (1) and (2), respectively. Assume that $\left\|\mathcal{V}_{\varrho}(\mathcal{T})\right\|_{L^{q}(\mathbb{R}, d x) \rightarrow L^{q}(\mathbb{R}, d x)}<\infty$ for some $q \in(1, \infty)$. Then,
(i) for any $1<p<1 /(\beta+1),-1 / p \leq \beta<0, w \in A_{p}^{+}$and $f \in L^{p, \beta,+}(w)$,

$$
\left\|\mathcal{V}_{\varrho}\left(\mathcal{T}_{b}^{m}\right) f\right\|_{L^{p, \beta,+}(w)} \lesssim\|b\|_{\mathrm{BMO}(\mathbb{R})}^{m}\|f\|_{L^{p, \beta,+}(w)} ;
$$

(ii) for any $1<p<\infty,-1 / p \leq \beta<0, w \in A_{p}^{+}$and $f \in L^{p, \beta,+}(w)$,

$$
\left\|\mathcal{V}_{\varrho}(\mathcal{T}) f\right\|_{\mathfrak{L}^{p, \beta,+}(w)} \lesssim\|f\|_{L^{p, \beta,+}(w)} .
$$

Remark 3. We remark that we deal only with $\varrho>2$ for the variation operators in our main theorems, since it was pointed out in [2] that the variation is often not bounded in the case $\varrho \leq 2$. In addition, it is unknown what are the endpoint estimates of the variation operators for the commutators of one-sided singular integrals and whether the above operators are bounded from one-sided weighted Morrey spaces to one-sided weighted Campanato spaces, which are interesting.

This paper is organized as follows. In Section 2, we shall present some basic definitions and necessary lemmas. In Section 3, we give the proofs of Theorems 1 and 2. As applications, we present the corresponding estimates for the $\lambda$-jump operators and the number of up-crossing for these operators in Section 4. Finally, some further comments will be given in Section 5. We would like to remark that our works and ideas are taken from [9,19]. It should also be pointed out that all results in this paper are valid for oscillation operator with similar arguments.

Throughout this paper, for any $p \in(1, \infty)$, we denote by $p^{\prime}$ the dual exponent to $p$, i.e., $1 / p+$ $1 / p^{\prime}=1$. The letter $C$ will represent a positive constant that may vary at each occurrence but is independent of the essential variables. For a weight $w$, an interval $I$ and a function $f: \mathbb{R} \rightarrow \mathbb{R}$, we denote by $w(I)=\int_{I} w(x) d x$ and $f_{I}=\frac{1}{|I|} \int_{I} f(x) d x$. We also use the convention $\sum_{i \in \varnothing} a_{i}=0$.

## 2. Preliminaries

We start with the definitions of one-sided Hardy-Littlewood maximal functions

$$
M^{+} f(x)=\sup _{h>0} \frac{1}{h} \int_{x}^{x+h}|f(y)| d y \text { and } M^{-} f(x)=\sup _{h>0} \frac{1}{h} \int_{x-h}^{x}|f(y)| d y
$$

For $r>0$, we set $M_{r}^{+} f(x):=\left(M^{+}|f|^{r}(x)\right)^{1 / r}$.
By a weight, we mean a nonnegative measurable function.
Definition 3. [26] Let $1<p<\infty$. A weight w belongs
to the class $A_{p}^{+}\left(\right.$resp., $\left.A_{p}^{-}\right)$, if $[w]_{A_{p}^{+}}<\infty\left(\right.$ resp., $\left.[w]_{A_{p}^{-}}<\infty\right)$, where

$$
\begin{aligned}
& {[w]_{A_{p}^{+}}:=\sup _{a<b<c} \frac{1}{(c-a)^{p}}\left(\int_{a}^{b} w(x) d x\right)\left(\int_{b}^{c} w(x)^{1-p^{\prime}} d x\right)^{p-1},} \\
& {[w]_{A_{p}^{-}}:=\sup _{a<b<c} \frac{1}{(c-a)^{p}}\left(\int_{b}^{c} w(x) d x\right)\left(\int_{a}^{b} w(x)^{1-p^{\prime}} d x\right)^{p-1} .}
\end{aligned}
$$

A weight w belongs to the class $A_{1}^{+}$(resp., $A_{1}^{-}$), if $[w]_{A_{1}^{+}}<\infty$ (resp., $[w]_{A_{1}^{--}}<\infty$ ), where

$$
[w]_{A_{1}^{+}}:=\sup _{x \in \mathbb{R}} w(x)^{-1} M^{-} w(x) \text { and }[w]_{A_{1}^{-}}:=\sup _{x \in \mathbb{R}} w(x)^{-1} M^{+} w(x) .
$$

Since the $A_{p}^{+}$and $A_{p}^{-}$classes are increasing with respect to $p$, the $A_{\infty}^{+}$(resp., $A_{\infty}^{-}$) class of weights is defined in a natural way by $A_{\infty}^{+}=\bigcup_{1<p<\infty} A_{p}^{+}$(resp., $A_{\infty}^{-}=\bigcup_{1<p<\infty} A_{p}^{-}$) with

$$
[w]_{A_{\infty}^{+}}:=\inf _{1<p<\infty} \inf _{w \in A_{p}^{+}}[w]_{A_{p}^{+}}, \quad[w]_{A_{\infty}^{-}}:=\inf _{1<p<\infty} \inf _{w \in A_{p}^{-}}[w]_{A_{p}^{-}} .
$$

It is easy to see that $A_{p} \subsetneq A_{p}^{+}, A_{p} \subsetneq A_{p}^{-}$and $A_{p}=A_{p}^{+} \cap A_{p}^{-}$. Take $e^{x}$ for example, $e^{x} \notin A_{1}$, but $e^{x} \in A_{1}^{+}$. Here, $A_{p}$ denotes the usual Muckenhoupt weight.

It was shown in [26] that, for any $1<p<\infty, M^{+}: L^{p}(\mathbb{R}, w(x) d x) \rightarrow L^{p}(\mathbb{R}, w(x) d x)$ is bounded if and only if $w \in A_{p}^{+}$; moreover, $M^{+}: L^{1}(\mathbb{R}, w(x) d x) \rightarrow L^{1, \infty}(\mathbb{R}, w(x) d x)$ is bounded if and only if $w \in A_{1}^{+}$. The same results hold for $M^{-}$if $w \in A_{p}^{+}$replaced by $w \in A_{p}^{-}$for $1 \leq p<\infty$.

The following lemma will play key roles in our main proofs.

## Lemma 1.

(i) Let $1 \leq p \leq \infty$ and $w \in A_{p}^{+}$. Then, for all $x_{0} \in \mathbb{R}$ and $h>0$,

$$
\begin{equation*}
w\left(x_{0}-h, x_{0}+h\right) \leq\left(1+2^{p}[w]_{A_{p}^{+}}\right) w\left(x_{0}, x_{0}+h\right) \tag{5}
\end{equation*}
$$

(ii) Let $1 \leq p \leq \infty$ and $w \in A_{p}^{+}$. Then, for all $x_{0} \in \mathbb{R}, h>0$ and $\lambda \geq 1$,

$$
\begin{equation*}
w\left(x_{0}-\lambda h, x_{0}\right) \leq \lambda^{p}\left(2^{p}[w]_{A_{p}^{+}}+\left(2^{p}[w]_{A_{p}^{+}}\right)^{2}\right) w\left(x_{0}, x_{0}+h\right) \tag{6}
\end{equation*}
$$

Proof. Fix $h>0$ and $x_{0} \in \mathbb{R}$ and we set $I=\left(x_{0}-h, x_{0}+h\right)$. Given two functions $f, g$ defined on $\mathbb{R}$, by Hölder's inequality, we get

$$
\begin{align*}
& \left(\frac{1}{|I|} \int_{I}|f(x) g(x)| d x\right)^{p} \\
\leq & \frac{1}{|I|^{p}}\left(\int_{I}|f(x)|^{p} w(x) d x\right)\left(\int_{I}|g(x)|^{p^{\prime}} w(x)^{1-p^{\prime}} d x\right)^{p / p^{\prime}}  \tag{7}\\
\leq & \left(\frac{1}{|I|} \int_{I^{-}} w(x) d x\right)\left(\frac{1}{|I|} \int_{I}|g(x)|^{p^{\prime}} w(x)^{1-p^{\prime}} d x\right)^{p-1}\left(\frac{1}{w\left(I^{-}\right)} \int_{I}|f(x)|^{p} w(x) d x\right) .
\end{align*}
$$

Applying Equation (7) to the functions $f=\chi_{I^{+}}$and $g=\chi_{I^{+}}$, we get

$$
\begin{equation*}
w\left(I^{-}\right) \leq 2^{p}[w]_{A_{p}^{+}} w\left(I^{+}\right) \tag{8}
\end{equation*}
$$

Then, (5) follows easily from (8).
On the other hand, we get from (7) that

$$
\begin{align*}
& \left(\frac{1}{|\lambda I|} \int_{\lambda I}|f(x) g(x)| d x\right)^{p} \\
\leq & \left(\frac{1}{|\lambda I|} \int_{(\lambda I)^{-}} w(x) d x\right)\left(\frac{1}{|\lambda I|} \int_{\lambda I}|g(x)|^{p^{\prime}} w(x)^{1-p^{\prime}} d x\right)^{p-1}  \tag{9}\\
& \times\left(\frac{1}{w\left((\lambda I)^{-}\right)} \int_{\lambda I}|f(x)|^{p} w(x) d x\right) .
\end{align*}
$$

Applying (9) to the functions $f=\chi_{I}$ and $g=\chi_{(\lambda I)^{+}}$, we have

$$
\begin{equation*}
w\left((\lambda I)^{-}\right) \leq(2 \lambda)^{p}[w]_{A_{p}^{+}} w(I) \tag{10}
\end{equation*}
$$

which together with (5) yields (6).
By Lemma 2.1 in [26] and the similar argument as in classical Calderón-Zygmund decomposition for the usual Hardy-Littlewood maximal function, one can get the following Calderón-Zygmund decomposition for $M^{+}$, which will be crucial for the proof of Lemma 3.

Lemma 2. Let $f \in L^{1}(\mathbb{R}, d x)$ and $\alpha>0$. Let $\Omega=\left\{x: M^{+} f(x)>\alpha\right\}$. Then, $\Omega$ can be decomposed into finitely many disjoint intervals of integers: $\Omega=\bigcup_{i} I_{i}$ with the following properties:
(i) $f=g+\varphi$, where $g=f \chi_{\mathbb{R} \backslash \Omega}$ and $g=f_{I_{i}}$ on $I_{i}$ for each $i$;
(ii) $\varphi=\sum_{i} \varphi_{i}$, where $\varphi_{i}=\left(f-f_{I_{i}}\right) \chi_{I_{i}}$;
(iii) $\|g\|_{L^{\infty}(\mathbb{R}, d x)} \leq 2 \alpha$ and $\|g\|_{L^{1}(\mathbb{R}, d x)} \leq\|f\|_{L^{1}(\mathbb{R}, d x)}$;
(iv) for each $i, \int_{I_{i}} \varphi_{i}(y) d y=0$ and $\frac{1}{\left|I_{i}\right|} \int_{I_{i}}\left|\varphi_{i}(y)\right| d y \leq 4 \alpha$;
(v) $\quad \sum_{i}\left|I_{i}\right| \leq \alpha^{-1}\|f\|_{L^{1}(\mathbb{R}, d x)}$.

## 3. Proofs of Main Results

Following [9], let $\Theta=\left\{\beta: \beta=\left\{\epsilon_{i}\right\}, \epsilon_{i} \in \mathbb{R}, \epsilon_{i} \searrow 0\right\}$ and $F_{\varrho}$ be the mixed norm Banach space of two variables function $h$ defined on $\mathbb{N} \times \Theta$ such that

$$
\|h\|_{F_{\varrho}} \equiv \sup _{\beta}\left(\sum_{i}|h(i, \beta)|^{\varrho}\right)^{1 / \varrho}<\infty
$$

Given a family of operators $\mathcal{T}=\left\{T_{t}\right\}_{t>0}$ defined on $L^{p}(\mathbb{R}, d x)$, we consider the $F_{Q}$-valued operator $V(\mathcal{T}): f \longrightarrow V(\mathcal{T}) f$ on $L^{p}(\mathbb{R}, d x)$ given by

$$
V(\mathcal{T}) f(x):=\left\{T_{\left[\epsilon_{i+1}, \epsilon_{i}\right]} f(x)\right\}_{\beta=\left\{\epsilon_{i}\right\} \in \Theta^{\prime}}
$$

where the expression $\left\{T_{\left[\epsilon_{i+1}, \epsilon_{i}\right]} f(x)\right\}_{\beta=\left\{\epsilon_{i}\right\} \in \Theta}$ is an abbreviation for the element of $F_{\varrho}$ given by

$$
(i, \beta)=\left(i,\left\{\epsilon_{i}\right\}\right) \longrightarrow T_{\left[\epsilon_{i+1}, \epsilon_{i}\right]} f(x):=T_{\epsilon_{i+1}} f(x)-T_{\epsilon_{i}} f(x)
$$

Observe that

$$
\begin{equation*}
\mathcal{V}_{\varrho}(\mathcal{T}) f(x)=\|V(\mathcal{T}) f(x)\|_{F_{\varrho}}, \forall x \in \mathbb{R} \tag{11}
\end{equation*}
$$

In order to prove Theorem 1, we shall establish the following key result.
Lemma 3. Let $\varrho>2$ and $K \in \operatorname{OCZK}\left(B_{1}, B_{2}, B_{3}\right)$ with support in $(-\infty, 0)$. Let $\mathcal{T}=\left\{T_{\epsilon}^{+}\right\}_{\epsilon>0}$ be given as in Equation (2). Assume that $\left\|\mathcal{V}_{\varrho}(\mathcal{T})\right\|_{L^{q}(\mathbb{R}, w(x) d x) \rightarrow L^{q}(\mathbb{R}, w(x) d x)}<\infty$ for some $q \in(1, \infty)$ and $w \in A_{q}^{+}$. Then,

$$
\left\|\mathcal{V}_{\varrho}(\mathcal{T}) f\right\|_{L^{1, \infty}(\mathbb{R}, w(x) d x)} \leq C\|f\|_{L^{1}(\mathbb{R}, w(x) d x)}, \forall f \in L^{1}(\mathbb{R}, w(x) d x) \text { and } w \in A_{1}^{+}
$$

Proof. We shall adopt the classical Calderón-Zygmund argument to prove Lemma 3. Let $\Omega=\left\{x: M^{+} f(x)>1\right\}$. Invoking Lemma 2, we can decompose $\Omega$ as $\Omega=\cup_{j} I_{j}$ and decompose $f$ as $f=g+\varphi$, where all $I_{j}$ are disjoint intervals, $g=f \chi_{\mathbb{R} \backslash \Omega}+\sum_{j} f_{I_{j}} \chi_{I_{j}}, \varphi=\sum_{j} \varphi_{j}, \varphi_{j}=\left(f-f_{I_{j}}\right) \chi_{I_{j}}$, $\|g\|_{L^{\infty}(\mathbb{R}, d x)} \leq 2,\|g\|_{L^{1}(\mathbb{R}, d x)} \leq\|f\|_{L^{1}(\mathbb{R}, d x)}$, and for each $j, \int_{I_{j}} \varphi_{j}(y) d y=0$ and $\frac{1}{\left|I_{j}\right|} \int_{I_{j}}\left|\varphi_{j}(y)\right| d y \leq 4$. It suffices to show that

$$
\begin{equation*}
w\left(\left\{x: \mathcal{V}_{\varrho}(\mathcal{T}) f(x)>1\right\}\right) \leq C\|f\|_{L^{1}(\mathbb{R}, w(x) d x)} \tag{12}
\end{equation*}
$$

It is clear that

$$
\begin{equation*}
w\left(\left\{x: \mathcal{V}_{\varrho}(\mathcal{T}) f(x)>1\right\}\right) \leq w\left(\left\{x: \mathcal{V}_{\varrho}(\mathcal{T}) g(x)>1 / 2\right\}\right)+w\left(\left\{x: \mathcal{V}_{\varrho}(\mathcal{T}) \varphi(x)>1 / 2\right\}\right) \tag{13}
\end{equation*}
$$

By our assumption,

$$
\begin{align*}
w\left(\left\{x: \mathcal{V}_{\varrho}(\mathcal{T}) g(x)>1 / 2\right\}\right) & \leq 2^{q} \int_{\mathbb{R}}\left|\mathcal{V}_{\varrho}(\mathcal{T}) g(x)\right|^{q} w(x) d x \\
& \leq C \int_{\mathbb{R}}|g(x)|^{q} w(x) d x \leq C\|f\|_{L^{1}(\mathbb{R}, w(x) d x)} \tag{14}
\end{align*}
$$

We set $I_{j}=\left(c_{j}, c_{j}+\left|I_{j}\right|\right)$ and $\Omega^{*}=\bigcup_{j}\left(c_{j}-2\left|I_{j}\right|, c_{j}+2\left|I_{j}\right|\right)$, then

$$
\begin{equation*}
w\left(\left\{x: \mathcal{V}_{\varrho}(\mathcal{T}) \varphi(x)>1 / 2\right\}\right) \leq w\left(\Omega^{*}\right)+w\left(\left\{x \in \mathbb{R} \backslash \Omega^{*}: \mathcal{V}_{\varrho}(\mathcal{T}) \varphi(x)>1 / 2\right\}\right) \tag{15}
\end{equation*}
$$

Using Lemma 1 (i) and the $L^{1}(\mathbb{R}, w(x) d x) \rightarrow L^{1, \infty}(\mathbb{R}, w(x) d x)$ bounds for $M^{+}$, one has

$$
\begin{equation*}
w\left(\Omega^{*}\right) \leq C \sum_{j} w\left(I_{j}\right)=C w(\Omega) \leq C\|f\|_{L^{1}(\mathbb{R}, w(x) d x)} \tag{16}
\end{equation*}
$$

We now turn to prove

$$
\begin{equation*}
w\left(\left\{x \in \mathbb{R} \backslash \Omega^{*}: \mathcal{V}_{\varrho}(\mathcal{T}) \varphi(x)>1 / 2\right\}\right) \leq C\|f\|_{L^{1}(\mathbb{R}, w(x) d x)} \tag{17}
\end{equation*}
$$

For every $x \in \mathbb{R} \backslash \Omega^{*}$, we can choose a decreasing sequence $\left\{\epsilon_{i}\right\}$ (that depends on $x$ ) such that

$$
\mathcal{V}_{\varrho}(\mathcal{T}) \varphi(x) \leq 2\left(\sum_{i}\left|T_{\left[\epsilon_{i+1}, \epsilon_{i}\right]}^{+} \varphi(x)\right|^{\varrho}\right)^{1 / \varrho}
$$

For each $i$ and $x \in \mathbb{R} \backslash \Omega^{*}$, we set $B_{i}(x)=\left(x+\epsilon_{i+1}, x+\epsilon_{i}\right]$ and

$$
N_{i, 1}=\left\{j: I_{j} \subset B_{i}(x)\right\} \quad \text { and } \quad N_{i, 2}=\left\{j: I_{j} \cap B_{i}(x) \neq \varnothing, I_{j} \nsubseteq B_{i}(x)\right\}
$$

We notice that the cardinal of the $N_{i, 2}$ is at most two. Thus, it holds that

$$
\begin{aligned}
\mathcal{V}_{\varrho}(\mathcal{T}) \varphi(x) & \leq 2\left(\sum_{i}\left|\sum_{j \in N_{i, 1}} T_{\left[\epsilon_{i+1}, \epsilon_{i}\right]}^{+} \varphi_{j}(x)\right|^{\varrho}\right)^{1 / \varrho}+2\left(\sum_{i}\left|\sum_{j \in N_{i, 2}} T_{\left[\epsilon_{i+1}, \epsilon_{i}\right]}^{+} \varphi_{j}(x)\right|^{\varrho}\right)^{1 / \varrho} \\
& \leq 2 \sum_{i} \sum_{j \in N_{i, 1}}\left|T_{\left[\epsilon_{i+1}, \epsilon_{i}\right]}^{+} \varphi_{j}(x)\right|+4\left(\sum_{i} \sum_{j \in N_{i, 2}}\left|T_{\left[\epsilon_{i+1}, \epsilon_{i}\right]}^{+} \varphi_{j}(x)\right|^{\varrho}\right)^{1 / \varrho}
\end{aligned}
$$

It follows that

$$
\begin{align*}
& \quad w\left(\left\{x \in \mathbb{R} \backslash \Omega^{*}: \mathcal{V}_{\varrho}(\mathcal{T}) \varphi(x)>1 / 2\right\}\right) \\
& \leq w\left(\left\{x \in \mathbb{R} \backslash \Omega^{*}: \sum_{i} \sum_{j \in N_{i, 1}}\left|T_{\left[\epsilon_{i+1}, \epsilon_{i}\right]}^{+} \varphi_{j}(x)\right|>\frac{1}{8}\right\}\right)  \tag{18}\\
& \quad+w\left(\left\{x \in \mathbb{R} \backslash \Omega^{*}:\left(\sum_{i} \sum_{j \in N_{i, 2}}\left|T_{\left[\epsilon_{i+1}, \epsilon_{i}\right]}^{+} \varphi_{j}(x)\right|^{\varrho}\right)^{1 / \varrho}>\frac{1}{16}\right\}\right) .
\end{align*}
$$

Fix $x \in \mathbb{R} \backslash \Omega^{*}$. Note that $\left|x-c_{j}\right| \geq 2\left|I_{j}\right|>2\left|y-c_{j}\right|$ for any $y \in I_{j}$. Then, $\left|K(x-y)-K\left(x-c_{j}\right)\right| \leq$ $B_{3}\left|x-c_{j}\right|^{-2}\left|y-c_{j}\right|$. This together with the properties of $\varphi_{j}$ yield that

$$
\left|T_{\left[\epsilon_{i+1}, \epsilon_{i}\right]}^{+} \varphi_{j}(x)\right|=\left|\int_{\mathbb{R}}\left(K(x-y)-K\left(x-c_{j}\right)\right) \varphi_{j}(y) d y\right| \leq 2 B_{3}\left|I_{j}\right|\left|x-c_{j}\right|^{-2} \int_{I_{j}}|f(y)| d y .
$$

Observing that $T_{\left[\epsilon_{i+1}, \epsilon_{i}\right]}^{+} \varphi_{j}(x)=0$ if $x>c_{j}+\left|I_{j}\right|$, we thus have

$$
\begin{align*}
& w\left(\left\{x \in \mathbb{R} \backslash \Omega^{*}: \sum_{i} \sum_{j \in N_{i, 1}}\left|T_{\left[\epsilon_{i+1}, \epsilon_{i}\right]}^{+} \varphi_{j}(x)\right|>\frac{1}{8}\right\}\right) \\
\leq & 8 \int_{\mathbb{R} \backslash \Omega^{*}} \sum_{i} \sum_{j \in N_{i, 1}}\left|T_{\left[\epsilon_{i+1}, \epsilon_{i}\right]}^{+} \varphi_{j}(x)\right| w(x) d x  \tag{19}\\
\leq & 16 B_{3} \sum_{j}\left|I_{j}\right| \int_{\left(-\infty, c_{j}-2\left|I_{j}\right|\right]} \frac{w(x)}{\left|x-c_{j}\right|^{2}} d x \int_{I_{j}}|f(y)| d y .
\end{align*}
$$

Fix $y \in I_{j}$. One can easily check that $c_{j}-x \geq 2(y-x) / 3$ for any $x \leq c_{j}-2\left|I_{j}\right|$. Then,

$$
\begin{align*}
\int_{\left(-\infty, c_{j}-2\left|I_{j}\right|\right]} \frac{w(x)}{\left|x-c_{j}\right|^{\delta}} d x & \leq \sum_{k=1}^{\infty} \int_{\left[c_{j}-2^{k+1}\left|I_{j}\right|, c_{j}-2^{k}\left|I_{j}\right|\right]} \frac{w(x)}{\left|x-c_{j}\right|^{\delta}} d x \\
& \leq \sum_{k=1}^{\infty}\left(2^{k}\left|I_{j}\right|\right)^{-\delta} 2^{k+3}\left|I_{j}\right| \frac{1}{2^{k+3}\left|I_{j}\right|} \int_{y-2^{k+3}\left|I_{j}\right|}^{y} w(x) d x  \tag{20}\\
& \leq C(\delta)\left|I_{j}\right|^{1-\delta} M^{-} w(y)
\end{align*}
$$

for any $\delta>1$. By (19) and (20) (with $\delta=2$ ) and $w \in A_{1}^{+}$, we have

$$
\begin{align*}
& w\left(\left\{x \in \mathbb{R} \backslash \Omega^{*}: \sum_{i} \sum_{j \in N_{i, 1}}\left|T_{\left[\epsilon_{i+1}, e_{i}\right]}^{+} \varphi_{j}(x)\right|>\frac{1}{8}\right\}\right) \\
\leq & C \sum_{j} \int_{I_{j}}|f(y)| M^{-} w(y) d y \leq C\left([w]_{A_{1}^{+}}\right)\|f\|_{L^{1}(\mathbb{R}, w(x) d x)} \tag{21}
\end{align*}
$$

Fix $x \in \mathbb{R} \backslash \Omega^{*}$. Note that $T_{\left[e_{i+1}, \varepsilon_{i}\right]}^{+} \varphi_{j}(x)=0$ when $x>c_{j}+\left|I_{j}\right|$. Moreover, $y-x \geq c_{j}-x \geq 0$ for any $y \in I_{j}$. Then,

$$
\left|T_{\left[\varepsilon_{i+1}, \epsilon_{i}\right]}^{+} \varphi_{j}(x)\right| \leq B_{2} \int_{B_{i}(x)} \frac{\left|\varphi_{j}(y)\right|}{|x-y|} d y \leq B_{2}\left|x-c_{j}\right|^{-1} \chi_{\left(-\infty, c_{j}-2| |_{j j} \mid\right]}(x) \int_{B_{i}(x)}\left|\varphi_{j}(y)\right| d y .
$$

Combining this with (20) (with $\delta=\varrho)$ implies that

$$
\begin{aligned}
& w\left(\left\{x \in \mathbb{R} \backslash \Omega^{*}:\left(\sum_{i} \sum_{j \in N_{i, 2}}\left|T_{\left[\varepsilon_{i+1}, \varepsilon_{i}\right]}^{+} \varphi_{j}(x)\right|^{e}\right)^{1 / e}>\frac{1}{16}\right\}\right) \\
& \leq 16^{\varrho} \int_{\mathbb{R} \backslash \Omega^{*}} \sum_{i} \sum_{j \in N_{i, 2}}\left|T_{\left\{\epsilon_{i+1}, e_{i}\right]}^{+} \varphi_{j}(x)\right|^{\varrho} w(x) d x \\
& \leq C(\varrho) \int_{\mathbb{R} \backslash \Omega^{*}} \sum_{j}\left(\sum_{i}\left|T_{\left[e_{i+1}, \varepsilon_{i j}\right.}^{+} \varphi_{j}(x)\right|\right)^{\varrho}{ }_{w}(x) d x \\
& \leq C(\varrho) \sum_{j} \int_{\left(-\infty, c_{j}-2\left|I_{j}\right|\right]}\left|x-c_{j}\right|^{-\varrho}\left(\sum_{i} \int_{B_{i}(x)}\left|\varphi_{j}(y)\right| d y\right)^{\varrho}{ }_{w}(x) d x \\
& \leq C(\varrho) \sum_{j} \int_{\left(-\infty, c_{j}-2\left|I_{j}\right|\right]} \frac{w(x)}{\left|x-c_{j}\right|^{\varrho}}\left(\int_{\mathbb{R}}\left|\varphi_{j}(y)\right| d y\right)^{\varrho} d x \\
& \leq C(\varrho) \sum_{j}\left|I_{j}\right|^{\varrho-1} \int_{I_{j}} \int_{\left(-\infty, c_{j}-2\left|I_{j}\right| \mid\right.} \frac{w(x)}{\left|x-c_{j}\right|^{\varrho}} d x|f(y)| d y \\
& \leq C(\varrho) \sum_{j} \int_{I_{j}}|f(y)| M^{-}(w)(y) d y \\
& \leq C\left(\varrho,[w]_{A_{1}^{+}}\right)\|f\|_{L^{1}(\mathbb{R}, w(x) d x)},
\end{aligned}
$$

which together with (21) and (18) yields (17). Then, (12) follows from (13)-(17). This proves Lemma 3.

Applying similar arguments used in deriving Lemma 3, we can get the following:
Corollary 1. Let $K \in \operatorname{OCZK}\left(B_{1}, B_{2}, B_{3}\right)$ with support in $(-\infty, 0)$. Let $\varrho>2$ and $\mathcal{T}=\left\{T_{\varepsilon}^{+}\right\}_{\epsilon>0}$ be given as in Equation (2). Assume that $\left\|\mathcal{V}_{\rho}(\mathcal{T})\right\|_{L^{q}(\mathbb{R}, d x) \rightarrow L^{q}(\mathbb{R}, d x)}<\infty$ for some $q \in(1, \infty)$. Then,

$$
\left\|\mathcal{V}_{e}(\mathcal{T}) f\right\|_{L^{1, \infty}(\mathbb{R}, d x)} \leq C\|f\|_{L^{1}(\mathbb{R}, d x)}, \quad \forall f \in L^{1}(\mathbb{R}, d x)
$$

The following lemma will play a pivotal role in the proof of Theorem 1.
Lemma 4. Let $m \in \mathbb{N}, \varrho>2, b \in \operatorname{BMO}(\mathbb{R})$ and $K \in \operatorname{OCZK}\left(B_{1}, B_{2}, B_{3}\right)$ with support in $(-\infty, 0)$. Let $\mathcal{T}_{b}^{m}=\left\{T_{\epsilon}^{+, b, m}\right\}_{\epsilon>0}$ and $\mathcal{T}=\left\{T_{\epsilon}^{+}\right\}_{\epsilon>0}$ be given as in Equations (1) and (2), respectively. Assume that $\left\|\mathcal{V}_{e}(\mathcal{T})\right\|_{L^{q}(\mathbb{R}, d x) \rightarrow L^{q}(\mathbb{R}, d x)}<\infty$ for some $q \in(1, \infty)$. Then, for any $r>1$ and $x \in \mathbb{R}$, it holds that

$$
\begin{equation*}
M^{+, \#}\left(\mathcal{V}_{\varrho}\left(\mathcal{T}_{b}^{m}\right) f\right)(x) \leq C\left(\sum_{i=0}^{m-1}\|b\|_{\mathrm{BMO}(\mathbb{R})}^{m-i} M_{r}^{+}\left(\mathcal{V}_{\varrho}\left(\mathcal{T}_{b}^{i}\right) f\right)(x)+\|b\|_{\mathrm{BMO}(\mathbb{R})}^{m} M_{r}^{+} f(x)\right) . \tag{22}
\end{equation*}
$$

Proof. We only prove (22) for the case $1<r<\min \{q, 2\}$, since $M_{r_{1}}^{+} f \leq M_{r_{2}}^{+} f$ for any $r_{2} \geq r_{1}$. Invoking Corollary 1 , we see that $\mathcal{V}_{\rho}(\mathcal{T})$ is of weak type $(1,1)$. By the Marcinkiewicz interpolation theorem and our assumption, we have that $\mathcal{V}_{\ell}(\mathcal{T})$ is bounded on $L^{p}(\mathbb{R}, d x)$ for any $1<p<q$. Fix $x_{0} \in \mathbb{R}$ and $h>0$. We decompose $f$ as $f=f_{1}+f_{2}+f_{3}$, where $f_{1}=f \chi_{\left[x_{0}, x_{0}+2 h\right]}$ and $f_{2}=f \chi_{\left(x_{0}+2 h, \infty\right)}$. Let $I=\left[x_{0}-2 h, x_{0}+2 h\right]$. In view of (3), to prove (22), we only prove

$$
\begin{align*}
& \frac{1}{h} \int_{x_{0}}^{x_{0}+h}\left|\mathcal{V}_{\varrho}\left(\mathcal{T}_{b}^{m}\right) f(y)-\mathcal{V}_{\varrho}\left(\mathcal{T}_{b}^{m}\right)\left(\left(b-b_{I}\right)^{m} f_{2}\right)\left(x_{0}\right)\right| d y \\
\leq & C\left(\sum_{i=0}^{m-1}\|b\|_{\mathrm{BMO}(\mathbb{R})}^{m-i} M_{r}^{+}\left(\mathcal{V}_{\varrho}\left(\mathcal{T}_{b}^{i}\right) f\right)(x)+\|b\|_{\mathrm{BMO}(\mathbb{R})}^{m} M_{r}^{+} f(x)\right), \tag{23}
\end{align*}
$$

where $C>0$ is independent of $x_{0}, h$. Using the arguments similar to those used in deriving the inequality (11) in [20], we get

$$
\begin{equation*}
T_{\epsilon}^{+, b, m} f(y)=T_{\epsilon}^{+}\left(\left(b-b_{I}\right)^{m} f\right)(y)+\sum_{k=0}^{m-1} C_{k, m}\left(b(y)-b_{I}\right)^{m-k} T_{\epsilon}^{+, b, k} f(y), \quad \forall y \in \mathbb{R} \tag{24}
\end{equation*}
$$

Note that $T_{\epsilon}^{+, b, k} f_{3}(y)=0$ for any $\epsilon>0,0 \leq k \leq m-1$ and $y \geq x_{0}$. (24) leads to

$$
\begin{align*}
V\left(\mathcal{T}_{b}^{m}\right) f(y)= & V(\mathcal{T})\left(\left(b-b_{I}\right)^{m} f_{1}\right)(y)+V(\mathcal{T})\left(\left(b-b_{I}\right)^{m} f_{2}\right)(y) \\
& +\sum_{k=0}^{m-1} C_{k, m}\left(b(y)-b_{I}\right)^{m-k} V\left(\mathcal{T}_{b}^{k}\right) f(y), \quad \forall y \geq x_{0} \tag{25}
\end{align*}
$$

We notice from (11) that

$$
\begin{aligned}
& \frac{1}{h} \int_{x_{0}}^{x_{0}+h}\left|\mathcal{V}_{\varrho}\left(\mathcal{T}_{b}^{m}\right) f(y)-\mathcal{V}_{\varrho}\left(\mathcal{T}_{b}^{m}\right)\left(\left(b-b_{I}\right)^{m} f_{2}\right)\left(x_{0}\right)\right| d y \\
= & \frac{1}{h} \int_{x_{0}}^{x_{0}+h}\left|\left\|V\left(\mathcal{T}_{b}^{m}\right) f(y)\right\|_{F_{\varrho}}-\left\|V\left(\mathcal{T}_{b}^{m}\right)\left(\left(b-b_{I}\right)^{m} f_{2}\right)\left(x_{0}\right)\right\|_{F_{\varrho}}\right| d y \\
\leq & \frac{1}{h} \int_{x_{0}}^{x_{0}+h}\left\|V\left(\mathcal{T}_{b}^{m}\right) f(y)-V\left(\mathcal{T}_{b}^{m}\right)\left(\left(b-b_{I}\right)^{m} f_{2}\right)\left(x_{0}\right)\right\|_{F_{\varrho}} d y .
\end{aligned}
$$

This together with (25) and (11) yield that

$$
\begin{align*}
& \frac{1}{h} \int_{x_{0}}^{x_{0}+h}\left|\mathcal{V}_{\varrho}\left(\mathcal{T}_{b}^{m}\right) f(y)-\mathcal{V}_{\varrho}\left(\mathcal{T}_{b}^{m}\right)\left(\left(b-b_{I}\right)^{m} f_{2}\right)\left(x_{0}\right)\right| d y \\
\leq & \frac{1}{h} \int_{x_{0}}^{x_{0}+h} \mathcal{V}_{\varrho}(\mathcal{T})\left(\left(b-b_{I}\right)^{m} f_{1}\right)(y) d y \\
& +\sum_{k=0}^{m-1} C_{k, m} \frac{1}{h} \int_{x_{0}}^{x_{0}+h}\left|b(y)-b_{I}\right|^{m-k} \mathcal{V}_{\varrho}\left(\mathcal{T}_{b}^{k}\right) f(y) d y  \tag{26}\\
& +\frac{1}{h} \int_{x_{0}}^{x_{0}+h}\left\|V(\mathcal{T})\left(\left(b-b_{I}\right)^{m} f_{2}\right)(y)-V(\mathcal{T})\left(\left(b-b_{I}\right)^{m} f_{2}\right)\left(x_{0}\right)\right\|_{F_{\varrho}} d y \\
= & : I_{1}+I_{2}+I_{3} .
\end{align*}
$$

Observe that, for any $\delta>1$ and $k \in \mathbb{N}$,

$$
\begin{align*}
\frac{1}{\left|2^{k} I\right|} \int_{2^{k} I}\left|b(z)-b_{I}\right|^{\delta} d z & \leq 2^{\delta-1}\left(\frac{1}{\left|2^{k} I\right|} \int_{2^{k} I}\left|b(z)-b_{2^{k} I}\right|^{\delta} d z+\left|b_{I}-b_{2^{k} I}\right|^{\delta}\right)  \tag{27}\\
& \leq C(\delta)(k+1)^{\delta}\|b\|_{\mathrm{BMO}(\mathbb{R})}^{\delta}
\end{align*}
$$

We set $\rho=\sqrt{r}$. By Hölder's inequality, the $L^{\rho}$ boundedness for $\mathcal{V}_{\varrho}(\mathcal{T})$ and (27), we have

$$
\begin{align*}
I_{1} & \leq\left(\frac{1}{h} \int_{x_{0}}^{x_{0}+h}\left|\mathcal{V}_{\varrho}(\mathcal{T})\left(\left(b-b_{I}\right)^{m} f_{1}\right)(y)\right|^{\rho} d y\right)^{1 / \rho} \\
& \leq C(\rho)\left(\frac{1}{h} \int_{x_{0}}^{x_{0}+2 h}\left|\left(b(y)-b_{I}\right)^{m} f(y)\right|^{\rho} d y\right)^{1 / \rho}  \tag{28}\\
& \leq C(\rho)\left(\frac{1}{h} \int_{x_{0}}^{x_{0}+2 h}|f(y)|^{r} d y\right)^{1 / r}\left(\frac{1}{|I|} \int_{I}\left|b(y)-b_{I}\right|^{m \rho \rho^{\prime}} d y\right)^{1 / \rho \rho^{\prime}} \\
& \leq C(m, r)\|b\|_{\mathrm{BMO}(\mathbb{R})}^{m} M_{r}^{+} f\left(x_{0}\right)
\end{align*}
$$

and

$$
\begin{align*}
I_{2} & \leq \sum_{k=0}^{m-1} C_{k, m}\left(\frac{1}{h} \int_{x_{0}}^{x_{0}+h}\left|\mathcal{V}_{\varrho}\left(\mathcal{T}_{b}^{k}\right) f(y)\right|^{r} d y\right)^{1 / r}\left(\left.\frac{1}{|I|} \int_{|I|} \right\rvert\,\left(b(y)-b_{I}\right)^{(m-k) r^{\prime}} d y\right)^{1 / r^{\prime}}  \tag{29}\\
& \leq C(m, r) \sum_{k=0}^{m-1} C_{k, m}\|b\|_{\mathrm{BMO}(\mathbb{R})}^{m-k} M_{r}^{+}\left(\mathcal{V}_{\varrho}\left(\mathcal{T}_{b}^{k}\right) f\right)\left(x_{0}\right)
\end{align*}
$$

For $I_{3}$, let $y \in\left[x_{0}, x_{0}+h\right]$ and $\beta=\left\{\epsilon_{i}\right\} \in \Theta$, since

$$
\begin{aligned}
& T_{\left[\epsilon_{i+1}, \epsilon_{i}\right]}^{+}\left(\left(b-b_{I}\right)^{m} f_{2}\right)(y)-T_{\left[\epsilon_{i+1}, \epsilon_{i}\right]}^{+}\left(\left(b-b_{I}\right)^{m} f_{2}\right)\left(x_{0}\right) \\
= & \int_{\mathbb{R}}\left[K(y-z) \chi_{\left(y+\epsilon_{i+1}, y+\epsilon_{i}\right]}(z)-K\left(x_{0}-z\right) \chi_{\left(x_{0}+\epsilon_{i+1}, x_{0}+\epsilon_{i}\right]}(z)\right]\left(b(z)-b_{I}\right)^{m} f_{2}(z) d z \\
= & \int_{\mathbb{R}}\left(K(y-z)-K\left(x_{0}-z\right)\right) \chi_{\left(y+\epsilon_{i+1}, y+\epsilon_{i}\right]}(z)\left(b(z)-b_{I}\right)^{m} f_{2}(z) d z \\
& +\int_{\mathbb{R}}\left[K\left(x_{0}-z\right)\left(\chi_{\left(y+\epsilon_{i+1}, y+\epsilon_{i}\right]}(z)-\chi_{\left(x_{0}+\epsilon_{i+1}, x_{0}+\epsilon_{i}\right]}(z)\right)\left(b(z)-b_{I}\right)^{m} f_{2}(z) d z .\right.
\end{aligned}
$$

It follows that

$$
\begin{align*}
& \left\|V(\mathcal{T})\left(\left(b-b_{I}\right)^{m} f_{2}\right)(y)-V(\mathcal{T})\left(\left(b-b_{I}\right)^{m} f_{2}\right)\left(x_{0}\right)\right\|_{F_{\varrho}} \\
\leq & \left\|\left\{\int_{\mathbb{R}}\left(K(y-z)-K\left(x_{0}-z\right)\right) \chi_{\left(y+\epsilon_{i+1}, y+\epsilon_{i}\right]}(z)\left(b(z)-b_{I}\right)^{m} f_{2}(z) d z\right\}_{i \in \mathbb{N}, \beta=\left\{\epsilon_{i}\right\} \in \Theta}\right\|_{F_{\varrho}} \\
& +\|\left\{\int_{\mathbb{R}} K\left(x_{0}-z\right)\left(\chi_{\left(y+\epsilon_{i+1}, y+\epsilon_{i}\right]}(z)-\chi_{\left(x_{0}+\epsilon_{i+1}, x_{0}+\epsilon_{i}\right]}(z)\right)\right.  \tag{30}\\
& \left.\times\left(b(z)-b_{I}\right)^{m} f_{2}(z) d z\right\}_{i \in \mathbb{N}, \beta=\left\{\epsilon_{i}\right\} \in \Theta} \|_{F_{\varrho}} \\
= & I_{11}+I_{12} .
\end{align*}
$$

Since $\left|x_{0}-z\right|>2 h \geq 2\left|x_{0}-y\right|$ for $z>x_{0}+2 h$, then $\left|K(y-z)-K\left(x_{0}-z\right)\right| \leq B_{3}\left|x_{0}-y\right| \mid x_{0}-$ $\left.z\right|^{-2} \leq B_{3} h\left|x_{0}-z\right|^{-2}$ for any $z>x_{0}+2 h$. Note that

$$
\left\|\left\{\chi_{\left(y+\epsilon_{i+1}, y+\epsilon_{i}\right]}(z)\right\}_{i \in \mathbb{N}, \beta=\left\{\epsilon_{i}\right\} \in \Theta}\right\|_{F_{Q}} \leq 1, \quad \forall y \in \mathbb{R}
$$

By Minkowski's inequality, Hölder's inequality and (27) with $\delta=m r^{\prime}$, we obtain

$$
\begin{align*}
I_{11} \leq & \int_{\mathbb{R}}\left|K(y-z)-K\left(x_{0}-z\right)\right|\left\|\left\{\chi_{\left(y+\epsilon_{i+1}, y+\epsilon_{i}\right]}(z)\right\}_{i \in \mathbb{N}, \beta=\left\{\epsilon_{i}\right\} \in \Theta}\right\|_{F_{Q}} \\
& \times\left|\left(b(z)-b_{I}\right)^{m} f_{2}(z)\right| d z \\
\leq & B_{3} h \int_{x_{0}+2 h}^{\infty} \frac{\left|\left(b(z)-b_{I}\right)^{m} f(z)\right|}{\left(z-x_{0}\right)^{2}} d z \\
\leq & B_{3} h \sum_{k=1}^{\infty} \int_{x_{0}+2^{k} h}^{x_{0}+2^{k+1} h} \frac{\left|\left(b(z)-b_{I}\right)^{m} f(z)\right|}{\left(2^{k} h\right)^{2}} d z  \tag{31}\\
\leq & 4 B_{3} \sum_{k=1}^{\infty} 2^{-k}\left(\frac{1}{2^{k+1} h} \int_{x_{0}}^{x_{0}+2^{k+1} h}|f(z)|^{r} d z\right)^{1 / r}\left(\frac{1}{\left|2^{k} I\right|} \int_{2^{k} I}\left|b(z)-b_{I}\right|^{m r^{\prime}} d z\right)^{1 / r^{\prime}} \\
\leq & 4 B_{3} \sum_{k=1}^{\infty} \frac{(k+1)^{m}}{2^{k}}\|b\|_{\mathrm{BMO}(\mathbb{R})}^{m} M_{r}^{+} f\left(x_{0}\right) \leq \mathrm{C}\left(m, r, B_{3}\right)\|b\|_{\mathrm{BMO}(\mathbb{R})}^{m} M_{r}^{+} f\left(x_{0}\right)
\end{align*}
$$

It remains to estimate $I_{12}$. Fix $\left\{\epsilon_{i}\right\} \in \Theta$. Let $N_{1}=\left\{i \in \mathbb{Z}: \epsilon_{i}-\epsilon_{i+1} \geq y-x_{0}\right\}$ and $N_{2}=\{i \in \mathbb{Z}:$ $\left.\epsilon_{i}-\epsilon_{i+1}<y-x_{0}\right\}$. We can write

$$
\begin{aligned}
& \sum_{i \in \mathbb{Z}}\left|\int_{\mathbb{R}} K\left(x_{0}-z\right)\left(\chi_{\left(y+\epsilon_{i+1}, y+\epsilon_{i}\right]}(z)-\chi_{\left(x_{0}+\epsilon_{i+1}, x_{0}+\epsilon_{i}\right]}(z)\right)\left(b(z)-b_{I}\right)^{m} f_{2}(z) d z\right|^{\rho} \\
& \leq \sum_{i \in N_{1}}\left|\int_{\mathbb{R}} K\left(x_{0}-z\right)\left(\chi_{\left(y+\epsilon_{i+1}, y+\epsilon_{i}\right]}(z)-\chi_{\left(x_{0}+\epsilon_{i+1}, x_{0}+\epsilon_{i}\right]}(z)\right)\left(b(z)-b_{I}\right)^{m} f_{2}(z) d z\right|^{\rho} \\
& \quad+\sum_{i \in N_{2}}\left|\int_{\mathbb{R}} K\left(x_{0}-z\right)\left(\chi_{\left(y+\epsilon_{i+1}, y+\epsilon_{i}\right]}(z)-\chi_{\left(x_{0}+\epsilon_{i+1}, x_{0}+\epsilon_{i}\right]}(z)\right)\left(b(z)-b_{I}\right)^{m} f_{2}(z) d z\right|^{\rho} \\
& =: J_{11}+J_{12} .
\end{aligned}
$$

By Hölder's inequality, we obtain

$$
\begin{align*}
J_{11} \leq & B_{2}^{\rho} \sum_{i \in N_{1}}\left|\int_{\mathbb{R}} \frac{\left|\left(b(z)-b_{I}\right)^{m} f_{2}(z)\right|}{\left|x_{0}-z\right|}\left(\chi_{\left(x_{0}+\epsilon_{i+1}, y+\epsilon_{i+1}\right]}(z)+\chi_{\left(x_{0}+\epsilon_{i}, y+\epsilon_{i}\right]}(z)\right) d z\right|^{\rho} \\
\leq & \left(4 B_{2}\right)^{\rho} \sum_{i \in N_{1}}\left|\int_{\mathbb{R}} \frac{\left|\left(b(z)-b_{I}\right)^{m} f_{2}(z)\right|}{\left|x_{0}-z\right|} \chi_{\left(x_{0}+\epsilon_{i}, y+\epsilon_{i}\right]}(z) d z\right|^{\rho}  \tag{33}\\
\leq & \left(4 B_{2}\right)^{\rho} h^{\rho-1} \sum_{i \in N_{1}} \int_{\mathbb{R}} \frac{\mid\left(b(z)-b_{I}\right)^{m} f_{2}(z)^{\rho}}{\left|x_{0}-z\right|^{\rho}} \chi_{\left(y+\epsilon_{i+1}, y+\epsilon_{i}\right]}(z) d z \\
\leq & \left(4 B_{2}\right)^{\rho} h^{\rho-1} \int_{\mathbb{R}} \frac{\mid\left(b(z)-b_{1}\right)^{m} f_{2}\left(\left.z\right|^{\rho}\right.}{\left|x_{0}-z\right|^{\rho}} d z . \\
J_{12} \leq & B_{2}^{\rho} \sum_{i \in N_{2}}\left|\int_{\mathbb{R}} \frac{\left|\left(b(z)-b_{I}\right)^{m} f_{2}(z)\right|}{\mid\left(x_{0}-z \mid\right.}\left(\chi_{\left(y+\epsilon_{i+1}, y+\epsilon_{i}\right]}(z)+\chi_{\left(x_{0}+\epsilon_{i+1}, x_{0}+\epsilon_{i}\right]}(z)\right) d z\right|^{\rho} \\
\leq & \left(2 B_{2}\right)^{\rho} \sum_{i \in N_{2}} \left\lvert\, \int_{\mathbb{R}} \frac{\left|\left(b(z)-b_{I}\right)^{m} f_{2}(z)\right|}{\left|x_{0}-z\right|}\left(\left.\chi_{\left(y+\epsilon_{i+1}, y+\epsilon_{i}\right]}(z) d z\right|^{\rho}\right.\right. \\
& +\left(2 B_{2}\right)^{\rho} \sum_{i \in N_{2}}\left|\int_{\mathbb{R}} \frac{\left|\left(b(z)-b_{I}\right)^{m} f_{2}(z)\right|}{\left|x_{0}-z\right|} \chi_{\left(x_{0}+\epsilon_{i+1}, x_{0}+\epsilon_{i}\right]}(z) d z\right|^{\rho}  \tag{34}\\
\leq & h^{\rho-1}\left(2 B_{2}\right)^{\rho} \sum_{i \in N_{2}} \int_{\mathbb{R}} \frac{\mid\left(b(z)-b_{I}\right)^{m} f_{2}(z)^{\rho}}{\left|x_{0}-z\right|^{\rho}} \chi_{\left(y+\epsilon_{i+1}, y+\epsilon_{i}\right]}(z) d z \\
& +h^{\rho-1}\left(2 B_{2}\right)^{\rho} \sum_{i \in N_{2}} \int_{\mathbb{R}} \frac{\left|\left(b(z)-b_{I}\right)^{m} f_{2}(z)\right|^{\rho}}{\left|x_{0}-z\right|^{\rho}} \chi_{\left(x_{0}+\epsilon_{i+1}, x_{0}+\epsilon_{i}\right]}(z) d z \\
\leq & 2\left(2 B_{2}\right)^{\rho} h^{\rho-1} \int_{\mathbb{R}} \frac{\mid\left(b(z)-b_{I}\right)^{m} f_{2}\left(\left.z\right|^{\rho}\right.}{\left|x_{0}-z\right|^{\rho}} d z .
\end{align*}
$$

It follows from (32)-(34) that

$$
\begin{equation*}
I_{12} \leq C\left(B_{2}, r\right) h^{1-1 / \rho}\left(\int_{\mathbb{R}} \frac{\left|\left(b(z)-b_{I}\right)^{m} f_{2}(z)\right|^{\rho}}{\left|x_{0}-z\right|^{\rho}} d z\right)^{1 / \rho} \tag{35}
\end{equation*}
$$

By Hölder's inequality and (27) (with $\delta=m \rho \rho^{\prime}$ ), we have

$$
\begin{aligned}
& \int_{\mathbb{R}} \frac{\left|\left(b(z)-b_{I}\right)^{m} f_{2}(z)\right|^{\rho}}{\left|x_{0}-z\right|^{\rho}} d z \\
= & \sum_{k=1}^{\infty} \int_{x_{0}+2^{k} h}^{x_{0}+2^{k+1} h} \frac{\left|\left(b(z)-b_{I}\right)^{m} f(z)\right|^{\rho}}{\left|x_{0}-z\right|^{\rho}} d z \\
\leq & \sum_{k=1}^{\infty}\left(2^{k} h\right)^{-\rho} \int_{x_{0}+2^{k} h}^{x_{0}+2^{k+1} h}\left|\left(b(z)-b_{I}\right)^{m} f(z)\right|^{\rho} d z \\
\leq & 4 h^{1-\rho} \sum_{k=1}^{\infty} 2^{-k(\rho-1)}\left(\frac{1}{2^{k+1} h} \int_{x_{0}}^{x_{0}+2^{k+1} h}|f(z)|^{r} d z\right)^{1 / \rho} \\
& \times\left(\frac{1}{\left|2^{k} I\right|} \int_{2^{k} I}\left|b(z)-b_{I}\right|^{m \rho \rho^{\prime}} d z\right)^{1 / \rho^{\prime}} \\
\leq & 4 h^{1-\rho}\|b\|_{\mathrm{BMO}(\mathbb{R})}^{m \rho} \sum_{k=1}^{\infty} \frac{(k+1)^{m \rho}}{2^{k(\rho-1)}}\left(M_{r}^{+} f\left(x_{0}\right)\right)^{\rho} .
\end{aligned}
$$

This yields directly

$$
\begin{equation*}
\int_{\mathbb{R}} \frac{\left|\left(b(z)-b_{I}\right)^{m} f_{2}(z)\right|^{\rho}}{\left|x_{0}-z\right|^{\rho}} d z \leq C(m, r) h^{1-\rho}\|b\|_{\mathrm{BMO}(\mathbb{R})}^{m \rho}\left(M_{r}^{+} f\left(x_{0}\right)\right)^{\rho} . \tag{36}
\end{equation*}
$$

Combining (36) with (35) yields (37) together with (30) and (31) implies

$$
\begin{gather*}
I_{12} \leq C\left(m, r, B_{2}\right)\|b\|_{\mathrm{BMO}(\mathbb{R})}^{m} M_{r}^{+} f\left(x_{0}\right),  \tag{37}\\
I_{3} \leq C\left(m, r, B_{2}, B_{3}\right)\|b\|_{\mathrm{BMO}(\mathbb{R})}^{m} M_{r}^{+} f\left(x_{0}\right) . \tag{38}
\end{gather*}
$$

Combining (38) with (26), (28) and (29) yields (23). This completes the proof.
We now turn to prove our main results.
Proof of Theorem 1. We first prove (i). For any $w \in A_{p}^{+}$with $1<p<\infty$, there exists $r \in(1, p)$ such that $w \in A_{p / r}^{+}$. Then, we have

$$
\begin{equation*}
\left\|M_{r}^{+} f\right\|_{L^{p}(\mathbb{R}, w(x) d x)} \leq\left\|M^{+}|f|^{r}\right\|_{L^{p / r}(\mathbb{R}, w(x) d x)}^{1 / r} \leq C_{p, r}\|f\|_{L^{p}(\mathbb{R}, w(x) d x)} \tag{39}
\end{equation*}
$$

On the other hand, it was proved in [23] that

$$
\begin{equation*}
\left\|M^{+} f\right\|_{L^{p}(\mathbb{R}, w(x) d x)} \leq C\left\|M^{+, \#} f\right\|_{L^{p}(\mathbb{R}, w(x) d x)} \tag{40}
\end{equation*}
$$

for $1<p<\infty$ and $w \in A_{\infty}^{+}$. We get from (22), (39) and (40) and that

$$
\begin{aligned}
\left\|\mathcal{V}_{\varrho}(\mathcal{T}) f\right\|_{L^{p}(\mathbb{R}, w(x) d x)} & \leq\left\|M^{+}\left(\mathcal{V}_{\varrho}(\mathcal{T}) f\right)\right\|_{L^{p}(\mathbb{R}, w(x) d x)} \\
& \left.\leq C \| M^{+, \#}\left(\mathcal{V}_{\varrho}(\mathcal{T}) f\right)\right) \|_{L^{p}(\mathbb{R}, w(x) d x)} \\
& \leq C\left\|M_{r}^{+} f\right\|_{L^{p}(\mathbb{R}, w(x) d x)} \leq C\|f\|_{L^{p}(\mathbb{R}, w(x) d x)}
\end{aligned}
$$

This together with Lemma 3 yields Theorem 1 (i).
Applying Lemma 4 and the arguments similar to those used in deriving Theorem 1.3 in [19], we can get Theorem 1 (ii). The details are omitted.

We now prove (iii). For $w^{-1} \in A_{1}^{-}$, there exists $r>1$ such that $w^{-r} \in A_{1}^{-}$. Thus, for any $x \in \mathbb{R}$,

$$
\begin{aligned}
M_{r}^{+} f(x) w(x) & =w(x)\left(\sup _{h>0} \frac{1}{h} \int_{x}^{x+h}(|f(y)| w(y))^{r} w^{-r}(y) d y\right)^{1 / r} \\
& \leq\|f\|_{L^{\infty}(\mathbb{R}, w(x) d x)} w(x)\left(M^{+}\left(w^{-r}\right)(x)\right)^{1 / r} \leq\left\|w^{-r}\right\|_{A_{1}^{-}}\|f\|_{L^{\infty}(\mathbb{R}, w(x) d x)}
\end{aligned}
$$

which together with (23) yield that

$$
\begin{aligned}
\left\|\mathcal{V}_{\varrho}(\mathcal{T}) f\right\|_{\mathrm{BMO}^{+}(\mathbb{R}, w(x) d x)} & \left.=\| M^{+, \sharp}\left(\mathcal{V}_{\varrho}(\mathcal{T}) f\right)\right) \|_{L^{\infty}(\mathbb{R}, w(x) d x)} \\
& \leq C\left\|M_{r}^{+} f\right\|_{L^{\infty}(\mathbb{R}, w(x) d x)} \leq C\|f\|_{L^{\infty}(\mathbb{R}, w(x) d x)}
\end{aligned}
$$

for any $1<r<\infty$. This proves Theorem 1.
Proof of Theorem 2. We first prove (i). Fix $x_{0} \in \mathbb{R}$ and $h>0$. It suffices to show that

$$
\begin{equation*}
\left(\frac{1}{w\left(x_{0}-h, x_{0}\right)} \int_{x_{0}}^{x_{0}+h}\left|\mathcal{V}_{\varrho}\left(\mathcal{T}_{b}^{m}\right) f(x)\right|^{p} d x\right)^{1 / p} \leq C\|b\|_{\mathrm{BMO}(\mathbb{R})}^{m} h^{\beta}\|f\|_{L^{p, \beta,+}(w)^{\prime}} \tag{41}
\end{equation*}
$$

where $C>0$ is independent of $x_{0}, h$. Let $f_{1}=f \chi_{\left[x_{0}, x_{0}+2 h\right)}, f_{2}=f \chi_{\left[x_{0}+2 h, \infty\right)}$ and $f_{3}=f-f_{1}-f_{2}$. Let $I=\left[x_{0}-2 h, x_{0}+2 h\right]$. Note that $T_{\epsilon}^{+, b, m} f_{3}(x)=0$ for any $\epsilon>0$ and $x \geq x_{0}$. It follows that $\mathcal{V}_{\varrho}\left(\mathcal{T}_{b}^{m}\right) f_{3}(x)=0$ for all $x \geq x_{0}$. Thus, we can write

$$
\begin{align*}
& \left(\frac{1}{w\left(x_{0}-h, x_{0}\right)} \int_{x_{0}}^{x_{0}+h}\left|\mathcal{V}_{\varrho}\left(\mathcal{T}_{b}^{m}\right) f(x)\right|^{p} d x\right)^{1 / p} \\
\leq & \left(\frac{1}{w\left(x_{0}-h, x_{0}\right)} \int_{x_{0}}^{x_{0}+h}\left|\mathcal{V}_{\varrho}\left(\mathcal{T}_{b}^{m}\right) f_{1}(x)\right|^{p} d x\right)^{1 / p}  \tag{42}\\
& +\left(\frac{1}{w\left(x_{0}-h, x_{0}\right)} \int_{x_{0}}^{x_{0}+h}\left|\mathcal{V}_{\varrho}\left(\mathcal{T}_{b}^{m}\right) f_{2}(x)\right|^{p} d x\right)^{1 / p}=: S_{1}+S_{2} .
\end{align*}
$$

Invoking Lemma 1 (i) and Theorem 1 (ii), there exists $C>0$ independent of $x_{0}, h$, such that

$$
\begin{align*}
S_{1} & \leq C\|b\|_{\mathrm{BMO}(\mathbb{R})}^{m}\left(\frac{1}{w\left(x_{0}-h, x_{0}\right)} \int_{x_{0}}^{x_{0}+2 h}|f(x)|^{p} d x\right)^{1 / p} \\
& \leq C\|b\|_{\mathrm{BMO}(\mathbb{R})}^{m}\left(\frac{w\left(x_{0}-2 h, x_{0}\right)}{w\left(x_{0}-h, x_{0}\right)} \frac{1}{w\left(x_{0}-2 h, x_{0}\right)} \int_{x_{0}}^{x_{0}+2 h}|f(x)|^{p} d x\right)^{1 / p}  \tag{43}\\
& \leq C\|b\|_{\mathrm{BMO}(\mathbb{R})}^{m} h^{\beta}\|f\|_{L^{p, \beta,+}(w) .}
\end{align*}
$$

Applying Lemma 1 (ii), there exists $C>0$ independent of $x_{0}, h$ such that

$$
\begin{align*}
& \left(\frac{1}{w\left(x_{0}-h, x_{0}\right)} \int_{x_{0}+2^{k} h}^{x_{0}+2^{k+1} h}|f(z)|^{p} d z\right)^{1 / p} \\
\leq & \left(\frac{w\left(x_{0}-h-2^{k+2} h, x_{0}-h\right)}{w\left(x_{0}-h, x_{0}\right)} \frac{1}{w\left(x_{0}-h-2^{k+2} h, x_{0}-h\right)} \int_{x_{0}-h}^{x_{0}-h+2^{k+2} h}|f(z)|^{p} d z\right)^{1 / p}  \tag{44}\\
\leq & C 2^{(k+2)(1+\beta)} h^{\beta}\|f\|_{L^{p, \beta,+}(w) .} .
\end{align*}
$$

One can easily check that $|x-z|>\left|z-x_{0}\right| / 2$ for $x \in\left[x_{0}, x_{0}+h\right]$ and $z \in\left[x_{0}+2 h, \infty\right)$. Fix $x \in$ $\left[x_{0}, x_{0}+h\right]$. Then, by (11) and Minkowski's inequality, we have

$$
\begin{align*}
\mathcal{V}_{\varrho}\left(\mathcal{T}_{b}^{m}\right) f_{2}(x) & =\left\|V\left(\mathcal{T}_{b}^{m}\right) f_{2}(x)\right\|_{F_{\varrho}} \\
& \leq\left\|\left\{\int_{\epsilon_{i+1}<z-x \leq \epsilon_{i}} K(x-z)(b(x)-b(z))^{m} f_{2}(z) d z\right\}_{i \in \mathbb{N}, \beta=\left\{\epsilon_{i}\right\} \in \Theta}\right\|_{F_{\varrho}} \\
& \leq \int_{\mathbb{R}}\left|K(x-z)(b(x)-b(z))^{m} f_{2}(z)\right|\left\|\left\{\chi_{\epsilon_{i+1}<z-x \leq \epsilon_{i}}\right\}_{i \in \mathbb{N}, \beta=\left\{\epsilon_{i}\right\} \in \Theta}\right\|_{F_{\varrho}} d z  \tag{45}\\
& \leq C \int_{\mathbb{R}} \frac{\left|f_{2}(z)(b(x)-b(z))^{m}\right|}{\left|z-x_{0}\right|} d z
\end{align*}
$$

where $C>0$ is independent of $x_{0}, h$. It is clear that

$$
\int_{\mathbb{R}} \frac{\left|f_{2}(z)(b(x)-b(z))^{m}\right|}{\left|z-x_{0}\right|} d z=\sum_{k=1}^{\infty} \int_{x_{0}+2^{k} h}^{x_{0}+2^{k+1} h} \frac{\left|f(z)(b(x)-b(z))^{m}\right|}{\left|z-x_{0}\right|} d z .
$$

Fix $k \geq 1$. By Hölder's inequality, we obtain

$$
\begin{aligned}
& \int_{x_{0}+2^{k} h}^{x_{0}+2^{k+1} h} \frac{\left|f(z)(b(x)-b(z))^{m}\right|}{\left|z-x_{0}\right|} d z \\
\leq & 2^{m}\left(2^{k} h\right)^{-1}\left(\int_{x_{0}+2^{k} h}^{x_{0}+2^{k+1} h}|f(z)|\left|b(x)-b_{2^{k} I}\right|^{m} d z+\int_{x_{0}+2^{k} h}^{x_{0}+2^{k+1} h}|f(z)|\left|b(z)-b_{2^{k} I}\right|^{m} d z\right) \\
\leq & 2^{m}\left(2^{k} h\right)^{-1 / p}\left|b(x)-b_{2^{k} I}\right|^{m}\left(\int_{x_{0}+2^{k} h}^{x_{0}+2^{k+1} h}|f(z)|^{p} d z\right)^{1 / p} \\
& +2^{m}\left(2^{k} h\right)^{-1}\left(\int_{x_{0}+2^{k} h}^{x_{0}+2^{k+1} h}|f(z)|^{p} d z\right)^{1 / p}\left(\int_{x_{0}+2^{k} h}^{x_{0}+2^{k+1} h}\left|b(z)-b_{2^{k} I}\right|^{m p^{\prime}} d z\right)^{1 / p^{\prime}} .
\end{aligned}
$$

This together with (27) and (44) yields that

$$
\begin{align*}
& \int_{x_{0}+2^{k} h}^{x_{0}+2^{k+1} h} \frac{\left|f(z)(b(x)-b(z))^{m}\right|}{\left|z-x_{0}\right|} d z  \tag{46}\\
\leq & C 2^{k(1+\beta)} h^{\beta}\|f\|_{L^{p, \beta,+}(w)}\left(2^{k} h\right)^{-1 / p} w\left(\left(x_{0}-h, x_{0}\right)\right)^{1 / p}\left(\left|b(x)-b_{2^{k} I}\right|^{m}+\|b\|_{\mathrm{BMO}(\mathbb{R})}^{m}\right) .
\end{align*}
$$

Here, $C>0$ is independent of $x_{0}, h$. By (45) and (46) and Hölder's inequality, we have

$$
\begin{align*}
S_{2} \leq & C h^{\beta}\|f\|_{L^{p, \beta,+}(w)} \sum_{k=1}^{\infty} 2^{k(1+\beta)}\left(2^{k} h\right)^{-1 / p} \\
& \times\left(\int_{x_{0}}^{x_{0}+h}\left|\left(\left|b(x)-b_{2^{k}}\right|^{m}+\|b\|_{\mathrm{BMO}(\mathbb{R})}^{m}\right)\right|^{p} d x\right)^{1 / p} \\
\leq & C h^{\beta}\|f\|_{L^{p, \beta,+}(w)} \sum_{k=1}^{\infty} 2^{k(1+\beta)}\left(2^{k} h\right)^{-1 / p}  \tag{47}\\
& \times\left(\int_{x_{0}}^{x_{0}+h}\left(2^{m}\left|b(x)-b_{I}\right|^{m}+2^{m}\left|b_{I}-b_{2^{k} I}\right|^{m}+\|b\|_{\mathrm{BMO}(\mathbb{R})}^{m}\right)^{p} d x\right)^{1 / p} \\
\leq & C\|b\|_{\mathrm{BMO}(\mathbb{R})}^{m} h^{\beta}\|f\|_{L^{p, \beta,+}(w)} \sum_{k=1}^{\infty} \frac{(k+1)^{m}}{2^{(1 / p-1-\beta) k}} \\
\leq & C\|b\|_{\mathrm{BMO}(\mathbb{R})^{h}}^{m} h^{\beta}\|f\|_{L^{p, \beta,+}(w)} .
\end{align*}
$$

Here, $C>0$ is independent of $x_{0}, h$. In the last inequality of (47), we have used the condition $1 / p>1+\beta$. (47) together with (42) and (43) yield (41).

Next, we prove (ii). Let $f_{1}=f \chi_{\left[x_{0}, x_{0}+2 h\right)}, f_{2}=f \chi_{\left[x_{0}+2 h, \infty\right)}$ and $f_{3}=f-f_{1}-f_{2}$. Let $I=$ $\left[x_{0}-2 h, x_{0}+2 h\right]$. By (4), we want to show that

$$
\begin{equation*}
\left(\frac{1}{w\left(x_{0}-h, x_{0}\right)} \int_{x_{0}}^{x_{0}+h}\left|\mathcal{V}_{\varrho}(\mathcal{T}) f(x)-\mathcal{V}_{\varrho}(\mathcal{T}) f_{2}\left(x_{0}\right)\right|^{p} d x\right)^{1 / p} \leq C h^{\beta}\|f\|_{L^{p, \beta,+}(w)} \tag{48}
\end{equation*}
$$

where $C>0$ independent of $x_{0}, h$. Using (11) and Minkowski's inequality, one has

$$
\begin{aligned}
& \left|\mathcal{V}_{\varrho}(\mathcal{T}) f(x)-\mathcal{V}_{\varrho}(\mathcal{T}) f_{2}\left(x_{0}\right)\right| \\
= & \left|\|V(\mathcal{T}) f(x)\|_{F_{\varrho}}-\left\|V(\mathcal{T}) f_{2}\left(x_{0}\right)\right\|_{F_{\varrho}}\right| \\
\leq & \left\|V(\mathcal{T}) f(x)-V(\mathcal{T}) f_{2}\left(x_{0}\right)\right\|_{F_{\varrho}} \leq\left|\mathcal{V}_{\varrho}(\mathcal{T}) f_{1}(x)\right|+\left\|V(\mathcal{T}) f_{2}(x)-V(\mathcal{T}) f_{2}\left(x_{0}\right)\right\|_{F_{\varrho}} .
\end{aligned}
$$

This together with Minkowski's inequality again yield that

$$
\begin{align*}
& \left(\frac{1}{w\left(x_{0}-h, x_{0}\right)} \int_{x_{0}}^{x_{0}+h}\left|\mathcal{V}_{\varrho}(\mathcal{T}) f(x)-\mathcal{V}_{\varrho}(\mathcal{T}) f_{2}\left(x_{0}\right)\right|^{p} d x\right)^{1 / p} \\
\leq & \left(\frac{1}{w\left(x_{0}-h, x_{0}\right)} \int_{x_{0}}^{x_{0}+h}\left|\mathcal{V}_{\varrho}(\mathcal{T}) f_{1}(x)\right|^{p} d x\right)^{1 / p}  \tag{49}\\
& +\left(\frac{1}{w\left(x_{0}-h, x_{0}\right)} \int_{x_{0}}^{x_{0}+h}\left\|V(\mathcal{T}) f_{2}(x)-V(\mathcal{T}) f_{2}\left(x_{0}\right)\right\|_{F_{\varrho}}^{p} d x\right)^{1 / p} .
\end{align*}
$$

We get from (43) (with $m=0$ ) that

$$
\begin{equation*}
\left(\frac{1}{w\left(x_{0}-h, x_{0}\right)} \int_{x_{0}}^{x_{0}+h}\left|\mathcal{V}_{\varrho}(\mathcal{T}) f_{1}(x)\right|^{p} d x\right)^{1 / p} \leq C h^{\beta}\|f\|_{L^{p, \beta,+}(w)} \tag{50}
\end{equation*}
$$

where $C>0$ is independent of $x_{0}, h$. Fix $x \in\left[x_{0}, x_{0}+h\right]$. (30), (31) and (35) (with $m=0$ ) imply that

$$
\begin{aligned}
& \left\|V(\mathcal{T}) f_{2}(x)-V(\mathcal{T}) f_{2}\left(x_{0}\right)\right\|_{F_{\varrho}} \\
\leq & B_{3} h \int_{\mathbb{R}} \frac{\left|f_{2}(z)\right|}{\left|z-x_{0}\right|^{2}} d z+C\left(B_{2}, p\right) h^{1-1 / p}\left(\int_{\mathbb{R}} \frac{\left|f_{2}(z)\right|^{p}}{\left|x_{0}-z\right|^{p}} d z\right)^{1 / p} .
\end{aligned}
$$

It follows that

$$
\begin{align*}
& \left(\frac{1}{w\left(x_{0}-h, x_{0}\right)} \int_{x_{0}}^{x_{0}+h}\left\|V(\mathcal{T}) f_{2}(x)-V(\mathcal{T}) f_{2}\left(x_{0}\right)\right\|_{F_{e}}^{p} d x\right)^{1 / p} \\
\leq & \frac{h^{1+1 / p}}{w\left(x_{0}-h, x_{0}\right)^{1 / p}} \int_{x_{0}+2 h}^{\infty} \frac{|f(z)|}{\left(z-x_{0}\right)^{2}} d z+h\left(\frac{1}{w\left(x_{0}-h, x_{0}\right)} \int_{\mathbb{R}} \frac{\left|f_{2}(z)\right|^{p}}{\left|x_{0}-z\right|^{p}} d z\right)^{1 / p}  \tag{51}\\
= & : V_{1}+V_{2} .
\end{align*}
$$

By (44) and Hölder's inequality, there exists $C>0$ independent of $x_{0}, h$, such that

$$
\begin{align*}
V_{1} & \leq \frac{h^{1+1 / p}}{w\left(x_{0}-h, x_{0}\right)^{1 / p}} \sum_{k=1}^{\infty}\left(2^{k} h\right)^{-2} \int_{x_{0}+2^{k} h}^{x_{0}+2^{k+1} h}|f(z)| d z \\
& \leq \sum_{k=1}^{\infty} 2^{k\left(-2+1 / p^{\prime}\right)}\left(\frac{1}{w\left(x_{0}-h, x_{0}\right)} \int_{x_{0}+2^{k} h}^{x_{0}+2^{k+1} h}|f(z)|^{p} d z\right)^{1 / p}  \tag{52}\\
& \leq C \sum_{k=1}^{\infty} 2^{k\left(-2+1 / p^{\prime}\right)} 2^{k(1+\beta)} h^{\beta}\|f\|_{L^{p, \beta,+}(w)}^{\infty} \\
& \leq C \sum_{k=1}^{\infty} 2^{k(\beta-1 / p)} h^{\beta}\|f\|_{L^{p, \beta,+}(w)} \leq C h^{\beta}\|f\|_{L^{p, \beta,+}(w)} . \\
V_{2} & \leq\left(\sum_{k=1}^{\infty} 2^{-k p} \frac{1}{w\left(x_{0}-h, x_{0}\right)} \int_{x_{0}+2^{k} h}^{x_{0}+2^{k+1} h} \frac{|f(z)|^{p}}{\left(z-x_{0}\right)^{p}} d z\right)^{1 / p} \\
& \leq C\left(\sum_{k=1}^{\infty} 2^{-k p} 2^{k(1+\beta) p} h^{\beta p}\|f\|_{L^{p, \beta,+}(w)}^{p}\right)^{1 / p}  \tag{53}\\
& \leq C\left(\sum_{k=1}^{\infty} 2^{k \beta p}\right)^{1 / p} h^{\beta}\|f\|_{L^{p, \beta,+}(w)} \leq C h^{\beta}\|f\|_{L^{p, \beta,+}(w)} .
\end{align*}
$$

(53) together with (49)-(52) yields (48). This finishes the proof of Theorem 2.

## 4. $\lambda$-Jump Operators and the Number of Up-Crossing

This section is devoted to study the $\lambda$-jump operators and the number of up-crossing associated with the operators sequence $\left\{T_{\epsilon}^{+, b, m}\right\}_{\epsilon>0}$, which give certain quantitative information on the convergence of the above families of operators.

Definition 4. Given a family of bounded operators $\mathcal{T}=\left\{T_{\epsilon}\right\}_{\epsilon>0}$ acting between spaces of functions, the $\lambda$-jump operator associated with $\mathcal{T}$ applied to a function $f$ at a point $x$ is defined by

$$
\begin{aligned}
\Lambda_{\lambda}(\mathcal{T}) f(x):= & \sup \left\{n: \text { there exist } s_{1}<t_{1} \leq s_{2}<t_{2}<\cdots \leq s_{n}<t_{n}\right. \\
& \text { such that } \left.\left|T_{s_{i}} f(x)-T_{t_{i}} f(x)\right|>\lambda\right\} .
\end{aligned}
$$

For $0<\alpha<\gamma$, the number of up-crossing associated with $\mathcal{T}$ applied to a function $f$ at a point $x$ is defined by

$$
\begin{aligned}
N_{\alpha, \gamma}(\mathcal{T}) f(x):= & \sup \left\{n: \text { there exist } s_{1}<t_{1}<s_{2}<t_{2}<\ldots<s_{n}<t_{n}\right. \\
& \text { such that } \left.T_{s_{i}} f(x)<\alpha, T_{t_{i}} f(x)>\gamma\right\} .
\end{aligned}
$$

It was shown in [11] that, if the $\lambda$-jump operators is finite a.e. for each choice of $\lambda>0$, then we must have a.e. convergence of our family of operators. Moreover,

$$
\begin{equation*}
\lambda\left(\Lambda_{\lambda}(\mathcal{T}) f(x)\right)^{1 / \varrho} \leq \mathcal{V}_{\varrho}(\mathcal{T}) f(x) \text { and } N_{\alpha, \lambda}(\mathcal{T}) f(x) \leq \Lambda_{\lambda-\alpha}(\mathcal{T}) f(x), \quad \forall \lambda>\alpha>0 \tag{54}
\end{equation*}
$$

By Theorem 1 (ii) and Theorem 2 and (54), we can get the following result.
Theorem 3. Let $m \in \mathbb{N}, \varrho>2, b \in \operatorname{BMO}(\mathbb{R})$ and $K \in \operatorname{OCZK}\left(B_{1}, B_{2}, B_{3}\right)$ with support in $(-\infty, 0)$. Let $\mathcal{T}_{b}^{m}=\left\{T_{\epsilon}^{+, b, m}\right\}_{\epsilon>0}$ and $\mathcal{T}=\left\{T_{\epsilon}^{+}\right\}_{\epsilon>0}$ be given as in (1.1) and (1.2), respectively. Let $\lambda>\alpha>0$. Assume that $\left\|\mathcal{V}_{\varrho}(\mathcal{T})\right\|_{L^{q}(\mathbb{R}, d x) \rightarrow L^{q}(\mathbb{R}, d x)}<\infty$ for some $q \in(1, \infty)$. Then,
(i) for any $1<p<\infty, w \in A_{p}^{+}$and $f \in L^{p}(\mathbb{R}, w(x) d x)$,

$$
\begin{aligned}
& \left\|\left(\Lambda_{\lambda}\left(\mathcal{T}_{b}^{m}\right) f\right)^{1 / \varrho}\right\|_{L^{p}(\mathbb{R}, w(x) d x)} \leq \frac{C(p, \varrho)}{\lambda}\|b\|_{\mathrm{BMO}(\mathbb{R})}^{m}\|f\|_{L^{p}(\mathbb{R}, w(x) d x)} \\
& \left\|\left(N_{\alpha, \lambda}\left(\mathcal{T}_{b}^{m}\right) f\right)^{1 / \varrho}\right\|_{L^{p}(\mathbb{R}, w(x) d x)} \leq \frac{C(p, \varrho)}{\lambda-\alpha}\|b\|_{\mathrm{BMO}(\mathbb{R})}^{m}\|f\|_{L^{p}(\mathbb{R}, w(x) d x)}
\end{aligned}
$$

(ii) for any $1<p<1 /(\beta+1),-1 / p \leq \beta<0, w \in A_{p}^{+}$and $f \in L^{p, \beta,+}(w)$,

$$
\begin{aligned}
& \left\|\left(\Lambda_{\lambda}\left(\mathcal{T}_{b}^{m}\right) f\right)^{1 / \varrho}\right\|_{L^{p, \beta,+}(w)} \leq \frac{C(p, \varrho)}{\lambda}\|b\|_{\mathrm{BMO}(\mathbb{R})}^{m}\|f\|_{L^{p, \beta,+}(w)} \\
& \left\|\left(N_{\alpha, \lambda}\left(\mathcal{T}_{b}^{m}\right) f\right)^{1 / \varrho}\right\|_{L^{p, \beta,+}(w)} \leq \frac{C(p, \varrho)}{\lambda-\alpha}\|b\|_{\mathrm{BMO}(\mathbb{R})}^{m}\|f\|_{L^{p, \beta,+}(w)}
\end{aligned}
$$

## 5. Conclusions and Further Comments

It should be pointed out that our main results represent one-sided extensions of the main results in $[19,28]$. Combining with the two-sided case, the one-sided case is often more complex. Our main results not only enrich the variation inequalities for singular integrals and related commutators, but also explore some one-sided techniques to serve our aim (for example, see Lemma 1). In fact, it is unknown whether the variation operators for one-sided singular integrals are bounded on $L^{p}(\mathbb{R})$, which will be our forthcoming objective of research. On the other hand, some new one-sided methods and techniques can be explored to apply other one-sided operators.
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#### Abstract

In this paper, we introduce and prove several generalized algebraic-trigonometric inequalities by considering negative exponents in the inequalities.


Keywords: power inequalities; exponential inequalities; trigonometric inequalities

## 1. Introduction

In recent years, an increasing amount of attention has been paid to the study of power-exponential inequalities [1-10]. A review of some problems and historical landmarks are given in [2,11]. In particular, in order to contextualize, we recall that the basic problem of comparing $a^{b}$ and $b^{a}$ for all positive real numbers $a$ and $b$ was presented in [12-14]. Increasing in algebraic difficulty, the comparison of $a^{a}+b^{b}$ and $a^{b}+b^{a}$ was studied independently by Laub-Ilani and Zeikii-Cirtoaje-Berndt, see [15-18], respectively. The result is the fact that the inequality

$$
\begin{equation*}
a^{a}+b^{b} \geq a^{b}+b^{a}, \quad a, b \in[0, \infty[ \tag{1}
\end{equation*}
$$

holds. An extension of (1) was proposed, analyzed and proved by Matejíčka, Cîrtoaje and Coronel-Huancas in $[2,17,19]$ obtaining the inequality

$$
\begin{equation*}
a^{r a}+b^{r b} \geq a^{r b}+b^{r a}, \quad a, b \in[0, \infty[, \quad r \in[0, e[. \tag{2}
\end{equation*}
$$

More recently, other extensions and generalizations of (1) were introduced, proved and conjectured by Özban in [11], where, in particular, the author proved the following inequalities:

$$
\begin{align*}
& (\sin x)^{\sin x}+(\sin y)^{\sin y}>(\sin x)^{\sin y}+(\sin y)^{\sin x}, \quad 0<x<y<\pi / 2 \\
& (\cos x)^{\cos x}+(\cos y)^{\cos y}>(\cos x)^{\cos y}+(\cos y)^{\cos x}, \quad 0<x<y<\pi / 2, \\
& (\cos x)^{\sin x}+(\cos y)^{\sin y}<(\cos x)^{\sin y}+(\cos y)^{\sin x}, \quad 0<x<y \leq 1, \\
& (\cos x)^{x}+(\cos y)^{y}<(\cos x)^{y}+(\cos y)^{x}, \quad 0<x<y \leq \pi / 2  \tag{3}\\
& (\sin x)^{x}+(\sin y)^{y}>(\sin x)^{y}+(\sin y)^{x}, \quad 0<x<y \leq \pi / 2 \\
& x^{\cos x}+y^{\cos y}<x^{\cos y}+y^{\cos x}, \quad 0<x<y, \quad 1 \leq y \leq \pi / 2 \\
& x^{\sin x}+y^{\sin y}>x^{\sin y}+y^{\sin x}, \quad 0<x<y \leq \pi / 2 .
\end{align*}
$$

In order to extend or generalize (2) and (3), it seems natural to ask some questions: What happens with the inequality (2) when $r \in \mathbb{R}-[0, e[$ ? and what happens with the inequalities in (3) if we include a negative power $r$ ? We note that the powers in question exist, since the basis of powers in (2) and (3)
are positive. Indeed, in this article, we study (2) for $r \in]-\infty, 0$ [ and establish reverse inequalities for some cases. Moreover, we study the generalization of the inequalities in (3) with negative power $r$.

The main results of the paper are the following theorems:
Theorem 1. Let the function $\varphi_{\alpha}: \mathbb{R} \rightarrow \mathbb{R}$ be defined by $\varphi_{\alpha}(m)=m \alpha^{m}$ for each $\alpha>1$ and consider the following sets:

$$
\begin{align*}
A_{\text {old }}= & \left\{(a, b, r) \in \mathbb{R}^{3}: \quad a \geq 0, \quad b \geq 0, \quad r \in[0, e[ \},\right. \\
A_{\text {new }}^{d}= & \left\{(a, b, r) \in \mathbb{R}^{3}: \quad a>1, \quad b>1, \quad r<0, \quad \varphi_{b}(r b)>\varphi_{b}(r a)\right\} \\
& \bigcup\left\{(a, b, r) \in \mathbb{R}^{3}: \quad a>1, \quad b>1, \quad r<0, \quad \varphi_{b}(r b)<\varphi_{b}(r a), \quad a^{r b}<\bar{\gamma}\right\},  \tag{4}\\
A_{\text {new }}^{r}= & \left\{(a, b, r) \in \mathbb{R}^{3}: 0 \leq a \leq 1, \quad 0 \leq b \leq 1, \quad r<0\right\} \\
& \bigcup\left\{(a, b, r) \in \mathbb{R}^{3}: \quad a>1, \quad b>1, \quad r<0, \quad \varphi_{b}(r b)<\varphi_{b}(r a), \quad a^{r b}>\bar{\gamma}\right\},
\end{align*}
$$

where $\bar{\gamma} \in] 0,1\left[\right.$ is such that $\bar{\gamma} \neq b^{r b}$ and $(\bar{\gamma})^{a / b}-\bar{\gamma}-b^{r a}+b^{r b}=0$. Then, the following inequalities

$$
\begin{align*}
& a^{r a}+b^{r b} \geq a^{r b}+b^{r a}, \quad(a, b, r) \in A_{\text {old }} \cup A_{\text {new }}^{d}  \tag{5}\\
& a^{r a}+b^{r b} \leq a^{r b}+b^{r a}, \quad(a, b, r) \in A_{\text {new }}^{r} \tag{6}
\end{align*}
$$

are satisfied.
Remark 1. The inclusion of the notation $\bar{\gamma}$ is related with the fact that the argumentation of the proof is based on the properties of function $f(t)=(t)^{s}-t-\gamma^{s}+\gamma$ with $t=a^{r b} s=a / b$ and $\gamma=b^{r b}$. In particular, we observe that, if $0<t<\gamma<1$, there are two solutions of $f(t)=0$ on the interval $] 0,1[$; one solution is clearly $\gamma$ and the other solution is difficult to get explicitly and is denoted by $\bar{\gamma}$.

Theorem 2. If $x, y \in(0, \pi / 2)$ and $r<0$, then

$$
\begin{align*}
(\sin x)^{r \sin x}+(\sin y)^{r \sin y} \leq(\sin x)^{r \sin y}+(\sin y)^{r \sin x},  \tag{7}\\
(\cos x)^{r \cos x}+(\cos y)^{r \cos y} \leq(\cos x)^{r \cos y}+(\cos y)^{r \cos x}  \tag{8}\\
(\cos x)^{r \sin x}+(\cos y)^{r \sin y} \geq(\cos x)^{r \sin y}+(\cos y)^{r \sin x} . \tag{9}
\end{align*}
$$

Theorem 3. If $x, y \in(0, \pi / 2)$ and $r<0$, then

$$
\begin{align*}
(\cos x)^{r x}+(\cos y)^{r y} & \geq(\cos x)^{r y}+(\cos y)^{r x}  \tag{10}\\
(\sin x)^{r x}+(\sin y)^{r y} & \leq(\sin x)^{r y}+(\sin y)^{r x} . \tag{11}
\end{align*}
$$

Theorem 4. If $x, y \in(0, \pi / 2), \min \{x, y\} \in(0,1]$ and $r<0$, then

$$
\begin{align*}
x^{r \cos x}+y^{r \cos y} & \geq x^{r \cos y}+y^{r \cos x}  \tag{12}\\
x^{r \sin x}+y^{r \sin y} & \leq x^{r \sin y}+y^{r \sin x} \tag{13}
\end{align*}
$$

The rest of the paper is dedicated to the proof of Theorems 1-4.

## 2. Proofs of Main Results

### 2.1. Proof of Theorem 1

For completeness and self-contained structure of the proof, we recall the notation and a result given in [1]. Indeed, let us consider $s \in \mathbb{R}^{+}$and we define the functions $f$ and $g$ from $\mathbb{R}^{+}$to $\mathbb{R}$ by the relations

$$
\begin{aligned}
& f(t)=t^{s}-t-\gamma^{s}+\gamma, \\
& g(t)= \begin{cases}e^{-\ln (t) /(t-1)}, & \text { for } t \notin\{0,1\}, \\
e^{-1}, & \text { for } t=1, \\
0, & \text { for } t=0\end{cases}
\end{aligned}
$$

Then, the following properties are satisfied: $f(\gamma)=0$ and $f(0)=f(1)=-\gamma^{s}+\gamma$; if $s>1$ (resp. $s<1), f$ is strictly increasing (resp. decreasing) on $] g(s), \infty[$ and strictly decreasing (resp. increasing) on $] 0, g(s)\left[\right.$; and $g$ is continuous on $\mathbb{R}^{+} \cup\{0\}$, strictly increasing on $\mathbb{R}^{+}, y=1$ is a horizontal asymptote of $y=g(t)$, and the range of $g$ is $[0,1]$. Moreover, if we consider the function $\xi: \mathbb{R}^{+} \rightarrow \mathbb{R} \xi(m)=-m^{s}+m$ and $\varphi_{\alpha}$ defined in the enunciate of the theorem, we observe that the following following assertions are satisfied: $\xi(0)=\xi(1)=0$; if $s>1$ (resp. $s<1$ ) $w$ has a maximum at $g(s)$ (resp. minimum at $g(s)$ ); $\varphi_{\alpha}(0)=0 ; \varphi_{\alpha}$ has a minimum at $m^{*}=-1 / \ln (\alpha) ; \varphi_{\alpha}$ has a inflection point at $m^{* *}=-2 / \ln (\alpha) ; y=0$ is a left horizontal asymptote of $\varphi_{\alpha}$ and the range of $g$ is $\left[\varphi_{\alpha}\left(m^{*}\right), \infty\left[\right.\right.$ with $\varphi_{\alpha}\left(m^{*}\right)<0$.

Let us consider $t=a^{r b}, \gamma=b^{r b}$, and $s=a / b$ and we observe that

$$
\begin{equation*}
f(t)=\left(a^{r b}\right)^{a / b}-a^{r b}-\left(b^{r b}\right)^{a / b}+b^{r b}=a^{r a}-a^{r b}-b^{r a}+b^{r b} . \tag{14}
\end{equation*}
$$

Then, the proofs of (5) and (6) are reduced to analyze the sign of $f(t)$ for $t \in[0, \gamma]$. Indeed, without loss of generality and by the symmetric form of the inequalities in (5) and (6), we assume that $0 \leq b<a$ (i.e., $s=a / b>1$ ) and consider three cases:
(i) Let $a, b$ such that $1>a>b \geq 0$. Then, for $r<0$, we note that $1<a^{r}<b^{r}$ or equivalently we have that $1<t<\gamma$. Moreover, observing that $s>1$ and $g(s)<1$, by the strictly increasing behavior of $f$ on $[g(s), \infty)$, we deduce that $f(g(s))<f(1)<f(t)<f(\gamma)=0$. Thus, from (14) and $f(t)<0$, we follow that the inequality $a^{r a}+b^{r b}<a^{r b}+b^{r a}$ is satisfied.
(ii) Let $a, b$ such that $a>1>b \geq 0$. In this case, we have that $a^{r}<1<b^{r}$ or equivalently $t<1<\gamma$. We note that $s>1$ implies the strictly decreasing behavior of $f$ on $[0, g(s)]$ and the strictly increasing behavior of $f$ on $[g(s), \infty[$. Moreover, observing that $g(s) \in[0,1]$, we deduce that $f(t)<f(1)=-\gamma^{s}+\gamma:=\xi(\gamma)$ for any $t<1<\gamma$. Now, by the fact that $\xi$ is decreasing on [ $g(s), \infty[$, we have that $\xi(\gamma)<\xi(1)=0$ for any $\gamma>1$. Thus, $f(t)<\xi(\gamma)<0$ for $t<1<\gamma$ and, from (14), the inequality $a^{r a}+b^{r b}<a^{r b}+b^{r a}$ is satisfied.
(iii) Let $a, b$ such that $a>b>1$. Similarly to cases (i) and (ii), we have that $s>1$ and $0<a^{r}<1<b^{r}<$ 1 or equivalently $0<t<\gamma<1$. Here, we distinguish two subcases: $\gamma \leq g(s)$ and $g(s)<\gamma<1$. First, if $\gamma \leq g(s)$, we have that $f$ is strictly decreasing on $[0, \gamma]$ and consequently $f(t) \geq f(\gamma)=0$ for $t \in[0, \gamma]$. Second, if $g(s)<\gamma<1$, by the fact that $f(0)=\xi(\gamma)>0=f(\gamma)>f(g(s))$, we have that there exists $\bar{\gamma} \in[0, g(s)[$ such that $f(\bar{\gamma})=0$. Then, $f(t) \geq f(\bar{\gamma})=0$ for $t \in[0, \bar{\gamma}]$ and $f(t) \leq f(\gamma)=f(\bar{\gamma})=0$ for $t \in[\bar{\gamma}, \gamma]$. Thus, from both subcases, we conclude that the inequality $a^{r a}+b^{r b}<a^{r b}+b^{r a}$ is satisfied for $t \in[\bar{\gamma}, \gamma]$ with $\left.\gamma \in\right] g(s), 1[$ and the inequality $a^{r a}+b^{r b}>a^{r b}+b^{r a}$ is satisfied for $t \in[0, \bar{\gamma}]$ with $\left.\gamma \in\right] g(s), 1[$ or for $t \in[0, \gamma]$ with $\left.\gamma \in] 0, g(s)\right]$.
On the other hand, by the definition of $\gamma, s, g$ and $\varphi_{b}$, we observe that $\gamma<g(s)$ (resp. $\gamma>g(s)$ ) is equivalent to $\varphi_{b}(r b)>\varphi_{b}(r a)\left(\right.$ resp. $\varphi_{b}(r b)<\varphi_{b}(r a)$ ). Moreover, the relation $t>\bar{\gamma}$ (resp. $t<\bar{\gamma}$ ) is equivalent to $a^{r b}>\bar{\gamma}$ (resp. $a^{r b}<\bar{\gamma}$ ). Thus, the subcases can be characterized in terms of the function $\varphi_{b}$ and $a^{r b}>\bar{\gamma}$ or $a^{r b}<\bar{\gamma}$.

Hence, translating (i), (ii) and (iii) to the corresponding notation in (4) and observing that the set $A_{\text {old }}$ is the set for the inequality in (2), we conclude the proof the theorem.

### 2.2. Proof of Theorem 2

Since $\sin t, \cos t>0$ for $t \in(0, \pi / 2)$, Theorem 1 immediately implies inequalities (7) and (8). To prove (9), we define

$$
f(t)=(\cos t)^{r \sin t}+(\cos y)^{r \sin y}-(\cos t)^{r \sin y}-(\cos y)^{r \sin t}
$$

for $y$ is fixed and arbitrarily selected such that $y \in(0, \pi / 2)$ and $0<t \leq y$. We note that $f(y)=0$, then the result follows if $f$ is decreasing. Indeed, to see this, we write

$$
f^{\prime}(t)=r\left[g(t) \cos t+\frac{\sin t}{\cos t} h(t)\right]
$$

where

$$
\begin{aligned}
& g(t)=(\cos t)^{r \sin t} \ln (\cos t)-(\cos y)^{r \sin t} \ln (\cos y) \\
& h(t)=(\cos t)^{r \sin y} \sin y-(\cos t)^{r \sin t} \sin t
\end{aligned}
$$

Now, since $r<0$, it is enough to show that $g(t), h(t)>0$. For $g$, we have that

$$
\begin{aligned}
g(t) & =-\int_{t}^{y} \frac{d}{d s}(\cos s)^{r \sin t} \ln (\cos s) \\
& =\int_{t}^{y}\left((\cos s)^{r \sin t-1} \sin s\right)(1+r \sin t \ln (\cos s)) d s>0
\end{aligned}
$$

and, similarly for $h$, we deduce that

$$
\begin{aligned}
h(t) & =\int_{t}^{y} \frac{d}{d s}(\cos t)^{r \sin s} \sin s \\
& =\int_{t}^{y}\left((\cos t)^{r \sin s} \cos s\right)(1+r \sin s \ln (\cos t)) d s>0
\end{aligned}
$$

### 2.3. Proof of Theorem 3

Set $0<t \leq y<\pi / 2$ and $r<0$ arbitrarily. Along the proofs, we will use that $\sin s, \cos s>0$ for $s \in(0, \pi / 2)$.

In order to prove (10), let us consider $f_{1}(t)=(\cos t)^{r t}+(\cos y)^{r y}-(\cos t)^{r y}-(\cos y)^{r t}$. Observing that $f_{1}(y)=0$, it is enough to show that $f_{1}$ is decreasing. Indeed, the decreasing behavior of $f_{1}$ follows immediately since

$$
f_{1}^{\prime}(t)=r\left[g_{1}(t)+\frac{\sin t}{\cos t} h_{1}(t)\right]
$$

where

$$
\begin{aligned}
g_{1}(t) & =(\cos t)^{r t} \ln (\cos t)-(\cos y)^{r t} \ln (\cos y)=-\int_{t}^{y} \frac{d}{d s}(\cos s)^{r t} \ln (\cos s) \\
& =\int_{t}^{y}\left((\cos s)^{r t-1} \sin s\right)(1+r t \ln (\cos s)) d s>0
\end{aligned}
$$

and

$$
\begin{aligned}
h_{1}(t) & =y(\cos t)^{r y}-t(\cos t)^{r t}=\int_{t}^{y} \frac{d}{d s} s(\cos t)^{r s} \\
& =\int_{t}^{y}(\cos t)^{r s}(1+r s \ln (\cos t)) d s>0 .
\end{aligned}
$$

We prove (11) by analogous arguments to the proof of (10). Indeed, let us introduce the notation $f_{2}(t)=(\sin t)^{r y}+(\sin y)^{r t}-(\sin t)^{r t}-(\sin y)^{r y}$. We observe that

$$
f_{2}^{\prime}(t)=r\left[g_{2}(t)+\frac{\cos t}{\sin t} h_{2}(t)\right]<0
$$

since

$$
\begin{aligned}
g_{2}(t) & =(\sin y)^{r t} \ln (\sin y)-(\sin t)^{r t} \ln (\sin t)=\int_{t}^{y} \frac{d}{d s}(\sin s)^{r t} \ln (\sin s) \\
& =\int_{t}^{y}\left((\sin s)^{r t-1} \cos s\right)(1+r t \ln (\sin s)) d s>0
\end{aligned}
$$

and

$$
\begin{aligned}
h_{2}(t) & =y(\sin t)^{r y}-t(\sin t)^{r t}=\int_{t}^{y} \frac{d}{d s} s(\sin t)^{r s} \\
& =\int_{t}^{y}(\sin t)^{r s}(1+r s \ln (\sin t)) d s>0
\end{aligned}
$$

Thus, (11) is a consequence of the decreasing behavior of $f_{2}$ and the fact that $f_{2}(y)=0$.

### 2.4. Proof of Theorem 4

We set $0<x \leq y<\pi / 2$ with $x \leq 1$ and $r<0$ arbitrarily selected. Then, by the fact that $\cos x \geq \cos y>0$, we deduce the following estimate:

$$
\begin{aligned}
x^{r \cos x}-x^{r \cos y} & =x^{r \cos y}\left(x^{r(\cos x-\cos y)}-1\right) \\
& \geq y^{r \cos y}\left(y^{r(\cos x-\cos y)}-1\right)=y^{r \cos x}-y^{r \cos y}
\end{aligned}
$$

which implies (12). Similarly, using the fact that $\sin y \geq \sin x>0$ implies that

$$
\begin{aligned}
x^{r \sin y}-x^{r \sin x} & =x^{r \sin x}\left(x^{r(\sin y-\sin x)}-1\right) \\
& \geq y^{r \sin x}\left(y^{r(\sin y-\sin x)}-1\right)=y^{r \sin y}-y^{r \sin x},
\end{aligned}
$$

and we get the proof of (13).
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