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Preface to ”Advances in Low-Carbon and 
Stainless Steels”

Almost 80 wt % of all the metallic parts for engineering purposes are composed of steel. Steel 
has been studied for about 160 years. Despite such a long history of research, many aspects of steel 
remain unknown. This Special Issue of Metals is dedicated to the recent advances in low-carbon 
and stainless steels. Although these types of steels are not new, they are still receiving considerable 
attention from both research and industry sectors due to their wide range of applications and 
complex microstructure and behavior under different conditions. The microstructures of low-carbon 
and stainless steels resulting from solidification, phase transformation, and hot working are 
complex, which, in turn, affect their performance under different working conditions. A detailed 
understanding of the microstructure, properties, and performance for these steels has been the aim of 
steel scientists for a long time.

For this Special Issue, we invited academics and researchers to submit papers on different aspects 
of these steels including their solidification, thermomechanical processing, phase transformation, 
texture, etc., and their corrosion, wear, fatigue, and creep properties. We received many submissions 
and after a rigorous review process, 14 papers were accepted for publication, two of which were 
featured papers. The papers published in this Issue of the journal are from world class scientists 
from around the world including from Asia, Europe, South America, and North America, and 
display outstanding depth and novelty. This volume will be of use as reference for steel scientists 
and engineers in both academia and industry that would like to develop an understanding of the 
latest metallurgical advances in low-carbon and stainless steels.

Nima Haghdadi, Mahesh Somani
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Abstract: Hot forming combined with austempering and quenching and partitioning (QP) processes
have been used to shape two cold rolled high silicon steel sheets into hat profiles. Thermal simulation
on a Gleeble instrument was employed to optimize processing variables to achieve an optimum
combination of strength and ductility in the final parts. Microstructures were characterized using
optical and scanning electron microscopy and X-ray diffraction. Tensile strengths (Rm) of 1190 and
1350 MPa and elongations to fracture (A50mm) of 8.5 and 7.4%, were achieved for the two high-silicon
steels having 0.15 and 0.26 wt % C, respectively. Preliminary results show that press hardening
together with a QP heat treatment is an effective method of producing components with high
strength and reasonable tensile ductility from low carbon containing steels that have the potential for
carbide free bainite formation. The QP treatment resulted in faster austenite decomposition during
partitioning in the steels in comparison with an austempering treatment.

Keywords: hot forming; multiphase steel; quenching and partitioning; austempering; Gleeble
simulation; press hardening

1. Introduction

Press hardening of boron alloyed steels has been used since the 1980s [1] to produce beams,
pillars, and safety-related components for cars [2]. A six-fold increase in the adoption of the technique
for component production was anticipated between 2006 and 2015 [3] and the production reached
360 million components in 2015 [4]. Strength levels achievable in boron steels in as quenched conditions
are considered excellent (Rm ≈ 1500 MPa) but the ductility is often limited (A50 mm ≈ 6% or lower)
as a result of the essentially martensitic microstructure of the steels [5]. Tailor-welded blanks and
differentiation of heat treatment are the methods that can be used to tailor and optimize the properties
in different parts of a component [6]. In addition, both ductility and toughness may be enhanced in
these steels with the formation of carbide free bainitic (CFB) microstructures through austempering
process and/or subjecting these steels to a novel concept of quenching and partitioning (QP) thermal
treatment as described below. Formation of CFB microstructures can be facilitated in specially tailored
steel compositions containing high levels of Si and/or Al (about 1.5–3 wt %), through austempering
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Metals 2019, 9, 357

because both Si and or Al are strong graphitisers and hence, hinder or delay carbide formation in
the steel structure. The microstructures of CFB steels comprise mainly of fine laths of bainitic ferrite
and carbon enriched austenite divided finely between bainitic sheave [7,8] and martensite in some
cases [9]. Likewise, the QP treatment first described by Speer et al. [10] also promotes formation
of essentially martensitic microstructures with small fractions of finely divided, carbon-enriched
interlath austenite [11], besides a small fraction of bainitic ferrite and in some cases also carbides [12].
Tensile properties typical of selected steels processed through QP technique are shown in Table 1.

Table 1. Typical tensile properties of quenching and partitioned (QP) steels vis à vis boron (22MnB5)
and austempered bainitic (CFB) steels.

Steel (wt % C) Rp0.2 (MPa) Rm (MPa) A (%) Reference

22MnB5 (0.22) 1010 1480 6 Naderi 2007 [13]
CFB (0.2) 950 1020 19 Zhang 2008 [14]

CFB (0.2) 1180 1360 7 Putatunda 2011 [15]

QP (0.2) 1200 1400 12 De Moor 2011 [11]

CFB (0.3) 1028 1800 11 Caballero 2006 [7]

QP (0.3) 1100 1500 15 De Moor 2011 [11]

CFB (0.4) 1250 1400 12 Putatunda 2009 [9]

QP (0.4) 1400 1750 14 Li 2010 [12]

The twin benefits of the existing direct press hardening process applied to boron steels are (i) the
combination of rapid forming through optimized processing and (ii) quenching of the component in
the pressing tool. During austempering, austenite is isothermally transformed into lower bainite at a
temperature slightly above the martensite start temperature (Ms) for a duration adequate enough for
complete austenite decomposition. However, slow kinetics of the austenite to bainite transformation
at temperatures close to Ms can have limitations in respect of the austempering process in combination
with press hardening for commercial production of automotive components. In the QP process the
steel is quenched to a temperature between the start (Ms) and the finish (Mf) of martensite reaction and
subsequently either held at the quenching temperature or heated to just above or below Ms temperature
to facilitate partitioning of carbon from transformed supersaturated martensite into austenite or from
the bainite that may form during subsequent partitioning step. The transformation rate has been
shown to increase when the austempering temperature is lowered just below the Ms temperature [16].
A quench stop below Ms allows a small amount of martensite to form prior to bainite transformation,
thereby increasing the number of possible nucleation sites for bainite and thus its rate of formation [16].
It has also been shown that the transformation from austenite to bainite can be accelerated if a small
fraction of martensite can be formed from the austenite [17] even though the rate of bainite formation
following martensite formation remains unchanged and same amount of bainite would form following
austenite decomposition [18]. Utilization of the QP heat treatment thus provides the possibility to
shorten the production cycle time. Press hardening with a QP treatment of boron steel has been shown
to improve the ductility of the steel but with a marginal loss in yield strength [19,20], as compared
with the properties obtained through conventional press hardening of 22MnB5 steel. This process has
been repeated for low-carbon Si-Mn steels and the maximum volume fraction of retained austenite
reached 17.2% with corresponding total elongation of 14.5% when hot stamping is done at 750 ◦C [21].
Seo et al. [22], designed two types of modified press hardening steels (PHS) by adding Si, and Si + Cr
to 22MnB5 steel, followed by optimized QP processing to achieve improved properties. In the best QP
conditions the ductility improved to 17% total elongation with 1032 and 1098 MPa yield and tensile
strengths respectively, for the Si + Cr added (PHS) grade.

The aim of this work was to produce components with properties equal to or better than
conventional press hardened boron steels, within a reasonable processing time for improved
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productivity. Various thermal treatments following the forming stage were investigated to achieve a
fine multiphase microstructure. The quench stop temperature in the die was identified as a variable of
interest along with the furnace temperature and the holding time of the heat treatment. Two variants of
quench stop temperature were investigated, above and below the Ms. Both isothermal heat treatment
above and below Ms and QP were investigated using thermal simulations for two cold rolled Fe-(0.15
and 0.26)C-1.5Si-2Mn-0.6Cr alloys. This paper reports an account of the mechanical properties obtained
after press hardening experiments to produce hat-shaped profiles using QP heat treatments for
high-silicon steels, in comparison with those of commercial 22MnB5 profiles. The effect of using
QP treatments on austenite decomposition kinetics in comparison with austempering treatment is
also studied.

2. Materials

Two laboratory heats of 15 kg, coded here as CR1 and CR3, were produced in a vacuum induction
furnace under an inert atmosphere. Alloying elements were added in sequence to pure (>99.9%)
electrolytic iron. Carbon deoxidation was performed and an analysis of C, S, N, and O was made
on line during the final adjustment of the composition. Samples of 40 mm thick plates were hot
rolled to a final thickness of 3 mm in several passes finishing at 900 ◦C. The 3 mm thick strips were
then cold rolled to blanks with a thickness of 1.3 mm. Table 2 shows the chemical compositions
of the experimental steels determined by optical emission spectroscopy (ARL 4460, Thermo Fisher
Scientific, Lausanne, Switzerland). Critical transformation temperatures Ms and Ac3, determined
by high resolution dilatometry are also included in Table 2. It also shows the times required for
completing bainitic transformation, determined by dilatometric analyses at temperatures at and above
Ms. If isothermal treatment takes place at a temperature at or below Ms, athermal martensite forms
before the isothermal transformation starts. For more information about design, processing, and
properties of isothermally treated CR1 and CR3 steels, see Caballero et al. [23]. In addition, the
composition range of the 22MnB5 reference steel used in final hat-profile pressing is given in Table 2.

Table 2. Chemical compositions (wt %) of experimental CFB steels and the reference 22MnB5 (B5) steel.
Experimentally measured Ms and AC3 temperatures as well as bainite formation time (tBf) at select
isothermal holding temperatures (TB) are also included.

Steel C Mn Si Cr P S
Ms

(◦C)
AC3

(◦C)
TB

(◦C)
tBf

(min)

CR1 0.15 2.01 1.45 0.62 0.016 - 400 895 400 7.7

CR3 0.26 2.02 1.47 0.62 0.017 - 322 853 350 23.1

B5 0.20–0.25 1.10–1.30 0.20–0.35 0.15–0.25 Max
0.025

Max
0.005 - - - -

3. Methods

3.1. Gleeble Thermal Simulation

Experiments simulating press hardening conditions in respect of temperature—time cycles were
carried out using a Gleeble 1500 simulator (Dynamic Systems Inc., Postenkill, NY, USA). Flat specimens
with dimensions 1.3 × 10 × 70 mm3 were subjected to thermal cycles that produced a uniform
heat-affected zone of about 20 mm in width in the center of the samples. Thermal cycles were designed
to simulate two industrial processing routes in which the following sequence of steps is used: (i)
austenitization; (ii) forming (at a specified temperature); (iii) quenching to a specified temperature
to simulate either an austempering treatment above the Ms temperature or a QP process below the
Ms temperature (resulting in a certain amount of martensite formation); (iv) cooling the austempered
samples or heating the QP samples to a specified temperature both above Ms respectively, followed by
isothermal holding to facilitate transformation of, some or all of, the balance untransformed austenite
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into a very fine bainitic structure and; v) cooling to room temperature (after complete or partial
transformation to bainite). The Gleeble simulations performed in this work however, did not include
blank deformation, i.e., step (ii) in the sequence above.

All specimens were first reheated at 5 ◦C/s to 930 ◦C and held for 60 s before cooling at 20 ◦C/s
to 770 ◦C. Two different sequences of heat treatment were then performed, directly without delay:

i Austempering: Quenching to temperatures above Ms followed by holding at Ms, Ms + 30 ◦C and
Ms − 30 ◦C for 5, 10, 15, and 25 min.

ii QP process: Quenching to temperatures corresponding to Ms − 10 ◦C and Ms − 20 ◦C followed
by heating to Ms or Ms + 30 ◦C and holding for 0.5, 1, 5, and 15 min.

Following the heat treatments, samples were cooled to room temperature at 5 ◦C /s. Referring
to the QP process the athermal martensite fractions formed at temperatures of Ms − 10 ◦C and Ms −
20 ◦C were estimated to be ~10 and 20 vol %, respectively using the Koistinen-Marburger equation [24].

3.2. Press Hardening Trials of Hat Shaped Profiles

Steel blanks having dimensions 1.3 × 70 × 150 mm3 were cut from cold rolled sheets, heated in a
furnace to 930 ◦C and held for 4 min, prior to transferring them to the tooling within ~9 s. The dies
were preheated to enable the blank temperature to be controlled during forming and simultaneous
quenching of the hat profile. The dies were closed in 2.5 s and the blanks cooled in the dies for 8 s to
a temperature corresponding to Ms − 10 ◦C. The blanks were then transferred to a second furnace
within ~11 s and held at Ms + 30 ◦C for 5 min before air cooling to room temperature. The temperature
was measured using a thermocouple welded to the blank. Examples of typical temperature–time
curves recorded on the blanks during press hardening are shown in Figure 1. Six hat profiles were
produced from steel CR1 and five from steel CR3. The quenching temperatures were controlled within
4 ◦C, for all CR1 samples and 2 ◦C for 4 out of 5 CR3 samples with regard to the set value (Ms − 10 ◦C).
The measured temperature for the fifth CR3 sample was 9 ◦C below the set value. The heat created
when austenite was transformed to martensite and bainite respectively increased the temperature in
the samples, but the furnace temperature was controlled so that the set value (Ms + 30 ◦C) was reached
within 5 min.

Figure 1. Typical temperature–time curves during press hardening of hat profiles of steels CR1 and CR3.
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3.3. Characterization

Microstructural examinations were performed using light optical microscopy (LOM) (Olympus
Vanox-T AH-2, Tokyo, Japan) and scanning electron microscopy (SEM) (JEOL JSM 6064LV, Tokyo,
Japan). X-ray diffraction (XRD) (Siemens D5000 PANalytical Empyrean diffractometer, Munich,
Germany) measurements were made with monochromatic CuKα radiation (40 kV and 45 mA).
Rietweld analysis was used to establish the volume fraction of austenite present in the microstructures
of the hat profiles.

Vickers hardness was measured on the Gleeble specimens using a load of 5 N. A load of 20 N was
used for the hat profiles in which the hardness was determined at 5 positions—on the top, side walls 1
and 2, and flanges 1 and 2—as shown in Figure 2.

Figure 2. Schematic view of the hat shaped profile, after press hardening operation.

Tensile tests were carried out according to the standard EN ISO 6892-1:2009. One test specimen
was laser cut from the top surface of each press hardened hat shaped profile. Reference measurements
were performed on isothermally heat-treated samples for both steels but with a shorter gauge length
of 25 mm instead of 50 mm because of the limited amount of material available. Steel CR1 was
soaked at 400 ◦C for 15 min and steel CR3 at 350 ◦C for 30 min following austenitization at 890 ◦C for
100 s. In principle this temperature does not imply complete austenitization of steel CR1, as the Ac3

temperature was determined to be 895 ◦C: Electron microscopy of a sample quenched from 890 ◦C
confirmed the presence of a minute quantity of intercritical ferrite.

4. Results

Microhardness results together with standard deviation values of Gleeble simulated samples are
plotted in Figures 3 and 4. Figure 3 presents data for samples that experienced a quench stop above
Ms (i.e., austempering treatment) and Figure 4 shows data for samples with a quench stop below Ms

(i.e., the QP treatment). The times for bainite formation at Ms for steel CR1 and at Ms + 30 ◦C for steel
CR3 are given in Table 2. These values were determined by dilatometric measurements. The hardness
values for fully bainitic structures were in the ranges 370–410 HV for steel CR1 and 450–470 HV for
steel CR3 as measured from the dilatometric test samples. The hardness values of the Gleeble-treated
samples in Figure 3 lay in the typical ranges of fully bainitic structures for the stated carbon levels
in the steels. The effect of holding time on hardness remains difficult to analyze for 0.15C steel CR1
after isothermal transformation, but in general the lower the holding temperature is, the higher the
hardness achieved. All hardness values of steel CR1 lay close to the expected values for a bainitic
structure, Figure 3. For the 0.26C steel CR3, longer holding times (10–25 min) gave results expected
for a fully bainitic structure, whereas the shortest (5 min) holding time resulted in hardness values
that exceeded the expected level for just bainite and, most likely is a result of untempered martensite
formation during final cooling, Figure 3.
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Figure 3. Hardness (HV0.5) of Gleeble simulated CR1 steel and CR3 steel after quenching with a cooling
stop above Ms followed by isothermal heat treatment for various times at temperatures relative to Ms

as indicated.

Figure 4. Hardness (HV0.5) of Gleeble simulated CR1 steel and CR3 steel after quenching with a cooling
stop below Ms followed by isothermal heat treatment for various times at temperatures relative to Ms

as indicated.

Quenching with a cooling stop below Ms followed by isothermal heat treatment resulted in the
expected hardness typical of lower bainite for all 0.15C CR1 specimens, Figure 4. For 0.26C CR3 steel
the shortest holding time (0.5 min) appears to be insufficient for complete bainite transformation
(Figure 4), whereas a longer holding time led to the expected hardness typical of lower bainite.
Isothermal heat treatment at Ms appears to require a slightly longer time than the transformation

6
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at Ms + 30 ◦C, obviously due to slower kinetics at lower temperature. No appreciable difference
can be seen following quenching to Ms − 10 ◦C or Ms − 20 ◦C in respect of final hardness. For the
quenching and post heat treatment process the initial formation of martensite appears to accelerate
bainite transformation noticeably. There are also indications that bainite transformation is more rapid
at a holding temperature of Ms + 30 ◦C than at Ms, though the results can become complex with the
occurrence of other microstructural mechanisms, such as carbon partitioning and stabilization of a
small fraction of austenite. The process variant selected for further investigation was die quenching
to Ms − 10 ◦C and subsequent post heat treatment at Ms + 30 ◦C for 5 min before cooling to room
temperature. The microstructures of steels CR1 and CR3 after Gleeble simulation by quenching to
Ms − 10 ◦C followed by holding at Ms + 30 ◦C for 5 min are shown in Figure 5. Both microstructures
essentially consist of bainite and a small fraction of tempered martensite.

Figure 5. Scanning electron images of steel CR1 (a) and steel CR3 (b). Both samples quenched to Ms −
10 ◦C followed by holding at Ms + 30 ◦C for 5 min.

Temperature measurements from the pressed hat profiles showed that the latent heat of
transformation is released during the formation of martensite. Some latent heat release was also
observed during the bainite transformation, see Figure 1. However, the targeted quench stop
temperatures were achieved within about 10 ◦C. For most of the trials, the partitioning temperature
was set lower than the targeted temperature (Ms + 30 ◦C) to account for the latent heat generation and
the corresponding increase in temperature. The highest temperatures caused by latent heat generation
were Ms + 60 ◦C. The targeted temperatures were achieved after approximately 5 min of isothermal
holding in the case for the CR1 steel profiles. However, the partitioning temperature for CR3 steel
profiles were estimated to be about 5–15 ◦C lower than the target value.

The microstructure obtained at the top of the profiles in CR1 and CR3 steels are shown in Figure 6.
Since it was not possible to distinguish between bainite, tempered martensite and retained austenite
from the Nital etched samples, LePera etchant was used to reveal the microstructures. Following
such etching, the white spots seen in the microstructure were identified as austenite or untempered
martensite [25]. Tempered martensite appeared as slightly brown-colored constituent and bainite often
appeared as the blue-colored constituent.
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(a) (b) 

Figure 6. LePera etched optical micrographs from the top surfaces of hat profiles in (a) steel CR1 and
(b) steel CR3.

Typical SEM images from hat profiles are displayed in Figure 7. It is seen that the microstructures
comprise multiple phases such as a fine mixture of lath-like ferrite, retained austenite and some
tempered martensite, and possibly also some untempered martensite formed during the final cooling.

  

Figure 7. Scanning electron micrographs from the top surfaces of hat profiles in (a) steel CR1 and (b)
steel CR3.

The volume fraction of retained austenite was determined by analysis the of X-ray diffraction data
using two samples of each material. Accordingly, steel CR1 contained about 12% retained austenite
and steel CR3 about 17%. Hardness values at different positions on the five hat-shaped profiles of each
steel sort (according to Figure 2) are shown in Figure 8. Average values containing standard deviations
are included for each position of the hat profiles in Figure 8.

The average values of three measurements at each position are presented. The expected hardness
values for bainite were achieved at all locations in the hat profile specimens of steel CR1, except for
flange 1. This was presumably caused by slower cooling in that part of the die, which resulted in some
ferrite formation. For steel CR3 the hardness values lie between 455 and 475 HV2, which are close to
the expected hardness of bainite (~450–470 HV) for this steel, as measured on isothermally treated
samples. A few specimens showed higher hardness, up to 488 HV2. It can be seen that the part with
the lowest quenching stop temperature, CR3-5, has the most uniform hardness, Figure 8.
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(a) 

 

(b) 

Figure 8. Hardness data (HV2) measured at various positions in press hardened hat profiles, made of
steel CR1 (a) and steel CR3 (b), as shown in Figure 2. Average values including standard deviation, are
presented for each position of hat profile.

Tensile properties were determined for the top sections of all the manufactured hat profiles.
Figure 9 shows a comparison between the tensile tests properties of CR1 and CR3 together with

uncoated commercial boron 22MnB5 steel currently in use for press hardening. The presented values
are the average of 10 measurements for steel CR1 and 5 measurements for steel CR3.

The targeted yield (1000–1300 MPa) and tensile (1400–1700 MPa) strength values were not
achieved in the 0.15C CR1 steel. Though the targeted yield strength (1036–1093 MPa) was achieved in
0.26C CR3 steel, but the tensile strength was still below the target (1323–1404 MPa). On the other hand,
the elongation to fracture for both steels (average values of 8.5% and 7.4% for CR1 and CR3 steels,
respectively) was somewhat higher, and better than the targeted value of A50mm > 5%. The measured
total elongation was 4.9% for the tested 22MnB5 reference steel, which agrees well with the values
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found in the literature, see Table 1. Furthermore, tensile tests were performed on sheets subjected
to isothermal treatments, CR1 at 400 ◦C for 15 min and CR3 at 350 ◦C for 30 min to obtain reference
values for bainitic structures of the steels. The elongation to fracture was higher for these samples
in comparison to those of the hat profiles (CR1: 15.8% and CR3: 12.2%). The strength values of CR1
steel were approximately the same as for the hat profile, but for the CR3 steel the yield and tensile
strength values were slightly higher for the isothermally treated samples. The shorter gauge length,
25 mm instead of 50 mm, for the austempered tensile test samples was identified as one reason for the
difference in elongation to fracture.

Figure 9. Tensile test curves of QP-processed hat profiles of CR1 and CR3 steels, alongside one tensile
test curve for steel 22MnB5.

5. Discussion

The hardness values and microstructures of the Gleeble simulated samples have been found to
be similar to those of the final press hardened hat profiles. This indicates that physical simulation
is a reliable means of determining press hardening parameters to achieve a desired microstructure.
One complication encountered in press hardening of hat profiles was the increase in temperature
caused mainly due to the exothermic heat generated by the decomposition of austenite to martensite
and/or bainite. The isothermal transformations at different temperatures presented in Figure 3 show
that the time for completion of bainitic transformation is temperature dependent, and that longer
holding time leads to higher fraction of bainite and it can also lead to more carbon enriched austenite
and a decrease in the dislocation density by recovery mechanisms. Other microstructural mechanisms
such as isothermal martensite formation below Ms, carbide precipitation and carbon partitioning from
supersaturated martensite or bainite to austenite can also take place, as reported in literature [26].
The hardness values shown in Figure 4 for the Gleeble samples quenched to a temperature below Ms

followed by a heating at a temperature above Ms, show that the initial martensite formation shortens
the time necessary for the bainite transformation. Two mechanisms that also influence the hardness
value are the tempering of the initial martensite formed and the martensite that can be formed after
final cooling to room temperature.

It is reasonable to assume that microstructural changes occurring during isothermal holding
are essentially diffusion controlled, thus following a relationship similar in form to that of the
Larson–Miller parameter LMP [27]. Here the diffusion equation D = D0exp(−Q/(RT)) is used to
calculate an effective ‘time-diffusivity’ tD (the sum of the individual diffusivities over the thermal cycle
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following quenching to desired temperature). D is diffusivity (m2/s), D0 is a constant (m2/s), Q is the
activation energy of diffusion (J/mol), and R is the gas constant (8.31 J/molK). The time interval used
in the calculation of tD is from the point the samples reached their lowest temperature on quenching
(QT) to the point after isothermal treatment when the specimens had cooled to 200 ◦C, see Equation (1).

tD =
∫ 200

QT

tDdT (1)

A pre-exponential diffusivity constant D0 of 2.3 × 10−5 m2/s and an activation energy Q of 148
kJ/mol for carbon diffusion in austenite were used in these calculations [28]. The calculations may be
used for an approximate comparison with the experimental data, but they do not take into account
accurately the effect of the high silicon content on diffusivity in the steel. Figures 10 and 11 present
variation of hardness with tD for the Gleeble simulated QP type heat-treatments with a quench stop
temperature of Ms − 10 ◦C and subsequent isothermal holding at Ms + 30 ◦C, carried out on CR3 and
CR1 steels, respectively. The corresponding hardness values of the hat profiles are also included in the
figures. As expected, a reduction in hardness with an increase in tD is seen. It is clear that the hardness
data for the press hardened hat profiles lie close to those obtained on the CR3 and CR1 steels subjected
to equivalent Gleeble simulations, see Figures 10 and 11. The calculations confirm the usefulness of
the method for obtaining a rough estimate of the achievable hardness, though the results can easily
be affected by the deformation applied in press hardening. The hardness after press hardening trials
are 5–10 HV points higher in comparison with the Gleeble simulated samples. As stated above, one
possible explanation could be the influence of the forming operation on the Ms temperature during
sheet deformation [29]. The large standard deviation for CR1 sample probably is, caused by slow
cooling of flange 1, resulting in ferrite formation, see Figure 8a.

A comparison of the hardness data presented in Figure 3 for bainitic microstructures following
austempering, with those presented in Figure 4 for samples subjected to prior QP type treatment and
Figure 8 for different locations on hat profiles indicates that it is possible to shorten the isothermal
holding time without the risk of obtaining excessive hardness in the steel. If the partitioning period is
too short, during which only a small fraction of the austenite has transformed to bainitic ferrite and/or
stabilized as high carbon austenite, untempered high carbon martensite may form on final cooling
resulting in high hardness. The results for steel CR1 indicate that even the minimum holding time gives
the targeted hardness value. By comparing the ‘time-diffusivity’ calculations for different samples, it
can be seen that a holding time of 5 min for steel CR3 at 350 ◦C is equivalent to about 0.5 min holding
time for steel CR1 at 430 ◦C. Similarly, a holding time of 15 min for steel CR3 is equivalent to a holding
time of 1 min for steel CR1 at the same test temperatures (350 and 430 ◦C) for the two steels.

The quench stop temperatures and subsequent temperature–time holding combinations
investigated in this study resulted in mechanical properties that are promising for industrial application.
The strength of 0.15C steel CR1 hat profile is lower than that for a conventional press hardened profile
of 22MnB5 boron steel. The yield strength of 0.26C steel CR3, however, is comparable with that of the
boron steel, though the tensile strength is lower. The elongation to fracture is, however, superior in the
CR3 steel compared with that of the press hardened boron steel. Liu et al. [19] applied hot stamping
with QP type treatment and obtained tensile strength and ductility of the order of 1500–1600 MPa
and 6.6–14.8%, respectively, though the yield strength was limited to 655–850 MPa. Hence in the
present work, a higher yield strength was obtained. The improvement in ductility shown in the
novel press hardening process provides the possibility to produce safety related components for cars
with a possibility of reduction in weight. The hardness values after Gleeble simulated austempering
cycles, Figure 3, show that the hardness values reach the same levels as the fully austempered samples
measured by dilatometry after 10–15 min. The Gleeble cycles simulating different QP type cycles
reach same hardness levels after 1–5 min. The possibility of time reduction for processing CR1 hat
profile is from ca. 8 min to between 1 and 5 min, and for sample CR3 from 23 to 1–5 min. The special
QP type process simulated in Gleeble experiments and the subsequent production of the hat profiles
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created opportunities to shorten the processing time considerably in comparison to typical times of the
conventional austempering process. The tests have also shown that the inevitable variations in the
processing cycle with regard to reaching the desired quench stop temperature and subsequent holding
to complete bainitic transformation in actual industrial component forming operation do not influence
the properties of the final product significantly. On the other hand, a quick comparison of the strength
and ductility properties reported in the literature for CFB and QP steels, as shown in Table 1, reveals
that the same levels of high strength and good ductility cannot be attained in press hardening, using
the QP type treatment for realizing CFB microstructures in steels.

 

Figure 10. Hardness versus time-diffusivity tD [m2] for steel CR3 quenched to Ms − 10 ◦C followed by
holding at Ms + 30 ◦C for 0.5, 1, 5, and 15 min by Gleeble simulation. The value for the press-hardened
hat profile is included. Standard deviations, based on 5 values for each Gleeble treated sample and 25
values for the hat profile are presented.

 

Figure 11. Hardness versus time-diffusivity tD [m2] for steel CR1 quenched to Ms − 10 ◦C followed by
holding at Ms + 30 ◦C for 0.5, 1, 5, and 15 min. by Gleeble simulation. The value for the press-hardened
hat profile is included. Standard deviations, based on 5 values for each Gleeble treated sample and 25
values for the hat profile are presented.

The novel press hardening technique for steels with increased Si content presented here together
with the use of a QP type treatment to obtain a final CFB microstructure is shown to result in a
combination of mechanical properties comparable with those of existing boron steels. It can be
emphasized, however, that with further investigations of process variables, on the industrially
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produced sheets, and careful optimization of chemical composition to realize CFB microstructures
for this kind of application are likely to provide property combinations far superior to those of boron
bearing steels and closer to those obtained in CFB steels and QP-processed steel sheets themselves.

6. Conclusions

The results of simulation and press hardening experiments show that it is possible to produce
complex steel sheet components with high strength and ductility by press hardening in combination
with a controlled quenching and partitioning treatment. By quenching to a temperature below the
Ms temperature of the steel, heating to a temperature, e.g., 30 ◦C above Ms and holding there, the
phase transformation time is shortened, in comparison with a traditional austempering treatment.
Consequently, the total processing time is shortened, benefiting productivity. Even though the
steel with a carbon content of 0.15 wt % gave yield and tensile strength values lower than those
of conventional press hardened boron steel, the steel with the carbon content of 0.26 wt % resulted
in a yield strength comparable with that of the boron steel, although with a lower tensile strength.
In addition, the elongation to fracture after press hardening in combination with quenching and
partitioning is significantly higher than that of conventional press hardened 22MnB5 boron steel.

The microstructure achieved after pressing and QP treatment contains a very fine multiphase
structure comprising lath-like ferrite, retained austenite and tempered martensite, which contribute to
the good tensile properties achieved for the materials. In comparison with conventional martensitic
microstructure achieved by press hardening of boron steels, the structure achieved by QP treatment in
combination with pressing enabled the formation of a very refined structure containing a large amount
of ferrite laths and interlath retained austenite, which rendered relatively higher ductility besides high
strength in the produced components.
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Abstract: We present a computational method for calculating the phase transformation start for
arbitrary cooling paths and for different steel compositions after thermomechanical treatments.
We apply the method to quantitatively estimate how much austenite deformation and how many
different alloying elements affect the transformation start at different temperatures. The calculations
are done for recrystallized steel as well as strain hardened steel, and the results are compared.
The method is parameterized using continuous cooling transformation (CCT) data as an input, and it
can be easily adapted for different thermomechanical treatments when corresponding CCT data is
available. The analysis can also be used to obtain estimates for the range of values for parameters in
more detailed microstructure models.

Keywords: austenite; steel; thermomechanical processing; phase transformation; nucleation; ferrite;
CCT; TTT; incubation; transformation start

1. Introduction

Modern thermomechanically processed steels can be rolled and cooled to a variety of
microstructures with properties tailored to many kinds of applications. To minimise scatter in
microstructures and properties it is beneficial to have phase transformation models that are as accurate
as possible. To be able to predict and understand the onset of phase transformations occuring during
the complex cooling path of hot rolled steel for different compositions, a quantitative model is needed.
To give a realistic estimate, the model should take into account the severe mechanical deformation
occurring in hot rolling prior to cooling. In addition, it should be possible to extend the model and
adapt it to specific steels and mechanical treatments prior to cooling. It is also desirable that the input
data required for the model are easy to obtain, for example, by constant cooling rate experiments.

Several phase transformation models that can be used for simulations along arbitrary cooling
paths have been introduced earlier, for example, references [1–11]. However, there is currently no
method that includes the effect of austenite deformation on the transformation start for different
steel compositions and which could be used to calculate the transformation start for arbitrary cooling
path. Since the nucleation phenomenona during the onset of transformation is different from the
successive growth stage, several models separate the growth kinetics of the phase transformation from
the onset stage by considering an incubation time or delay for the transformation start [3–5,7,8,10,11].
However, these models do not consider the effect of deformation prior to cooling [6–9], or they are
specific to a certain steel composition, or they only take in to account the effect of a few alloying
elements [2–5,10,11].

Also, detailed models, such as [12–14], which include the description of the steel microstructure,
can be used to calculate phase transformation phenomena. These detailed models include a number
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of parameters which can be either obtained experimentally [13,14] or calculated using theory [12].
Such detailed models could benefit from data that can be obtained directly from linear cooling rate
experiments in order to find the range of possible values for the parameters.

The method for calculating the start time of transformation from temperature–time transformation
(TTT) diagrams has been presented in several articles, e.g., [1,6–8,15], which could be used to calculate
the transformation start by applying Scheil’s additivity rule for an arbitrary cooling path. However, it
has been shown that using such isothermal transformation data to calculate the transformation start
for cooling conditions by applying the additivity rule can give incorrect estimates [16,17]. For cooling,
the application of the so-called ideal (or true) incubation time [18,19] gives a better estimate for the
transformation start for an arbitrary cooling path [20], as it gives exactly the correct continuous cooling
transformation (CCT) diagram for constant cooling rates when Scheil’s additivity principle is applied.

We present a computational method to calculate an estimate for the ferrite phase transformation
start of an arbitrary cooling path and for varying steel compositions containing the following alloying
elements: C, Si, Mn, Cr, Cu, Ni, Mo, V, Ti, B, and Nb. The model can be easily adapted for new
steels and thermomechanical treatments by using constant cooling rate CCT data as the input for the
model. The transformation start time includes the time required for the formation of critical-sized
nuclei (incubation time) as well as the time required for the growth of the nuclei to the volume
fraction required for the detection of the phase transformation start. The method comprises three
parts as follows: (1) Calculation of the CCT start time for different steel compositions and phases
using the results presented in [21,22] for steels subjected to strain relevant to hot rolling procedures;
(2) construction of the so-called ideal TTT diagram [18–20,23,24] from a constant cooling rate CCT
diagram; and (3) application of Scheil’s additivity principle to calculate the phase transformation start
for an arbitrary cooling path after the ideal TTT diagram has been calculated [18]. We show how it is
used to quantitatively compare the manner in which different alloying elements affect the austenite
to ferrite phase transformation start time and the corresponding activation energy for a given steel
composition. The same calculation is done for steel which has been additionally strained below the
no-recrystallization temperature, and the results are compared. We also calculate an estimate for the
phase transformation start for different kinds of cooling paths.

Since the model presented in this work is based on experimental CCT diagrams [21], it can be
easily adapted and extended for different steels when there is a need to obtain more detailed estimates
for given steel compositions or mechanical treatments prior to cooling. If constant cooling rate CCT
data is analyzed, it can be used as the basis of this method, and the corresponding results, as presented
in this article, can be obtained. We separately analyze the austenite to bainite transformation onset and
present the results in [25,26].

2. Theory

2.1. Calculation of CCT Start Time for Different Steel Compositions

An estimate for the phase transformation start point in CCT diagrams for different steel
compositions can be calculated with Equations (1) and (2) which were presented in reference [21]. As
described in the original works, the equations were obtained by linear regression analyses on the effect
of alloying elements on the CCT diagrams, considering the following elements: C, Si, Mn, Cr, Cu,
Ni, Mo, V, Ti, B, Nb. The experimental results were obtained with 34 different steel compositions by
cooling specimens after thermomechanical treatments relevant to industrial hot rolling and cooling
processes.

Ts,cct(K) = 273.15 + B0 + ∑
i

Bici

︸ ︷︷ ︸
TN

+Btarcsinh(t85 − t85,k) (1)

log10(t85,k) = A0 + ∑
i

Aici (2)
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where Ts,cct(K) is the start temperature (in degrees Kelvin) for the phase transformation occurring
with a constant cooling rate; ci are the concentrations of different elements in the steel composition in
weight %; Ai and Bi are the constants obtained from the regression analysis; t85 is the time elapsed
while cooling the specimen from 800 ◦C to 500 ◦C; and t85,k corresponds to the critical cooling
rate, which is the slowest cooling rate that does not produce a measurable phase transformation.
TN is used to denote 273.15 + B0 + ∑i Bici. Prior to cooling, the steel sample was subjected to a
mechanical deformation schedule consisting of either (a) two 20% strain deformations above the
recrystallization limit temperature, or (b) the same as (a) but with an additional 30% deformation
below the non-recrystallization temperature. The different deformation schedules (a and b) yielded
different CCT start curves and regression constants. The regression constants for ferrite transformation
for both deformation schedules were given in reference [21] and are reproduced in Table 1.

Table 1. The regression constants given in [21], which were used in Equations (1) and (2). The constants
are given for two different deformation schedules, (a) and (b) (see text).

B0 BC BSi BMn BCr BCu BMo BV BTi BB BNb Bt

(a) 834.8 −251 60.5 −103.2 −69.7 0 −105.5 0 202 9.0 205 11.86

(b) 884.2 −331 65.2 −98.7 −75.9 −97.4 −76.7 290 158 0 −322 9.28

A0 AC ASi AMn ACr ACu AMo AV ATi AB ANb ANi

(a) −0.524 3.07 0 0.718 0.885 0 3.825 0 0 0 0 0

(b) −0.319 3.45 −1.47 0 1.440 0 4.221 0 0 0 0 0

The composition limits (in wt %) for the experimental data used in the regression analysis are
shown in Table 2 [21,27].

Table 2. The composition limits (in wt %) of the model.

C Si Mn P S N Al Cr

min 0.01 0.01 0.16 0.007 0.002 0.003 0.002 0.01

max 0.65 0.71 1.69 0.022 0.011 0.012 0.062 1.20

Cu Ni Mo V Ti B Nb

min 0 0 0 0 0 0 0

max 0.30 1.32 0.51 0.10 0.03 0.0022 0.05

A comparison with the experimental results showed that the functional form of Equation (1)
represents the transformation to ferrite near the critical cooling rate (or t85,k) well. For some steels
whose CCT diagrams indicate a transformation start near the equlibrium Ae3 temperature, the
functional form gives a slightly higher value for the transformation temperature near the equlibrium
temperature than that observed experimentally. When the transformation temperature described by
Equation (1) of the steel is well below the equilibrium temperature, the functional form represents the
transformation temperatures for the whole experimental range, t85 ∈ t85,k...1000 s, well.

At a constant cooling rate, θ̇ = (300 K)/t85, the temperature of the specimen can be expressed as
T = Ae3− θ̇t, where Ae3 is the equilibrium ferrite formation temperature, and t is the time spent below
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the Ae3 temperature. By applying Equations (1) and (2), the time required for phase transformation to
start during cooling, ts,cct is given by Equation (3):

ts,cct =
Ae3 − Ts,cct

300
t85 =

Ae3 − Ts,cct

300

[
sinh

(
Ts,cct − TN

Bt

)
+ t85,k

]
. (3)

Equation (3) is valid for the temperatures where Equations (1) and (2) represent the experimental
results well (see discussion above) and can be used to calculate ts,cct for different temperatures, Ts,cct.
The coordinates (ts,cct(Ts,cct), Ts,cct) then represent the CCT diagram in time-temperature coordinates.
Following [28], we used Equation (4) to describe the Ae3 temperature (in degrees Kelvin):

Ae3(K) = (1184 − 29Mn + 70Si − 10Cr)− (418 − 32Mn + 86Si + 1Cr)C + 232C2 (4)

where the element symbols refer to their concentrations (in wt %). The equation includes the effects of
C, Mn, Si and Cr. The effect of small amounts of microalloying with other elements is neglected for the
equilibrium temperature calculation [28].

The CCT start curve was calculated using Equations (1)–(3) and is shown in Figure 1 with the
critical cooling rate, which is the slowest cooling rate that does not produce the phase transformation.
The plot was calculated for a steel composition of 0.09 C, 0.28 Si, 1.53 Mn, 0.012 P, 0.005 S, 0.03 Al, 0.05
Cr, 0.05 Cu, 0.035 Nb, 0.04 Ni, 0.02 Ti and 0.05 V (wt %) (named “TH16” in reference [22]) which was
subjected to mechanical deformation but allowed time to recrystallize prior to cooling. To describe
the “nose” of the CCT diagram without discontinuities in the temperature derivative, a piecewise
polynomial was used for smooth transition from the CCT curve to the critical cooling rate curve (see
Figure 1).

Figure 1. The continuous cooling transformation (CCT) diagram for the given steel composition can be
calculated with the parameters reported in [21]. To describe the CCT “nose” without discontinuities in
the derivative, a spline was fitted between the calculated CCT curve and the critical cooling rate.

2.2. Construction of the Ideal TTT Diagram from the Constant Cooling Rate CCT Diagram

The ideal isothermal transformation time, τ, can be calculated using Equation (5) [19,29]

1
τ(ΔTCCT)

=
dθ̇c(ΔTCCT)

dΔTCCT
(5)
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where the function θ̇c(ΔT) is the constant cooling rate required to produce a transformation start
exactly at the point of undercooling, ΔTCCT (or, equivalently, ΔTCCT is the amount of undercooling at
which the transformation starts for constant cooling rate θ̇c). Applying the chain rule of differentiation
we obtain

1
τ(Ts,cct)

= −dθ̇c(Ts,cct)

dTs,cct
(6)

where Ts,cct is the transformation start temperature in the CCT diagram.

2.2.1. Construction of the Ideal TTT Diagram from (t85(Ts,cct), Ts,cct) CCT Diagram

The numerical value of the ideal isothermal start time can be obtained by taking the difference
approximation of Equation (6) and solving for τ(Ts,cct) ≈ −ΔTs,cct/Δθ̇c(Ts,cct), where ΔTs,cct = (Ts,cct +

h/2)− (Ts,cct − h/2) = h and Δθ̇c(Ts,cct) = θ̇c(Ts,cct + h/2)− θ̇c(Ts,cct − h/2) for a sufficiently small
h value. The numerical value for the isothermal start time can be calculated using Equations (1), (2)
and (7).

τ(Ts,cct) ≈ − ΔTs,cct

Δθ̇c(Ts,cct)

=
h

300
[

1
t85(Ts,cct − h/2)

− 1
t85(Ts,cct + h/2)

] (7)

where t85(Ts,cct ± h/2) represent the function values of t85(T) at T = Ts,cct ± h/2. When the value
h = 0.1 K was used, the recalculation of the CCT diagram from the TTT diagram using Equation (12)
successfully replicated the original CCT diagram (as shown in Figures 3 and 4).

2.2.2. Construction of the Ideal TTT Diagram from (ts,cct(Ts,cct), Ts,cct) type CCT Diagram

The numerical value of the isothermal start time can also be obtained from the (ts,cct(Ts,cct), Ts,cct)

type constant cooling rate CCT diagram, where ts,cct and Ts,cct are the time and temperature
coordinates of the CCT curve and Tstart is the cooling start temperature temperature, by using
the difference approximation described in Section 2.2.1. Since the constant cooling rate is θ̇c =

(Tstart − Ts,cct)/ts,cct(Ts,cct), Equation (8) describes the ideal isothermal start time as a function
of temperature.

τ(Ts,cct) ≈ − ΔTs,cct

Δθ̇c(Ts,cct)

=
h

Tstart − (Ts,cct − h/2)
ts,cct(Ts,cct − h/2)

− Tstart − (Ts,cct + h/2)
ts,cct(Ts,cct + h/2)

(8)

where ts,cct(Ts,cct ± h/2) represent the function values of ts,cct(T) at T = Ts,cct ± h/2. Equation (8) can
be used to calculate the ideal isothermal transformation start, τ(T), when the constant cooling CCT
curve (ts,cct(Ts,cct), Ts,cct) is known.

2.2.3. High Temperature Extrapolation of the TTT Start Time

For ferrite formation, we used the following high temperature extrapolation of the calculated
ideal TTT start time. The function describing the isothermal transformation start time can be expressed
by Equation (9) [20]

τ = Kexp(
Q
RT

)ΔT−m (9)
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where K and m are constants; R is the ideal gas constant; T is the absolute temperature; ΔT = Ae3 − T
is the amount of undercooling; and Q is the activation energy to facilitate carbon mobility in the
austenite–ferrite transformation.

Taking the logarithm of both sides of the Equation (9) and differentiating yields,

dlnτ

dT
= − Q

RT2 +
m

Ae3 − T
(10)

Since near the equilibrium, Ae3, the temperature is m
Ae3−T >> Q

RT2 , we approximate dlnτ
dT ≈ m

Ae3−T .
This allows us to use Equation (11) for high temperature extrapolation of the transformation start time:

lnτ ≈ lnB − mln(Ae3 − T) ⇔ τ ≈ BΔT−m (11)

where the constants B and m are determined from the conditions under which the functions lnτ and
dlnτ/dT are continuous. The ideal TTT curve calculated from the CCT diagram as well as the high
temperature extrapolation are shown in Figure 2.

Figure 2. The high temperature extrapolation of the ideal temperature–time transformation (TTT
curve), calculated using Equation (11), shown together with the ideal TTT start diagram calculated
directly from the experimentally fitted CCT curve using Equation (8).

2.3. Calculation of the Phase Transformation Start for an Arbitrary Cooling Path

Once the ideal isothermal transformation time has been constructed, it can be used to calculate
the transformation start time for an arbitrary cooling path using Scheil’s additivity principle. The
transformation is assumed to start when the sum of the fractional transformation times equals one, as
shown in Equation (12) [18–20,30].

n

∑
i=1

ti
τi(T)

= 1 (12)

where ti is the time spent at temperature T, and τi(T) is the time required to produce a measurable
transformation at that temperature.

To check that the computational method gave the correct result, the CCT diagram, which was
obtained using the regression Equations (1) and (2), was recalculated using the obtained ideal TTT
diagram and Scheil’s additivity principle, as shown in Equation (12). We also compared the results
to the experimental data presented in reference [22] for steel “TH16”. The comparison is shown in
Figures 3 and 4. The agreement between the original CCT diagram obtained by the regression formulas
and the recalculated CCT diagram is excellent. Also, the comparison with the experimental data [22]
shows a good agreement, although the difference between the experimental result and the CCT curve
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calculated with the regression equations is slightly higher for the temperatures near the CCT “nose”
for this steel, as shown in the logarithmic plot in the inset of Figure 4. In any case, at temperatures
above 993 K (720 ◦C), the experimental values also agree well with the computed values.

Figure 3. Ideal (or true) isothermal transformation diagram calculated with Equation (8), the original
CCT diagram calculated with Equation (3), and the CCT diagram which was recalculated by applying
the Scheil’s additivity principle in Equation (12).

Figure 4. To validate the model, the CCT diagram was recalculated from the ideal (or true) TTT curve
using Scheil’s additivity rule. The result shows excellent agreement between the original CCT curve
calculated from Equations (1) and (2) and the recalculated CCT curve. The results were also compared
to the experimental data given in [22]. Note that the original CCT curve and the recalculated curve
almost overlap.

2.4. Effective Activation Energy of the Transformation Start

Since ferrite nucleation is a thermally activated process, it can be described using the concept of
activation energy [31–34]. The observed transformation start includes the nucleation of microscopic
nuclei as well as the growth of the nuclei to a size at which the transformation can be observed by
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dilatometric measurement. The transformed fraction, χ, at a constant temperature can be described by
an Avrami type Equation (13) [31–33]:

χ = 1 − exp[−(kt)n] ≈ (kt)n (13)

where the coefficient k is related to the nucleation and growth rates, and n is related to the shapes
of the growing nuclei, and the approximation is valid for a small value of (kt)n (i.e., for the start of
the transformation) [35]. We emphasize that during the intial stages of the transformation, before it
has proceeded to the extent that it can be measured (e.g., 1% transformation), the values for k and n
can be different than those produced later in the transformation [16]. This is because the energetically
most favourable nucleation sites are consumed early in the process, and the transformed and diffusion
regions do not overlap for the first ferrite regions that form on the austenite grain boundaries, whilst
the mean carbon content of the austenite increases as the transformation proceeds.

Since both nucleation and growth are thermally activated processes, coefficient k can be described
by the Arrhenius type Equation (14) [31–34]:

k = Aexp
(−EA(T)

RT

)
(14)

where EA(T) is the effective activation energy, which depends on the temperature due to effects of
undercooling (i.e., thermodynamic driving force) and atomic diffusion; R is the gas constant; A = Cω is
a prefactor, which relates to the attempt frequency, ω, and the concentration of heterogenous nucleation
sites, C. The effective activation energy is a linear combination of the activation energies of nucleation
and growth [31–34].

By substituting Equation (14) in to Equation (13) and solving for t, we can obtain an expression for
the time, τ, required to produce a measurable transformation, χm, at a given temperature, T, through
Equation (15):

τ = Kexp
(

EA(T)
RT

)
(15)

where K = χm
1
n /A. Since the effective activation energy depends on the temperature, it is not

straightforward to obtain its value. However, it is possible to show how different factors affect the
transformation start from the differences in transformation start times, as described in Section 3.

3. Results

3.1. Model Validation

To demonstrate the benefits of using the model that has been specifically fitted to the experimental
CCT data obtained after the thermomechanical processing described earlier, we compared the results
obtained with Equations (1) and (2) to the corresponding simulations that were obtained with the
commercial software JMatPro (TM) [1] as well as to the simulations based on the model described
in [8]. This was possible, since the experimental data presented in the original reference [27] contained
information on the austenite grain sizes of several steels, which could be used as input for the
JMatPro (TM) software. The phase transformation model of the JMatPro (TM) software is a modified
version of the Kirkaldy–Venugopalan phase transformation model [6], and it was fitted to isothermal
transformation data [1]. The comparison is shown in Figure 5a,b. Experimentally-measured grain
sizes were used as input in the JMatPro simulations. For the fully crystallized case, the DIN grain size
number was 6, and for the strain hardened case, the DIN grain size number was 7.

To see how well the model can predict the transformation start for other steels that were not used
in the regression fitting, we also compared the model result to CCT diagrams of other steels that were
deformed in the austenite state [36]. Although the deformation conditions were not exactly the same as
those used in the fitting model, the comparison shows that the model can give reasonable predictions
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(similar accuracy as in [6]) for the transformation start for some cases. The steel compositions and
deformation schedules for these experimental data were as follows: (I) 0.08 C, 1.52 Mn, 0.37 Si, 0.007 S,
0.023 P, 0.21 Cr, 0.10 Ni, 0.10 V, 0.05 Nb, 0.34 Cu, 0.02 Al and 0.008 N (wt %), strained for 0.25 at 1000 ◦C
followed by 0.45 strain at 850 ◦C [36]; and (II) 0.10 C, 0.87 Mn, 0.33 Si, 0.24 Mo, 0.002 B, 0.005 N, 0.48 Zr
(wt %) strained for 0.25 at 830 ◦C [36,37]. The deformation schedule used in case (I) corresponds that
the use of the model fitted to the CCT and most likely for this reason the results had better agreement
than in case (II). It must also be mentioned that for one case, the comparison against the experimental
CCT data described in reference [36] (page 600, upper diagram) matched poorly. Hence, when
using the model to estimate the transformation start for steels that have been subjected to different
thermomechanical treatments than the one described earlier, or that have chemical compositions
that are much different from the data that was used in the fitting of the regression model [21,27],
experimental verification should be performed. In any case, we have demonstrated that the use of the
model fitted to the CCT data from exact thermomechanical processing conditions (Figure 5a,b) can
give more accurate information on the process than using general transformation formulas that have
been obtained by fitting to isothermal transformation data without deformation, as shown in Figure 5.

(a ) (b)

Figure 5. (a) CCT start temperature as a function of t85 calculated with Equations (1) and (2),
JMatPro (TM) and the Bhadeshia model [8] and compared against the experimental data presented
in reference [27] (steel TH15, 0.11 C, 0.36 Si, 1.57 Mn, 0.018 P, 0.006 S, 0.006 N, 0.038 Al, 0.04 Cr,
0.03 Cu, 0.03 Ni, 0.08 V, 0.045 Nb) for (a) fully recrystallized steel and (b) strain hardened steel.
The experimentally-measured grain sizes were used as input in the JMatPro simulations.

3.2. Phase Transformation Start Calculation for Arbitrary Cooling Path

When the ideal TTT diagram has been determined for a given steel composition, it can be used
to calculate the phase transformation start for an arbitrary cooling path. To give an example of this,
we calculated transformation start diagrams for two different kinds of cooling paths: (1) for linear
cooling paths, T(t) = Ae3 − θ̇t, where the constant cooling rate, θ̇, was varied; and (2) for modified
cooling paths, T(t) = Ae3(1 − (t/t0)

2), where the time constant, t0, was varied. The transformation
start curves as well as two examples of the cooling paths are shown in Figure 6 for both types of
cooling paths.
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Figure 6. Phase transformation start calculated for two different types of cooling paths: (1) the linear
cooling paths exemplified by linear plots and (2) the modified cooling paths given by the Equation
T(t) = Ae3(1 − (t/t0)

2) shown by the curved plots.

3.3. How Different Alloying Elements Affect the Phase Transformation Start

The alloying elements affect the phase transformation start via two main mechanisms. The
chemical composition directly affects the effective activation energy of the transformation. Also,
because the chemical composition can affect the grain growth and recovery of dislocation structures
after deformation, the chemical composition can also affect the transformation start by changing the
concentration of heterogenous nucleation sites. In order to obtain a useful measure which takes into
account both of the effects, we analyzed the effect of different elements on the transformation start in
the following way. First, the ideal TTT start diagram was calculated for the original steel composition,
τo(T). After this, the concentration of one alloying component was altered and the TTT start diagram
was calculated for the altered composition, τ∗(T). By comparing the original TTT start diagram and
the altered TTT start diagram, the extent to which the change in the alloying component affected the
TTT start time could be observed. Figure 7 shows how changing the carbon concentration of the steel
“TH16” [22] affected the transformation start time. The effect of alloying on the transformation start
during constant cooling rate is given by Equations (1) and (2) [21], which formed the basis of our
analysis.

Using the previously calculated incubation times τ∗ and τo, we were able to calculate a useful
measure to concisely describe both the effect of chemical composition on the transformation start as
well as its effect on the number of nucleation sites. Since the effect of chemical composition on the
thermal vibrations of the atoms is negligible, the fraction of the calculated transformation start times,
Equation (16), gives a value that can be used to parameterize more detailed microstructure models.
However, more information on the effect of chemical composition on the prior austenite microstructure
and available nucleation sites is needed.

τ∗
τo

=
Co

C∗
exp

(
EA,∗(T)− EA,o(T)

RT

)
(16)

where C∗ and Co are the concentrations of the nucleation sites corresponding to τ∗ and τo; and EA,∗(T)
and EA,o(T) are the effective transformation activation energies at different temperatures. The fractions
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of the transformation start times for elements that had non-negligible effects on the transformation
start in the experimental analysis are shown in Figure 8 [21].

Figure 7. The start time of the original steel composition is compared to the compositions where the
carbon wt % decreased/increased by 0.03%. The inset shows the change on a smaller scale near the
ideal TTT “nose” in a logarithmic plot.

Figure 8. The effects of altering different alloying elements on the phase transformation start at different
temperatures for fully recrystallized steel (deformation schedule a) is shown by calculating the fraction
τ∗/τo (see text). The plots were calculated from the difference in the ideal TTT start times for steel
“TH16” shown in reference [22] (0.09 C, 0.28 Si, 1.53 Mn, 0.012 P, 0.005 S, 0.03 Al, 0.05 Cr, 0.05 Cu, 0.035
Nb, 0.04 Ni, 0.02 Ti, and 0.05 V wt %).

3.4. Effect of Strain Hardening on the Phase Transformation Start

The microstructure of the steel and the phase transformation start are affected by the final
rolling temperature and the time spent at elevated temperature prior to cooling. If the steel is
rolled above the recrystallization limit temperature and kept at a high temperature prior to cooling,
the mechanically-deformed grains have adequate time to recrystallize. In contrast, if the metal is
additionally rolled at or below the temperature where no significant recrystallization occurs, the
austeninte grains do not have time to recrystallize prior to cooling and are in a more unstable state.
This causes the ferrite transformation to start earlier for strain hardened austenite. A comparison of
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numerical simulation studies to experimental data showed that deformation affects transformation
mainly via reduction in the undercooling required for nucleation [38].

The original reference [21] that we used for calculating the transformation start temperatures
and critical cooling rates via Equations (1) and (2), also provided the regression constants for strain
hardened metal. It is therefore straightforward to calculate the same quantities for the strain hardened
steel that were calculated for the fully recrystallized steel. The effects of different alloying elements
on the transformation start of the strain hardened material are shown in Figure 9. By comparing the
results, we can analyze the effect of strain hardening on the transformation onset.

Figure 9. The effects of altering different alloying elements to the phase transformation start at different
temperatures for strain hardened steel (deformation schedule b) is shown by calculating the fraction
τ∗/τo (see text). The plots are calculated from the difference in the ideal TTT start times for steel “TH16”
shown in reference [22] (0.09 C, 0.28 Si, 1.53 Mn, 0.012 P, 0.005 S, 0.03 Al, 0.05 Cr, 0.05 Cu, 0.035 Nb, 0.04
Ni, 0.02 Ti, and 0.05 V wt %).

We calculated the original ideal TTT transformation start time for the fully recrystallized steel,
τr, and the strain hardened steel, τh, at different temperatures (Figure 10a). To quantitatively analyze
the effect of strain hardening versus fully recrystallized steel, we also calculated the fraction τh/τr

by applying Equation (16). The result is shown in Figure 10b. The steel composition used in the
calculation was 0.096 C, 0.150 Si, 1.204 Mn, 0.018 P, 0.006 S, 0.008 N, 0.032 Al, and 0.036 Nb (wt %).

Figure 10. Comparison of the calculated ideal TTT curves of work hardened versus fully recrystallized
austenite: (a) plots of the TTT curves; (b) the time required to start the transformation for strain
hardened material divided by the corresponding time for fully recrystallized material.
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4. Discussion

4.1. Model Validation

The results show that the use of a model that has been fitted to the CCT data from exact
thermomechanical processing conditions (Figure 5a,b) gives more accurate results for the process than
using general transformation formulas that have been obtained by fitting to isothermal transformation
data without prior austenite deformation.

4.2. Phase Transformation Start Calculation for an Arbitrary Cooling Path

In Figure 6, it is clearly shown that for the modified cooling paths where the material spends more
time at high temperatures, the transformation start occurs at lower temperatures than for the linear
cooling paths. The reason for this is that at higher temperatures, where the undercooling is lower, the
driving force for transformation is also lower. This result shows how the method can be quantitatively
used to find a desired cooling path to fine-tune the final microstructure by calculating an estimate for
the required cooling to achieve transformation start at lower or higher temperatures.

4.3. Effects of Chemical Composition on Transformation Start for Fully Recrystallized Steel

The effects of different alloying elements are qualitatively described in reference [39]. All the
alloying elements, including the carbide-forming elements, were in solution at the start of the phase
transformation, but following controlled deformation in the no-recrystallization regime, it is possible
that some carbide-forming elements tended to promote strain-induced precipitation at some stage.
Thermodynamically strain-induced ferrite formation is most likely to precede, or at least compete
with, the precipitation process at some point. In any case, the precipitation state after the deformation
schedules corresponds more closely to actual rolling conditions than the use of traditional CCT or
TTT diagrams, as pointed out in [27]. The following descriptions in [39] agree well with our results
and provide a physical explanation for some of the curves. Silicon and niobium promote ferrite
formation, while carbon, manganese, chromium, and molybdenum retard the phase transformation.
Carbon and manganese are austenite stabilizers. Manganese enhances carbon enrichment by increasing
carbon solubility in austenite. Molybdenum exerts an important solute drag effect and delays the
transformation of austenite to ferrite and to pearlite strongly. Contrary to its strong carbide forming
tendency from a thermodynamic point of view, carbide precipitation is often retarded in presence of
molybdenum [39].

4.4. Effects of Chemical Composition on Transformation Start for Strain Hardened Steel

For many alloying elements, the effects on transformation start is similar to those for the fully
recrystallized case, but the absolute value of the effect is larger (i.e., the curves are spread wider
apart from the zero axis). However, there are a few differences; for example, vanadium, which has a
negligible effect for the fully recrystallized steel, promotes ferrite formation for the strain hardened
steel. The effect of vanadium in promoting ferrite formation is mentioned in reference [39]. Also,
copper, which has a negligible effect for the fully recrystallized steel, retards the transformation of strain
hardened steel. Niobium, which promotes ferrite formation for the fully recrystallized material has the
opposite effect for the strain hardened material. The effect of niobium in delaying the transformation
for the strain hardened material can be explained by reduction of the prior austenite grain boundary
energy [40]. After the additional deformation at a lower temperature, the niobium segregates more
effectively to the grain boundaries than after high temperature deformation [35]. The reduction in
the austenite grain boundary energy lowers the energy gain associated with ferrite nucleation on
grain boundaries [40] and delays the nucleation. Niobium may also behave in a manner similar to
molybdenum because of comparable atomic diameters and due to its ability to exert a strong solute
drag pressure despite its carbide-forming tendency. However, this requires confirmation experiments
with high resolution TEM studies to identify any possible precipitation.
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According to the regression constants shown in Table 1 [21,27], boron should have almost
negligible effect on transformation start. Since the study [27] was not specifically designed to show the
effect of boron, this result may be misleading and has not been included in Figures 8 and 9. However,
the regression constants fitted to describe the hardness of the steel after cooling in the same study [27]
show that boron has a significant hardening effect on steel subjected to deformation schedule (b).
The conclusion from [27], therefore, is that, for strain hardened steel, boron operates by reducing the
increase in the ferrite volume fraction with time during cooling rather than through its effect on the
start point of the transformation.

5. Conclusions

A computational model which can be used to analyze the onset of phase transformation for
different steel compositions following different thermomechanical treatments prior to cooling was
presented. The model can calculate the transformation start temperature for an arbitrary cooling path,
and it can be used to analyze the effects of different alloying elements and mechanical straining on the
transformation start at different temperatures. The calculation of transformation start for an arbitrary
cooling path is of practical importance as it can be used in the design of cooling schedules. The estimate
for the extent to which different alloying elements affect the phase transformation onset gives some
indications of the underlying processes. These indications can be helpful in the construction of more
detailed microstructure models, especially in finding ranges for different parameters in such models.
Our computational method can be easily parameterized using constant cooling rate CCT data. When
more detailed data is needed, for example, to consider the effect of different mechanical treatments
prior to cooling, the method presented in this article can also be used.
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Nomenclature

Ts,cct Start temperature for the phase transformation occurring with a constant cooling rate.
ci The concentrations of different elements in the steel composition in weight %.
t85 The time elapsed while cooling the specimen from 800 ◦C to 500 ◦C.
t85,k The t85 time corresponding to the slowest cooling rate that does not produce phase transformation.
Ai Constant obtained from the regression analysis.
Bi Constant obtained from the regression analysis.
TN 273.15 + B0 + ∑i Bici.
θ̇ Cooling rate.
Ae3 Equilibrium ferrite formation temperature.
t time.
ts,cct Time required for phase transformation to start during cooling.
τ Ideal isothermal transformation time.
CCT Continuous cooling transformation.
TTT Time–temperature transformation.
ΔT Undercooling, i.e., the temperature below Ae3 temperature.
θ̇c(ΔT) Constant cooling rate required to produce transformation start at undercooling ΔT.
Ts,cct Transformation start temperature in the CCT diagram.
h Value used in difference approximation.
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K Constant used in describing ideal TTT start time.
m Constant used in describing ideal TTT start time.
R Ideal gas constant.
Q Activation energy.
B Constant used in high temperature extrapolation of ideal TTT start time.
ti Isothermal timestep used in the application of Scheil’s rule.
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Abstract: In the 61 years that niobium has been used in commercial steels, it has proven to be beneficial
via several properties, such as strength and toughness. Over this time, numerous studies have been
performed and papers published showing that both the strength and toughness can be improved
with higher Nb additions. Earlier studies have verified this trend for steels containing up to about
0.04 wt.% Nb. Basic studies have shown that the addition of Nb increases the recrystallization-stop
temperature, T5% or Tnr. These same studies have shown that with up to about 0.05 wt.% of Nb, the
T5% temperature increases in the range of finish rolling, which is the basis of controlled rolling. These
studies also have shown that at very high Nb levels, exceeding approximately 0.06 wt.% Nb, the
recrystallization-stop temperature or T5% can increase into the temperature range of rough rolling, and
this could result in insufficient grain refinement and recrystallization during rough rolling. However,
the question remains as to how much Nb can be added before the detriments outweigh the benefits.
While the benefits are easily observed and discussed, the detriments are not. These detriments at high
Nb levels include cost, undissolved Nb particles, weldability issues, higher mill loads and roll wear
and the lessening of grain refinement that might otherwise occur during plate rough rolling. This loss
of grain refinement is important, since coarse grained microstructures often result in failure in the
drop weight tear testing of the plate and pipe. The purpose of this paper is to discuss the practical
limits of Nb microalloying in controlled rolled low carbon linepipe steels of gauges ranging from
12 to 25 mm in thickness.

Keywords: HSLA steel; alloy design; grain refinement of austenite; Zener pinning force;
recrystallization; Niobium Nb

1. Introduction

It has been over 61 years since the first production heat of a niobium (Nb) bearing HSLA strip steel
was commercially produced in 1958 [1,2]. Since that time, microalloying with Nb has been extended
to virtually all product classes and forms. Perhaps nowhere has Nb been more beneficial than in
linepipe steels for high pressure oil and gas transmission at low temperatures. The contribution of Nb
to high strength by grain refinement; solid solution strengthening of the various types of ferrite formed;
and further strengthening of the ferrite by precipitation and dislocation-hardening through increased
hardenability have all been chronicled in numerous papers and research studies [3–8]. In a similar
fashion, the improvement in lowering the ductile-brittle transition temperature (DBTT) through the
use of niobium is critically important in pipelines intended for low temperature service [9]. Much
of this improvement is caused by the grain refinement of both the austenite during hot rolling, and
the grain refinement of the ferrite during transformation upon cooling. Several studies have shown
that strength and toughness can be improved by increasing the level of Nb used, from zero to the
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conventional 0.03–0.04 wt.%, to very high levels near 0.1% Nb [10,11]. However, there are detriments
beyond cost to the use of Nb, especially at higher levels, such as reduced weldability, large undissolved
particles and higher mill loads.

When a 25 mm thick plate intended for pipe applications is hot rolled on a modern 5 m plate mill,
it does so in three stages after slab reheating: rough rolling, finish rolling and accelerated cooling. For
example, after reheating at 1200 ◦C, a continuously cast slab of 200 mm thickness might be rolled to
75 mm transfer bar in the roughing mill at temperature from 1150–1050 ◦C. The bar is then transported
to the finishing stands, where it is further rolled to the final gauge of 25 mm at temperatures ranging
from below 900 to 750 ◦C. Because of the large width and potentially high mill loads, the rough rolling
and finishing rolling take place in numerous, light passes, often between 10 and 15 passes in each case,
with pass reductions between 10–15% each in the roughing mill, and 5–10% each in the finishing mill.
Since these are reversing mills, the interpass times can range from 10–30 s depending on conditions.

After final rolling, the plate is water spray cooled at about 30 ◦C/s to the water end temperature
(WET) which is dictated by the continuous cooling transformation (CCT) diagram, the cooling path and
the required microstructure and properties [9]. The WET for achieving ferrite–pearlite microstructures
in steels of high hardenability, i.e., CEII over 0.40, is in the range of 600–650 ◦C. When a bainitic
ferrite microstructure is desired, a WET near 450–550 ◦C would be used. For even higher strengths,
requiring martensite, a WET around 300 ◦C would be used. Normally, the steels are air cooled to room
temperature from the WET.

The microstructure of austenite during hot rolling of Nb-bearing HSLA steels is believed to
behave according to Figure 1 [12]. For a given strain, above T95%, austenite grains are repeatedly
recrystallized and grain refined (complete recrystallization; RXN), while below T5%, the austenite
grains are unrecrystallized and pancaked. These critical temperatures are themselves dependent on the
content of Nb of steels and increase with higher Nb levels, as shown schematically in the red-dashed
curves in Figure 1.

 

§
 

§§T
95%

T
5%

Figure 1. Schematic diagram of the resulting austenite microstructures from different deformation
conditions, after reference [12]. T5% and T95% are temperatures for 5% and 95% recrystallization, respectively.

The hot processing of Nb steels is based on most of the Nb being in solution in the austenite during
slab reheating and rough rolling, and some of the dissolved Nb being reprecipitated as strain-induced
precipitate in deformed austenite during finish rolling. The nose of the C-curve for this precipitation
in austenite is around 900 ◦C for 0.04 wt.% Nb, but is raised to 950 ◦C or higher at larger levels of
Nb [3,13]. As mentioned above, studies of the recrystallization-stop-temperature, T5% or Tnr, indicate
that this temperature increases with Nb content and can reach or exceed 1050 ◦C in typical pipe steels
containing 0.1% Nb [6,14]. Since the last roughing passes occur in this temperature range, it is quite
possible that there might be strain-induced precipitation of NbC, even in the late roughing passes.
Since the grain refinement expected during roughing requires multiple static recrystallization events in
the interpass times, perhaps complete recrystallization may not occur by the exit of the roughing mill.
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Therefore, there might be consequences for the grain refinement needed during rough rolling when
the bulk Nb level is too high. For example, this lack of sufficient grain refinement is important, since
coarse grained microstructures often result in failure in drop weight tear testing of plate and pipe.

Whether static recrystallization occurs or not depends on the comparison of the driving force for
static recrystallization and the retarding Zener pinning force caused by the interaction of the moving
austenite boundaries with particles formed earlier on the defect structure of the deformed austenite in
the roll gap; these defects include grain and subgrain boundaries and deformation bands [15].

The potential for strain-induced precipitation of NbC or NbCN will depend on the bulk composition
of the steel, the relevant solubility products for NbC or NbCN in austenite and the applicable rolling
practice. The carbon content will be governed by the final strength needed in the final pipe, which can
be X50–60 for ferrite–pearlite (F–P) microstructures, X70–100 for bainitic microstructures and X120
and above for martensitic microstructures [16,17]. While changes in %C have only a slight influence
on the strength of F–P steels, they can have dramatic effects on the strength of bainite or martensite
found in direct quenched steels. Therefore, the carbon content can be expected to influence both the
strength of the plate or pipe through hardenability effects, and the toughness through its effect on the
precipitation in austenite and the control of grain size.

The effect of hot rolling on toughness or lowering the DBTT, through grain refinement of the
prior austenite grain size (PAGS), is the result of two sequential events. The first is the combination of
the elimination of both the remaining as-cast structure and the large grain size that result from slab
reheating. These occur during the repeated static recrystallization that takes place between the rough
rolling passes that arise when the pass strains happen above the T95% temperature. This leads grain
refinement during multiple waves of recrystallization, where the PAGS might be reduced from 300 μm
to 50 μm going into the finishing passes where pancaking occurs.

Since the finishing passes for controlled rolling are usually considered to occur below the T5%

or recrystallization stop temperature, normally about 900 ◦C in a steel containing 0.04% Nb, the final
austenite will be heavily strained, elongated or pancaked [18]. This austenite is highly deformed with
high strength and contains numerous crystallographic defects, such as deformation twins, deformation
bands, subgrain boundaries and elongated grain boundaries. These near-planar crystalline defects
contribute to what is call the Sv value, an index used to judge the effectiveness of a given rolling
process in thermomechanical processing (TMP) [19]. In low hardenability or slowly cooled F–P steels,
the nucleation of polygonal ferrite occurs on the Sv, where the high density of high angle ferrite grain
boundaries resulting from ferrite grain refinement can act as crack arresters for potentially growing
cleavage cracks. In higher hardenability or faster cooled steels, the defects themselves can act as
cleavage crack arresters in bainitic or martensitic steels. In either case, these near planar defects can act
as sites for crack arresters for the growth of cleavage cracks; hence, lowering the DBTT.

To investigate the rough rolling process, the possibility of strain-induced precipitate was explored
in this research in the temperature range for rough rolling, i.e., 1150–1000 ◦C, for a series of steels with
two carbon levels: a conventional one of 0.06 wt.% C and a lower carbon version of 0.03 wt.% C. Three
levels of Nb were also studied—0, 0.04 and 0.08 wt.%.

The purpose of the current study was threefold: (i) to determine whether NbC could form during
rough rolling and (ii) whether this precipitate might cause less than complete recrystallization during
rough rolling, and (iii) therefore, lead to a larger slightly pancaked as-roughed austenite grain size
resulting in non-optimum final austenite microstructure prior to transformation. To achieve these
goals, two investigations were conducted. The first was a theoretical study of potential strain induced
precipitation of NbC in the temperature range in which roughing passes would normally occur in a
modern 5 m wide reversing plate mill. This required solubility calculations, the use of the subgrain
boundary Zener pinning model and parameters taken from similar, earlier studies [3,18,20,21]. The
second was the study of the austenite grain size and shape in quenched specimens after laboratory hot
deformation experiments conducted in the temperature range in which rough rolling would normally
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occur. It was expected that this research would help answer the question as to whether high Nb steels
can be expected to be successfully processed on modern plate mills in a range of strength levels.

2. Research Rationale

2.1. Alloy Design Used in Study

The experimental alloys were chosen to represent a typical linepipe steel, near X100
composition [16]. As mentioned earlier, the carbon and niobium levels were chosen to demonstrate the
effects of NbC pinning forces in the temperature range of rough rolling. Figure 2 shows the temperature
profile of a modern, 5 m wide reversing plate mill where the end of roughing rolling is approximately
at 1050 ◦C [22].

Figure 2. Temperature profile of a modern 5 m wide reversing plate mill, after reference [22].

NbC in solution was calculated using the equilibrium solubility product proposed by Palmiere
et al. [20]:

log[Nb][C ] = 2.06−6700
T

(1)

Figure 3 shows the calculated dissolution temperatures of alloys with two Nb levels, namely,
0.04Nb and 0.08Nb, in wt.% while keeping carbon as a constant at 0.06 wt.%. It is clear that all the NbC
available in 0.04 wt.% Nb steel will be dissolved at/or close to 1170 ◦C, while the higher Nb content
will not be fully dissolved below a slab reheating temperature of 1265 ◦C, which indicates more stable
precipitates at higher temperatures. It should be noted that this temperature far exceeds the normal
reheating temperature of 1150–1200 ◦C used in practice. The dashed line represents the deviation
between the two alloys in terms of soluble NbC; thus, the reheating temperature is not a variable, but
is restricted to 1150–1200 ◦C in practice. Therefore, the question is how much Nb can be dissolved at
perhaps 1200 ◦C. According to Figure 3, all of Nb in the 0.04 steel and 0.55% Nb in the 0.08 steel would
be dissolved at 1200 ◦C. In normal practice with a commercial steel of similar composition containing
0.04Nb, all of the Nb is taken into solution during reheating, and very little if any is reprecipitated
during rough rolling. Therefore, recrystallization goes to completion in roughing. However, in the
0.08Nb steel, only 0.055 wt.%. Nb is taken into solution and the remaining 0.025 wt.% Nb is left
undissolved. The question is: will any of the 0.055 wt.% Nb dissolved in austenite reprecipitate during
roughing, and if it does, will it suppress complete recrystallization during roughing? Higher Nb levels
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indicate that some precipitates could not be taken into solution based on solubility considerations in
the range applicable to the rough rolling process.

Figure 3. Calculated amount of dissolved Nb at equilibrium as a function of reheating temperature.

2.1.1. Phase I: Theoretical Study

The assumptions made here were that with the addition of Nb into the steel, the T5% and T95%

temperatures will both be increased [18], and subsequentially the processing window above T95% will
be reduced. In addition, the T5% temperature might be increased to where it enters the later portion of
the rough rolling temperature range. Figure 4 shows a schematic of two Nb steels, namely, 0.1Nb and
0.04Nb, in wt.%. For a given strain (i.e., ΣnPasses) and temperature, and as the temperature decreases,
the processing window at the end of roughing for a uniform austenite grain size distribution is reduced
in the 0.1Nb steel, below which only partial recrystallization and grain refinement may occur; this
is shown in the hatched area above 0.1Nb T95%. On the other hand, the processing window for the
0.04Nb steel to produce a uniform grain size distribution is higher even below 1050 ◦C, which is here
designated as the end of rough rolling temperature.

 
Figure 4. Schematic showing the processing window of high and low Nb steels; hatched areas show
the window for which a uniform grain refined austenite microstructure can be obtained by rolling
above the respective T95% temperature.

In the context of hot rolling, the typical value of the recrystallization driving force of austenite
subjected to a single low temperature rolling pass is found to be about 22 MPa [12]. This was
for 900 ◦C; at 1100 ◦C it would be much lower, near 10 MPa. Thus, to retard recrystallization, a
necessary pinning force is needed and several models were proposed to calculate the pinning force of
precipitates in microalloyed steels as a result of the interaction between precipitates and austenite grain
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boundaries [18,23]. However, in this study, as mentioned earlier, the subgrain boundary model [3]
was employed to estimate, theoretically, the pinning forces at different deformation temperatures and
specifically during roughing passes. The reason for using this model is mainly that NbC particles are
not randomly distributed but isolated on the subgrain boundaries of deformed austenite [24,25].

The estimations of pinning forces caused by strain induced precipitation of NbC were calculated
using (i) the subgrain boundary model, together with (ii) the volume fractions of NbC estimated for
the compositions and temperatures using the equilibrium solubility relation mentioned previously;
(iii) particle sizes of NbC observed; and (iv) the dislocation cell sizes observed in the TEM in recovered
austenite in earlier similar studies [17,20]. The subgrain boundary pinning force model used was [3]:

F =
3γ fvl
2πr2 (2)

where γ is the high angle austenite grain boundary energy, fv is the volume fraction of precipitates, l is
the subgrain size and r is the particle size. The parameters used in this investigation were γ = 0.8 J/m2,
particle size = 2 nm and subgrain size = 0.5 μm; and fv can be calculated from the solubility product.

It should be mentioned that the measured volume fractions of NbC for subgrain and grain
boundaries were higher than predicted by equilibrium considerations [20]. It appeared that there was
a segregation of Nb to the boundaries leading to higher than expected local volume fractions of NbC.
This means that the local pinning forces are actually larger than those which would be calculated from
equilibrium considerations

Table 1 shows the estimated pinning forces for two alloys, during roughing passes. The results
indicate that higher Nb level gives the higher pinning force magnitudes at the end of roughing
passes (i.e., 41 MPa at 1050 ◦C), due to higher volume fraction of NbC to precipitate at lower
roughing temperature.

Table 1. NbC pinning force at the respective deformation temperature, MPa.

Deformation Temperature, ◦C 0.06C,0.08Nb 0.06C,0.04Nb

1150 27.5 3.4

1100 35.4 10.7

1050 41.0 17.0

2.1.2. Phase II: Validation Study Based on Experiment

To validate the theoretical predictions, deformation studies were conducted in the temperature
range where rough rolling would be expected. The purpose of the experiments was to determine the
extent of recrystallization of the austenite in the steels with different Nb levels and to compare these to
the predicted values.

3. Materials and Methods

3.1. Experimental Materials

Laboratory heats of mass 45 Kg were vacuum melted and solidified in cast iron molds. The
chemical compositions of the lab heats are listed in Table 2. These were hot rolled to 25 mm “slabs” in five
passes with finishing temperature of 890 ◦C and air cooled to room temperature. The Nb-bearing heats
were designated by L4, L8, H4 and H8, where the letter indicates the carbon level (i.e., L = 0.03 wt.%
and H = 0.06 wt.%) and the number indicates Nb level (0 = Nb-free, 4 = 0.04 wt.% and 8 = 0.08 wt.%).
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Table 2. Chemical composition of the experimental alloys in wt.%.

Alloy C Nb Base

L0 0.032 -

1.88Mn-0.01P-0.002S-0.30Si-0.20Cu-0.20N-0.50Cr-0.10Mo-0.0145Ti-0.030Al-0.004N

L4 0.031 0.0429

L8 0.029 0.0837

H0 0.061 -

H4 0.062 0.0413

H8 0.059 0.07827

From these slabs, 12 mm blanks were cut for producing cylinders for hot compression testing.
Selected samples were machined to right cylindrical shapes of dimensions 12 mm (diameter) × 19 mm
(height), as shown in Figure 5. A thermocouple hole 1.6 mm in diameter and approximately 5 mm
deep was drilled into the cylindrical samples to control and monitor the temperature.

 

Figure 5. Schematic of the cylinders used in this study for hot compression testing.

3.2. Studies of Grain Coarsening during Reheating

In order to quantify austenite grain size as a function of reheating temperature, grain coarsening
experiments were conducted using isothermal holding at various reheating temperatures using cube
samples having dimensions of 12 mm on a side. Prior to each soaking, samples were encapsulated in
evacuated quartz tubes and filled with pure argon to minimize any oxidation effects. Samples were
placed in a box furnace and were soaked for 60 min at different temperatures starting from 900 ◦C
to 1300 ◦C in increments of 50 ◦C. Following that, the capsules were broken and the samples were
quenched in water.

3.3. Hot Compression

To verify the predictions of the calculated Zener pinning forces, hot compression tests
were performed in the temperature range where the roughing passes would be expected to
occur; i.e., 1150–1000 ◦C. The right cylinders were reheated to 1200 ◦C for two minutes and then
cooled to various temperatures for recrystallization studies. The deformations were applied using an
MTS-458 unit designed for deformation under constant true strain rate conditions equipped with a
radiation furnace and a temperature controller. Glass lubricant was used to suppress barreling in the
multiple hit, axisymmetric hot compression tests. If the pinning forces were low in the rough rolling
range, then repeated recrystallization would be expected with accompanying grain refinement. On
the other hand, if the pinning forces were high, then complete recrystallization would not occur, and
the grain size would stay large, reflecting the reheated grain size, and the grain shape would not be
equiaxed. Figure 6 shows an example of the thermomechanical path used in the first series of samples
to closely simulate roughing passes in a typical hot rolled plate. Two reduction levels of 15% and 25%
were used in this study and the strain rate (

.
ε) was set to be 10 s−1 for all hot compression experiments.
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Figure 6. Thermomechanical schedules used in hot compression deformations with 15% reductions.

3.4. Characterization Methods

Samples from the as-received heats, grain coarsening studies and hot compression studies
were analyzed using optical microscopy Nikon FX-35WA (Nikon Corp., Tokyo, Japan). Standard
metallographic techniques were employed by mounting in Bakelite, grinding samples using waterproof
abrasive silicon carbide papers gradually from grit 180 to 600 and polishing using alumina powders of
1 and 0.05 μm. The prior austenite grain boundaries were revealed using a special reagent consisting
of 100 mL of saturated aqueous picric acid with the addition of 1 mL hydrochloric acid (HCL) and
10 g of sodium dodecylbenzene sulfonate as a wetting agent at 70 ◦C. The mean austenite grain sizes
were measured using ImageJ (1.52a, National Institutes of Health, Bethesda, MD, USA), by manually
outlining the austenite grains and calculating the equivalent grain diameter for each grain. From
each sample, at least 400–500 grains were measured. Additionally, selected as-received samples were
characterized using Vickers hardness tester LECO LM310AT (LECO Corp., St. Joseph, MI, USA).
At least 5 Vickers hardness measurements with a load of 300 Kgf were taken from each direction in
each of the selected samples. Further, in this study, EBSD Mapping was done in FEI Scios FIB/SEM
Dual Beam (Thermo Fisher, Hillsboro, OR, USA) equipped with EDAX EBSD camera and TEAM
software (V4.3, EDAX Inc., Mahwah, NJ, USA). Thin foils were examined under transmission electron
microscope (TEM) using JEOL JEM2100F operating at an accelerated voltage of 200 kV.

4. Results and Discussion

4.1. As-Received Samples

Figure 7 shows optical micrographs of the air-cooled plates. It can be seen for the base
alloys L0 and H0 in Figure 7a,b that the microstructures consisted mainly of polygonal ferrite
(PF), and carbon-enriched constituents including acicular ferrite and/or martensite-austenite (MA)
microconstituents. When the carbon is increased from 0.03 wt.% to 0.06 wt.%, the fraction of these
carbon-enriched constituents was increased, as shown in Figure 7b. For the same cooling rate, the
addition of Nb to the base alloys results in a complex microstructure, as can be observed in Figure 7c
through Figure 7f. These complex microstructures consist of mainly acicular ferrite, MA and/or bainite.
Another observation is that polygonal ferrite in the high Nb steels is suppressed significantly.
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Figure 7. Optical metallographic microstructures of air-cooled samples: (a) L0, (b) H0, (c) L4, (d) H4,
(e) L8 and (f) H8.

A TEM micrograph for H4 is shown in Figure 8. It is clearly evident that the steel contains a
complex microstructure consisting of MA microconstituents and acicular ferrite. Additionally, a coarse,
titanium-rich precipitate can be seen in the air cooled condition.

  
(a) (b) 

 
(c) 

MA 

AF 

Figure 8. (a) Bright field image of H4 showing ferrite and carbon-enriched constituents.
(b) Titanium-rich precipitate and the corresponding (c) EDS spectrum of the precipitate.
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The hardness values of microstructures taken in the three normal directions, namely, normal
direction (ND), rolling direction (RD) and transverse direction (TD), are shown in Figure 9. As expected,
in general, as the carbon and/or niobium content increases, the hardness value increases, although
for different reasons. For example, the higher Vicker’s hardness number (VHN) values observed
with increasing the carbon content appeared to be due to the fraction of carbon-enriched constituents.
Although there is no clear evidence of which direction gives the highest hardness values in the
investigated samples, the TD sample of H8 shows the highest value. It can be inferred from this that
pancaking of the low carbon austenite in the roughing mill can occur easily in this direction, meaning
that there is a higher tendency to nucleate hard carbon-enriched microconstituents in this direction.

  

Figure 9. Vicker’s hardness number (VHN) values of air-cooled samples in three orthonormal directions.

Another observation was made using EBSD mapping. Figure 10 depicts inverse pole figure data
and misorientation angles of H0 and H8 taken from the transverse direction. For the same carbon level,
there was a higher fraction of low angle grain boundaries (red boundaries) observed in H8 compared
to H0, which is a typical characteristic of acicular ferrite.

 

Figure 10. Inverse pole figure data and misorientation mapping of H0 (a,c) and H8 (b,d).

4.2. Coarsening of Prior Austenite Grain Size

Average austenite grain sizes as a function of reheating temperature for all six alloys are shown
in Figure 11. Error bars represent 95% confidence intervals about the mean grain size. In general,
austenite grain sizes increase with increasing the reheating temperatures. The Nb-bearing steels show
a higher tendency for abnormal grain growth, a characteristic of microalloyed steels [25–27]. As an
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example, a series of microstructures of L8 is depicted in Figure 12, and it can be seen that abnormal
grain growth occurs at/or close to 1100 ◦C.

Figure 11. Mean austenite grain size as a function of reheating temperature.

   
(900 °C) (950 °C) (1000 °C) 

   
(1050 °C) (1100 °C) (1150 °C) 

   
(1200 °C) (1250 °C) (1300 °C) 

Figure 12. Light optical micrographs of prior austenite grains for steel L8 after soaking to the
temperatures indicated.
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4.3. Rough Rolling Simulations

The first series of samples was subjected to hot deformation of either two passes or three passes in
the temperature range between 1150 and 1050 ◦C, where each pass was under 15%. Figure 13a–c shows
samples subjected to two-pass deformation at 1150 ◦C and 1100 ◦C of H4, H8 and L8, respectively.
Complete recrystallization is observed in all three samples under two passes and three passes. It is
expected from solubility products that the fraction of NbC or NbCN in H8 during cooling is higher
than those in H4 and L8. For the three pass microstructures, it can be seen in Figure 13d–f, that the
average austenite grain sizes are reduced, and the highest reduction in grain size was observed in L8
samples during hot deformation. Figure 14 summarizes the average austenite grain sizes of steels H4,
H8 and L8.

(a) D =38 ±16 μm (b) D =29 ±14 μm (c) D =35 ±17 μm 

   
(d) D =31 ±16 μm (e) D =28 ±15 μm (f) D =29 ±16 μm 

Figure 13. Two-pass reduction of 15% at 1150 and 1100 ◦C for (a) H4, (b) H8 and (c) L8; three pass
reduction at 1150, 1100, and 1050 ◦C for (d) H4, (e) H8 and (f) L8.

 
Figure 14. Mean austenite grain size after two passes with 15% reduction/pass at the respective
deformation temperature; each sample was quenched, and prior austenite grain size was analyzed.

The second series of samples was subjected to three passes under 25% reduction in each pass.
The micrographs of these samples are shown in Figure 15. It is evident from these micrographs
that pancaking of austenite did not occur, even at 1050 ◦C. However, a non-uniform austenite grain
distribution can be observed at temperatures at/or below 1050 ◦C in the high Nb steels. This leads
to a mixture of recrystallized and unrecrystallized austenite grains (i.e., duplex austenite grains) in
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the roughing stage of plate steels. To demonstrate this idea, the L8 sample was reheated at 1200 ◦C
for two minutes and subjected to three 25% passes, but the last pass was done at 1030 ◦C, which is
near the end of the roughing passes. The interpass time was set to be 15 s after each pass in order to
see whether complete static recrystallization could be observed. Figure 16 shows the prior austenite
grain size of L8 subjected to the previously mentioned schedule, and the fraction of unrecrystallized
grains was measured to be 15% based on the non-circularity of the grains. This may show that the
recrystallization stop temperature is close to the range of 1030–1000 ◦C.

(a) D =26 ±12 μm (b) D =20 ±9 μm (c) D =18 ±8 μm 

Figure 15. Three-pass reduction of 25% each at 1150, 1100 and 1050 ◦C for (a) H4, (b) H8 and (c) L8.

 

Figure 16. L8 subjected to three passes of 25% each at 1150, 1100 and 1030 ◦C; the interpass time was
15 s. The compression axis is vertical.

This also indicates that the NbC pinning force is large enough to retard recrystallization in the
roughing stage. The resulting duplex microstructure at the end of the roughing passes and can
deteriorate strength and toughness in the final product.

It is immediately apparent that higher pinning forces of NbC on austenite grain boundaries will
increase the T5% to higher temperatures, which may lead to a duplex microstructure at the end of
rough rolling. Thus, it is necessary to choose Nb levels perhaps well below 0.1 wt.% to have uniform
austenite grain sizes at the end of roughing rolling. This is true for both plate mills and thin slab
casting mills, where the few, if any, roughing passes or the early finishing passes acting as roughing
passes occur at temperatures above 950 ◦C, thereby eliminating or reducing the possibility of grain
refinement before experiencing the low temperature finishing passes.

While further investigation is needed to confirm the effects of C and Nb levels on grain coarsening
and recrystallization behaviors based on precipitate analyses, this study draws attention to the necessity
to keep Nb levels optimum to produce a uniformly refined austenite grain size during the rough rolling
of plate steels. Additionally, the study of the interaction between precipitation and recrystallization in
the finishing passes of hot rolled plates needs to be considered in future studies.
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5. Conclusions

From the present investigation, the following conclusions can be drawn:
For the same thermomechanical processing schedule, the as-received samples show different

microstructures, depending on carbon and niobium contents. The Nb-free alloys mainly consist of
polygonal ferrite and some carbon enriched constituents, while the Nb-bearing alloys exhibit acicular
microstructures with significantly reduced amounts of polygonal ferrite.

Based on equilibrium thermodynamic relations, it appears that strain-induced NbC can precipitate
in the roughing temperature range in high Nb steels.

Depending of the amount of strain, the suppression of some recrystallized austenite grains
would be expected to cause duplex grain structures, which is believed to be responsible for inferior
mechanical properties.
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Abstract: The Cr-rich precipitates at the interphase boundary in stainless steels not only lead to the
sensitization, which further induces the intergranular corrosion and intergranular stress corrosion
cracking, but also significantly deteriorate the ductility and toughness. In this work, the formation of
Cr-rich precipitates at the interphase boundary in type 430 stainless steel was investigated from the
perspective of austenite–ferrite transformation kinetics. Cyclic heat treatment was firstly conducted
to reveal the kinetic mode of transformation behavior, i.e., local equilibrium or para equilibrium.
Subsequently, interrupted quenching during continuous cooling was carried out, which illustrated
clearly the relevance of the formation of interphase Cr-rich precipitates to the Cr enrichment adjacent to
the interphase boundary as revealed by line scanning of energy dispersive spectroscopy (EDS). Finally,
this enrichment of Cr was interpreted by DICTRA simulation, which is based on the determined
kinetic mode for austenite–ferrite transformation. This work has, for the first time, established
the correlation between the formation of interphase Cr-rich precipitates and the austenite–ferrite
transformation kinetics.

Keywords: transformation kinetics; local equilibrium; para equilibrium; Cr-rich precipitate;
interphase boundary; type 430 stainless steel

1. Introduction

Intergranular corrosion (IGC) and intergranular stress corrosion cracking (IGSCC) are the main
corrosion modes of stainless steels when exposed to an aggressive environment. They have been long
recognized to be induced by the boundary sensitization, i.e., the existence of a chromium (Cr) depleted
zone adjacent to boundaries [1–3]. Even though other underlying mechanisms [4–6] for the formation
of a Cr-depleted zone are found, the precipitation of Cr-rich carbide and nitride at boundaries is
certainly the major one [7,8]. Provided a sufficient chemical driving force for precipitation, this is
conceivable since the interface energy for nucleation is comparatively large at boundaries and the
subsequent growth would drain Cr atoms from neighboring areas alongside the boundaries [9]. Thus,
from the kinetic perspective, the precipitation of Cr-rich precipitates would be easier in ferritic stainless
steel (FSS) [10] or at the ferrite side of the interphase boundary in duplex stainless steel (DSS) [11] due
to the lower solubility of C and N and the fast diffusivity of Cr in the ferrite phase.

In contrast to the well-investigated IGC and IGSCC, the loss in ductility and toughness caused by
the Cr-rich precipitates at boundaries has drawn much less attention. Shankar et al. [12] attributed the
deterioration of ductility in 316LN stainless steel to the Cr-rich precipitates at grain boundaries, their
interaction with dislocations, and the associated stress buildup at the grain boundaries. Ghosh [13]
found that the fracture mode changed from transgranular to intergranular with increasing formation
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of grain boundary precipitates, and the ductility and fracture toughness decrease significantly. Hilders
et al. [14] also related the decrease in toughness of 304L stainless steel to the increasing volume fraction
of voids nucleated at the grain boundary precipitates formed during sensitization. Kumar Subodh and
Shahi [15] revealed the detachment at heavily precipitated grain boundaries in the heat-affected zone
of AISI 304L welds after post-weld thermal aging.

Considering the adverse effect on the in-use properties of stainless steels, investigation on the
mechanism for the formation of Cr-rich precipitates would be of great importance. The present work
focuses on two aspects, i.e., the austenite–ferrite transformation kinetics and the formation of Cr-rich
precipitates at prior austenite/ferrite interphase boundaries in type 430 stainless steel. The experimental
studies and DICTRA simulation have, for the first time, enabled the establishment of the correlation
between these two physical metallurgical behaviors.

2. Materials and Experiments

Two steels obtained from a steel company, i.e., type 430 (8 mm hot-rolled plate) and 410S (6 mm
hot-rolled plate) stainless steel were used in this study. Type 410S stainless steel was selected as
a comparison for the investigation of continuous cooling transformation kinetics. Their chemical
compositions are listed in Table 1.

Table 1. Chemical composition of experimental steels (wt %).

Stainless Steel C N Si Mn Cr Ni

430 0.04 0.04 0.25 0.32 16.32 0.16
410S 0.026 0.025 0.28 0.27 12.6 0.15

Similar constituent phases appear on both phase diagrams in Figure 1 which include ferrite,
austenite, chromium nitride, and carbide with body-centered cubic (BCC), face-centered cubic (FCC),
hexagonal close packed (HCP), and M23C6 crystal structure, respectively. The enlarged lower left
region of the phase diagram is shown in the inset. Chromium nitride and carbide would precipitate at
~850 ◦C and below. Formation of cementite is thermodynamically unfavorable. The most noticeable
difference in the phase diagram was the austenite single phase region between 901 and 1037 ◦C in type
410S stainless steel while the maximum volume fraction of austenite in the dual phase region is 44.7%
in type 430 stainless steel.

(a) (b)

 
Figure 1. Phase diagram of type 430 (a) and 410S (b) stainless steels.

The heat treatment experiments in this work were conducted on a DIL 805A/D dilatometer (TA
Instruments, New Castle, DE, USA). The sample size was Φ 4 mm × 10 mm. After machining, samples
were all homogenized in a sealed quartz tube at 1200 ◦C for 120 min. Figure 2 shows the employed
heat treatment procedure. The sample was firstly held at 1200 ◦C for 5 min. Then, in the cyclic heat
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treatment where austenite–ferrite transformation kinetics were studied, a 30 min isothermal holding
at 950 ◦C was carried out to create a “ferrite + austenite” dual-phase microstructure. Subsequently,
one cycle of heating and cooling between 950 and 1150 ◦C was applied to the sample before quenching
to room temperature. The corresponding rate of temperature change (RTC) was 10, 100, and 200 ◦C/min.
In the continuous cooling experiment, which was targeted for the investigation on the formation
of interphase Cr-rich precipitates, the sample was cooled at 30 ◦C/min from 1200 ◦C. Interrupted
quenching was respectively conducted at 850 and 200 ◦C to examine the resulted microstructure.
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Figure 2. Schematic illustration of heat treatment procedure for (a) cyclic and (b) continuous
cooling experiments.

Microstructure examination was made by optical microscopy (OM) and scanning electron
microscopy (SEM, GeminiSEM 300, ZEISS, Oberkochen, Germany) with energy dispersive spectroscopy
(EDS, Ultim Max, Oxford Instruments, Abingdon, UK). The heat-treated samples have gone through
the standard metallographic preparation procedure, including grinding, polishing, and etching with
2% Nital solution.

3. Modeling of Austenite–Ferrite Transformation Kinetics

Over the past few decades, extensive research has been devoted to the study of austenite–ferrite
transformation kinetics. Among the several proposed theories, diffusion-controlled theory is the most
important one. For the Fe-C-M (M stands for the substitutional element) system, there are two proposed
thermodynamic equilibrium conditions, i.e., para equilibrium (PE) and local equilibrium (LE).
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3.1. Para Equilibrium

PE [16] describes the equilibrium state where only interstitial atoms are free to redistribute while
substitutional atoms remain configurationally frozen during transformation, i.e.,

uαM
uαFe

=
uγM
uγFe

=
u0

M

u0
Fe

(1)

where uFe and uM are molar fractions of Fe and M with respect to substitutional sites which are termed
u-fraction. The superscript 0 stands for bulk concentration and α or γ denotes the ferrite or austenite
phase. PE is a constrained equilibrium which is defined as

⎧⎪⎪⎪⎨⎪⎪⎪⎩
μαC = μ

γ
C(

μ
γ
Fe − μαFe

)
+

u0
M

u0
Fe

(
μ
γ
M − μαM

)
= 0

. (2)

3.2. Local Equilibrium

In LE [17], the chemical potential μ of carbon and substitutional element across the interface is
constant, i.e.,

μαi = μ
γ
i (3)

where μ is the chemical potential; the subscript i represents C or M. Due to the large difference in
diffusivity between C and M, the LE is further classified into two types: negligible partition local
equilibrium (NPLE) and partition local equilibrium (PLE). The Fe-C-Cr system, where Cr is a ferrite
stabilizer, is used here for further elaboration.

In NPLE, as shown in Figure 3, the specific tie-line always connects the product phase with the Cr
concentration of uCr0. Therefore, the product phase achieves the same Cr content as that in the bulk of
the parent phase, and a positive or negative “spike” exists in front of the moving interface. When the
interface is under NPLE, only local redistribution of Cr is required, and the transformation kinetics are
controlled by carbon diffusion in the parent phase.
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Figure 3. Schematic isotherm and concentration distributions depicting the (a) austenite-to-ferrite; (b)
ferrite-to-austenite transformation under the negligible partition local equilibrium (NPLE) condition.

On the contrary, when partition of Cr takes place between the parent and product phase, as shown
in Figure 4, long diffusion of Cr in the parent phase is necessary while a constant carbon activity is
achieved from the interface to the bulk of the parent phase. In this case, the transformation is under
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PLE mode and the sluggish diffusion of Cr in the parent phase becomes the decisive step in controlling
the kinetics.
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Figure 4. Schematic isotherm and concentration distributions depicting the (a) austenite-to-ferrite;
(b) ferrite-to-austenite transformation under the partition local equilibrium (PLE) condition.

4. Results and Discussion

4.1. Determination of Austenite–Ferrite Transformation Kinetic Mode

Figure 5 shows the interruptedly quenched microstructure of type 430 stainless steel from the
cyclic heat treatment with the RTC of 10 ◦C/min. The observed martensite, as indicated by the arrow,
was transformed from the prior austenite by quenching. It is seen that, at each stage, i.e., 1�, 2�, 3�,
and 4� in Figure 2a, the prior austenite existed in the form of strips or islands in the ferritic matrix.
The measured area fraction of austenite phase at 1�, 2�, 3�, and 4� is 13.6%, 27.3%, 12.8%, and 23.7%,
respectively. When the RTC increased to either 100 ◦C/min or 200 ◦C/min, the area fraction of austenite
at the end of cyclic heat treatment decreased largely to about 16.5%, as shown in Figure 6, which
suggests the characteristic RTC dependence of phase transformation kinetics.

To interpret the observed results, DICTRA simulation [18–20] under the assumption of
one-dimensional planar geometry was carried out, where Tcfe9 thermodynamic and Mob4 mobility
databases were used. In order to reduce the amount of calculation while ensuring the quality of
simulation, type 430 stainless steel was simplified to the Fe-C-N-Cr system. The simulation was
initiated from the beginning of isothermal holding at 950 ◦C and a domain size of 50 μm was used.
The equilibrium constituent phases at 1200 ◦C were set as the starting point, i.e., ferrite and austenite
with a chemical composition of Fe-0.039C-0.038N-16.34Cr (wt %) and Fe-0.118C-0.198N-14.837Cr (wt
%), respectively. The initial ferrite/austenite interface was located globally at 49.35 μm. The simulation
was carried out under both LE and PE conditions.

Figure 7 presents the evolution of a Cr profile during the heating and cooling stage under the LE
condition. By the end of isothermal holding at 950 ◦C, the Cr profile exhibited a zigzag shape at the
interface position, suggesting partitioning behavior of Cr from austenite to ferrite. During heating to
1150 ◦C, the zigzag shape of the Cr profile shrank when the interface migrated towards the austenite
region. Even though the rate of change in the Cr gradient at the interface decreases with the increasing
of the heating rate, a negative Cr spike in front of the moving interface was formed by the end of the
heating stage, i.e., at 1150 ◦C, indicating a shift in transformation kinetics from a slow PLE mode to a
fast NPLE mode. A similar ferrite/austenite interface location was achieved irrespective of the heating
rate. In contrast, the enrichment of Cr at the ferrite side and the depletion of Cr at the austenite side of
the interface gradually built up when the interface was moving backward during the cooling stage,
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suggesting the transformation kinetics switched from fast NPLE mode to slow PLE mode. At this
stage, the cooling rate exerts a noticeable effect on the interface migration since the diffusion of Cr is
very time-consuming compared with that of C. Finally, the one-dimensional austenite fraction, which
is defined as the length of the austenite region divided by total domain size, reached 29.1%, 24.3%, and
23.6% at the RTC of 10, 100, and 200 ◦C/min, respectively.

 

. 
Figure 5. Optical micrograph showing the microstructure of an interruptedly quenched sample at (a)
1�; (b) 2�; (c) 3�; (d) 4� during the cyclic heat treatment with the RTC of 10 ◦C/min.

 

Figure 6. Optical micrograph showing the final microstructure of cyclic heat treatment with the RTC of
(a) 100 ◦C/min; (b) 200 ◦C/min.
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(a) (b)

 

(c) (d)

 

(e) (f)

 

Figure 7. The evolution of the Cr profile during cyclic heat treatment at the RTC of (a,b) 10 ◦C/min;
(c,d) 100 ◦C/min, and (e,f) 200 ◦C/min, where (a,c,e) and (b,d,f) correspond to the heating and cooling
stage, respectively.

Simulation results from the PE condition are presented in Table 2. Under the PE condition, carbon
diffusion plays a determining role for interface migration while the substitutional element Cr does
not redistribute among ferrite and austenite at the interface. Therefore, the RTCs employed in this
study have negligible effect on the transformation kinetics. Results from experiments and DICTRA
simulation are all summarized in Table 2. It is seen that, when the RTC increases from 10 to 200 ◦C/min,
the one-dimensional austenite fraction at the end of the cyclic heat treatment from PE simulation
decreases marginally by 0.4%, in contrast to the noticeable decrease of 7% from LE simulation. From
the above experimental study and DICTRA simulation, one could summarize that the transformation
kinetics in type 430 stainless steel can be better captured by the simulation under the LE condition
even though the Fe-C-N-Cr system is only a simplified representative of type 430 stainless steel.
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Table 2. Measured and simulated austenite fraction by the end of cyclic heat treatment in type 430
stainless steel.

Stainless Steels Value Type 10 ◦C/min 100 ◦C/min 200 ◦C/min

430 Measured 1 23.7% 16.3% 16.7%

Fe-C-N-Cr system simulated (LE) 2 29.1% 24.3% 23.6%
simulated (PE) 2 28.4% 28.2% 28.0%

1 area fraction; 2 one-dimensional fraction. LE: local equilibrium; PE: para equilibrium.

4.2. Mechanism for the Formation of Cr-Rich Precipitates at the Interphase Boundary in Type 430 Stainless Steel

Figure 8 shows the interruptedly quenched microstructure of the sample from the continuous
cooling experiment, as shown in Figure 2b. Type 410S stainless steel is included here for comparison.
The cooling rate employed, i.e., 30 ◦C/min was the same as the on-site measured value during the
hot-rolling process. As the same as Figure 5, the observed martensite was transformed from the prior
austenite by quenching. It is seen that, when samples were quenched at 850 ◦C, as shown in Figure 8a,c,
ferrite and martensite were the only two constituent phases. After further slow cooling to 200 ◦C,
the interphase precipitates as indicated by the arrow in Figure 8b were formed in type 430 stainless
steel in contrast to its absence in type 410 stainless steel, as shown in Figure 8d, under the same heat
treatment condition. Based on the calculated phase diagram in Figure 1, it is proposed that the Cr-rich
precipitates at the interphase boundary were formed during the slow cooling process from 850 to
200 ◦C.

 

 

Figure 8. Optical micrographs showing the microstructure quenched from (a,c) 850 ◦C and (b,d) 200 ◦C,
where (a,b) and (c,d) are from type 430 and 410S stainless steel, respectively.

The samples quenched at 850 ◦C from the continuous cooling experiment were subsequently
re-examined by SEM with EDS to reveal the Cr profile across interphase boundaries. Figures 9
and 10 present the line scanning results at interphase boundaries in type 430 and 410S stainless
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steel, respectively. The line scanning was conducted at a sampling rate of 6 nm/point and under a
magnification of ×20,000. The black rectangular data points in Figures 9 and 10 were the raw data from
line scanning. Using the “adjacent-averaging method”, where 50 neighboring data points included in
the adjacent 0.3 μm length line were averaged to substitute the original data point, the Cr profiles were
smoothed and more clearly presented in red lines. In type 430 stainless steel, as shown in Figure 9a,b,
a substantial enrichment of Cr existed in the ferrite adjacent to the interphase boundary, i.e., 17.59%
relative to 15.78% at the far-end of the ferrite matrix. While, in type 410S stainless steel, as shown
in Figure 10a,b, the maximum Cr% in ferrite adjacent to the interphase boundary and at the far-end
of the ferrite matrix was 12.77% and 12.52%, respectively. When ferrite is enclosed by austenite,
soft impingement occurs. As illustrated in Figure 9c,d and Figure 10c,d, the average Cr% in ferrite
enriched to 17.2% and 12.85% in type 430 and 410S stainless steel, respectively. Thus, the formation
of Cr-rich precipitates at the interphase boundaries were facilitated by the segregated Cr in type 430
stainless steel. In type 410S stainless steel, the enrichment level, if represented by the difference of
Cr% in the neighboring area of interphase boundaries from the far end of the ferrite region, was much
lower, i.e., 0.25% in contrast to 1.8% in type 430 stainless steel.

 

(b)

 

(d)

Figure 9. The Cr concentration profile across (a,b) single and (c,d) dual interphase boundaries in type
430 stainless steel interruptedly quenched at 850 ◦C.
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(b)

 

(d)

Figure 10. The Cr concentration profile across (a,b) single and (c,d) dual interphase boundaries in type
410S stainless steel interruptedly quenched at 850 ◦C.

In order to further interpret the formation of Cr enrichment, DICTRA simulation under the
pre-determined LE condition in Section 4.1 is carried out where the Fe-C-N-Cr system was used as a
representative of type 430 or 410S stainless steel as well. As shown in Figure 11, when the temperature
decreases from 1200 to 900 ◦C, the interface is migrating toward the ferrite region and partitioning of Cr
from austenite to ferrite can be seen. Further temperature decreases led to the backward migration of
the interface and a switch of transformation kinetics to NPLE mode where a Cr spike exists in front of
the interface. There are two interesting characteristics in this simulation. Firstly, the interface velocity
during earlier austenite formation or the later austenite-to-ferrite transformation is much faster in type
410S stainless steel, possibly due to a large driving force as suggested by the phase diagram in Figure 1.
Secondly, by the end of the simulation, a substantial Cr enrichment remains at the ferrite side of the
interphase boundary in type 430 stainless steel. Compared with the line scanning results in Figures 9
and 10, an astonishing agreement has been achieved in terms of not only the shape of the Cr profile
but also the Cr% in the adjacent region of the interphase boundary. Therefore, the experiment and
simulation results have strongly supported the correlation between the formation of Cr-rich precipitates
at the prior austenite/ferrite interphase boundary and the austenite–ferrite transformation kinetics.
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(a) (b)

 

(c) (d)

 

Figure 11. The evolution of the Cr profile during continuous cooling for type (a,b) 430; (c,d) 410S
stainless steel.

5. Conclusions

The formation of Cr-rich precipitates at the interphase boundary in type 430 stainless steel,
which not only induces intergranular corrosion and intergranular stress corrosion cracking but
also significantly deteriorates the ductility and toughness, was investigated from the perspective of
austenite–ferrite transformation kinetics. The following conclusions were drawn from this work.

1) The microstructure from cyclic transformation was largely affected by the rate of temperature
change, which is in well accordance with the DICTRA simulation of austenite–ferrite
transformation under the LE condition.

2) In contrast to type 410S stainless steel, a noticeable enrichment of Cr adjacent to the interphase
boundary which facilitated the formation of interphase Cr-rich precipitates in type 430 stainless
steel was revealed by EDS analysis and interpreted by DICTRA simulation under the LE condition.
This has provided solid evidence for the correlation between the formation of interphase Cr-rich
precipitates and austenite–ferrite transformation kinetics.

Author Contributions: Conceptualization, T.J. and J.S.; methodology, R.N. and T.J.; data curation, investigation
and formal analysis, R.N. and T.J.; validation, H.W.; supervision, T.J.; writing—original draft preparation, review
and editing, T.J.; resources, J.S. and Z.W.

Funding: This research was funded by the National Key R&D Program of China (2017YFB0304201) and the
Fundamental Research Funds for the Central Universities (N180702012).

Conflicts of Interest: The authors declare no conflict of interest.

59



Metals 2019, 9, 1045

References

1. Hu, C.L.; Xia, S.; Li, H.; Liu, T.G.; Zhou, B.; Chen, W.J.; Wang, N. Improving the intergranular corrosion
resistance of 304 stainless steel by grain boundary network control. Corros. Sci. 2011, 53, 1880–1886.
[CrossRef]

2. Dayal, R.K.; Parvathavarthini, N.; Raj, B. Influence of metallurgical variables on sensitisation kinetics in
austenitic stainless steels. Int. Mater. Rev. 2005, 50, 129–155. [CrossRef]

3. Du Toit, M.; Van Rooyen, G.T.; Smith, D. Heat-affected zone sensitization and stress corrosion cracking in
12% chromium type 1.4003 ferritic stainless steel. Corrosion 2007, 63, 395–404. [CrossRef]

4. Kim, J.K.; Lee, B.-J.; Lee, B.H.; Kim, Y.H.; Kim, K.Y. Intergranular segregation of Cr in Ti-stabilized low-Cr
ferritic stainless steel. Scr. Mater. 2009, 61, 1133–1136. [CrossRef]

5. Kim, J.K.; Kim, Y.H.; Lee, B.H.; Kim, K.Y. New findings on intergranular corrosion mechanism of stabilized
stainless steels. Electrochim. Acta 2011, 56, 1701–1710. [CrossRef]

6. Park, J.H.; Seo, H.S.; Kim, K.Y. Alloy design to prevent intergranular corrosion of low-Cr ferritic stainless
steel with weak carbide formers. J. Electrochem. Soc. 2015, 162, C412–C418. [CrossRef]

7. Sedriks, A.J. Corrosion of Stainless Steels, 2nd ed.; Wiley-Interscience: New York, NY, USA, 1996; p. 110.
8. Pardo, A.; Merino, M.C.; Coy, A.E.; Viejo, F.; Carboneras, M.; Arrabal, R. Influence of Ti, C and N concentration

on the intergranular corrosion behavior of AISI 316Ti and 321 stainless steel. Acta Mater. 2007, 55, 2239–2251.
[CrossRef]

9. Yin, Y.F.; Faulkner, R.G.; Moreton, P.; Armson, I.; Coyle, P. Grain boundary chromium depletion in austenitic
alloys. J. Mater. Sci. 2010, 45, 5872–5882. [CrossRef]

10. Kim, J.K.; Kim, Y.H.; Uhm, S.H.; Lee, J.S.; Kim, K.Y. Intergranular corrosion of Ti-stabilized 11 wt% Cr ferritic
stainless steel for automotive exhaust systems. Corros. Sci. 2009, 51, 2716–2723. [CrossRef]

11. Lv, J.L.; Liang, T.X.; Dong, L.M.; Wang, C. Influence of sensitization on microstructure and passive property
of AISI 2205 duplex stainless steel. Corros. Sci. 2016, 104, 144–151.

12. Shankar, P.; Shaikh, H.; Sivakumar, S.; Venugopal, S.; Sundararaman, D.; Khatak, H.S. Effect of thermal aging
on the room temperature tensile properties of AISI type 316LN stainless steel. J. Nucl. Mater. 1999, 264, 29–34.
[CrossRef]

13. Ghosh, S.; Kain, V.; Ray, A.; Roy, H.; Sivaprasad, S.; Tarafder, S.; Ray, K.K. Deterioration in fracture toughness
of 304LN austenitic stainless steel due to sensitization. Metall. Mater. Trans. A 2009, 40, 2938–2949. [CrossRef]

14. Hilders, O.A.; Santana, M.G. Toughness and fractography of austenitic type 304 stainless steel with
sensitization treatments at 973 K. Metallography 1988, 21, 151–164. [CrossRef]

15. Kumar, S.; Shahi, A.S. Studies on metallurgical and impact toughness behavior of variably sensitized weld
metal and heat affected zone of AISI 304L welds. Mater. Des. 2016, 89, 399–412. [CrossRef]

16. Gilmour, J.B.; Purdy, G.R.; Kirkaldy, J.S. Thermodynamics controlling the proeutectoid ferrite transformations
in Fe-C-Mn alloys. Metall. Trans. 1972, 3, 1455–1464. [CrossRef]

17. Coates, D.E. Diffusional growth limitation and hardenability. Metall. Trans. 1973, 4, 2313–2325. [CrossRef]
18. Borgenstam, A.; Engstrom, A.; Hoglund, L.; Ågren, J. DICTRA, a tool for simulation of diffusional

transformations in alloys. J. Phase Equilib. 2000, 21, 269–280. [CrossRef]
19. Saha, A.; Ghosh, G.; Olson, G.B. An assessment of interfacial dissipation effects at reconstructive

ferrite–austenite interfaces. Acta Mater. 2005, 53, 141–149. [CrossRef]
20. Dmitrieva, O.; Ponge, D.; Inden, G.; Millan, J.; Choi, P.; Sietsma, J.; Raabe, D. Chemical gradients across phase

boundaries between martensite and austenite in steel studied by atom probe tomography and simulation.
Acta Mater. 2011, 59, 364–374. [CrossRef]

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

60



metals

Article

Enhanced Corrosion Resistance of SA106B
Low-Carbon Steel Fabricated by Rotationally
Accelerated Shot Peening

Chaonan Lei 1, Xudong Chen 1, Yusheng Li 2, Yuefeng Chen 1 and Bin Yang 1,*

1 Collaborative Innovation Center of Steel Technology, University of Science and Technology Beijing,
Beijing 100083, China

2 Nano and Heterogeneous Materials Center, School of Materials Science and Engineering,
Nanjing University of Science and Technology, Nanjing 210094, China

* Correspondence: byang@ustb.edu.cn; Tel.: +86-6233-3351

Received: 29 May 2019; Accepted: 2 August 2019; Published: 8 August 2019

Abstract: The corrosion resistance of a SA106B carbon steel with a gradient nanostructure fabricated by
rotationally accelerated shot peening (RASP) for 5, 10, 15 and 20 min was investigated. Electrochemical
tests were carried out in the 0.05 M H2SO4 + 0.05 M Na2SO4 and 0.2 M NaCl + 0.05 M Na2SO4

solutions. The experimental results showed that the sample RASP-processed for 5 min exhibited
the best corrosion resistance among them. TEM analysis confirmed that the cementite dissolution
and formation of nanograins, which improved the corrosion resistance of the steel. Prominent
micro-cracks and holes were produced in the samples when the RASP was processed for more than
5 min, resulting in the decrease of corrosion resistance.

Keywords: carbon steel; rotationally accelerated shot peening; nanocrystalline; corrosion resistance

1. Introduction

Nanocrystalline (NC) metallic materials have a high-strength without sacrificing toughness and
ductility [1–5]. In general, a NC metallic layer with a certain thickness has often been utilized to
improve the environmental service behavior [6,7]. The rotationally accelerated shot peening (RASP)
technique can produce nanograins due to the generation of defects and interfaces (grain boundaries),
the increasing of polycrystalline free energy, and the inducing of grain refinement, through the
application of high strains at high strain rates [8–11]. The material exhibits unique mechanical and
corrosion properties on account of strengthening the metal surface with the high density nanocrystals
and interfaces.

Recently, some researchers have studied the corrosion mechanism of the surface nanocrystallization
material. For instance, Balusamy et al. [12] studied whether, or not, the surface changes had a direct
impact on the electrochemical activity of the metallic materials. The grain boundaries and the matrix
structure formed numerous tiny electrochemical cells. Ye et al. [13] proposed that nanocrystalline 309
stainless steel (SS) by a DC magnetron sputtering exhibited different corrosion resistance changes
in different solutions. Huang et al. [14] reported that the surface mechanical attrition treatment
induced grain refinement and dislocations, had positive effects on the corrosion behavior of the
Ti-25Nb-3Mo-3Zr-2Sn alloy, annealing experimental results further indicated that the improved
corrosion resistance was mainly due to the grain refinement. Li et al. [15] reported that the effect of
the grain size on the corrosion resistance of a NC low-carbon steel fabricated through an ultrasonic
shot peening technique in a 0.05 M H2SO4 + 0.05 M Na2SO4 solution. When grain size was less than
35 nm, the corrosion rate increased as grain size decreased. They understood this was attributed to
the increased number of the active sites caused by surface nanocrystallized low-carbon steel. Zhang
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et al. [16] found that in a saturated Ca(OH)2 solution with and without Cl−, the micro-cracks in
the surface layer of the supersonic fine-particles (about 3 μm) bombarding the low-carbon steel did
not degrade its passivity properties and pitting resistance. The interesting work of Chen et al. [17]
proposed that stainless steel having underwent the RASP process showed a good corrosion resistance.
However, the corrosion mechanisms of the nano-carbon steel and nano-stainless steel were very
different. Normally, we think that surface nanocrystalline may worsen corrosion. In contrast, we found
corrosion resistance performance of carbon steel increased after the RASP. The influence of RASP on
the corrosion behavior of the carbon steel will be discussed below.

The RASP is a newly developed surface nanocrystallization technology for fabricating gradient
structure with the grain size varying from nanometer to micrometer without changing the overall
chemical compositions of a carbon steel. SA106B low-carbon steel after the RASP has excellent
mechanical and corrosion properties, making them ideal for the secondary loop in a nuclear power
plant to reduce the flow-accelerated corrosion. In this work, the surface nanocrystallization SA106B
carbon steel was fabricated by RASP. The influence of the RASP on the corrosion behavior of the carbon
steel has been investigated.

2. Experimental Procedures

2.1. Material

The material in this work is SA106B carbon steel, and its chemical composition is given in Table 1.
The specimens were cut from the Jiangsu Chengde steel tube share Co., Ltd in China. Mainly, its
metallographic structure consists of ferrite and pearlite, as shown in Figure 1, and its mean grain size
is 30 μm. The projectile used for the shot peening was made of GCr15 balls with a diameter of 0.8 mm,
and the shot velocity was 80 m/s. The process was carried out for 5, 10, 15 and 20 min, periods. The
samples were rotated during the shot peening process. For the RASP-processed for 20 min SA106B
carbon steel specimen, the average hardness at the top surface is 260 HV (Figure 2). The hardness
decreased gradually from the surface to the inner, and finally approached a stable value (175 HV)
at a depth of 120 μm. Furthermore, according to the well-known Hall–Petch equation, the changes
in hardness are inversely proportional to the variation in the size of grains formed by RASP [18].
Therefore, the smaller the grain size, the higher the hardness will be.

Table 1. Chemical composition of the SA106B carbon steel (wt. %).

C Mn Si S P Cr Mo V Fe

0.21 0.53 0.26 0.008 0.011 0.02 0.01 0.01 Balance

Figure 1. Optical microscope of SA106B low-carbon steel before the rotationally accelerated shot
peening (RASP).
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Figure 2. Hardness gradient as a function of depth for the RASP-processed for 20 min sample.

2.2. Electrochemical Measures

The specimens with a size of 10 mm × 10 mm × 5 mm were used in the electrochemical tests.
They were spot-welded to the back of the samples with copper lines for the electrical contact. Prior
to each electrochemical experiment, the exposed surface (with an area of 1 cm2) of the specimens
were wet ground with a series of SiC papers ranging from #600 to #3000, cleaned thoroughly with
alcohol, acetone, and deionized water in sequence, and then dried quickly with flowing compressed
hot air. The samples were polished first and then immersed in the 0.05 M H2SO4 + 0.05 M Na2SO4

and 0.2 M NaCl + 0.05 M Na2SO4 solutions, respectively. The electrochemical measurements were
performed at room temperature. The potentiodynamic polarization and electrochemical impedance
spectroscopy (EIS) experiments were conducted by using a three-electrode system. A platinum sheet
was used as the auxiliary electrode. A saturated calomel electrode (SCE) as the reference electrode, and
a specimen as the work electrode. The samples were washed with distilled water and immediately
dried to analyze the corrosion morphology after the electrochemical measurements. To confirm the
data reproducibility, the polarization tests were performed at least three times. The EIS tests were
carried out at the open circuit potential (OCP) with a sinusoidal potential amplitude of 10 mV, running
from 100 kHz to 10 MHz

3. Results and Discussion

3.1. Microstructure Characterizations

Figure 3 shows the SEM image of the RASP-processed sample in cross-section. According to
the grain deformation degree, we found that the depth of the deformation layer of the carbon steel
processed 20 min by the RASP was about 120 μm. It was shown that the top surface of the sample
produced a distinct plastic deformation and the grain within the layer was remarkably refined. Black
and white arrows indicate the treated surface and deformed region of the sample, respectively. It
shows that the RASP successfully produced a steel with a structural gradient. Some bending striations
were found near the surface. Duan et al. [19,20] also found these deformation characteristics under
high strain, and two competing factors were suggested. One was the work-hardening effect through
the increase of strain. The other was the thermal-softening effect caused by adiabatic temperature
rise. In this study, severe plastic deformation (SPD) was introduced into the surface, resulting in the
enhancement of the lattice distortion and micro-strain. This is a reason why the bending striations
were formed.
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Figure 3. SEM image of the RASP-processed for 20 min sample.

Figure 4 shows the SEM images of the different RASP-processed samples in cross-sections. One
can see that with the prolongation of the RASP time, the thickness of the deformed layer at the top
surface increased. With a peening time of 5 min, the sample had a harder surface without defects.
However, prominent micro-cracks and holes were produced easily in the samples when the RASP was
processed for more than 5 min, as shown in Figure 4 by the red arrows.

Figure 4. SEM images of the RASP-processed samples: (a) 5 min, (b) 10 min, (c) 15 min, (d) 20 min.

3.2. Potentiodynamic Polarization Results

The potentiodynamic polarization curves of the RASP-processed SA106B low-carbon steel with
various duration times are shown in Figure 5. The potentiodynamic polarization test has usually
been used to characterize the corrosion properties of materials [21]. The corrosion current density
(Icorr) can be used to calculate the corrosion rate of metals. The Icorr is determined from the Tafel
plot by extrapolating the linear portion of the polarization curve near corrosion potential (Ecorr) [22].
As illustrated by the curve in Figure 5, all the potentiodynamic polarization curves show similar
characteristics. When the polarization potential was higher than the corrosion potential, the current of
the steel increased sharply with the increase of the polarization potential, indicating that the low-carbon
steel exhibited the activation state in the solution. These results were consistent under two different
electrolyte solutions, as indicated in Tables 2 and 3. The Icorr values decreased after the RASP, indicating
the corrosion resistances for the samples were improved. It can also be seen that the Icorr increased
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slightly at a longer RASP time, the increasing corrosion rate can be attributed to the microscopic
changes of the samples.

Figure 5. Potentiodynamic polarization curves of SA106B low-carbon steel for various RASP-processed
periods ranging from 0 min to 20 min: (a) 0.05 M H2SO4 + 0.05 M Na2SO4 solution; (b) 0.2 M NaCl +
0.05 M Na2SO4 solution at room temperature.

Table 2. Electrochemical parameters of SA106B low-carbon steel for various RASP-processed periods
ranging from 0 min to 20 min in the 0.05 M H2SO4 + 0.05 M Na2SO4 solution.

RASP
Time (min)

Ecorr

(mVSCE)
Icorr

(μA/cm2)

0 −576 (±10) 490 (±11)

5 −560 (±8) 44 (±6)

10 −586 (±9) 227 (±8)

15 −601 (±12) 295 (±15)

20 −603 (±5) 380 (±26)

Table 3. Electrochemical parameters of SA106B low-carbon steel for various RASP-processed periods
ranging from 0 min to 20 min in the 0.2 M NaCl + 0.05 M Na2SO4 solution.

RASP
Time (min)

Ecorr

(mVSCE)
Icorr

(μA/cm2)

0 −620 (±11) 19.80 (±1.79)

5 −588 (±15) 7.78 (±0.37)

10 −676 (±12) 8.50 (±0.29)

15 −641 (±9) 8.90 (±0.31)

20 −645 (±12) 9.55 (±0.43)

The carbon steel which differs from a passive material, like a stainless steel, is a material with
active dissolution behavior [23,24]. When we estimate its corrosion resistance, the primary factor
parameter is the Icorr, followed by the Ecorr. The corrosion resistance of the 5-min RASP-processed
steel exhibited the best corrosion resistance among all of the samples. The original carbon steel had the
worst corrosion resistance.

3.3. EIS Study

In studying corrosion and passivation processes, electrochemical impedance is a powerful tool
to provide more information about the electrochemical processes. The impedance responses of these
systems are given in Figures 6 and 7 in Nyquist and Bode formats, respectively. Figure 6 shows
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the effect of the RASP-processed time on the Nyquist plots of the SA106B low-carbon steel. One
can see that the samples exhibited a high-frequency capacitive reactance arc and low-frequency
inductance arc characteristics. At least two time constants are clearly observed in the Nyquist and
Bode representations. With the increase of the RASP-processed time, the diameter of the semicircle
decreased. The electrochemical impedance spectroscopy diagram shows that the larger the capacitive
reactance arc, the better the corrosion resistance. We can conclude that the corrosion resistance of the
samples improved after the RASP. The red circle with small capacitive reactance arc or inductive arc in
the high-frequency part may be caused by the high-frequency phase shift. For the exact details, please
refer to the specific introduction of Mansfeld [25]. A capacitive reactance generally above 10 kHz is
essentially not a reflection of the electrochemical process.

Figure 6. The effect of the RASP-processed time on the Nyquist plots of the SA106B low-carbon steel
measured at open-circuit potential with a sinusoidal potential amplitude of 10 mV, running from 100
kHz to 10 MHz in the (a) 0.05 M H2SO4 + 0.05 M Na2SO4 solution and (b) 0.2 M NaCl + 0.05 M Na2SO4

solution at room temperature.

Figure 7. Bode plots of the RASP-processed SA106B specimens. (a) Frequency-impedance relation and
(b) frequency-phase relation in the 0.05 M H2SO4 + 0.05 M Na2SO4 solution. (c) Frequency-impedance
relation and (d) frequency-phase relation in the 0.2 M NaCl + 0.05 M Na2SO4 solution.
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The fitted result for the impedance spectrum measured after potentiodynamic polarization in
the 0.2 M NaCl + 0.05 M Na2SO4 solution with equivalent circuits in the inset of Figure 8a, as a
representative example, is shown in Figure 8. The impedance data were fitted with ZSimpWin 3.50
version software (Ann Arbor, Michigan, MI, USA) using an equivalent circuit. It can be seen that
the fitted and measured results match quite well in both Nyquist and Bode plots. The shrinkage of
the Nyquist plots at the real parts are usually interpreted as the typical corrosive pitting appearing
during the test [26]. It shows that intermediate products appear in the electrode reaction, producing a
surface-adsorbing complex with the surface of the metal electrode. The oxidation film on the surface is
slightly damaged and has not changed the original surface properties. Tables 4 and 5 list the fitted
electrochemical parameters. Rs is the resistance of the solution affecting the charge transfer process,
and Rct is the charge transfer resistance of the surface electrode reaction of the low-carbon steel, which
can reflect the surface of the electrode due to electricity generation. RL is the inductance resistance
and L is the inductance. C1 is the interfacial capacitance and Cad is the adsorption capacitance. Q is
the constant phase element (CPE) which represents the capacitance of double layer. The CPE, which
has non-integer power dependence on the frequency, is used to represent the capacitances of double
layer to account for the deviation from the ideal capacitive behavior due to surface inhomogeneity,
roughness and adsorption effects. The impedance of CPE is described by the expression

ZCPE= Y−1
0 (jw)−α

where Y0 is a proportional factor, j is the imaginary unit, w is the angular frequency, and α is the
phase shift, which is a measure of the capacitance dispersion. For α = 0, Q represents a resistance with
R = Y0

−1; for α = 1, it represents a capacitance with C = Y0; for α = 0.5, it represents a Warburg element
and for α = −1, it represents an inductance with L = Y0

−1. The Rct value continuously decreased
with the increase of the RASP-processed time (Tables 4 and 5), indicating that the corrosion resistance
decreased, which may be related to the changes in the thickness, homogeneity, and composition of the
oxidation film.

Figure 8. The fitted electrochemical impedance spectroscopy (EIS) of original specimen after
potentiostatic polarization in the 0.2 M NaCl + 0.05 M Na2SO4 solution: (a) Nyquist plots and
(b) Bode plots. The inset of (a) shows the equivalent electrical circuit for the specimen.

Table 4. Equivalent-circuit element values for EIS data corresponding to the SA106B low-carbon steel
treated for different times in 0.05 M H2SO4 + 0.05 M Na2SO4 solution.

RASP
Time
(min)

Rs

(Ω·cm2)
Rct

(Ω·cm2)

Q Parameters

C1 (F/cm2) Cad (F/cm2)
R1

(Ω·cm2)
Rad

(Ω·cm2)
RL

(Ω·cm2)
L

(H·cm2)Y0

(μF/cm2)
α

0 4.1 63.4 20.83 0.91 5.59 × 10−8 2.16 × 10−5 33.3 45.1 168.2 84.3

5 8.3 282.1 2.73 0.92 1.20 × 10−7 1.42 × 10−6 12.7 248.1 320.3 398.4

10 10.3 202 11.63 0.79 1.23 × 10−7 3.05 × 10−6 15.8 222.2 534.6 718.6

15 10.2 201.7 12.93 0.83 1.15 × 10−7 3.99 × 10−6 16.8 164.4 416.6 483.2

20 11.0 101.9 16.75 0.78 8.55 × 10−8 1.10 × 10−5 23.9 95.5 231.4 381.5
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Table 5. Equivalent-circuit element values for EIS data corresponding to the SA106B low-carbon steel
treated for different times 0.2 M NaCl + 0.05 M Na2SO4 solution.

RASP
Time
(min)

Rs

(Ω·cm2)
Rct

(Ω·cm2)

Q Parameters

C1 (F/cm2)
Cad

(F/cm2)
R1

(Ω·cm2)
Rad

(Ω·cm2)
RL

(Ω·cm2)
L

(H·cm2)Y0

(μF/cm2)
α

0 1.8 56.9 1394 0.64 4.40 × 10−8 0.000102 19.4 58.1 321.9 1656

5 8.2 222.3 684 0.67 1.65 × 10−7 0.000107 7.2 141.2 186.5 867

10 7.0 208.7 837.6 0.61 2.64 × 10−7 0.000200 7.9 154.8 386.0 1867

15 5.5 199.9 1171 0.58 8.59 × 10−8 0.000142 12.2 74.4 1308.0 3746

20 3.5 172.1 1939 0.53 3.51 × 10−8 0.000064 21.3 78.5 520.9 2847

3.4. SEM Photomicrographs

Figure 9 illustrates the dissolution morphologies of the SA106B low-carbon steel after the polarization
tests. Some pitting pits were found in both ferrite and pearlite. The pearlite consists of ferrite and cementite
phases. The cementite phases as the cathode have a higher potential compared to the ferrite phases, leading
to the severe galvanic corrosion which can induce and worsen pitting [27,28]. With the prolongation of
holding time, pits numbers gradually increased. Moreover, their size enlarges and the depth increases due
to the micro-cracks effect and the roughness of carbon steel specimens treated by the peening. Thus, the
corrosion resistance of the RASP-processed samples decreased. Among them, the sample RASP-processed
for 5 min exhibited the best corrosion resistance. This is consistent with the results of the polarization
curves and the impedance spectrum, as shown in Figures 5 and 6.

Figure 9. SEM micrographs for the samples RASP-processed for (a) 5 min, (b) 10 min and (c)15 min
after potentiodynamic polarization in the 0.2 M NaCl + 0.05 M Na2SO4 solution.

3.5. TEM Analysis

TEM image of the SA106B carbon steel sample was depicted in Figure 10a. Figure 10a, b show
TEM bright-field micrograph and selected-area electron diffraction (SAED) patterns, respectively, in
the top surface layer of the sample RASP-processed for 5 min. One can note that the crystal grains
have been refined into nanocrystal grains of relatively equiaxed and uniformly distributed compared
with the irregular crystal grains of the matrix. The mean grain size is 25 nm (Figure 10c). Note that
the SAED pattern of the sample consists of rings. It is known that the more continuous the rings, the
smaller the grain sizes within the selected field of the view and the more uniform the distribution of
grains [29]. The result demonstrates that the grain size of the steel can be markedly reduced when they
are RASP-processed for 5 min. It is noteworthy that some spots spreading along the rings (Figure 10b)
were found, indicating that there are also some coarse grains in the samples.
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Figure 10. (a) TEM image of the top surface layer of the sample RASP-processed for 5 min; (b) the
corresponding selected-area electron diffraction (SAED) pattern in (a); (c) grain size distribution in the
top surface layer.

Figure 11 shows typical TEM images of the SA106B low-carbon steel, (a) RASP-processed for
0 min, (b) RASP-processed for 5 min and (c) shows the corresponding SAED pattern. In the carbon steel
specimens untreated by the peening, one can see that the cementite is parallel, evenly distributed and
the width of lamellar spacing is about 200 nm, as shown in Figure 11a. As shown in Figure 11b, the main
result concerns the cementite phase which underwent a dissolution, at least partial, during SPD. The
parallel distributions were changed severely. The diffraction spot, as shown in Figure 11c, confirmed
the formation of supersaturated carbon atom ferrite. It is plausible that because the dislocation activity
and cementite dissolution occurred simultaneously during plastic deformation, the carbon atoms can
be dragged out of the cementite by mobile dislocations [30]. One study [31] has shown that cementite
dissolution takes place through a global mechanism involving the whole volume of each individual
lamellae, resulting in a carbon concentration gradient from cementite to ferrite. Indeed, as cementite
partly dissolves, a large amount of carbon atoms is released, and must therefore be partitioned in the
ferrite. Owing to the importance of the dissolution, the average carbon content in the ferrite may
reach 1–2 at.%. After the cementite dissolution, a solid solution formed, which increased the electrode
potential of the matrix [32]. Thus, the number of micro batteries reduced and the corrosion film was
more stable and the surface layer of the sample was flattened.

Figure 11. TEM images of the SA106B low-carbon steel. (a) RASP-processed for 0 min; (b) RASP-processed
for 5 min; (c) The corresponding selected-area electron diffraction (SAED) pattern in (b).

4. Conclusions

In the present work, the influence of corrosion resistance of a SA106B low-carbon steel with
gradient nanostructure produced by RASP was investigated. The main conclusions can be drawn
as follows:

(1) The RASP-processed SA106B carbon steel surface formed a deformation layer with a depth about
120 μm. The mean grain size is 25 nm in the top surface layer.

(2) The sample RASP-processed for 5 min exhibited the best corrosion resistance due to the cementite
dissolution and formation of nanograins.
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(3) Prominent micro-cracks and holes were produced in the steel when the RASP was processed
more than 5 min, resulting in the decrease of corrosion resistance.
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Abstract: Corrosion resistance has been the main scope of the development in high-alloyed low
carbon austenitic stainless steels. However, the chemical composition influences not only the passivity
but also significantly affects their metastability and, consequently, the transformation as well as the
cyclic deformation behavior. In technical applications, the austenitic stainless steels undergo fatigue
in low cycle fatigue (LCF), high cycle fatigue (HCF), and very high cycle fatigue (VHCF) regime at
room and elevated temperatures. In this context, the paper focuses on fatigue and transformation
behavior at ambient temperature and 300 ◦C of two batches of metastable austenitic stainless steel
AISI 347 in the whole fatigue regime from LCF to VHCF. Fatigue tests were performed on two types
of testing machines: (i) servohydraulic and (ii) ultrasonic with frequencies: at (i) 0.01 Hz (LCF), 5 and
20 Hz (HCF) and 980 Hz (VHCF); and at (ii) with 20 kHz (VHCF). The results show the significant
influence of chemical composition and temperature of deformation induced α´-martensite formation
and cyclic deformation behavior. Furthermore, a “true” fatigue limit of investigated metastable
austenitic stainless steel AISI 347 was identified including the VHCF regime at ambient temperature
and elevated temperatures.

Keywords: austenitic stainless steel; metastability; LCF; HCF; VHCF; ambient and elevated
temperatures

1. Introduction

In the early stages of the development of stainless steels, the passivity of the material and, therefore,
its “stainlessness” was the main scope of development [1,2]. Chemical passivity of steels in many
environmental conditions is achieved by alloying at least about 11 wt% chromium to the base material.
Due to an excellent combination of mechanical and technological properties, as well as corrosion
resistance, austenitic stainless steels are the most prevalent group of stainless steels—widely used for
components in nuclear power and chemical plants as well as a great variety of industrial, architectural
and biological applications [3–6]. Since the chromium contents of typical austenitic stainless steels
exceed 16 wt%, their equilibrium microstructure at room temperature would be fully ferritic, if no
other austenite stabilizing alloying elements were added to the material. Elements most often used
to obtain an austenitic microstructure are nickel, manganese, carbon and nitrogen. Because carbon
has a very high affinity with chromium, chromium carbides are prone to develop particularly at
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high temperatures. This can reduce the chromium solid solution content in the austenitic matrix to
less than 11 wt% and, consequently, lead to localized loss of stainlessness, especially at, or close to,
the grain boundaries, resulting—under certain conditions—in intercrystalline corrosion. Therefore,
in order to assure the corrosion resistivity of austenitic stainless steels, a very low carbon content and/or
alloying with elements of a higher affinity with carbon, (e.g. niobium or titanium) are required [4].
In some cases, the ferromagnetic body centered cubic (bcc) δ-ferrite can be obtained in the paramagnetic
face centered cubic (fcc) γ-austenitic microstructure directly after the manufacturing or melting
process [7–10]. Indeed, δ-ferrite is a stable phase and its volume fraction does not change during
mechanical loading. Generally, the influence of the chemical composition of Cr-Ni stainless steels on
the initial microstructure at ambient temperature (AT) obtained after solution annealing heat treatment
can be roughly estimated from the Cr und Ni content using the Maurer diagram [1]. Furthermore,
the Schaeffler diagram provides more detailed information based on Cr and Ni equivalents taking
other alloying elements besides Cr and Ni into account and is generally used for determining welding
microstructures in Cr-Ni stainless steels [11].

The change in chemical composition not only influences the passivity of austenitic stainless
steel but also significantly affects the metastability of austenite [12–16], meaning it is susceptible
to undergoing phase transformations. Hence, the paramagnetic γ-austenite can transform by
plastic deformation to a more stable microstructure, i.e. paramagnetic hexagonal close-packed
(hcp) ε-martensite and/or body cubic centered (bcc) α´-martensite [17–24]. Scheil, one of the earliest
researchers in this field, investigated the γ-austenite to α´-martensite transformation by measuring
magnetic properties [25]. The change in magnetic properties by phase transformation can be used for
non-destructive detection of α´-martensite as well as for monitoring fatigue processes in metastable
austenites [26]. However, δ-ferrite, in the initial state of metastable austenite, has to be clearly
separated from deformation-induced α´-martensite because both phases are ferromagnetic [7–10].
Deformation-induced phase transformations in metastable austenite affect significantly the fatigue
process and are influenced by chemical composition [12–16], temperature [14,27–30] (encompassed by
stacking fault energy (SFE) [31–39]), as well as grain size [32,40–43] strain amplitude [29,44–47] strain
rate [48–50] and strain/stress state [51]. Additionally, SFE in fcc materials influences the slip character
of dislocation, which has been summarized in the cyclic deformation map as a function of SFE and
plastic strain amplitude given in [52–54]. For low SFE, independent of strain (stress) amplitude,
the planar slip character occurs but for materials with higher SFE, a dependency of strain (stress)
amplitude on dislocation slip character exists. High strain (stress) amplitude in the low cycle fatigue
(LCF) regime leads to the development of the cell dislocation structure, which correlates with the
wavy slip character of dislocation. The decrease of strain (stress) amplitude results in the formation
of persistent slip bands in the high cycle fatigue (HCF) regime. Between the LCF and HCF regimes
and lower and higher SFE, mixed dislocation structures can be observed [52–54]. A cyclic dislocation
structure map of fcc materials with different SFE is not currently available for the very high cycle
fatigue (VHCF) regime. The relationship between dislocation slip character and SFE described above
was found for stable fcc materials [52–54]. In the case of metastable fcc austenite, SFE influences not
only the dislocation slip character but also the deformation-induced phase transformation in ε and/or
α´-martensite [17–24] as well as the formation of twins [55–57]. Figure 1 summarizes the microstructural
changes in metastable austenitic Cr-Ni stainless steels due to cyclic mechanical loading, supported by
TEM micrographs, which influence the cyclic deformation behavior of metastable austenitic stainless
steels and consequently fatigue life. In this context, the present paper focuses on microstructural
changes in metastable austenitic stainless steels, their cyclic deformation and transformation behavior
at ambient and elevated temperatures in the whole fatigue regime from LCF to VHCF.
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(a) (b) (c) (d) (e) (f) 

Figure 1. TEM micrographs with deformation and transformation microstructures of cyclically loaded
metastable austenitic stainless steels: (a) typical dislocation density of the initial state after solution
annealing, AISI 348 [58]; (b) cell dislocation structure (wavy slip character) at Nf in AISI 348 fatigued
with σa = 280 MPa, R = −1 at AT with f = 5 Hz [58]; (c) dislocation accumulation in one direction
(planar slip character) at Nf in AISI 348 fatigued with σa = 260 MPa, R = −1 at AT with f = 5 Hz [58];
(d) stacking faults (SF) at Nf in AISI 304 fatigued with εa,t = 0.325%, R = -1 at AT with f = 5 Hz [58];
(e) twins in AISI 347 fatigued with σa = 160 MPa, R = −1 at T = 300 ◦C with f = 980 Hz at N = 5 × 108,
(f) ε- and α´-martensite at Nf in AISI 321 fatigued with σa = 330 MPa, R = −1 at AT with f = 5 Hz [59].

2. Materials

The investigated material was metastable austenitic stainless steel AISI 347 (X10CrNiNb1810,
1.4550) in two batches (A and B). The chemical composition of both batches is given in Table 1,
which corresponds to German and international standards [60,61]. However, it is important to note that
these standards do not take into consideration the metastability of the austenitic microstructure, but
focus on the stainlessness of the steel. It is known that the same type of austenitic stainless steel can exist
in significantly different states of metastability [16] up to a fully stable state. The material’s metastability
can be characterized by experimentally estimated equations, which describe the martensitic start (MS)
or deformation-induced transformation temperature (Md) as well as the stacking fault energy (SFE),
according to the chemical composition of austenitic stainless steels. In the literature, several equations
for MS [13], Md30 [14] and SFE [34] are given. Table 1 gives examples of these metastability parameters
according to the following equations:

Md30,Angel in ◦C = 413 - 462 · (C+N) - 13.7 · Cr - 9.5 · Ni - 8.1 ·Mn - 18.5 ·Mo - 9.2 · Si (1)

MS,Eichelmann in ◦C = 1350 - 1665 · (C+N) - 42 · Cr - 61 · Ni - 33 ·Mn - 28 · Si (2)

SFE in mJ/m2 = 25.7 + 2 · Ni - 0.9 · Cr - 1.2 ·Mn + 410 · C - 77 · N - 13 · Si (3)

The investigated austenitic stainless steel batches are in a metastable state (Md30 is in the range of
ambient temperature). Md30 is the temperature at which 50 vol% of α´-martensite is developed by
30% of true plastic deformation [14] and was introduced for the comparison of the metastability of
austenitic stainless steels. However, the deformation-induced phase transformation from γ-austenite in
to α´-martensite can also take place at higher temperatures than Md30 [46,58,59,62,63]. The amount of
deformation induced α´-martensite depends: (i) on the initial conditions, given by production process,
such as chemical composition and initial microstructure e.g. the grain size of austenite, dislocation
arrangements/density, precipitations and (ii) on loading parameters, like deformation temperature,
amount of plastic deformation, as well as the stress and strain state/rate. Therefore, determining the
true Md-temperature above which no α´-martensite formation takes place is not practically possible.
In order to take into account both aspects specified above (i and ii) on the susceptibility of forming
α´-martensite in metastable austenite, a method based on dynamically applied local plastic deformation
and magnetic measurement was developed [16]. The parameter established by this method as Iξ
correlates very well with the grade of α´-martensite formation during cyclic loading and allows to
distinguish the susceptibility of austenitic stainless steels, which have the same chemical composition
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and grain size, to undergo phase transformation. The Iξ parameter of the two investigated batches of
AISI 347 is given in Table 1. Table 2 summarizes the mechanical properties of the investigated material
at ambient temperature (AT) and T = 300 ◦C as well as α’-martensite content after specimen failure.

Table 1. Chemical composition in weight % and metastability parameters.

AISI 347 C N Nb Cr Ni Mn Mo Si Md30
◦C MS

◦C SFE mJ/m2 Iξ FE%

Batch A 0.040 0.007 0.62 17.6 10.6 1.83 0.29 0.41 25 −189 39 0.25
Batch B 0.024 0.019 0.41 17.3 9.3 1.55 0.19 0.63 46 −81 27 0.66

Table 2. Mechanical properties and α’-martensite content after specimen failure (ξ).

AISI 347 Rp0.2 in MPa UTS in MPa
A in
%

ξ in FE%

Batch A, AT 242 569 66 4.41
Batch A, 300 ◦C 180 357 36 0.00

Batch B, AT 220 621 51 33.22
Batch B, 300 ◦C 155 428 37 0.00

Shown in Figure 2 are light and electron microscopy micrographs of longitudinal sections of the
initial microstructure of the investigated materials in the solution-annealed state and after plastic
deformation. Specimens from batch A were extracted from an original nuclear power plant surge line
pipe with an outside diameter of 333 mm and a wall thickness of 36 mm. The pipe was manufactured
seamless, drilled from the inside, turned from the outside and delivered in a solution-annealed state
(1050 ◦C / 10 min /H20), such that in the initial state no α‘-martensite was detected. Note that the surge
line pipe was investigated in the as-manufactured condition and has not been previously used in a
nuclear power plant. The material of batch B was provided as rolled bars with a diameter of 25 mm in
a solution-annealed state. A fully austenitic microstructure was obtained by additional annealing at
1050 ◦C for 35 minutes and quenching in helium atmosphere.

ξ

ξ

 
Figure 2. Optical micrographs of longitudinal sections using Bloech & Wedl I etching (a,e) initial
state, (b,f) after plastic deformation as well as EBSD grain maps of (c,g) initial state and (d,h) after
plastic deformation.

In Figure 2a the optical micrograph of the initial state of batch A is shown. This micrograph
was taken after color etching using a Bloech & Wedl I etching agent, which is able to visualize
local inhomogeneities in chemical composition [15]. A homogeneous distribution of the Cr and
Ni content was detected in the microstructures of batch A. Furthermore, plastic deformation of
batch A led to the homogeneous development of α´-martensite in the austenite matrix during plastic
deformation (see Figure 2b,d). An electron backscatter diffraction (EBSD) micrograph of the initial state
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of both batches (Figure 2c,g) revealed a one-phase microstructure with annealing twins, typical for
austenitic stainless steels. The same etching and observation techniques were used for characterizing
the microstructure of batch B. In the case of batch B, the etching agent revealed local chemical
inhomogeneities caused by slight variations of the Cr and Ni content as blue and brown bands
(Figure 2e), which could not be removed during solution annealing. The blue band correlates with a
lower Ni and higher Cr content, while the brown bands indicate higher Ni and lower Cr contents [15].
The band structure with a corresponding local metastability of austenitic microstructure led to a
pronounced α´-martensite formation in regions with higher Cr content (Figure 2f). The local chemically
induced band structure could not be observed in scanning electron micrographs using EBSD technique
(Figure 2h). Instead, the EBSD image shows a homogeneous crystallographic microstructure in both
cases, whereas the deformation-induced α´-martensite formation after plastic deformation can be
clearly detected by EBSD images (Figure 2d,h). The comparison of EBSD grain maps (Figure 2c,g) of
both batches presented a clear difference in the grain size. Quantitative evaluation yielded a mean
grain size of 120 μm for batch A and of 17 μm for batch B, respectively.

3. Methods

To investigate the fatigue behavior of metastable austenitic stainless steels at ambient and elevated
temperatures from the LCF to VHCF regime, servohydraulic and ultrasonic fatigue systems were used.
The test temperature of T = 300 ◦C was achieved using an inductive heating system and control based
on measurement by a type-K ribbon thermocouple in the center of the gauge length. The isothermal
LCF and HCF tests at ambient temperature (AT) and T = 300 ◦C were performed with an MTS 100 kN
servohydraulic testing system using load frequency of f = 0.01 Hz (LCF), 5 Hz and 20 Hz (HCF), see
Figure 3a and b. The VHCF tests at T = 300 ◦C were performed with f = 980 Hz at an MTS 1 kHz
servohydraulic testing system (Figure 3c). The VHCF tests at AT were realized in an ultrasonic fatigue
testing system developed and built up at the authors’ institute [64,65] (Figure 3d) with an operating
frequency f = 20 kHz. In order to characterize the cyclic deformation behavior in the LCF and HCF
regime, respectively, an extensometer (AT and T = 300 ◦C) and thermocouples (only AT) were used.
The area of each hysteresis loop describes the cyclic plastic strain energy dissipated per unit volume
during a given loading cycle, which is mainly dissipated into heat and, hence, results in a change in
specimen temperature [66,67]. Temperature was measured with one thermocouple in the middle of the
gauge length (T1) and two reference thermocouples at the elastically loaded specimen shafts (T2, T3).
The temperature change induced by cyclic plastic deformation was calculated according to:

ΔT = T1 − 0.5·(T2 + T3) (4)

The in situ detection of fatigue induced α´-martensite formation was done by magnetic
FeritscopeTM (FISCHER, Windsor, CT, USA) measurements at AT (see Figure 3a). Due to the higher
permeability of ferromagnetic ferrite compared to paramagnetic austenite, the response of the material
to magnetic induction increases with the ferrite content. Using a non-destructive magnetic method,
the FeritscopeTM measures the relative permeability of a material in the alternating magnetic field of
its probe. This provides a ferrite content signal (FE%), which is also influenced by the curvature of the
specimen’s surface and stress-strain state. Furthermore, to determine the ferromagnetic α´-martensite
content in vol%, the Feritscope™ signal (FE%) needs to be multiplied by a factor of 1.7 [68]. Because the
calibration factor was determined only for α´-martensite contents below 55 FE%, in the following
diagrams the magnetically determined α´-martensite is indicated as ξ in FE% without calculating the
vol% of α´-martensite. Furthermore, within one load cycle, the magnetic properties of α´-martensite are
influenced by stress/strain due to the Villari effect (inverse magnetostriction), which describes a change
of the magnetic susceptibility of ferromagnetic material due to mechanical stresses [26]. Therefore, an
arithmetic mean value per load cycle of the measured Feritscope™ signal is given in the diagrams.
For specimens loaded in LCF, HCF and VHCF tests at T = 300 ◦C and in VHCF tests at AT, ex situ
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Feritscope™measurements were performed. The fatigue tests at AT and T = 300 ◦C were total strain
controlled in LCF regime and stress controlled in the HCF regime. The VHCF tests at T = 300 ◦C were
stress controlled and the ultrasonic VHCF tests at AT performed in displacement-control. All tests
were performed in symmetric push-pull conditions with load ratio R = −1.

(a) 

 

(b) 

(c) (d) 

Figure 3. Schematic representation of the experimental setup for fatigue tests in the LCF and HCF
regime at (a) AT and (b) at T = 300 ◦C, as well as in the VHCF regime at (c) T = 300 ◦C and (d) at AT.

VHCF testing of metastable austenitic stainless steels at ambient temperature using an ultrasonic
fatigue system is more challenging than for stable metallic materials because of transient material
behavior and significant self-heating of specimens. Due to the formation of high strength α’-martensite
in softer austenite, less damping of the oscillation amplitude takes place, resulting in higher displacement
amplitude. Therefore, an unstable displacement amplitude occurred. A representative pulse sequence
from the VHCF fatigue test on a fully austenitic microstructure in its initial state and after cyclic loading
up to N~2 × 106 clearly shows the challenge in performing the fatigue test with constant load amplitude
(Figure 4). The first pulses were characterized by an oscillation plateau with a constant amplitude
level during each pulse (Figure 4a). These results underline the necessity of a correct specimen design
using FEM simulation to ensure fully reversed loading conditions with the maximum stress amplitude
in the center of the gauge length and the maximum oscillation amplitude at the specimen´s end
(see Figure 3d) [65]. However, due to fatigue-induced α’-martensite formation, the initial amplitude
plateaus changed to pulses with an increasing displacement level (Figure 4b). This had to be leveled
out by appropriate parameter adjustments during phase transformation. Further details can be found
in further papers (see [65,69]).

Besides adjusting the proportional, integral and derivative (PID) parameters during VHCF tests,
the deformation-induced specimen temperature increase has to be limited. Figure 5a shows the
development of displacement for a pulse/pause ratio of 0.5 s/2.5 s, which is typically used for stable
metallic materials [64], and which results in an effective load frequency feff = 3300 Hz. The progress of
the specimen´s temperature is also plotted (Figure 5). It can be clearly seen that a pulse/pause ratio of
0.5 s/2.5 s cannot be used for fatigue testing of metastable austenite at ambient temperature because
within two pulses the temperature increased to 200 ◦C (Figure 5a). To keep the specimen´s temperature
below 50 ◦C, a change of temperature below 25 K and therefore a pulse/pause ratio of 0.06 s/2.94 s had
to be used (Figure 5b). This led to an effective frequency of feff = 400 Hz. Theoretically, to achieve the
limit of the number of cycles Nl = 2 × 109 for a fatigue test with feff = 400 Hz, about 58 days would
be required. In reality, with the development of α’-martensite, cyclic hardening of materials takes
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place, which reduces cyclic plasticity. Consequently, the development of the specimen’s temperature
decreases, and fatigue testing could be performed with a higher pulse/pause ratio with feff = 1650 Hz.
The adjustment of PID parameters was also less critical given that saturation of α’-martensite was
achieved in the cycle regime of N~108 (see Figure 10).

(a) (b) 

Figure 4. Displacement amplitude of batch A during VHCF testing at (a) the beginning of the fatigue
test and (b) after fatigue-induced α’-martensite formation occurred without parameter adjustments.

(a) 

(b) 

Figure 5. Development of the specimen’s temperature using a pulse/pause ratio of (a) 0.5 s/2.5 s and
(b) 0.06 s/2.94 s for AISI 347 batch A.

4. Results

Fatigue tests were performed with specimens from AISI 347 batch A taken from an original surge
line pipe. Specimens from rolled bars from AISI 347 batch B represented the more metastable material
and were used for selected fatigue tests to show the influence of metastability on the deformation
and phase transformation behavior in the LCF regime as well as for characterizing HCF behavior at
ambient temperature.

4.1. LCF Behavior

4.1.1. Ambient Temperature

Single step (constant amplitude) tests under total-strain control were performed in the LCF
regime with total strain amplitudes 0.6% ≤ εa,t ≤ 1.6%, load frequency f = 0.01 Hz and triangular
waveform. Figure 6 presents the development of stress amplitude (σa), the change in specimen
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temperature (ΔT) and α’-martensite formation (ξ) for batch A and, additionally, the results from
the test with total strain amplitude εa,t = 1.0% for batch B. The cyclic deformation behavior of the
investigated steel at ambient temperature was fundamentally determined by deformation-induced
austenite-α´-martensite transformation. After a load-dependent number of cycles N, the formation
of α´-martensite started and increased continuously with increasing cycle number until specimen
failure (Figure 6c). The σa,N-curves (Figure 6a) illustrate the associated cyclic hardening processes,
which led to a maximum stress amplitude for εa,t ≥ 1.2% in the range of the tensile strength σf =

569 MPa (batch A) of the solution-annealed material. Cyclic hardening was detected by temperature
measurement, temperature increases in total-strain controlled fatigue tests being indicative of increases
of plastic strain energy. Because of very low load frequency, the maximal change in the specimen
temperature was below 3 K, which corresponds with an absolute temperature of about 28 ◦C and
consequently bears no significant influence on the formation of α´-martensite. Figure 6c shows the
development of α´-martensite content during the fatigue tests discussed above. After an incubation
period, which depended on the total strain amplitude, the α´-martensite volume fraction increased
continuously with the number of cycles. With increasing εa,t, the onset of α´-martensite formation
was shifted to lower N, and a higher volume fraction of α´-martensite was measured at specimen
failure. To characterize the influence of metastability of nominally the same type of austenitic stainless
AISI 347 steel, specimens from batches B were cyclically loaded with total strain amplitude εa,t = 1%.
Both batches A and B showed a continuous cyclic hardening, however, with different gradients after
the first ten cycles. In the cycle range 10 < N < 100, batch A showed only a slight increase of stress
amplitude, while batch B underwent a larger increase of σa, which correlated directly with a significant
development of α’-martensite (Figure 6c) from 1 FE% to 41 FE%. As mentioned in the methods section
above, ferromagnetic α’-martensite was measured in situ during fatigue testing using a FeritscopeTM

sensor, for which readings above 60 FE% could be inaccurate due to lack in instrument linearity and
calibration difficulties at high α’-martensite contents. For this reason, measured data in the range
above 60 FE% were plotted as dashed lines in Figure 6c. After a high rate of σa increase between N = 10
and N = 100, batch B showed a decrease in the stress amplitude rate dσa/dN. However, further cyclic
hardening took place which led to specimen failure at σa = 760 MPa, which is 120 MPa higher than the
tensile strength of this material in its as-received state (Table 2). Batch A also showed evidence of a
correlation between the development of α’-martensite and an increase in stress amplitude. However,
the start of α’-martensite formation occurred at a higher number of cycles in comparison to batch B
and the α’-martensite content was found to be, at the same number of cycles, significantly lower with
the maximum value at specimen failure ξ = 30 FE%. The results of these tests clearly depicted how
substantial the differences can be between the formation of deformation-induced α’-martensite in
the same type of austenitic stainless steel due to differences in chemical composition and grain size
and consequently the material’s metastability. It should be noted that both batches had a chemical
composition within the range given in international standards for the investigated steel type.

(a) (b) (c) 

Figure 6. Development of (a) stress amplitude, (b) change in temperature and (c) α’-martensite versus
N during total-strain controlled LCF test of batch A and B.
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4.1.2. Elevated Temperature T = 300 ◦C

Single step total-strain control fatigue tests in the LCF regime at 300 ◦C were performed with total
strain amplitudes 0.8% ≤ εa,t ≤ 1.6%, a load frequency f = 0.01 Hz and triangular waveform. Figure 7
presents the development of the stress amplitude σa versus the number of cycles N. At 300 ◦C the
cyclic deformation behavior of the investigated steel was characterized by initial cyclic hardening,
followed by slight cyclic softening before the final stress amplitude drop associated with macro
crack propagation. The microstructural changes due to cyclic plastic deformation are described
elsewhere [46,63]. At these load parameters, no α´-martensite formation occurred and, compared to
ambient temperature, the stress amplitude was significantly lower (compared Figure 6a with Figure 7).

Figure 7. Development of stress amplitude σa versus load cycles N during total-strain controlled LCF
test at T = 300 ◦C of batch A.

4.2. HCF Behavior

For fatigue tests in the HCF regime, stress-controlled single step tests were performed. Typically,
in order to obtain the limited number of cycles Nl in the range of 106–107 cycles, test frequencies in
the range 5 Hz ≤ f ≤ 20 Hz are used for metallic materials. For Nl = 2 × 106 with a load frequency
of f = 5 Hz, about 5 days, for Nl = 2 × 107 with a load frequency f = 20 Hz, about 12 days would be
required. Usually, higher test frequencies can be used for HCF tests at ambient temperature (AT) of
metallic materials but when investigating the fatigue behavior of metastable austenitic stainless steels,
self-heating of the specimens has to be taken into account. Even if external cooling of the specimen is
undertaken, significant increases in specimen temperature cannot be suppressed [70,71]. Hence, in this
study, test frequencies for fatigue tests at nominally ambient temperature were f = 5 Hz (batch B) and
for T = 300 ◦C f = 20 Hz (batch A).

4.2.1. At Nominally Ambient Temperature

To characterize the cyclic deformation and transformation behavior during cyclic loading in the
HCF regime, specimens taken from batch B were cyclically loaded in stress-controlled single step tests
with stress amplitudes in the range 225 MPa ≤ σa ≤ 280 MPa. In Figure 8a the resulting developments
of plastic strain amplitude εa,p are plotted against the number of cycles N. The εa,p,N curves illustrate
pronounced cyclic hardening after a short period of initial cyclic softening. Cyclic hardening is caused
by an increase in dislocation and stacking fault density, as well as by formation of deformation-induced
α´-martensite (Figure 8b). A positive influence of α´-martensite formation on fatigue life was observed,
because austenite-α´-martensite transformation causes cyclic hardening, which significantly reduces
plastic strain amplitude. Similarly, total-strain controlled fatigue tests in the LCF regime (Figure 6),
after an incubation period dependent on stress amplitude, resulted in a continuously increasing volume
fraction of α´-martensite over the number of cycles. With increasing stress amplitude, the onset of
α´-martensite formation was shifted to lower N and higher α´-martensite fractions were measured at
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specimen failure. This development of α´-martensite in stress-controlled tests was comparable to the
results given in [16] as well as for total-strain controlled fatigue tests shown in Figure 6c. However,
with 1.7 FE% < ξ < 8.8 FE% the maximum values of α´-martensite at specimen failure/ultimate number
of cycles were significantly lower compared to total strain-controlled LCF tests. The change in the
specimen temperature during the fatigue tests is shown in Figure 8c. As in the LCF tests, changes in
temperature were used to detect cyclic deformation behavior. However, in the stress-controlled fatigue
tests, an increase in temperature correlated with an increase of the σ-ε hysteresis loop area, indicating
cyclic softening, whereas a decrease in temperature correlated with a decrease of the σ-ε hysteresis loop
area, and characterized cyclic hardening. Besides using ΔT to characterize cyclic deformation behavior,
information about the general amount of self-heating is provided (Figure 8c). In consideration of
Equation (4), a maximum specimen temperature of 102 ◦C was achieved while the value of ΔT signal
shows 53 K. As is known, temperature has a significant influence on deformation-induced α´-martensite
formation and consequently fatigue life. In literature [5,72–79] the fatigue life of metastable austenitic
stainless steels is given as S-N curves obtained by fatigue testing with load frequencies up to 150 Hz.
Obviously, specimen temperatures in HCF tests with frequency higher as 2 Hz were higher than
ambient temperature; however, the information about the specimen temperatures is not at all times
given. To obtain HCF results at true AT or at temperatures around 25 ◦C–30 ◦C, fatigue tests with
significantly lower frequency, e.g. f = 0.2 Hz, have to be performed. This requires 115 days of test
duration to achieve NL = 2 × 106, i.e. a duration that is impractical for systematic investigation of
HCF behavior due to high resource expenses. In conclusion, to obtain representative results in the
HCF regime in a reasonable time, it is necessary to perform fatigue tests of metastable austenite with
variable test frequencies during single step fatigue tests, which effectively suppress self-heating of
e.g. ΔTmax < 10 K. Therefore, it has to be noted that the presented results (and many others given in
literature [5,72–79], especially regarding the development of α´-martensite and its influence on fatigue
life) are influenced by specimen temperature, which needs to be taken into consideration.

 
(a) (b) (c) 

Figure 8. Development of (a) plastic strain amplitude εa,p, (b) α’-martensite and (c) change in the
specimen’s temperature ΔT versus load cycles N during HCF tests at AT with f = 5 Hz of batch B.

4.2.2. Elevated Temperature T = 300 ◦C

Figure 9 shows the development of plastic strain amplitude during fatigue loading of HCF
specimens from batch A at 300 ◦C with a frequency f = 20 Hz. As these fatigue tests were performed at
elevated temperature, a higher test frequency can be used to achieve a reasonable short testing time.
At the beginning of the fatigue tests, cyclic softening was detected for all stress amplitudes followed by a
saturation state for stress amplitudes 165 MPa ≤ σa ≤ 200 MPa and finally crack growth up to specimen
failure. Inversely, the stress amplitude of 160 MPa, after initial softening up to about 2 × 104 cycles, led
to cyclic hardening, which reduced plastic strain amplitude down to zero. Consequently, macroscopic
elastic cyclic loading occurred and at this stress amplitude the limit number of cycles Nl = 2 × 107 was
achieved without failure. Ex situ magnetic Feritscope™measurements quantified 0.13 FE% for this
specimen and 0.00 FE% for all loadings > 160 MPa. That is, for only a small load amplitude at 300 ◦C,
a change in the cyclic deformation behavior occurred from softening/saturation to cyclic hardening.
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This change in cyclic deformation character was also observed during total strain-controlled fatigue
tests and detected in situ using electromagnetic induced ultrasonic signals in the specimen [46,47,63].
At 300 ◦C, the investigated batch A showed no α´-martensite formation during monotonic tensile
loading (see Table 2) as well as in LCF [46,47,63] and HCF regimes at “higher” loading amplitudes
(see Figures 7 and 9). As mentioned in the introduction, the cyclic deformation behavior of metastable
austenitic steels depends on load parameters such as stress amplitude, frequency, and temperature,
and results in different microstructural changes from planar dislocation slip, over wavy slip, until
the development of stacking faults, twins, as well as ε and α´-martensite (see. Figure 1). As the
volume fraction of α´-martensite measured by Feritscope™ is relatively low (ξ = 0.13 FE%) further
microstructural changes have to play a role in the cyclic hardening of metastable austenitic steel at low
stress amplitude in fatigue testing at 300 ◦C, which are still not entirely investigated and explained.

Figure 9. Development of plastic strain amplitude εa,p versus load cycles N in HCF tests at T = 300 ◦C
with f = 20 Hz.

4.3. VHCF Behavior

VHCF behavior was investigated at AT using an ultrasonic fatigue system (Figure 3d) at stress
amplitudes 180 MPa ≤ σa ≤ 283 MPa, and a load frequency f = 20 kHz, while at T = 300 ◦C a
servohydraulic test system was used and stress amplitudes 120 MPa ≤ σa ≤ 190 MPa were applied at a
load frequency f = 980 Hz. All VHCF tests were performed on specimens from batch A.

4.3.1. Ambient Temperature

As σ-ε hysteresis measurements are (to date) not realizable during ultrasonic fatigue testing,
and due to the macroscopically elastic behavior in the lower HCF/VHCF regime, the cyclic deformation
behavior cannot be characterized using conventional data like εa,p, N curves. However, in situ
measurement of further physical data, such as changes in the specimen temperature before and after a
pulse sequence, dissipated energy and generator power, as well as “quasi in situ” measurement of
magnetic properties, can be used to describe the cyclic deformation and transformation behavior of
metastable austenites during fatigue testing in the VHCF regime. Figure 10 shows the aforementioned
data and, in addition, the displacement amplitude as well as load frequency during an ultrasonic
fatigue test with a stress amplitude of 250 MPa. After an approximately stationary phase up to N = 106,
cyclic hardening occurred which could be detected by a strong increase in α’-martensite content. As
mentioned before, and illustrated in Figure 4, α’-martensite formation promotes transient material
behavior. To keep the displacement amplitude close to a constant value of 9.5 μm, corresponding to
a stress amplitude of 250 MPa, the PID parameters of the ultrasonic testing system were stepwise
readjusted. The cyclic hardening of the material resulted in lower self-heating illustrated by a decreasing
change in temperature. This aspect enabled longer pulse and shorter pause times which resulted in a
higher effective frequency. As described in Section 3, a stepwise increase of the pulse pause ratio up to
0.72 s/0.8 s, which represents an effective frequency feff = 1650 Hz, led to achieving the ultimate number
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of cycles within 25 days. After N = 1 × 108 load cycles, a lower α‘-martensite formation rate dξ/dN
occurred and until the limiting number of cycles a saturation state with a stabilized α‘-martensite
content of ξ = 2.2 FE% was reached. At the same time, temperature as well as displacement amplitude
remained constant. In this phase, further adjustments of the displacement control were not necessary.
The S-N curve resulting from single step tests is given in Figure 12c. Cyclic plastic deformation of
metastable austenite at ambient temperature led to significant changes in phase distribution from
single-phase austenitic to two-phase austenite/α´-martensite microstructures. At ambient temperature,
and at all load amplitudes σa > 240 MPa, formation of α’-martensite in the range 0.3 FE% ≤ ξ ≤
2.3 FE% took place. However, at smaller stress amplitudes σa < 240 MPa no deformation induced
α’-martensite was measured. Fatigue failure only occurred in the HCF regime and no specimen failed
in the VHCF regime beyond N = 107 load cycles. Accordingly, a true fatigue limit exists for metastable
austenite [80,81].

Figure 10. Displacement amplitude sa, frequency f, temperature change ΔT, power P, dissipated energy
Edis and α’-martensite content ξ of batch A during VHCF test at σa = 250 MPa.

4.3.2. Elevated Temperature T = 300 ◦C

High precision stress-strain hysteresis measurement suitable to quantify microplastic deformations
at low load amplitudes is, as with ultrasonic fatigue, impossible for tests using servohydraulic systems
with a load frequency f = 980 Hz. The S-N Woehler curve resulting from constant amplitude fatigue
tests at this frequency at 300 ◦C is given in Figure 12c. Similar to the HCF behavior at 300 ◦C at low stress
amplitude, a very low volume fraction of α’-martensite was detected in the specimen which achieved
the limit number of cycles Nl = 5 × 108. Since the Ferritscope™ sensor cannot be used in situ at this
testing temperature, the kinetics of α’-martensite development was analyzed by an interrupted VHCF
test with a stress amplitude of 160 MPa. At defined load cycles, ex situ Feritscope™measurements
were taken at the specimen surface at ambient temperature. Figure 11 shows no α´-martensite up to
N = 1 × 107. The onset of α´-martensite formation occurred between N = 1 × 107 and N = 1 × 108.
At N = 1 × 108 0.12 FE% and at N = 5 × 108 0.13 FE% were measured without specimen failure. As the
measured volume fraction of α´-martensite was very low, further microstructural changes had to play
a role in the cyclic hardening of metastable austenitic steel in the VHCF regime at 300 ◦C.
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Figure 11. Development of α’-martensite during the interrupted VHCF test at σa = 160 MPa, f = 980
Hz and T = 300 ◦C.

5. Summary

Figure 12 summarizes the results from fatigue tests on AISI 347 in LCF, HCF and VHCF regimes
at AT and 300 ◦C in the form of S-N curves. The influences of metastability of two different batches
of AISI 347 on cyclic deformation behavior are clearly seen in LCF tests at ambient temperature
(see Figure 6). The determined total strain-controlled fatigue life in the LCF regime at AT and 300 ◦C
is similar (Figure 12a). However, significantly different cyclic deformation behavior was observed.
At AT, cyclic hardening due to α´-martensite formation took place and the transformation from a
single-phase austenitic to two-phase austenite/α´-martensite microstructure developed. The results
epitomize a “dynamical composite material” with changing volume fraction and distribution of
“reinforcements” during cyclic loading. At 300 ◦C in the LCF regime, no α´-martensite was measured
and cyclic deformation behavior showed slight initial cyclic hardening followed by saturation/softening.
Despite significantly different cyclic deformation behavior and resulting stress amplitudes in AT and T
= 300 ◦C, respectively, similar fatigue lifetimes were estimated. However, the specimens loaded at
AT achieved stresses higher than the ultimate tensile strength. A positive influence of α´-martensite
formation on fatigue life was observed in stress-controlled fatigue tests in the HCF regime (Figure 12b)
where austenite-α´-martensite transformation caused hardening, which significantly reduced the
plastic strain amplitude and led to increased fatigue life. The α´-martensite formation occurred in
all fatigue tests at AT. At 300 ◦C, albeit specimens loaded with low stress amplitude showed a very
small volume fraction of α´-martensite. These specimens achieved the limit number of cycles without
failure. A comparison of the S-N curves from tests at AT with T = 300 ◦C clearly showed a decrease in
fatigue strength with an increase of temperature (Figure 12b). Similar behavior was observed for VHCF
tests at AT and 300 ◦C (Figure 12c). At AT, higher fatigue strength existed, which correlated with the
development of α´-martensite at each load amplitude. At 300 ◦C, only specimens with the formation
of a low volume fraction of α´-martensite achieved the limit of the number of cycles without failure.
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(a) (b) (c) 

Figure 12. (a) εa,t –N curve in LCF regime of batch A at AT and T = 300 ◦C, (b) S-N curve in HCF
regime of batch A at T = 300 ◦C and batch B at AT, (c) S-N curve in VHCF regime of batch A at AT and
T = 300 ◦C.

6. Conclusions

The present study characterized fatigue behavior of metastable austenitic stainless steels in the
LCF, HCF and VHCF regimes at two temperatures, i.e. ambient temperature and 300 ◦C. Based on the
acquired results, the following conclusions were drawn:

• The metastability of austenitic Cr-Ni steels can, even within the specifications given in international
standards, e.g. for AISI 347 stainless steel, strongly vary due to relatively small changes in
chemical composition.

• Different metastability of austenitic stainless steel affects the cyclic deformation and, consequently,
the fatigue lifetime behavior.

• This is caused by the fact that during fatigue, various deformation (planar or wavy slip character,
formation of stacking faults, twinning) and transformation (γ -> ε, γ -> ε ->α´, γ ->α´) mechanisms
with different peculiarity take place.

• The investigated metastable austenitic stainless steel AISI 347 showed a true fatigue limit in the
VHCF regime at AT and 300 ◦C.

• Further microstructural investigations have to be performed with focus on the development
of deformation/transformation mechanism maps dependent on metastability parameters, e.g.
stacking fault energy and loading parameters, in the LCF, HCF and VHCF regimes in accordance
with deformation maps known in the literature [52–54] for stable materials.
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Abstract: The major goal of this work was to study the effect of rapid heating and fast cooling on the
transformation behavior of 22MnB5 steel. The effect of the initial microstructure (ferrite + pearlite or
fully spheroidized) on the transformation behavior of austenite (during intercritical and supercritical
annealing) in terms of heating rates (2.5, 30 & 200 ◦C/s) and fast cooling, i.e., 300 ◦C/s rate, were
studied. As expected, the kinetics of austenite nucleation and growth were strongly related to the
heating rates. Similarly, the carbon content of the austenite was higher at lower intercritical annealing
temperatures, particularly when slower heating rates were used. The supercritical temperatures used
in this study were similar to those used during commercial hot stamping operations, i.e., 845 and
895 ◦C, respectively, followed by a fast cooling rate. The prior austenite grain size (PAGS) was not
strongly influenced by the nature of the initial microstructure, heating rate, reheating temperatures
(845 or 895 ◦C), at 30 s holding time. The decomposition of austenite using fast cooling rates was
examined. The results showed that 100% martensite was not obtained. The observed low temperature
transformation products consisted of mixtures of martensite-bainite plus undissolved Fe3C carbides
and small amounts of martensite-austenite (M-A). At higher supercritical temperatures, i.e., 1000 ◦C
and 1050 ◦C, the final microstructure showed an increase in the volume fraction of martensite and a
decrease in the volume fraction of bainite. The Fe3C and the M-A microconstituent were not observed.
The best combination of tensile properties was obtained on samples reheated in the lower temperature
range (845 to 895 ◦C). Interestingly, when the samples where reheated at the higher temperature range
(1000 to 1050 ◦C) and fast cooled, the results of the mechanical properties did not exhibit significantly
higher strength levels independent of heating rate or initial microstructural condition. This can
be attributed to the change in the microstructural balance %martensite+%bainite as the reheating
temperature increases. The results of this study are presented and discussed.

Keywords: EBSD-IQ; fast heating rate; formation of austenite; initial microstructure; PAGS;
transformation behavior; tensile properties

1. Introduction

The continuous demand of using AHSS and UHSS steels, particularly Press Hardenable Steels
(PHS), during hot stamping operations requires a systematic and fundamental understanding of the
physical metallurgy of these steels. According to recent report on the use of AHSS and UHSS in
North America, light weight vehicles are predicted to increase from the current 332 pounds per vehicle
to 483 pounds by the year 2025 [1]. To achieve the desired performance of AHSS many studies are
being conducted by universities and steel companies around the world. For example, Figure 1 shows
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the different pathways currently being studied to increase the strength and ductility of AHSS [1].
In addition, this figure also presents actual coating data for AHSS GEN 1 and 3 steels. It seems that the
major research trends to increase the performance of AHSS strength-ductility are strongly related with
the ability to control composition, microstructure and dislocation motion.

Figure 1. Different pathways to increase strength-ductility of AHSS [1].

Rapid Austenitization

According to Stahl Zentrum Stahl fur nachhaltige Mobilitat [2] hot stamped parts used in autos
represent approximately 30% of all the body components. Mori et.al. [3], suggest that the use of high
energy input during the process of hot stamping becomes an interesting proposition due to the effects
of rapid heating on; (1) the transformation behavior of austenite; (2) oxidation behavior; (3) limited
decarburization; (4) fine and/or coarser austenite grain sizes depending on reheating temperatures,
holding times and heating rates; (5) localized non-uniform microstructures with substantial chemical
heterogeneity; and (6) good hot workability. In summary, rapid heating and cooling during hot
stamping seems to provide both a robust processing scheme and more cost effective approach than
traditional reheating methods. Furthermore, the use of high input energy also opens the door to the
potential development of new AHSS with higher strength and better total elongation.

Rapid heating technology is not new, the concept was initially developed to increase the mechanical
properties of Armor plates for the US Army in 2010 [4]. Later on, the process was patented as a
Micro-treatment of Iron-Based Alloy and Microstructure Resulting Therefrom [4]. It seems that by
using rapid heating it is feasible to produce significant grain refinement of the decomposition products
of austenite. There is substantial evidence that rapid hot forming based on high power and process
integrated heating methods is an attractive proposition for the development of high strength steels with
good formability [5–9]. Despite these claims, the state-of the-art in the development of AHSS steels
using rapid heating seems to lack a better understanding on the effect of the starting microstructural
condition and ultra-fast heating techniques. This is important because permits the better understanding
of the formation and subsequent transformation behavior of austenite. To explore the effects of low
and high input energy, starting microstructural condition, rapid cooling and resulting mechanical
properties, the present study was conducted on a conventional 22MnB5 AHSS steel grade.
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2. Experimental Procedure

The samples used in this investigation were sectioned from the hot band condition of a commercial
strip of 22MnB5 steel coiled around 660 ◦C having a final thickness of 2.5 mm. The chemical composition
of the steel is shown in Table 1.

Table 1. Chemical composition of 22MnB5 steel (Wt. %).

Element C Mn Si Ti B N Cr

Wt. % 0.234 1.51 0.124 0.025 0.0022 0.0048 0.011

Other elements: Al, S, and P.

2.1. Microstructural Starting Condition

Prior to any experimental testing, coupons of approximately 25.4 cm × 25.4 cm × 2.5 mm in size
were sectioned from the hot band condition. The initial microstructural condition in the hot band
was ferrite + pearlite. A number of coupons were subjected to subcritical spheroidization treatments
(675 ◦C for 10 h.). The two initial microstructural conditions are illustrated in Figure 2.

  

(a) (b) 

Figure 2. SEM micrographs of initial microstructures (a) ferrite + pearlite and (b) spheroidized.

2.2. Heat Treatments

Samples having the initial microstructural conditions were subjected to intercritical and
supercritical treatments using a continuous annealing line (CAL) induction 30 kW, 3-phase 480
V laboratory simulator with automated computer control for heating and cooling. This system is
capable of reheating a sample 1.9 cm in thickness from RT (room temperature) to 1400 ◦C in 2.5 s and
capable of rapid controlled cooling at 300 ◦C/s. The samples used in this study were 25.4 cm in length
× 2.54 cm in width × 0.25 cm in thickness. A schematic of some of the heat treatments and cooling
conditions used in this study are shown in Figure 3. The range of heat treatments studied included the
temperatures of 732, 756, 772, 792, 845, 895, 1000 and 1050 ◦C, respectively.
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Figure 3. Schematic representation of the heat treatment cycles and photo of the laboratory
CAL-induction simulator. TA3 is the transformation temperature.

2.3. Optical, Scanning Electron Microscopy and EDS—EBSD Analysis

The microstructural characterization of the samples in the starting and after heat treated
were prepared for optical (OM), scanning electron microscopy (SEM) and EDS analysis by using
standard metallographic procedures. Specimens for EBSD analysis were subjected to standard sample
preparation followed by vibro-polishing in a VibroMet® polisher (Pace Technologies, Tucson, AZ,
USA) for 3 h with 0.05 μm nanometer alumina suspension.

The SEM analysis was conducted on a ZEISS Sigma 500 VP scanning electron microscope (ZEISS,
Pittsburgh, PA, USA) equipped with Oxford Aztec X-EDS (Oxford Instruments, Abingdon, UK) with
an operating voltage between 10 kV and 20 kV. Electron Backscattered Diffraction (EBSD) and Image
Quality (IQ) analyses were conducted on a FEI Scios FEG scanning electron microscope (University
of Pittsburgh, Pittsburgh, PA, USA) equipped with an EBSD system. An accelerating voltage of
20kV with a beam current of 13 nA were used. The details of dwelling time, tilt angle, distance,
scanned area and step size and the details for the EBSD-IQ phase-microstructural analysis are also
described elsewhere [10]. The EBSD-IQ approach was used to measure the volume fraction of the
microconstituents formed during intercritical and supercritical annealing treatments. An area of 100
μm × 100 μm with a step size of 0.2 μm was employed.

2.4. Mechanical Testing

Standard tensile coupons according to ASTM A8 were machined into sub-sized sheet tensile
specimens with a gage length of 25 mm. These tensile samples were sectioned and machined from the
heat treated samples. The tensile coupons were tested at RT following the standard described in the
ASTM specification mentioned before.

3. Results and Discussion

3.1. Effect of Heating Rate on Transformation Temperatures (AC1 and AC3) and the Nucleation of Austenite

It is well-known that the transformation temperatures, AC1 and AC3, and the nucleation of
austenite, are strongly affected by the heating rate. The effect of heating rates on the transformation
temperatures can be calculated using a commercial thermodynamic software program J-MatPro
(version 7 [11]), the results are presented in Figure 4. In this figure, according to the predictions
of J-Mat Pro, it is shown that in order to obtain a fully homogeneous austenite transformation, the
reheating temperature must be increased well above the AC3 temperature, especially at high heating
rates. The formation of austenite is well-accepted to be a diffusion-controlled process, controlled by
the slower diffusion process of interstitial elements, i.e., C, in austenite when compared to the diffusion
rates in ferrite. Therefore, for heat treatments in the temperature range of 845 and 895 ◦C, or even at
higher temperatures, i.e., 1000 ◦C, it would not be expected that austenite will transform into 100%
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martensite during fast quenching. This view is independent of heating rates (2.5, 30 and 200 ◦C/s)
prior to austenite transformation. For example, Figure 5 shows the EBSD-IQ results of ferrite-pearlite
samples reheated at 1000 ◦C using 2.5 and 200 ◦C/s heating rates respectively, with a holding time of 30
s prior to rapid quenching. The results shown on this figure clearly support the theoretical predictions
that a fully martensitic microstructure can’t be obtained using slow or fast heating rates and short
holding times at the supercritical temperatures. The resulting microstructure was a combination of
martensite + bainite. This behavior can be explained by the effect of a heating rate and holding time on
the nucleation and growth of austenite and the dissolution of Fe3C carbides. Several studies [12–14]
have indicated that during rapid reheating the classical view of phase transformations will deviate
markedly from those observed during equilibrium conditions. That is, the kinetics of transformation
will have a different behavior. For example, faster heating rates favors nucleation of austenite, while
slower heating rates leads to a significant growth of austenite. That is, slower heating rates permit C
diffusion through the austenite, enabling its growth. An additional effect is the holding time at a given
temperature, fast heating rates and short holding times, promotes substantial local compositional
differences in austenite.

Figure 4. Shows the effect of heating rate on the transformation temperatures of 22MnB5 steel [11].
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(a) (b) 

  
(c) (d) 

Figure 5. EBSD-IQ showing the microstructural balance of martensite and bainite after reheating a
ferrite-pearlite microstructure at 1000 ◦C using heating rates of 2.5 ◦C/s and 200 ◦C/s and WQ. (a) and
(b) represent the reconstructed EBSD-IQ microstructure and inverse pole figure and grain boundary
character distribution for the sample reheated at 2.5 ◦C/s WQ sample. While (c) and (d) represent the
EBSD-IQ analysis of the % final microstructure for 2.5 ◦C/s and 200 ◦C/s heating rates, respectively.

3.2. Formation of Austenite during Intercritical Reheating (Annealing)

The effect of the initial microstructure on the formation of austenite during intercritical reheating
has been extensively studied. These studies provided a comprehensive view of the metallurgical
reactions of austenite formation that take place during intercritical annealing; (1) nucleation and growth
of austenite [15,16]; (2) the role of the initial microstructure [17]; (3) the incomplete dissolution of Fe3C
carbides [18,19]; (4) the non-uniformity of carbon content in intercritical austenite [20]; (5) partitioning of
interstitial and substitutional solutes between αand γphases [21]; and (6) the effect of heating rate [22].

Figure 6 shows the volume fraction of austenite formed during intercritical annealing (in the
temperature range 732 to 792 ◦C) as function of heating rate and initial microstructure at very short
holding times, i.e., 30 s. The results shown in this figure seem to indicate the influence of the
initial microstructure and heating rate on the kinetics of transformation. That is, in a ferrite-pearlite
microstructure, slower heating rate leads to higher nucleation and growth of austenite formation
compared to faster heating rates for a given intercritical annealing temperature. When the initial
microstructure is ferrite-100%spheroidized Fe3C carbides, the formation of austenite doesn’t have a
similar dependence on the heating rate. This might be related to the fact that in a fully spheroidized
microstructure, not all the Fe3C particles nucleate austenite. The Fe3C carbides located at the ferrite
grain boundaries nucleate austenite preferentially, while those Fe3C carbides located in the matrix do
not contribute to the nucleation of austenite. These carbides dissolve and the carbon contributes to the
growth of austenite. In summary, the kinetics of austenite formation in a ferrite-pearlite microstructure
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can proceed in one or two stages depending on the heating rate. The results shown in Figure 6 also
seem to support the view that the formation of austenite from an initial ferrite-spheroidized Fe3C
microstructure tend to exhibit lower kinetics of austenite transformation compared to ferrite-pearlite
or fully martensitic starting microstructures [19,23,24].

 
Figure 6. Formation of austenite during intercritical annealing as function of initial microstructural
condition and heating rate.

It is well-accepted that the reheating temperature, holding time, and the effect of substitutional
elements on the activity of carbon, controls the diffusion of carbon at the dissolving Fe3C/γ interphase,
hence the growth rate of austenite can be described by the equation shown below [25].

v = D
dC
dx

( 1
ΔCγ↔α +

1
ΔCC↔α

)
(1)

where v is the velocity of the austenite phase boundary, D is the diffusion coefficient of C in austenite,
dC/dx is the carbon concentration in the austenite matrix, ΔCγ↔α and ΔCC↔γ are the differences in carbon
concentration between austenite and ferrite and carbide and austenite, respectively. Mn segregation at the
Fe3C/γinterphase will decrease the diffusion of C through the austenite, hence decreasing the growth rate
of austenite. The segregation of Mn in the lamellae pearlite and at the Fe3C/αinterphase, i.e., spheroidized
carbides is shown in Figure 7. This segregation affects the dissolution of Fe3C and hence the kinetics of
carbon diffusion in austenite during intercritical and supercritical heat treatments.
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Figure 7. SEM-EDS line scan showing the segregation of C and Mn in the pearlite and Fe3C carbides.

3.3. Formation of Austenite during Supercritical Reheating

Prior to studying the effect of reheating temperatures, heating rates and initial microstructure on
the formation of austenite during supercritical annealing, the prior austenite grain size (PAGS) was
determined. The results of the PAGS from different initial microstructural conditions and reheated at
845 ◦C and 895 ◦C, held 30 s at temperature and rapidly quenched in an ice brine solution are shown in
Figure 8. The results show that the heating rate doesn’t have a strong influence on the average PAGS.
Meanwhile, as expected, the average PAGS value increases slightly with the reheating temperature
(see table in Figure 8). The scale in the micros is (50 μm).

  
(a) (b) 

 
(c) 

Figure 8. Average PAGS in μm as function of heating rate, reheating temperature and initial
microstructural condition; (a) OM of PAGS from 845 ◦C and (b) 895 ◦C. While (c) shows the PAGS values.

The decomposition products of austenite as function of initial microstructure, reheating
temperature, heating rate and 30 s holding time prior to fast quenching are shown in Figure 9.
The microstructural balance was obtained using the EBSD-IQ method described by Wu et al. [10], this
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method was also used in Figure 5. The results shown in Figure 9 indicate that the microstructures
consisted of a mixture of martensite + bainite + undissolved Fe3C carbides and small amount of
martensite-austenite (MA) microconstituents. As expected, the amount of undissolved carbides and
the MA seems to decrease as the reheating temperature increases. This is supported by the theoretical
prediction (Figure 4) and the results presented in Figure 5. It is important to indicate that 100%
martensite was not observed in any of the samples observed in this study.

 
(a) 

  
(b) (c) 

  
(d) (e) 

Figure 9. SEM-TEM and EBSD-IQ of WQ microstructure after reheating at 895 ◦C at a heating rate
of 200 ◦C/s and fast quenched. Initial microstructure fully spheroidized; (a) Table of microstrucrual
components based on the EBSD-IQ technique; (b) SEM micrograph showing martensite and bainite; (c)
TEM micrograph showing undissolved Fe3C carbides and retained γ at the carbide/matrix interface; (d)
shows the inverse pole figure (IPF) and grain boundary character distribution, and (e) are the results
from the EBSD-IQ analysis showing the percent of microstructural components.
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3.4. Mechanical Properties

The tensile properties of a selected number of fully processed samples (ferrite-pearlite) from
Figure 9 were tested and the resulting mechanical properties were evaluated, see Figure 10. As
expected, the flow stress was continuous for all the samples tested. A comparison of the UTS shows
that the samples reheated at 845 ◦C with a heating rate of 2.5 ◦C/s and those reheated using 30 ◦C/s
exhibited a slightest difference in UTS value 1591 MPa versus 1648 MPa, respectively. This behavior
can be explained by the increased amount of martensite + bainite and less Fe3C +MA in the overall
microstructure observed in the samples after reheating at 30 ◦C/s compared to those reheated using
2.5 ◦C/s. Interestingly reheating at higher supercritical temperatures, i.e., 1000 ◦C, did not increase the
mechanical properties, as can be seen in Table 2. In this table, the average mechanical properties of
the ferrite-pearlite and spheroidized samples reheated at 845 ◦C and WQ (water quenched) are also
shown for comparison purposes. The YS and UTS for both starting conditions were very similar, the
total elongation of the spheroidized samples was slightly lower compared to that of the ferrite-pearlite
samples. The explanation for this behavior could be that the presence of some undissolved Fe3C
carbides acted as nucleation sites for the onset of the diffusive necking. Reheating at higher supercritical
temperatures and fast cooling produces an increase in the percent of martensite, lower percent of
bainite and the presence of Fe3C + MA was not observed, compare Figures 5 and 9. These results
are in strong agreement with the common knowledge that optimum microstructural combinations of
martensite + bainite are stronger than 100% martensite.

Figure 10. Flow behavior of ferrite-pearlite samples reheated at 845 and 895 ◦C using 2.5 and 30 ◦C/s
respectively followed by rapid cooling (300 ◦C/s). All the results shown on this figure correspond to
samples with an initial ferrite-pearlite microstructure.
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Table 2. Average tensile properties of samples after reheating and WQ.

Temp. (◦C) Initial Microstructure H.R. (◦C/s) UTS (MPa) YS (MPa) Elongation (%)

845 Ferrite-Pearlite

2.5 1591.3 1116.5 12.8

30 1648.2 1120.2 13.5

200 1620.0 1117.7 11.4

845 Spheroidized
2.5 1575.2 1106.1 11.9

30 1637.3 1099.1 11.4

200 1600.4 1115.7 10.6

1050 Ferrite-Pearlite

2.5 1566.0 1126.4 10.7

30 1575.2 1072.2 10.4

200 1606.7 1152.3 10.0

4. Conclusions

The results of this study clearly show the effect of the heating rate and initial microstructure on the
nucleation and growth of austenite during intercritical and supercritical temperature. In ferrite-pearlite
microstructures, slower heating rates, nucleation and growth reactions are preferred. Fast heating
rates have a strong influence on the carbide dissolution during intercritical and supercritical annealing
treatments. The transformation behavior of austenite after supercritical annealing at small ΔT (T-TAc3)
and fast cooling rates always resulted in a multi-phase complex microstructure. At higher ΔT’s a
duplex microstructure with more martensite and less bainite was observed. The PAGS was not strongly
influenced by fast heating rates and short holding times. The best combination of mechanical properties
was obtained at small ΔT when the balance of martensite and bainite was optimum.
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Abstract: The quenching and partitioning response following intercritical annealing was investigated
for three lean TRIP-type high-Al steel compositions. Depending on the intercritical austenite fraction
following annealing, the steels assumed either a ferrite/martensite/retained austenite microstructure
or a multiphase structure with ferritic, bainitic and martensitic constituents along with retained
austenite. The amount of retained austenite was found to correlate with the initial quench temperature
and, depending on the intercritical annealing condition prior to initial quenching, with the uniform
and ultimate elongations measured in tensile testing.

Keywords: steel; martensite; austenite; quenching; partitioning; dilatometry

1. Introduction

Intercritical annealing of low-alloy steel occurs in the temperature regime between the Ac1 and
Ac3 temperatures, where thermodynamic equilibrium corresponds to some mixture of the austenite
and ferrite phases. The amount of austenite at the conclusion of intercritical annealing depends on
several factors, such as the starting microstructure, heating rate [1] and, more importantly, the alloying
contents of the steel. Upon quenching at higher than critical cooling rates, the intercritical austenite
phase is transformed to martensite, resulting in low-alloy dual-phase steel consisting of martensitic
islands in a matrix of ferritic grains.

If the quenching is interrupted somewhere between the martensite start temperature Ms and
the temperature where the last of the austenite transforms (Mf), the martensitic transformation will
be incomplete and the martensitic islands will include some untransformed metastable austenite.
If the steel is then transitioned for a certain duration to a suitable intermediate holding temperature
(also commonly referred as ‘partitioning temperature’), this metastable austenite can be either partially
or fully stabilized down to room temperature by enriching it with carbon partitioned from the
carbon-supersaturated martensite. The resulting microstructure then would consist of martensitic
islands interspersed with carbon-enriched retained austenite, suspended in the ferritic matrix. In effect,
the intercritical austenite phase has undergone a heat treatment known as quenching and partitioning
(Q&P), originally proposed in 2003 by Speer et al. [2].

The end goal of the Q&P treatment of intercritical austenite is to improve the ductility of a
dual-phase microstructure via the strain-induced transformation of the retained austenite to martensite
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during deformation, essentially increasing the strain hardening capability of the steel. It was found
by some of the present authors in a previous study [3] that austenite stabilized in this manner can
increase ductility even for a low-carbon, high-aluminum steel. However, it was recently observed by
Tan et al. [4] that the ability of the retained austenite to contribute to strain hardening depends on its
localization, morphology and stability essentially with respect to the carbon-content. They found that
if the deformation occurs primarily in the ferrite phase, the transformation of retained austenite to
martensite remains limited, thus limiting the total elongation. A fine film-like morphology (resulting in
high mechanical stability) and localization of the austenite away from ferrite-prior austenite interfaces
will also promote this type of undesirable mechanical stability.

Successfully promoting quenching and partitioning in a steel imposes some requirements on
alloying. First, the steel must have the ability to suppress or delay the formation of carbides
or other precipitates during partitioning. This is typically achieved by adding a combination of
ferrite-stabilizing elements such as aluminum [5], silicon [6] or chromium [7]. Second, the steel
must contain a sufficient amount of carbon to enable stabilizing an optimum retained austenite
fraction to achieve the desired increase in ductility. Third, the steel must be sufficiently hardenable
in order to reach the initial quench temperature without allowing undesired ferritic or bainitic phase
transformations during the initial cooling step.

Intercritical annealing opens up some interesting possibilities for controlling the condition of the
austenite at the conclusion of annealing. The grain size and the relative fraction of the intercritical
austenite can be controlled to a large extent by suitably varying the annealing parameters [1,8,9].
The growth of the austenite phase in low- and medium-carbon steels has been observed in various
research works to be controlled essentially by the diffusion of carbon across the interphase boundary.
Therefore, carbon can be expected to partition nearly completely to austenite [1,10], while the
partitioning of heavier elements (such as silicon, aluminum or manganese) is usually limited and will
depend on the annealing temperature and duration [11].

The conditioning of the austenite will drastically affect the quenching response, both in terms of
martensite start temperature Ms as well as the hardenability. Assuming total partitioning of carbon
from ferrite to austenite, a smaller initial fraction of austenite will greatly increase its carbon content.
This will both decrease Ms and improve hardenability [12], at least up to the eutectoid composition.
To illustrate the point further, three preliminary calculations were made with the thermodynamic
and kinetic calculation software JMATPRO® [13] for two of the experimental steels studied in this
work: Steel A and Steel B (see Table 1 for chemical composition). JMATPRO was used to calculate
continuous cooling transformation (CCT) curves based on the model by Kirkaldy et al. [14] modified
by Lee and Bhadeshia [15]. Figure 1 shows the CCT curves for the steels with modified carbon contents,
from nominal composition to carbon contents corresponding to 50 and 25 vol % fraction of intercritical
austenite at the conclusion of annealing (assuming full partitioning of carbon). In the figure, the
50 vol % fraction of austenite is indicated by an assumed carbon content of 0.32C for Steel A and
0.22C for Steel B, and 25 vol % austenite content is indicated by 0.64C for Steel A and 0.44C for Steel
B. Dashed lines in the figure indicate continuous cooling curves corresponding to a linear cooling
rate of 10 ◦C/s, which is a realistically achievable cooling rate in modern continuous annealing lines.
Referring to Figure 1, the onset of bainite transformation is delayed due to an increase in carbon
content at lower austenite fractions. At an austenite fraction of 25 vol %, bainite transformation is
avoided completely at a cooling rate of 10 ◦C/s, based on the JMATPRO® calculations.

Table 1. Compositions of the experimental steel grades.

wt % C Mn Al Ni Ti + Nb + V Si + Cr + Mo Balance

Steel A 0.16 2.08 1.03 0.044 0.008 0.689 Fe and traces of Cu, P, S
Steel B 0.11 2.65 0.81 0.041 0.035 0.978 Fe and traces of Cu, P, S
Steel C 0.16 1.62 1.31 0.041 0.023 0.498 Fe and traces of Cu, P, S

104



Metals 2019, 9, 373

These calculations do not take into account prior austenite grain size, which has been observed to
have a significant effect on the martensite transformation of intercritically annealed steel in a previous
study [8]. Essentially, the prior austenite grain size potentially remains very small during intercritical
annealing, further reducing the Ms temperature. Such an effect of fine austenite grain size on Ms has
been exhaustively investigated, for instance, by Yang and Bhadeshia [16].

Austenite conditioning via intercritical annealing was shown to affect the quenching and
partitioning response of a high-aluminum steel in a previous study [3]. In this case, the prior
austenite grain size was of the order of 1.5 μm and the austenite had a high carbon content
directly after intercritical annealing. This decreased Ms significantly beyond the value predicted
by empirical equations and promoted the formation of martensite with a small packet size and coarse,
irregularly-shaped lath morphology. This, in turn, resulted in blocky rather than film-like retained
austenite formation, situated primarily at prior austenite and packet boundaries. The amount of
retained austenite was found to correlate well with the initial quench temperature, as well as the
uniform and ultimate elongations of the studied steels. The effect of intercritical annealing on Ms

was also observed by Yi et al. [17], who showed that with a suitably high carbon and aluminum
content in the steel, intercritical annealing can be used to lower the initial quench temperature QT
to ambient temperature or lower. Q&P-aided dual-phase microstructures were also produced for a
Fe-0.2C-2.0Mn-1.5Si (wt %) steel after intercritical annealing by Wang et al. [18].

 
(a) 

 
(b) 

Figure 1. Partial CCT (continuous cooling transformation) curves showing the bainite start lines,
calculated for (a) Steel A and (b) Steel B (see Table 1 for compositions), assuming full partitioning
of carbon from ferrite to austenite during intercritical annealing. The carbon concentration for each
annealing condition is indicated in wt % next to the corresponding bainite start line.

The above discussion should emphasize the point that the condition of the austenite at the
conclusion of intercritical annealing should be known (at least at the level of prior austenite grain
size and its carbon content), if any reliable estimation for Q&P heat treatment parameters should be
made beforehand. Otherwise, it is necessary to determine Ms experimentally by suitable methods,
such as dilatometry.

Despite several promising early results [3,4,17,18], the alloy compositions that have been
investigated thus far are challenging to produce in an industrial setting with the current level
of knowledge and technology. Furthermore, either the high silicon content of the steels makes
hot dip galvanizing difficult [19] or the high aluminum or other alloying contents complicate the
casting procedure.

With this in mind, the quenching and partitioning response was investigated for three
experimental alloys following intercritical annealing: a conventional aluminum-alloyed TRIP-type
steel and two novel lean-alloyed complex phase-type compositions with a mixture of aluminum,
silicon and chromium elements as suppressors of carbide formation. The steels have been cast,
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rolled and could be hot dip galvanized in an industrial setting, at the current level of technology.
The annealing temperatures and timeframes investigated here were also selected from the viewpoint
of industrial relevance.

The phase transformation behavior during quenching of the steels was investigated via
dilatometry and suitable quenching and partitioning parameters were determined based on the
results. The effect of quench temperature on the retained austenite content and the morphology of the
various phases in the final microstructures were investigated via optical microscopy, X-ray diffraction
(XRD) and electron backscatter diffraction (EBSD). Preliminary evaluation of Q&P treated samples
was made in respect of tensile properties.

2. Materials and Methods

The compositions of the investigated steels are shown in Table 1. The steels were supplied in a
cold rolled, fully hard condition as 1.3-mm thick sheets.

Dilatometry experiments were conducted with a Gleeble 3800 thermomechanical simulator
(Dynamic Systems Inc., Poestenkill, NY, USA) to determine the Ms temperatures of the steels
after intercritical annealing. 10 mm × 60 mm specimens were cut from the sheets for the
experiments. The specimens were subjected to a computer-controlled resistance heating followed by
controlled cooling, with the aid of compressed argon gas below 400 ◦C down to room temperature.
The temperature of each specimen was monitored with a K-type thermocouple, and the dilatation
was measured in the transverse direction of the specimen at the thermocouple location using an
extensometer fitted with quartz rods. The heat treatment parameters are shown in Table 2.

Table 2. Dilatometry parameters for the steels. HR = heating rate, HT = time at annealing temperature,
AT = annealing temperature and CR = cooling rate.

HR (◦C/s) HT (min) AT (◦C) CR (◦C/s)

4 3 850 25

The transformation curves were extracted from the dilatometric data by line fitting over the linear
thermal contraction portion of both the austenite and martensite phases. Martensite and austenite
cooling contraction curves were extrapolated from the linear portions of the curve. The extent of the
martensitic transformation was calculated by using the lever rule. A curve was fitted to this data
corresponding to the Koistinen-Marburger [20] equation:

Vm = 1 − e−K(Ms−T) (1)

The martensite start temperature Ms and empirical fitting constant K were determined by curve
fitting of Equation (1), using Trust-Region-Reflective Least Squares Algorithm in the Matlab® Curve
Fitting Toolbox in Matlab® R2018b (Mathworks Inc., Natick, MA, USA). The transformation data up to
a martensite fraction of 0.2 were excluded from the fitting, in order to minimize the effect of initial
gradual martensite start on the fit. Two additional fits were also made, excluding data up to 0.4 and
0.6 martensite fraction. Of these three fits, the best fit according to the adjusted R-square statistics,
when compared to the whole transformation data, was chosen as the optimum fitting solution. The Ms

temperature was obtained directly from the fitting parameters for Equation (1). The fitting procedure
is shown schematically in Figure 2.

The specimens were then sectioned in the transverse direction at the thermocouple location
and mounted into cold setting resin for metallography. The specimens were ground and polished
with colloidal silica Buehler Mastermet2 used in the final polishing step. The specimens were then
treated with the color etching procedure proposed by LePera [21]. The polished and etched specimens
were examined and micrographed with the Alicona InfiniteFocus G5 profilometer (Optimax IIM Ltd.,
Market Harborough, UK).
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Typical quenching and partitioning parameters were designed for the steels based on the Ms

values measured in the dilatometry experiments and the fitted martensitic transformation behavior,
Figure 2. The parameters are shown in Table 3. Figure 3 shows a schematic diagram of the Q&P
treatment cycle including linear heating and cooling rates.

Heat treatment specimens of 10 mm × 60 mm size were cut from the steel sheets. The Q&P
treatments were conducted in the Gleeble 3800 simulator with the pocket jaw grips set at a free span
distance of 35 mm. Two specimens were heat treated for each Q&P cycle: one specimen was later used
for tensile testing and another for microstructural evaluation and retained austenite measurements
using XRD. The test setup was essentially similar to the one employed in dilatometry, with the only
difference that the extensometer was not used, if deemed unnecessary.

To determine if significant heating or cooling gradients exist in the specimens during the heat
treatment cycles and to assess uniform temperature zone, three thermocouples were fitted on one of
the Steel C specimens: one at the center, one 3 mm from center to the side and one 6 mm from center
to the other side. It was found that at a distance of 3–6 mm from the controlling thermocouple, the
temperature gradient remains below 3–5 ◦C at all stages of the heat treatment.

Figure 2. (a) The cooling contraction curve around the martensitic transformation. (b) The martensite
volume fraction with respect to temperature extrapolated from the data shown in (a).

The retained austenite contents of the Q&P specimens were measured at room temperature using
X-ray diffraction. A thickness of ~0.2 mm was ground from the specimen surface using a P800 SiC
emery paper. The specimens were then ground with progressively finer papers, ending with the
roughness P2000 in accord with standard polishing practice. The specimens were then electrolytically
polished for 12 s at 40 V with the A2 electrolyte in a Lectropol-5 polisher (Struers Inc., Cleveland,
OH, USA). The XRD analyses were conducted with the Panalytical Empyrean X-Ray diffractometer
(Malvern Panalytical Ltd., Malvern, UK) using Co Kα-radiation (40◦ < 2θ < 102◦, 40 kV, 45 mA). The site
of the thermocouple location was used for centering the X-ray beam on the specimens. The peaks
used in the analysis were (110), (200), (211) and (220) for martensite and (111), (200), (220) and (311)
for austenite. The method for retained austenite calculation was the four-peak method described in
SP-453 [22] (four peaks for both ferrite and austenite). The carbon content was estimated from the
measured average austenite lattice parameter using Equation (2) [23]:

Cγ = (aγ − 0.3555)/0.0044 (2)

in which aγ stands for the average austenite lattice parameter in Å.
After the XRD measurements, the specimens were sectioned in the transverse direction at the

location of the thermocouple and prepared for electron backscatter diffraction (EBSD). The specimens
were polished in a manner similar to the practice adopted for dilatometry specimens prepared for light
optical microscopy. However, the specimens were not etched after polishing. The polished specimens
were removed from the mounts, washed in ethanol and placed in a low pressure desiccator overnight
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to remove moisture. Prior to electron microscopy, the specimens were cleaned in an evacuated chamber
fed with ionized oxygen plasma to remove any leftover organic residues on the surface.

 

Figure 3. Schematic of the heat treatment cycle for the quenched and partitioned specimens.

Table 3. Annealing temperature (AT), initial quench temperature (QT), partitioning temperature (PT)
and holding time at partitioning temperature (tH) for the heat treated specimens.

Alloy AT (◦C) QT (◦C) PT (◦C) tH (s)

Steel A 850 125 450 100
- - 150 - -
- - 175 - -

Steel B 850 200 450 100
- - 250 - -
- - 275 - -
- - 300 - -

Steel C 850 75 450 100
- - 100 - -

The specimens were then subjected to electron backscatter diffraction (EBSD) studies. The scanning
electron microscope (SEM) used was a Zeiss ULTRAPLUS UHR FEG-SEM system (ZEISS International,
Oberkochen, Germany) fitted with a field emission gun (FEG) and an HKL Premium-F Channel EBSD
system with a Nordlys F400 detector (Oxford Instruments plc, Abingdon, UK), which was used for phase
contrast and orientation mapping. The parameters for EBSD analysis were 20 kV acceleration voltage,
14 mm working distance and a tilt angle of 70◦ with a step size of 0.05 μm.

Tensile testing was carried out using an Instron 8800 servohydraulic materials testing machine
(Instron, Norwood, MA, USA). Non-standard tensile specimens were prepared by precision milling a
6 mm long, 3.5 mm wide gage area with 1 mm roundings into the center of each specimen. A cooling
lubricant jet was used to reduce thermal effects on the specimen during milling. Each specimen was
tested in tension to fracture at an engineering strain rate of 0.001 s−1. Elongation was measured using
a miniature axial extensometer. The total elongation A was recalculated to correspond to standard
test geometry of a 120 mm × 20 mm gage section using the Oliver equation as implemented by
ISO 2566/1 [24]:

A2 = A1 ×
(

k1

k2

)n
(3)

where A2 is the calculated elongation value, A1 is the known elongation value, k1 and k2 are the
proportionality ratios of the two test pieces, and n is a material dependent constant. The standard
adopts n = 0.4. The proportionality ratios k1 and k2 were calculated with the equation:

k1 =
ws√
wata

(4a)

k2 =
ls√
wsta

(4b)
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where ws and ls are the new width and length, respectively, and wa, la and ta are the measured width,
length and thickness, respectively.

3. Results

3.1. Dilatometry Experiments

Table 4 shows the measured Ms temperatures for the steels estimated from dilatation curves
based on dilatometer data. Figure 4 shows examples of the optical micrographs taken from the
quenched dilatometry specimens. For Steel A and Steel C, the microstructures consist of martensite
(including prior austenite) (lighter shade) and intercritical ferrite (darker shade). For Steel B, Le Pera
etching produced an unexpected coloring result: the microstructure appears to consist of a primarily
martensitic matrix (brown) with islands of intercritical ferrite (white).

Assuming that no ferrite transformation occurred during quenching, the intercritical austenite
fraction can be estimated from the amount of the lighter phase (martensite) in the optical micrographs
by image analysis [21]. The intercritical austenite contents could be estimated from the micrographs
for Steel A and Steel C and they are shown in Table 4. In Steel B, the amount of intercritical austenite
was judged to be approximately 65 vol %, although a reliable analysis is not possible due to the poor
etching response. Assuming full partitioning of carbon, 65 vol % of austenite would correspond to an
Ms temperature of 339 ◦C when calculated with the method proposed by Bhadeshia [25,26], which is
in line with the measured Ms value shown in Table 4.

 
(a) 

(b) (c) 

Figure 4. Typical examples of the optical micrographs of the dilatometry specimens for (a) Steel A,
(b) Steel B and (c) Steel C.

Table 4. Experimentally determined Ms temperatures.

Alloy AT (◦C) Ms (◦C) γfrac (vol %)

Steel A 850 203 27 ± 1
Steel B 850 339 ~65 (see text)
Steel C 850 116 23 ± 0.5
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3.2. Q&P Experiments, Steel A

Figure 5 shows examples of the obtained XRD spectra for the quenched and partitioned specimens.
There is clearly an appreciable amount of retained austenite following quenching and partitioning.
The peaks corresponding to the ferrite phase coincide almost exactly among Steels A, B and C,
while a slight scatter in the locations of the austenite peaks can be detected between the Steels. This is
an indication that the lattice parameters of austenite in the Steels are affected by carbon partitioned from
supersaturated martensite, each Steel having received a different amount of carbon in the austenite
phase after quenching to the temperatures indicated in the figure.

 

Figure 5. The observed XRD spectra for Steel A, quenched to 175 ◦C, Steel B, quenched to 300 ◦C and
Steel C, quenched to 100 ◦C. All specimens were annealed at 850 ◦C for 4 min and partitioned at 450 ◦C
for 100 s.

Figure 6 shows the measured retained austenite fraction and the calculated austenite carbon
content with respect to the initial quench temperature for Steel A. As can be seen from the figure,
the quench temperature correlates with the amount of retained austenite in the final microstructure.
The carbon content of the retained austenite drops as the initial quench temperature is raised.

 
(a) 

 
(b) 

Figure 6. (a) The retained austenite fraction of Steel A with respect to initial quench temperature QT.
(b) The carbon content of the retained austenite with respect to QT. Specimens annealed at 850 ◦C,
quenched to QT and partitioned at 450 ◦C for 100 s.

Figure 7 shows the measured 0.5% proof strength (denoted Rp05 in the Figures), ultimate tensile
strength Rm, uniform elongation Ag and the total elongation A with respect to the initial quench
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temperature. Figure 6b shows that Ag correlates with the initial quench temperature. There is a slight
inverse correlation with the total elongation. It is to be noted that the Rm practically stays at about
1000 MP irrespective of the quench temperature.

 
(a) 

 
(b) 

Figure 7. (a) The measured 0.5% proof strength and Rm values for Steel A with respect to QT. (b) The
uniform elongation Ag and total elongation A for Steel A with respect to QT. Specimens annealed at
850 ◦C, quenched to QT and partitioned at 450 ◦C for 100 s.

3.3. Q&P Experiments, Steel B

Figures 8 and 9 show the results of the XRD measurements and tensile tests for Steel B similar to
Figures 6 and 7. The behavior of Steel B differs from Steel A. Instead of a steady reduction in austenite
fraction, there is an initially high amount (12 vol %) at QT = 300 ◦C followed by an appreciable drop
at QT = 275 ◦C to a nearly stable austenite fraction (7–8 vol %) irrespective of further reduction in
QT temperature down to 200 ◦C, Figure 8a. The corresponding average carbon content in retained
austenite decreased from about 1.2% to 1% with an increase in QT from 200 to 300 ◦C, Figure 8b.

 
(a) 

 
(b) 

Figure 8. (a) The retained austenite fraction of Steel B with respect to initial quench temperature QT.
(b) The carbon content of the retained austenite with respect to QT. Specimens annealed at 850 ◦C,
quenched to QT and partitioned at 450 ◦C for 100 s.
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(a) 

 
(b) 

Figure 9. (a) The measured 0.5% proof strength and Rm values for Steel B with respect to QT. (b) The
uniform elongation Ag and total elongation A for Steel B with respect to QT. Specimens annealed at
850 ◦C, quenched to QT and partitioned at 450 ◦C for 100 s.

Figure 9 shows the results of the tensile property characterization of the Steel B specimens.
Interestingly, there is a significant drop in yield strength beyond the QT > 250 ◦C. The low yield
strength at QT = 300 ◦C is, however, accompanied by a high Rm of 1250 MPa, even though the Ag and
total elongation A seem somewhat insensitive to the QT.

3.4. Q&P Experiments, Steel C

The XRD measurements and tensile test results for Steel C are shown in Figures 10 and 11.
The behavior of Steel C is very similar to Steel A, as the retained austenite fraction drops with
decreasing QT. The higher retained austenite fraction of ≈11 vol % at QT = 100 ◦C corresponds
to a significant increase in both uniform and total elongations, as well as a drop in yield strength.

 
(a) 

 
(b) 

Figure 10. (a) The retained austenite fraction of Steel C with respect to initial quench temperature QT.
(b) The carbon content of the retained austenite with respect to QT. Specimens annealed at 850 ◦C,
quenched to QT and partitioned at 450 ◦C for 100 s.
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(a) 

 
(b) 

Figure 11. (a) Rp05 and Rm and (b) uniform and total elongations for Steel C with respect to initial
quench temperature QT. Specimens annealed at 850 ◦C, quenched to QT and partitioned at 450 ◦C
for 100 s.

3.5. EBSD Measurements

Figure 12 shows representative results of the EBSD measurements as band contrast maps overlaid
with austenite grains (shown in random coloring). Prior austenite and packet boundaries were
determined using a previously developed iterative reconstruction algorithm [8,27] and are shown in
red (packet boundaries) and black (prior austenite grain (PAG) boundaries and ferrite boundaries).

The observed microstructures in Figure 12a,c show that the martensitic transformation has been
heterogeneous on a grain-by-grain basis for Steels A and C: untransformed, partially transformed and
almost completely transformed austenite grains can be found in the microstructure. It should be noted
that some austenite has probably transformed to martensite during EBSD specimen preparation, as the
austenite fraction in EBSD measurements was much lower than in XRD.

Steel B does not exhibit a typical martensitic lath structure, although crystallographic analysis
with the iterative method shows the presence of block- and packet-type subunits within prior austenite
grains. This is an indication that some degree of bainite transformation has taken place either
during the initial quenching or the partitioning stage of the heat treatment. In addition, several
large, irregular-shaped intercritical ferrite grains are present in the microstructure.
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(a) 

 
(b) 

 
(c) 

Figure 12. Electron backscatter diffraction (EBSD) band contrast image overlaid with indexed retained
austenite grains (random coloring). White boundaries indicate Kurdjumov–Sachs type relationship
between γ and α. Black boundaries mark prior austenite grains and red boundaries indicate packet
boundaries. (a) Steel A quenched to 150 ◦C, (b) Steel B quenched to 275 ◦C and (c) Steel C quenched to
100 ◦C. All specimens partitioned at 450 ◦C for 100 s.

4. Discussion

Based on the image analysis of the dilatometry specimens, there is an approximately 27 vol %
intercritical austenite fraction in the microstructure of the Steel A after annealing. Assuming that
all of the untransformed austenite that remains directly after the interrupted quenching is stabilized
with carbon and is also retained at room temperature; 55 vol % is transformed at 175 ◦C, 63 vol %
at 150 ◦C and 70 vol % at 125 ◦C. Fitting the Koistinen-Marburger equation to these values does
not give a meaningful result, because the apparent martensitic transformation is too gradual with
respect to temperature to obtain a good fit. Besides, martensite finish temperature Mf is an indistinct
term. It is therefore probable that the martensitic transformation is not actually homogeneous in
the microstructure and the degree of transformation varies from grain to grain. This conclusion is
supported by the EBSD maps in Figure 11a, which shows a heterogenous martensitic transformation.
The behavior of Steel C appears to follow a similar trend, based on the image analysis, XRD and
EBSD results.

114



Metals 2019, 9, 373

The behavior of Steel B differs from that of Steels A and C. Instead of a steady reduction in
austenite fraction, there is an initially high amount at QT = 300 ◦C followed by an appreciable drop at
QT = 275 ◦C to a nearly stable austenite fraction irrespective of further QT temperature reduction.

As shown by Figure 4b, there is much more austenite in the microstructure of Steel B after
intercritical annealing compared to Steels A and C. This has two consequences—the average carbon
content of the austenite is significantly lower (assuming total partitioning of carbon) and austenite
grain size is higher. Both factors lower the critical driving force necessary for martensite nucleation,
contributing to the rapid formation of martensite when lowering QT past 300 ◦C. It is possible that
autocatalytic nucleation (“burst martensite” [28]) accelerates the rate of transformation. The rapid
martensite formation is shown in Figure 13, which displays the retained austenite content with respect
to QT overlaid with the dilatation curve in the temperature regime of the martensitic transformation.

 

Figure 13. The dilatation curve of Steel B in the regime of martensite transformation, with the retained
austenite content with respect to the initial quench temperature QT on the secondary y-axis.

Interestingly, the uniform elongation Ag does not correlate with the high retained austenite
content at 300 ◦C. Instead, there is a significant drop in yield strength, accompanied with a significant
rise in Rm, as shown by Figure 9. This behavior is likely to be caused by a combination of both high
retained austenite fraction and the effect of the different austenite morphology characteristic to this QT.
Figure 8b shows that the average carbon content of the austenite phase after quenching to 300 ◦C is
lower, which should also affect mechanical stability. The presence of unstable austenite grains results
in a very high degree of strain hardening at the initial stages of deformation and consequently results
in a high Rm combined with a low initial yield point. The unstable austenite grains are unable to
contribute to ductility during later stages of deformation, having been completely transformed at an
earlier stage and resulting in a lower total elongation A, as shown by Figure 9b.

From a microstructure point of view, the expected response to the quenching and partitioning
would be the partial transformation of each austenite grain into martensite, followed by the
enrichment of the balance untransformed austenite with carbon. The final microstructure, shown in
Figure 14a, would then be a mixture of intercritical ferrite and martensitic islands interspersed with
carbon-enriched retained austenite in martensite.
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(a) 

 

(b) 

 

(c) 

Figure 14. Austenite grains in a ferritic matrix partially transformed into martensite for (a) an ideal
quenching and partitioning (Q&P) scenario, (b) the observed behavior of Steel A and Steel C and (c) the
observed behavior of Steel B.

This type of microstructure was not observed in any of the studied grades. Instead, a complex
microstructure had emerged in all cases consisting of intercritical ferrite, untransformed austenite
grains and prior austenite grains in which the martensitic transformation had progressed to
some degree.

This behavior can be attributed to two factors—the local chemical composition and the size of
each austenite grain. During intercritical annealing, austenite will form at low-energy sites that are
favorable towards nucleation [10]. In practice, this means ferrite grain boundaries and grain corners
where the dissolution of cementite or other carbides has formed a carbon-rich volume suitable for
nucleation. The stage of the annealing cycle at which each austenite grain nucleates will be decided by
these local conditions. The growth rate of a nucleated austenite grain will, in turn, initially depend on
the carbon content of the nucleus and at later stages the diffusion barrier formed by ferrite-stabilizing
elements. In the case of the studied experimental steels, the primary element limiting austenite growth
is aluminum, which is a strong ferrite stabilizer. As the austenite growth front advances, more and
more aluminum will diffuse across the advancing front, until the aluminum content is high enough in
the interfacial ferrite neighborhood and the growth slows down significantly.

The behavior during intercritical annealing can thus be characterized by a slow and uneven
growth of austenite. Just prior to cooling, a microstructure has formed where exists a range of austenite
grains with different sizes and chemical compositions. Such intercritical austenite microstructures are
outlined schematically in Figure 14b,c.
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Steel A and Steel C exhibited microstructures and mechanical properties quite similar and will be
discussed together. Both steels have a similar chemical composition, with the notable differences being
an elevated manganese content and a lower aluminum content in Steel A. This difference, along with
the lower aluminum content, resulted in a slightly elevated austenite volume fraction after intercritical
annealing in Steel A. In any case, both steels exhibit the type of intercritical austenite structure shown in
Figure 14b, in which there are both very small and slightly larger austenite grains in the microstructure
after annealing. When the steel in this condition is quenched to the quench temperature QT, primarily
the larger, less stable austenite grains undergo a martensitic transformation, while the smaller, more
stable grains remain unchanged. The less stable retained austenite is then stabilized with carbon
during the partitioning stage. The result is a microstructure where the large, less stable austenite grains
have become more refined and chemically stable due to martensitic transformation and subsequent
rejection of supersaturated carbon during partitioning. Although only the larger austenite grains
exhibit the expected quenched and partitioned response, the final result is a more homogenous,
refined microstructure in terms of austenite stability, leading to the observed improvement in uniform
elongation. Similar results have also been previously observed for steels with higher aluminum
contents [3].

The quenching and partitioning response of Steel B is mostly explained by a greater fraction of
intercritical austenite, along with a large distribution of austenite grain sizes and a larger average
grain size overall. For Steel B, it is likely that bainite or isothermal martensite formation has occurred
during partitioning, indicated by the large, irregularly shaped laths in Figure 11b. Another factor
supporting bainite formation during partitioning is the high volume fraction of intercritical austenite
(approximately 65 vol %). At 65 vol % austenite, assuming full partitioning of carbon, the austenite
carbon concentration would be approximately 0.17 wt %. Compared to the Steels studied here with
lower intercritical austenite fractions and consequentially higher carbon concentrations, Steel B is
more amenable towards bainite (or, keeping in mind the high aluminum content, carbide-free bainite)
formation during partitioning.

When Steel B is quenched to a sufficiently high temperature (in this case, 300 ◦C), the situation is
similar to that observed for Steel A and Steel C: the smaller grains are left almost fully austenitic, while
the larger grains transform to a greater degree (either to martensite or to carbide-free bainite). However,
in this case, the smaller grains are left more unstable in the final microstructure; these unstable grains
are transformed to martensite during the early stages of deformation, becoming unable to promote
ductility at later stages. The message of this result is that to increase ductility, the end goal of the heat
treatment should not be a perfect quenching and partitioning response, but the presence of highly
stable retained austenite that will transform at a controlled stage of deformation. For Steels A and C,
the quenching and partitioning treatment can be successfully used to refine and stabilize blocky-type
austenite and increase the ductility of the steel, while at the same time introducing martensite into the
microstructure. For Steel B, this is also possible to some degree, even though the tendency to form
bainite or isothermal martensite during partitioning affects the final austenite fraction.

5. Conclusions

The quenching and partitioning response of three aluminum-alloyed experimental steels following
intercritical annealing were investigated in this study. The following conclusions can be drawn from
these investigations:

1. It is possible to produce quenched and partitioned dual-phase microstructures with superior
mechanical properties using alloy compositions that can be processed with the current level
of technology.

2. Each austenite grain undergoes martensitic transformation to a different degree at the initial
quench temperature QT according to its mechanical and chemical stability.

3. Sufficiently stable austenite grains may remain completely untransformed.
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The successful quenching and partitioning response of an intercritically annealed steel seems to
largely depend on the state of the austenite prior to quenching. A sufficient carbon content and a small
austenite grain size give the steels robust behavior with regard to heat treatment, when looking at
Steels A and C. The martensitic transformation of these alloys can be controlled by varying QT.
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Abstract: A five-pass torsion simulation of the roughing passes applied during hot plate rolling
was performed in the single-phase austenite region of a Nb-microalloyed steel under continuous
cooling conditions. The deformation temperatures were approximately half-way between the Ae3

and the delta ferrite formation temperature (i.e., 250 ◦C above the Ae3) in which the free energy
difference of austenite and ferrite is at maximum. The microstructures in-between passes were
analyzed to characterize and quantify the occurrence of deformation-induced dynamic phase
transformation. It was observed that about 7% of austenite transforms into ferrite right after the final
pass. The results are consistent with the calculated critical strains and driving forces which indicate
that dynamic transformation (DT) can take place at any temperature above the Ae3. This mechanism
occurs even with the presence of high Nb in the material, which is known to retard and hinder
the occurrence of DT by means of pinning and solute drag effects. The calculated cooling rate during
quenching and the time–temperature–transformation curves of the present material further verified
the existence of dynamically transformed ferrite.

Keywords: dynamic transformation; Nb-microalloyed steel; roughing passes

1. Introduction

The thermomechanical processing of steels is carried out primarily within the austenite phase
field. Previous work has shown that hot rolling produces partial phase transformation of austenite into
ferrite in the roll bite inside the single austenite phase field [1,2]. This has been referred to as dynamic
transformation (DT) and was first investigated by Yada and co-workers in the 1980’s [3,4]. In their
study, fine grains of ferrite were produced when three plain carbon were strained during compression
testing above the Ae3 temperature.

In order to provide real-time evidence for the occurrence of DT, Yada and co-workers returned
to its study in early 2000s. They used the in-situ X-ray diffraction technique coupled to a torsion
machine and deformed three Fe-C alloys above the Ae3 temperature [5]. They captured the diffraction
patterns associated with α-ferrite during deformation. Chen and Chen [6] performed experiments in
2003 by using a laser dilatometry technique and observed the reverse transformation of dynamically
transformed ferrite into austenite at temperatures above the Ae3. Liu et al. [7] performed tests
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in a Gleeble thermomechanical simulator in 2007 on a low-carbon steel and obtained similar
metallographic results. In 2008, Sun et al. also employed a laser dilatometer in order to follow
the reverse DT both below and above the Ae3 [8]. The former authors deformed a 0.17% C plain carbon
steel using a Gleeble thermomechanical simulator above the Ae3. They confirmed the existence of both
the forward and reverse transformation at temperatures up to 115 ◦C above the Ae3.

In 2010, Basabe and Jonas [9] conducted torsion tests on a 0.036% Nb microalloyed steel
in order to study the effects of strain, strain rate, and temperature on DT. They concluded that
the reverse transformation was retarded by the addition of niobium in comparison with a plain C steel.
This phenomenon was a result of dislocation pinning and solute drag of the niobium carbonitride
precipitates and Nb in solution, respectively.

In 2013, Ghosh et al. [10], showed that DT ferrite can be formed as high as 130 ◦C above the Ae3.
In their work, they allowed for the inhomogeneous distribution of dislocations, leading to driving
forces for ferrite formation as high as 197 J/mol when their materials were submitted to large strains.
In 2015, Aranas et al. [1,11,12], presented a new approach involving thermodynamic features to explain
the occurrence of DT as much as 500 ◦C above the Ae3. The driving force for DT was redefined to
consist only of the softening that takes place during transformation due to the applied stress. The free
energy barrier against the driving force for DT consists of the Gibbs free energy difference between
the phases as well as the lattice dilatation work and shear accommodation work. According to this
model, DT takes place when the driving force overcomes the total barrier preventing its formation.

More recently, Rodrigues et al. [13–15], investigated the phenomenon of DT under various
industrial plate rolling simulation conditions. They found that the application of roughing passes
under isothermal conditions can lead to the presence of around 8% of transformed ferrite after
deformation. The occurrence of DT above the Ae3 temperature during thermomechanical processing
is known to generate lower rolling loads and mean flow stresses (MFS) [16]. Moreover, the volume
flow rate (as the bar passes through a rolling mill) increases due to formation of less dense ferrite.
This type of transformation involves carbon partitioning, which can generate undesirable volume
fractions of martensite. Thus, an accurate account of phases during high temperature deformation
leads to better mechanical properties of the material.

Nevertheless, the phenomenon of DT has not been studied under the cooling stage of roughing
rolling simulation, which represents more realistic industrial conditions. Thus, the present study
represents an advance over the previous investigations in that the DT behavior of a Nb-microalloyed
steel is investigated under continuous cooling condition of 2 ◦C/s, comparable to industrial roughing
rolling schedules. The results obtained are described and discussed in following sections.

2. Materials and Methods

A Nb-microalloyed steel was investigated in the present work. This material was provided
by EVRAZ North America in the form of hot-rolled plates. The complete chemical composition
of the material (in wt%) is displayed in Table 1. The orthoequilibrium and paraequilibrium Ae3

temperatures were identified by employing the FSstel database of the FactSage thermodynamic
software 7.1 [17]. For the present analysis, the orthoequilibrium Ae3 temperature will be considered,
where both the substitutional and interstitial atoms are assumed to participate during phase
transformation. The hot-rolled plates were machined into torsion samples with diameters and gauge
lengths of 10 mm and 20 mm, respectively. The cylindrical axis of all the samples were parallel to
the rolling direction of the plate. The torsion experiments were carried out using a Gleeble 3800
thermomechanical simulator (Dynamic Systems Inc. Poestenkill, NY, USA) with a Hot Torsion Mobile
Conversion Unit (MCU). The samples were heated by flowing alternated current to the desired reheat
temperature. This ensured that each deformation occurred at the proper temperature simulated
by that rotation step. Thermal gradients in the sample were controlled by making the specimen
solid in the torsion span and hollow on both sides to minimize gradients in the sample that would
otherwise develop due to non-uniform current densities in the shoulders versus the reduced center
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section of the sample. A thermocouple was welded to the sample to accurately track the deformation
temperatures at every pass.

Table 1. Chemical composition (mass%) and equilibrium transformation temperatures (◦C).

C Mn Si Cr Nb N Orthoequilibrium Ae3 Paraequilibrium Ae3

0.047 1.56 0.25 0.21 0.092 0.008 845 ◦C 810 ◦C

The thermomechanical schedule of the present work is shown in Figure 1. The torsion
samples were heated to 1200 ◦C at a rate of 1 ◦C/s and were isothermally held for 5 min to attain
a single-phase austenite microstructure. The samples were then cooled to 1100 ◦C at a rate of 1 ◦C/s.
The first deformation was applied after 60 s at 1100 ◦C, followed by controlled cooling at a rate
of approximately 2 ◦C/s. The succeeding deformations (from 2nd pass up to the 5th pass) were
applied during continuous cooling conditions with an interpass time of 10 s, mimicking the actual
plate rolling process. The deformation temperatures were 1080 ◦C (2nd), 1060 ◦C (3rd), 1040 ◦C (4th),
and 1020 ◦C (5th). Note that the samples were strained to 0.3 during each pass applied at a strain
rate of 1 s−1. A strain higher than the critical stains for the onset of DT [9–15] was selected so as to
allow for DT to take place. Water spray quenching after R1, R3, and R5 were performed at minimum
rate of 500 ◦C/s using the Gleeble high flow quenching system. All experiments were performed
under argon atmosphere to minimize the oxidation and decarburization, which can affect the results.
Additionally, the experiments were repeated three times to validate the results. In general, less than
3% difference in the level flow curves was observed.

Figure 1. Thermomechanical schedule employed in the Gleeble torsion simulations of roughing passes.
The deformation temperatures were 1100, 1080, 1060, 1040, and 1020 ◦C, strain of 0.3 was employed in
each pass and interpass time of 10 s.

The deformed samples were water quenched before the 1st pass, and after 1st, 3rd, and 5th pass
to accurately track the evolution of microstructure during multi-pass rolling simulation. The deformed
and quenched torsion samples were sectioned longitudinally to reveal the changes in grain shape that
accompany straining for microscopy analysis. These analyses were carried out at about 150 μm below
the surface of the samples so as to avoid the oxidized outer layer. A conductive hot phenolic resin was
used to mount the samples. These were polished using SiC grits 400, 600, 800, and 1200 lubricated
with water. The final polishing was carried out using 3 and 1 μm diamond suspensions. The polished
surfaces were etched with 2% nital (to reveal the microstructure) followed by 10% aqueous metabisulfite
(Na2S2O5) solution (to provide contrast between ferrite and martensite).
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3. Results

3.1. Flow Curves and Mean Flow Stress

The torque-twist curves obtained were converted into stress-strain curves using Fields
and Backofen formulation [18]. The stress–strain curves associated with the five-pass torsion
simulation are displayed in Figure 2a. The peak stresses of the 1st (1100 ◦C) 2nd (1080 ◦C),
3rd (1060 ◦C), 4th (1040 ◦C), and 5th (1020 ◦C) passes are 83, 93, 98, 105, and 112 MPa, respectively.
Although the increasing trend of peak stresses during cooling appears to be typical behavior
of a material during cooling, note that the rate of increase from 1st pass going to the 2nd
pass is about 0.5 MPa/◦C. This rate is higher than the ones in succeeding passes due to strain
accumulation. For example, from 2nd to 5th pass, the average rate of increase from pass to pass
is approximately 0.3 MPa/◦C. This is 40% lower than the rate of increase from the initial two passes.
It appears that the low rate of peak stress increase indicates that dynamic softening is taking place in
the material. To further analyze these observations from the stress–strain curves, the mean flow stresses
(MFS) were calculated by measuring the area of the stress–strain curves, normalized by the amount
of strain. The dependence of MFS on temperature and on the total applied strain is shown in Figure 2b.
Note that the slope of the linear relation between the 1st and 2nd passes are considerably higher
than the slope of the 3rd, 4th, and 5th passes. This is an indication of softening by combination
of recrystallization and phase transformation occurring in the material during deformation.

(a) (b)

Figure 2. (a) Roughing stress–strain curves determined according to the schedule of Figure 1 using
pass strains of 0.3 applied at 1 s−1: (b) mean flow stresses (MFS) curve derived from the stress–strain
curves of Figure 2a.

3.2. Microstrutural Results

The microstructures before the 1st pass (Figure 3a), after the 1st pass (Figure 3b), after the 3rd pass
(Figure 3c), and after the 5th (Figure 3d) are displayed in Figure 3. The martensite phase appears dark
and characterized by needle-shape structures inside the grains, while ferrite is the lighter structure
and commonly identified by its polygonal structure. Here the grain sizes before the initial deformation
are quite large, which was measured to be around 54 ± 15 μm (see Figure 3a). These grain sizes are
slightly smaller than the typical sizes of austenite phase in industrial plate rolling before applying
the roughing passes. The phase consists of entirely martensitic structure (prior austenite phase
at elevated temperature). Note that after the five-pass simulation (see Figure 3d), the grain sizes
decreased to less than 10 μm, which suggests the occurrence of either static recrystallization (SRX),
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metadynamic recrystallization (MDRX), dynamic transformation (DT), or a combination of these
softening mechanisms. Although a long interpass time of 10 s was employed, it is important to note
that the presence of Nb can significantly delay SRX in-between passes. A more interesting observation
is the presence of light structures (ferrite), which forms dynamically. It is well-known that ferrite is
softer than austenite due to its higher stacking fault energy [19]. Therefore, the presence of dynamically
transformed ferrite (in combination with DRX) can generate significant softening of the material.

(a) (b)

(c) (d)

Figure 3. Optical microscopy images of steel subjected to the roughing simulation. The samples were
quenched immediately: (a) Before the first pass; (b) after the first pass; (c) after the third pass and (d) after
the fifth pass. Light regions are ferrite while the dark regions are martensite (prior austenite).

3.3. Volume Fraction of Transformed Ferrite

The volume fraction of ferrite was measured using the ImageJ software [20] to quantify
the contribution of DT ferrite on the unusual behavior of the stress–strain curves, as shown above.
The results are plotted and presented in Figure 4. The volume fraction of ferrite was measured based
on the cumulative strain. Even though the reverse transformation of ferrite back into austenite can
take place during the pass intervals, the amount of ferrite continously increases with applied strain.
Note that the volume fraction of ferrite after the 2nd and 4th passes were interpolated. These values
demonstrate that the rate of peak stress increase during cooling can be significantly affected by
the occurrence of DT once the volume fraction of ferrite reached above 5%. This observation is
consistent with the results of an earlier work of the present authors [13–15].
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Figure 4. Dependence of the cumulative volume fraction of ferrite formed on the cumulative strain
and temperature.

4. Discussion

4.1. Cooling Rate and Continuous Cooling Transformation Curves

Although the microstructures after quenching can be considered as a direct evidence of dynamic
transformation of austenite to ferrite above the Ae3 temperature, the cooling rate during quenching is
a critical data that should be obtained to verify the validity of the observations. This is due to the fact
that ferrite can also form during cooling of austenite. In the present experiments, the quenching
rate was measured to be above 1200 ◦C/s. For example, water quenching from 1020 ◦C to 200 ◦C
(well below the Ae3) took 0.7 s (see Figure 5). These measurements were taken using a welded
thermocouple attached to the surface of the sample and it remained connected even after deformation.
Although the cooling rate of the cylindrical sample may vary from the surface going to its center,
the microstructures shown in the previous section were obtained from near the surface of the samples,
which can accurately represent the microstructures with cooling rates of more than 1200 ◦C/s.

Figure 5. Setpoint (red line) and measured temperature (black line) by the thermocouple on the surface
of the samples. It is observed that took less than 1 s for the temperature to drop well below the Ae3.
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The continuous cooling transformation (CCT) curves of the present material with austenite grain
sizes of 10 μm and 26 μm are displayed in Figure 6a,b, respectively. These were calculated using the Fe
Alloys module of JMatPro software 10.2 (Guildford, UK). Based on these plots, it can be seen that it
requires approximately 4 s to obtain 1% ferrite. This required cooling time of austenite is applicable to
both coarse and fine grain austenite structure. In the present work, the cooling time is always below 1 s.
This means that the ferrite phase observed and measured from the previous section was solely due to
the applied deformation at elevated temperature.

(a)

(b)

Figure 6. Calculated continuous cooling transformation (CCT) of the material quenched from:
(a) 1020 ◦C and grain size of 10 μm and; (b) 1100 ◦C and grain size of 26 μm.

4.2. Critical Stresses and Strains

The stress–strain curves associated with 5-pass rolling simulation of Figure 2a are fitted with a 9th
order polynomial using a Matlab software R2018b (The MathWorks, Natick, MA, USA) followed by
application of the double differentiation method [18]. In this process, the critical stresses and strains
were determined by initially plotting the θ versus σ curves where θ is strain hardening rate calculated
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by δσ/δε at a fixed strain rate (first derivative). The critical stresses are characterized by inflection
points of the θ-σ plot. This can be described by the equation:

δ

δσ

(
δθ

δσ

)
= 0, (1)

The minima in the plot of δθ/δσ versus σ (see Figure 7) are related to the softening mechanisms
during deformation. The lower critical stresses of each curve are associated with dynamic
transformation while the higher critical stresses are for dynamic recrystallization [20]. The critical
strains can also be identified from critical stresses of Figure 7.

Figure 7. Plots of−(dθ/dσ) versus σ used to identify the minima related to the initiation of dynamic
transformation (DT) and dynamic recrystallization (DRX).

The dependence of critical strains on pass number is displayed in Figure 8. The critical strains for
DT are estimated to be around 0.06 while the critical strain for DRX is 0.12. These values are consistent
with previous investigations of the present authors in the present material [21]. Moreover, the critical
strains for DRX falls within the range of values shown in the literature [22] using the same method
employed in the current work [19].

Figure 8. Critical strains for dynamic transformation (DT) and dynamic recrystallization (DRX)
as a function of roughing pass number.
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The critical strains for both DT and DRX display a slight decrease with increasing pass number.
Note that for DRX, the critical strains should increase during cooling from one pass to another.
The discrepancy in the trend of critical strains can be attributed to retained work hardening from
previous pass. This is quite noticeable in the flow curves displayed in Figure 2. Since it is expected
that NbC precipitates can form and pin down the dislocations, there is less recovery in-between
passes. This leads to higher retained work hardening, which provides additional energy on top
of the applied stress. A lower retained work hardening is expected if the material is low-alloyed steel
or if the interpass time is increased [16]. In the present work, the attention will be focused on DT
and the energies associated with this phenomenon.

4.3. Total Energy Obstacles and Driving Force

The occurrence of dynamic transformation can be explained in terms of transformation softening
model [21]. In this model, the driving force to transformation (DF) is the flow stress difference between
the critical stress of the parent phase (σC) and the yield stress of the product phase (σYS) defined by
Equation (2) below:

DF = σC − σYS, (2)

The critical stresses from austenite phase were obtained from the previous section while the yield
stress of ferrite was estimated in a previous work of the present authors [23]. The dependence
of the calculated driving force with temperature is shown in Figure 9 (see solid circles). The work
per unit volume are converted into thermodynamic quantities using the conversion factor
1 MPa = 7.2 J/mol [10].

Figure 9. Calculated driving force (red line) over the total energy obstacle with the temperature.

The total energy obstacles consist of the work of dilatation (WD) and shear accommodation (WSA)
associated with the phase transformation of austenite to ferrite, and the free energy difference between
the phases (ΔGγ-α). This is defined by Equations (3)–(5) below:

Total Energy Obstacles = WSA + WD + ΔGγ-α, (3)

WSA = σC × 0.36 × m, (4)

WD = σC × 0.03 × m, (5)
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The work of dilatation and shear accommodation are dependent on the critical stresses,
which were obtained from the previous section. Since the dilatation and shear accommodation
strains are difficult to measure experimentally, the present work assumed values of 0.03 and 0.36,
respectively [24]. These values are based on the theoretical required deformation strains to transform
austenite into ferrite. The Schmid factor (m) is based on the transformation habit plane and the shear
direction when austenite transforms into ferrite, which are (0.506, 0.452, 0.735) and (−0.867, 0.414, 0.277),
respectively. The present calculation employs the highest Schmid factor of 0.5 since the most oriented
grains (with respect to the applied stress) are expected to transform first. Note that the critical strains
are normally associated with the transformation of grains that are well oriented with the direction
of applied stress [21,23,25].

The free energy difference between the austenite and ferrite was calculated using the FSstel
database of the FactSage thermodynamic software. The sum of the components of the energy obstacles
was calculated and are presented in Figure 9 (see solid triangle). Since the driving force is greater
than the total energy obstacles for the present temperature range of 1020 ◦C to 1100 ◦C, it is expected
that transformation of austenite to ferrite can take place. Although the calculated values may not
represent the exact driving force and total energy obstacles due to the assumptions specified above,
the difference between the curves look reasonable. This is supported by the microstructures which
show that austenite transforms into ferrite. The kinetics of transformation may possibly be hindered
by niobium which can delay the progression of transformation due to pinning and/or solute drag
effects [16]. For this reason, the present material only obtained less than 10% ferrite at total applied
torsional strain of 1.5. This may also be the reason for lower difference between the calculated driving
forces and total energy obstacle.

It is also important to note that the free energy difference curve for the present material shows
a peak, see Figure 10. This behavior indicates that austenite can easily transform if the temperatures are
either close to the Ae3 or near the delta-ferrite formation temperature. The present temperature range
covers the peak free energy difference; thus, these temperatures requires higher amount of driving force
to initiate the occurrence of dynamic phase transformation. Based on the present results at the selected
temperature range, it is expected that austenite can be transformed into ferrite at any temperature
above the Ae3 for the present material [1].

Figure 10. ΔG(α-γ) vs ΔT for the present Nb-microalloyed steel showing the Gibbs energy obstacle
opposing dynamic transformation.

5. Conclusions

1. Dynamic transformation of austenite to ferrite can take place during roughing passes of the plate
rolling process and its volume fractions formed and retained in the simulations increase as the pass
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number increases. The present work showed that this can take place on a Nb-microalloyed steel
subjected to roughing passes at temperature range 1020 to 1100 ◦C.

2. The calculated CCT diagrams confirmed that the measured cooling rate of 1200 ◦C/s is enough
to prevent the formation of ferrite by cooling. Therefore, the volume fraction of ferrite measured in
present work is only attributed to the applied deformation.

3. The thermodynamic calculations show that the driving force for DT is higher than the total
barrier in the present investigation. Assumptions were made on the values of dilatation and shear
accommodation strains.

4. The critical strains to dynamic transformation were shown to be in the range 0.04 to 0.07.
This value decreases from pass to pass due to retained work hardening from the previous pass.
The highest critical strain pertains to the first pass (where there is no prior deformation) during multi-pass
high-temperature deformation experiments.
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Abstract: Due to their unique combination of properties, Super Duplex Stainless Steels (SDSSs) are
materials of choice in many industries. Their applications and markets are growing continuously,
and without any doubt, there is a great potential for further volume increase. In recent years,
intensive research has been performed on lean SDSSs improving mechanical properties exploiting
the lack of nickel to generate metastable γ-austenite, resulting in transformation-induced plasticity
(TRIP) effect. In the present work, a commercial F55-UNS S32760 SDSS have been studied coupling
its microstructural features, especially secondary austenitic precipitates, and tensile properties,
after different thermal treatments. First, the investigated specimens have been undergone to a
thermal treatment solution, and then, to an annealing treatment with different holding times, in
order to simulate the common hot-forming industrial practice. The results of microstructural
investigations and mechanical testing highlight the occurrence of TRIP processes. This feature
has been related to the Magee effect, concerning the secondary austenitic precipitates nucleated via
martensitic-shear transformation.

Keywords: steel; austenite; mechanical characterization; martensitic transformations;
phase transformation

1. Introduction

Duplex stainless steels (DSSs), and consequently, Super Duplex stainless steels (SDSSs) consist
of austenite and ferrite phases. The resultant microstructure exhibits good combinations of strength,
ductility, and corrosion resistance, since it takes advantages of the single-phase counterparts [1], with
the main difference from more common austenitic stainless steels [2,3]. The steels not only inherit the
mechanical properties of the completely ferritic or completely austenitic alloys, but they also exceed
them. A factor of economic importance is the low content of expensive nickel, usually 4–7% compared
with 10% or more in austenitic grades, as a result of which the life cycle cost of the DSSs is the lowest
in many applications [4–7]. In DSSs, the two structure components b.c.c α-ferrite and f.c.c. γ-austenite
lies as crystals of the same size statistically distributed next to each other [8]. However, adjustment
of the two-phase microstructure of duplex stainless steels is complicated because a balanced phase
ratio does not only depend on alloy components [9]. Indeed, the decomposition of ferrite to austenite
can occur over a wide temperature range. This phenomenon can be understood on the basis that
the duplex structure is quenched from a higher temperature, at which the equilibrium fraction of
α-ferrite is higher. There appear to be three mechanisms by which austenite can precipitate within
α-ferrite grains: By the eutectoid reaction, as Widmannstätten precipitates, and via a martensitic shear
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process [9–11]. Martensitic transformation in solids provides an unusual mechanical behavior ranging
from the superelastic behavior typical of shape-memory alloys to non-thermoelastic behavior where
the transformation induced plasticity (TRIP) phenomenon allows the development of steels with
a good compromise between ductility and toughness [12–15]. This typical property of TRIP-aided
steels results from the strong couplings between plasticity by dislocation motion and martensitic
phase transformation through the internal stresses generated by both inelastic processes. The TRIP
mechanism is based on deformation-stimulated displacive transformation of a metastable former
phase. In such materials, the overall behavior depends deeply on the so-called chemical energy, which
leads the martensitic shear transformation. The motivation for that is twofold. First, the former phase
should be sufficiently unstable such that a transformation-induced plasticity effect is initiated upon
loading. Second, the former phase should be sufficiently stable that the TRIP effect occurs over a
wide strain regime, specifically at high strains, where strain-hardening reserves are usually more
desirable than at low strains. In order to obtain this phenomenon in DSS steels, different studies
have been recently performed; designing new alloys compositions [16–18]. The aim of this work is to
achieve the occurrence of the TRIP effect in SDSSs commercial alloys, exploiting the martensitic shear
transformation of the γ-austenite within α-ferritic grains, just by tuning the proper thermal treatment.

2. Materials and Methods

This study has been performed on a commercial F55-UNS S32760 super duplex stainless steel,
which had a chemical composition, as designed by standards and measured via optical emission
spectroscopy (OES), is reported in Table 1. Samples have been drawn from a bulk ingot and
thermally treated. First, a solution thermal treatment (STT) at 1573 K (1300 ◦C) for 145 s/mm has
been executed, in order to erase the previous thermal and stress history of the specimens and to
provide the super-saturation of the α-ferritic matrix with γ-formers elements, such as Ni, Mn, Cu,
and N. Then, an annealing thermal treatment (ATT) has been performed at 1353 K (1080 ◦C) for
different holding times: 36, 72, 215, 355, 710, and 1135 s/mm (Figure 1). The purpose of this heat
treatment is the supply of the energy needed to trigger the γ-austenite precipitation within the
α-matrix. This temperature range grants to avoid precipitation of embrittling phases within α-ferritic
grains, such as σ (Fe-Cr-Mo), χ (Fe36Cr12Mo10), and nitrides (CrN and Cr2N). Both thermal treatments
have been followed by water quench [19]. Afterwards, specimens have been machined into Round
Tension Test Specimen shapes and tensile tests have been performed; both these operations have
been executed, following the ASTM E8/E8M standard. The specimens have been treated for the
microstructural examination using Beraha’s tint etching (5 mL H2O, 1 mL HCl, 0.06 g K2S2O5, 0.06 g
NH4FHF). Subsequently, the samples have been analyzed via stereoscopy, optical microscopy, and
electron microscopy. The volume fraction of γ-austenite within the material has been calculated
through automatic image analysis of 10 micrographs measuring 1 mm2 randomly taken on the
samples, following ASTM E1245 standard. Electron microscopy has been used in order to obtain
morphological information via Secondary Electron (SEM/SE) imaging, chemical composition data
through Energy-Dispersive X-ray Spectroscopy (SEM/EDS), and crystallographic data by Electron
Backscatter Diffraction (SEM/EBSD) analysis. The beam spot has 1 μm radius. The chemical
composition data have been obtained, averaging five measures. The Electron Backscatter Diffraction
(SEM/EBSD) analysis has been calculated through the software INCA provided by Oxford Instruments
(INCA Oxford Instrument, Oxford, UK). The crystallographic data have been used to highlight the
influence of grain boundary distribution on the onset of secondary recrystallization. The presence
of special Coincidence Site Lattice (CSL) boundaries between primary and secondary grains the
development of recrystallization.
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Table 1. UNS S32760 super duplex stainless steel chemical composition (expressed in wt.%), as designed
by standards and measured via optical emission spectroscopy (OES).

F55-UNS S32766
Wt. %

C Mn Si Cr Ni Mo N Cu W Fe

Designation <0.03 <1.00 <1.00 24.0–26.0 6.0–8.0 3.0–4.0 0.2–0.3 0.5–1.0 0.5–1.0 Bal.
OES measure 0.027 0.63 0.51 24.37 6.69 5.45 0.22 0.72 0.85 Bal.
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Figure 1. Diagram representing the thermal treatments parameters.

3. Results

Optical microscopy analysis of the F55-UNS S32760 super duplex stainless steel samples have
been performed after the execution of the heat treatments. The resulting microstructures of the different
specimens have been reported in Figure 2. Micrographs display different phase fraction ratios in
accordance with the different holding time of the heat treatments (Table 2).

 

Figure 2. γ-Austenite content variation during isothermal annealing treatment assessed via
metallographic method and sample micrographs of each stage of UNS S32760 evolution.
The precipitation of γ-austenitic nuclei, as Widmannstätten precipitates (a) and via a martensitic
shear process (b) within the α-ferritic matrix, is displayed in Reference [7].
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Table 2. γ volume fraction of the γ-austenitic grains during the isothermal annealing at 1353 K
(1080 ◦C).

Annealing Soaking Times [s/mm] 0 36 72 215 355 710 1135

γ Volume Fraction 0.36 0.49 0.54 0.40 0.54 0.41 0.41
Error 0.03 0.02 0.05 0.01 0.01 0.04 0.02

The scanning electron microscope through Energy-Dispersive X-ray Spectroscopy (SEM/EDS) can
investigate the chemical features of the phases belonging to the material. In particular, the way in which
alloying elements distributes inside ferrite rather than inside austenite and can be appreciated [20,21].
The most significant results of the chemical composition analysis are hence briefly reported in the
following (Table 3), considering that the concentration of each element is expressed as a percentage
by weight.

Table 3. SEM/EDX chemical analysis of the α-ferritic matrix. The profile of Ni concentration, with
the ongoing of the annealing thermal treatment, testifies the supersaturation of α-ferritic matrix with
γ-formers elements, such as Ni, Mn, and Cu.

Specimen Area
Wt.%

Fe Cr Ni Mo W Cu Mn Si

STT 1300 ◦C α-ferrite 60.85 ± 0.31 24.92 ± 0.46 6.23 ± 0.28 5.11 ± 0.33 0.80 ± 0.11 0.90 ± 0.07 0.67 ± 0.32 0.52 ± 0.19
ATT 36 s/mm α-ferrite 61.68 ± 0.42 23.45 ± 0.34 4.98 ± 0.32 7.02 ± 0.28 0.80 ± 0.12 0.88 ± 0.9 0.61 ± 0.19 0.58 ± 0.17

ATT 1135 s/mm α-ferrite 63.37 ± 0.35 23.24 ± 0.41 4.37 ± 0.27 6.49 ± 0.22 1.08 ± 0.8 0.54 ± 0.15 0.51 ± 0.14 0.40 ± 0.10

The tensile tests results, provided in Table 4, show the interesting mechanical features typical
of SDSSs, which not only match the mechanical properties of the completely ferritic or completely
austenitic alloys, but also overcoming them. A wide strain regime, specifically at high strains (ε > 0.15),
where strain hardening reserves are usually more desirable than at low strains, is displayed by all the
annealing treated samples, resulting in good plastic behavior [22]. These specimens all result in a good
compromise between ductility, toughness, and elastic regime properties. Thus, the best combination of
both strength and plasticity is displayed by the samples annealed treated for 36 s/mm.

Table 4. UNS S32760 tensile test results: the specimen annealed thermal treated at 1353 K (1080 ◦C) for
36 s/mm holding time show the best combination of elastic and plastic properties.

Annealing
Time [s/mm]

γ% σy [MPa] σMax [MPa] εR E [GPa]
Adsorbed

Energy [J/mm3]

0 35.7 653 828 0.225 255 176
36 49.3 603 849 0.334 211 260
72 54.0 572 839 0.302 211 230

215 39.7 533 826 0.315 112 237
355 53.8 554 827 0.282 181 212
710 41.4 560 803 0.293 190 215
1135 41.3 547 824 0.300 245 226

Further, a post-mortem morphological analysis of the tensile specimens has been performed.
A visual inspection and stereoscopic analysis, as reported in Figure 3a, can highlight that all the
samples show a cup-cone fracture and surface orange peel features. These results are in a good
agreement with the highly ductile behavior observed during the tensile tests. Fully ductile fractures,
showing very high dimples densities, are observed in all the specimens via SEM/SE morphological
imaging, as reported in Figure 3b. Again, these results confirm the tensile tests data. Via optical
micrographic analysis of the fracture surface sections, different features can be observed. As shown in
Figure 3c, the crack path should be highlighted; the growing cracks appear to preferentially contour
the γ-austenitic grains, or eventually, to cross them in a straightforward way. As a consequence, it can
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be pointed out that a lower cohesive strength of the α/γ interfaces, with respect to the γ/γ internal
interfaces or twinning interfaces within γ grains, and even more, with respect to the continuous lattice
of the grains interior. Further, as reported in Figure 3d, along the fracture surface, a greater density of
small γ-austenitic nuclei within the α-matrix with respect to the un-deformed areas of the specimens
has been observed.

Finally, dislocations slip bands, generated by the great-imposed strain, became visible even
through optical microscopy, underlining the local direction of the stress field and the response of the
single grains. As expected, γ-austenitic grains show a much higher density of dislocations slip bands,
testifying to the intense strain experienced preferentially by γ-grains, as displayed in Figure 3e [23].

 

Figure 3. Post-mortem analysis of the tensile samples: stereoscopy morphological imaging of the
sample annealing treated for 355 s/mm (A), SEM/SE morphological imaging of the specimen annealing
treated for 710 s/mm (B), optical micrography of the fracture surface section of the specimen annealing
treated for 1135 s/mm (C), optical micrography of the fracture surface section of the sample annealing
treated just solution heat treated (D), and optical micrography of the fracture surface section of the
specimen annealing treated for 36 s/mm (E).

Finally, the occurrence of a transformation induced phenomenon can be definitively confirmed
by the assessment of the newly nucleation of the martensitic shear γ-nuclei along dislocations slip
bands aligned to the dislocations structure via SEM/EBSD analysis, occurring after high strains have
been experienced by the material. Taking into account the infinity of possible orientations of two
grains relative to each other, some special orientations may be found. When some lattice points
of the two lattices exactly coincide, a kind of superstructure, called coincidence site lattice (CSL),
develop. The coincidence site lattice (CSL) model can be used as a standard for the characterization
of grain boundary structure for poly-crystals. The frequency of occurrence of a particular type of
CSL grain boundary is inherently associated with the newly recrystallized grains form a preferred
crystallographic orientation relative to the deformed grains. The CSL frequency occurrence has been
determined for the martensitic shear γ-nuclei aligned to the dislocations structure shown in detail in
Figure 7 and for other martensitic shear γ-precipitates present within un-deformed α-ferritic grains,
as reported in Figure 4. In detail, CSL boundaries Σ13 for f.c.c. lattices are associated to fast moving
boundaries, testifying to the occurrence of nucleation and growth phenomena [24–26].
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(a) 

(b) 

Figure 4. Comparison between CSL frequency occurrences of the martensitic shear γ-nuclei aligned
to the dislocations structure shown in Figure 6 (a) and for other martensitic shear γ-precipitates
present within un-deformed α-ferritic grains (b). The increase in CSL boundaries Σ13, testifying
to the occurrence of nucleation and growth phenomena, and thus, of transformation induced
plasticity phenomena.

4. Discussion

From the results of the experimental campaign, it is possible to express different considerations
pointing out the occurrence of a TRIP phenomenon during the deformation of a commercial
F55-UNS S32760 SDSS. In detail, micrographs, collected through optical microscopy, display different
microstructures in accordance to the different holding time of the heat treatments. After the solution
thermal treatments, the samples show a strong misproportion in the phases volume fraction from
the ideal 1:1. The ferritic phase has a strong increase, as reported in Table 2. Further, specimens are
featured by γ-austenite grains, embedded in α-ferrite matrix, supersaturated in γ-stabilizers elements,
such as Ni, Mn, Cu, and N (Table 3). A consequence of this super-saturation is the segregation
of γ-stabilizers elements, resulting in γ-austenite thick plates located at α-grain boundaries, which
interconnect the γ-austenitic grains. Another result of the super-saturation is the presence of the early
stages of the α-intragranular γ-nuclei nucleated during the cooling path; both Widmanstätten grain
boundaries saw-teeth structures and Martensitic Shear products nuclei can be detected (Figure 2) [8,27].
The annealing thermal treatment produces the precipitation of γ-austenitic nuclei as Widmannstätten
precipitates and via a martensitic-shear process within the α-ferritic matrix. Further, the γ-precipitates
display different sizes, which result in becoming larger with the ongoing of the annealing thermal
treatment, according to the well-known Ostwald ripening model [7,10,28,29]. The super-saturation
of the α-matrix with γ-formers elements has been proven via SEM/EDX chemical analysis (Table 3).
The data show a very high nickel concentration within the α-matrix after the solution thermal treatment.
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Further, after the 36 s/mm long annealing heat treatment, the nickel concentration still results much
higher with respect to the 1135 s/mm long annealing heat treatment, which can be considered as
an equilibrium value due to such long holding time at a constant annealing temperature. Such a
strong difference in nickel concentration testifies to the residual presence of the chemical free-energy,
which leads the martensitic shear transformation from α-ferrite to γ-austenite [30]. This condition
would allow further nucleation and growth phenomena of the γ-austenitic precipitates, generated
by martensitic shear transformation. Since this kind of phase transformation can also be activated
at room temperature by the presence of a stress or strain field within the former lattice. Thus, the
α-ferritic matrix could act as a former phase, via a deformation-stimulated displacive martensitic shear
transformation, of a transformation induced plasticity (TRIP) phenomenon [18,21,31].

Focusing the attention on the tensile tests results reported in Table 4, the best combination of both
strength and plasticity is displayed by the samples annealed treated for 36 s/mm. In these specimens,
as shown before (Figure 2), the precipitation phenomena of the γ nuclei within the α-ferritic matrix
via martensitic shear transformation have already occurred. However, since the Oswald ripening
processes have just started during the annealing thermal treatment, the γ-former elements are still
enriching the α-matrix and they are still present within the α-matrix at high concentrations (Table 3).
This condition allows the material to undergo further phase transformations, suggesting, coupled
with the mechanical response in the plastic field of the other annealed treated samples, the occurrence
of a transformation induced plasticity effect. Further, combining the mechanical data with the main
microstructural feature, the austenitic phase volume fraction allows for the observation that there is
not a good correspondence between them. Moreover, no specific trends or correspondences can be
highlighted, as shown in Figure 5. Indeed, the different microstructural phase ratio deeply influences
the mechanical properties, since the two constituent phases own different micromechanical features,
but their influence acts in a complex way [32].

Different hardening mechanisms are known to act in DSSs. In keeping with the additivity law,
ferrite hardens the austenitic matrix. Additionally, DSSs usually have a fine grain microstructure,
which additionally contributed to the hardening effect, according to the Hall-Petch relationship. In the
present case, the γ-precipitation within the α-matrix in both its forms leads to a grain refinement.
Moreover, SDSSs additionally harden due to the increased percentage of alloying elements, such as
chromium and molybdenum in solid solution [33,34].

While these hardening phenomena have been taken into account, again, a good correspondence
with the tensile tests results cannot be pointed out. Thus, the high mechanical response during
the tensile tests has to be investigated under a different point of view, in order to explain the
obtained results.

Regarding the data of the morphological observation of the specimens undergone to the tensile
tests, it is possible to observe other aspects featuring the behavior of this material. As shown in
Figure 3c, the crack path preferentially contours the γ-austenitic grains. As a consequence, a lower
bonding strength of the α/γ interfaces can be seen, with respect to other sites (γ/γ internal interfaces,
twinning, and the lattice of the grains interior). Since the extremely ductile behavior displayed by the
studied steels, this lower resistance of α/γ interfaces has to be linked to two different mechanisms.
The presence of tiny particles, usually carbides or nitrides, at the grain boundaries generates the
dimples that will cause the final rupture; however, no particles have been detected, and then, this
mechanism would not be the main one involved (Figure 3b). The second possible process is intrinsically
related to the duplex structure nature: Dislocations in γ-austenite pile up against the α/γ phase
boundaries and create a local stress concentration, which generates both dislocations in α-ferrite
or steps at the surface grains near the α/γ phase boundaries, which coarsen into the dimples [35].
Moreover, as reported in Figure 4d, the density and the dimensions of the small γ-austenitic nuclei
within the α-matrix drastically increase along the fracture surface with respect to the un-deformed
areas of the tensile specimens. These areas are subjected to very intense strains. A much higher density
of dislocations slip bands have been generated, especially within γ-grains, testifying the intense strain

139



Metals 2019, 9, 191

experienced preferentially by γ-grains, as displayed in Figure 4e, underlining the local direction of the
stress field and the response of the single grains. Coupling these last two considerations, the definition
of the Magee effect can be obtained, which is one of the two possible causes of a transformation
induced plasticity phenomenon. This event consists in a stress-assisted nucleation or growth of
crystallographic variants, which are favorably aligned with the orientation of the applied stress, and it
may be predominant in particular for the diffusion-less martensitic shear phase transformations in
steels [32,36].
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Figure 5. UNS S32760 tensile test results combined with the evolution of the phase ratio with the
ongoing of the annealing thermal treatment. No specific trend appears; moreover, no correspondence
can be underlined.

The phase fraction ratio of the un-deformed areas of the samples and of the highly deformed area
next to the fracture surface has been evaluated via metallographical analysis, as reported in Figure 6.
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A robust increase in the γ-austenite content has been measured in all the samples with a lower
phase fraction ratio than the ideal equilibrium relationship of 50:50 ferrite:austenite microstructure.
Moreover, in all the samples has been recorded a increment of the γ-austenite phase ratio associated to
the diffusion-less growth martensitic shear precipitates. These increases match with a strain-assisted
nucleation and growth phenomenon described by the Magee effect, testifying to the occurrence of
a transformation induced plasticity event. Since martensitic phase transformation occurs without
diffusion through a cooperative shear movement of atoms, it is recognized that the applied, as well as
internal stresses, assist the transformation.
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Figure 6. Comparison the γ-austenite phase ratio between the un-deformed and the deformed areas of
the frature surface sections of the tensile samples. The increase in γ-austenite volume fraction between
the two examinated ares, in particular regarding the Martensitic Shear precipitates, testifies to the
occurrence of a strain-aided phase transformation phenomenon.

The presence of newly nucleated martensitic shear γ-nuclei, as can be stated by the much lower
dimensions with respect to the other martensitic shear precipitates present nearby, along dislocations
slip bands and the alignment of these particles to the dislocations structure testify to the occurrence of
the Magee effect characteristic of TRIP effect phenomena, as reported in Figure 7.

 

Figure 7. Newly nucleated martensitic shear γ-nuclei along dislocations slip bands and the alignment
of these particles to the dislocations structure on the fracture surface section of specimen annealing
treated for 355 s/mm at 1353 K (1080 ◦C), due to the Magee effect.
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Since this phenomenon is related to the ability to nucleate martensitic shear γ-nuclei, it is
consequently linked to the α-matrix super-saturation in γ-former elements. Thus, the greatest ductility
shown by the sample annealed for 36 min/inch at 1353 K (1080 ◦C) has to be attributed to its ability
to exploit the TRIP effect due to the highest α-ferritic matrix supersaturation. Moreover, as could be
expected by the relationship between the TRIP effect and the α-matrix super-saturation, there are
fewer occurrences of these processes in the samples corresponding to the maxima in the phase fraction
ratio evolution during the annealing thermal treatment at 1353 K (1080 ◦C) can be explained.

Further, the particular microstructural features, shown in Figure 7, evidences the strain-induced
character of the occurring martensitic shear transformations, since the lattice defects generated by the
strain act as nucleation and growth sites for the diffusion-less phase transformation. It can be confirmed
also by the fact that the strain-induced martensitic transformation owns preferential shear directions,
relative to the applied stress in just two variants accompanying the larger shear strain. Since this
transformation results to be strain-induced, it can be remarked its occurrence at high strains regimes,
where strain hardening reserves are usually more desirable [37,38]. Finally, the presence of newly
nucleation of the martensitic shear γ-nuclei along dislocations slip bands can be definitively proven
by the SEM/EBSD analysis (Figure 4). Since the frequency of occurrence of CSL boundaries Σ13 for
f.c.c. lattices is associated to the fast moving boundaries, testifying to the occurrence of nucleation and
growth phenomena. Thus, the strong increase in CSL boundaries Σ13 for f.c.c. γ-austenitic martensitic
shear precipitates aligned to the dislocations structure shown in Figure 7, proves the occurrence of
transformation induced plasticity phenomena [26,39].

5. Conclusions

The microstructure and deformation mechanisms of the commercial Super Duplex stainless steel
F55-UNS S32760 were analyzed and discussed, after thermal heat treatments and tensile tests. The best
combination of mechanical properties have been displayed after a solution thermal treatment at 1573 K
(1300 ◦C) for 145 s/mm and an annealing thermal treatment performed at 1353 K (1080 ◦C) for 36 s/mm
holding time. These high results have been related to the occurrence of a transformation induced
plasticity (TRIP) phenomena. This feature is generated by the Magee effect during the deformation.
In detail, it results as a strain-induced martensitic shear transformation, triggered by the high density of
lattice defects (as slip bands). Since this TRIP phenomenon results need to be strain-induced, it would
occur at high strains regimes, where it is usually more desirable. Further, these effects are observed for
the first time in commercial SDSSs, involve the martensitic shear precipitation transformation α→γ,
and occur in a favorable phase ratio range for the corrosion resistance properties. All these aspects and
easy thermal processing could grant the industrial exploitation of this phenomenon in the near future.
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Abstract: To improve the weld zone properties of Advanced High Strength Steel (AHSS), quenching
and partitioning (Q&P) has been used immediately after laser welding of a low-carbon steel. However,
the mechanical properties can be affected for several reasons: (i) The carbon content and amount of
retained austenite, bainite, and fresh martensite; (ii) Precipitate size and distribution; (iii) Grain size.
In this work, carbon movements during the partitioning stage and prediction of Ti (C, N), and MoC
precipitation at different partitioning temperatures have been simulated by using Thermocalc, Dictra,
and TC-PRISMA. Verification and comparison of the experimental results were performed by optical
microscopy, X-ray diffraction (XRD), Scanning Electron Microscop (SEM), and Scanning Transmission
Electron Microscopy (STEM), and Energy Dispersive Spectroscopy (EDS) and Electron Backscatter
Scanning Diffraction (EBSD) analysis were used to investigate the effect of martensitic/bainitic
packet size. Results show that the increase in the number density of small precipitates in the sample
partitioned at 640 ◦C compensates for the increase in crystallographic packets size. The strength and
ductility values are kept at a high level, but the impact toughness will decrease considerably.

Keywords: low-carbon AHSS; Q&P; toughness; modelling; precipitation; martensite packet

1. Introduction

The automotive industry focuses on increasing the use of advanced high-strength steels (AHSS)
in order to satisfy the current demand for decreasing the fuel consumption by reduced weight and
increasing vehicle safety by using these steels in different energy-absorbing components [1]. Usually,
these AHSS are produced by thermomechanical processes, which control the microstructure and grain
size as well as the precipitation hardening of micro-alloyed steels.

During welding of AHSS, the weld area will be completely changed and the excellent properties
(i.e., tensile strength, toughness) will be lost. This means that the welded area could be the best area
for crack propagation [2]. Therefore, pre-and/or post-welding treatment is necessary to improve
the properties of this zone. Laser welding is a popular method in the industry because it is fast,
creates narrow and deep welds, and can be used for different materials and shapes. So, in this work,
a quenching and partitioning [3] method has been applied for post-welding treatment in order to
control the microstructure [4]. The final structure will contain tempered martensite (which increases
the yield strength) with retained austenite (which improves the ductility), and, depending on the
Q&P conditions and chemical composition of the steel, some bainite and fresh martensite can also
be formed [3–5].
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However, carbide/nitride precipitation during the partitioning step cannot be avoided, even in
low-carbon [6] or in high-carbon, high-silicon steels [7]. Therefore, one of the critical aspects is to
monitor the behavior of precipitates during the process. Although precipitates and/or particles
are designed to strengthen the material by a precipitation hardening mechanism, they could act as
cleavage initiation sites and deteriorate the toughness [8–10]. Fairchild et al. [11] showed that a strong
inclusion-matrix bond is why TiN inclusions are potent cleavage initiators in steels even with modest
Ti contents. Another study by Di Schino et al. [12] on the effect of Nb microalloying on the heat-affected
zone (HAZ) showed that a small difference in Nb content is able to influence the size of the bainitic
packet, which results in both toughness and hardness.

Several works have been done on the mechanism of Q&P up to now [4,13–17], while only a few
papers have investigated the fracture mechanisms and toughness of Q&P steels [18,19]. Fracture causes
could mainly be related to: (i) Kinetics of carbon partitioning and stabilization of retained austenite
(RA) in the structure, because it has been shown that increasing volume fraction of RA due to the TRIP
effect delays the crack propagation [20]; (ii) Kinetics, size, number density and shape of secondary
precipitates; and (iii) Microstructural refinement can be very effective for improving the toughness.
Wang et al. [21] found that, when the cleavage crack encounters another packet of martensite, it may
be arrested and then largely changes its propagation direction.

Previous studies by the authors [4,22] on the effect of Q&P after laser welding of a low-carbon
steel showed that samples partitioned at a higher temperature had the best tensile properties but very
low Charpy V impact toughness results. In the present work, in order to investigate the origins of
such contradictory results, the abovementioned main issues are studied. Carbon diffusion from α′ to
retained austenite was modeled by a diffusion-controlled transformation tool (DICTRA) [23] during
quenching and partitioning. The type, size, and distribution of the precipitates were evaluated using
a scanning transmission electron microscope (STEM) in order to verify the precipitation prediction
modeling by TC–PRISMA. Finally, the effect of the packet size of martensite/bainite laths on crack
propagation has been investigated by electron backscatter diffraction (EBSD).

2. Materials and Methods

Laser welding was conducted on 5.5 mm thick sheets of ‘Domex 960’ advanced high strength
steel from SSAB (Stockholm, Sweden). This steel is thermomechanically processed (TMP) and was
received in TMP condition with a yield strength of 960 MPa and elongation (A5) of approximately 8%.
The chemical composition of the steel is given in Table 1, but for Thermocalc simulations, a simplified
composition of Fe–0.08 wt % C–1.78 wt % Mn–0.5 wt % Mo–0.187 wt % Ti–0.004 wt % N is assumed.
All calculations were carried out with the thermodynamic database TCFE8 [24] and mobility database
of MOBFE3 [25].

Table 1. The chemical composition of the steel used in the experiments (wt %).

C Si Mn P S Al Ti Mo Cr Ni Cu V N Fe

0.082 0.23 1.79 0.008 0.001 0.038 0.184 0.503 0.064 0.296 0.016 0.012 0.004 Balance

For the welding, process the keyhole penetration mode, with ytterbium Fiber Laser (YLR
Laser–15000, IPG Photonics, Oxford, MA, USA), 5 kW power, travel speed of 1.1 m/min, and Argon
shielding gas with a flow rate of 20 L/min, was used. The welded specimens were subjected to post
heat treatment immediately after the laser welding. For that, an induction heater was placed above the
specimen. The temperature was monitored during the whole procedure of welding and Q&P, by using
welded thermocouples located 1.5 mm from the fusion zone (FZ). For the same quenching temperature
(QT) of 355 ◦C (approx. equal to 60% initial martensite), three partitioning temperatures (PT) of 440 ◦C
(20 ◦C above Ms), 540 ◦C (half between Ms and Bs), and 640 ◦C (Bs) and three partitioning times (Pt)
were tested.
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Tensile testing was performed on cross weld specimens; the tensile axis was kept perpendicular
to the rolling direction of the steel sheet, while the weld zone is located exactly in the middle of the
dog-bone-shaped A50 samples. Charpy V notch samples were prepared according to the standard EN
ISO 6892–1:2009 and testing was conducted on transverse specimens with a notch in the center of FZ.
Results showed that all the samples that were partitioned at 640 ◦C had very low impact toughness.

In order to investigate the reasons, the samples that showed the best and the worst toughness
were selected for comparison, see Table 2.

Table 2. Mechanical properties of samples Q&P treated immediately after laser welding. (Energy =
Absorbed energy during Charpy V test at 20 ◦C.)

Sample Code QT (◦C) PT (◦C) Pt (s) A80 (%) A5 (%) Rp0.2 (MPa) Rm (MPa) Energy (J/cm2)

S(540, 5) 355 540 5 4 6 1005 1025 109
S(640, 50) 355 640 50 6 8 1034 1051 4

The precipitate characterization was determined from C–replicas taken from weld area (FZ and
HAZ) with a FE–SEM Helios Nanolab 600 (FEI, Hillsboro, OR, USA) working with an acceleration
voltage of 30 kV and a 1.4 nA beam current. The precipitate sizes were determined by image analysis
(I–A) of STEM micrographs using the software A4i© (Aquinto AG, Berlin, Germany). The carbide
chemistry was identified in transmission using energy-dispersive X-rays (EDX) (Jeol Ltd., Tokyo,
Japan) at 30 kV accelerating voltage. Electron Backscatter Diffraction (EBSD) was carried out on HAZ
using an accelerating voltage of 20 kV, a beam current of 11 nA, and a step size of 150 nm and 100 nm
for Q&P and base metal (BM) samples, respectively. The raw data were filtered by confidence index
(CI) of CI > 0.09 after a CI cleanup and grain dilation (grain tolerance angle 5◦ and minimum grain
size 2). The grains were defined as at least two adjacent points with similar orientation within a range
of 15◦ misorientation.

3. Results and Discussion

3.1. Fracture Results

Figure 1 shows dimple and cleavage mix-mode fracture in all fractographies, but the average
radius of dimples in S(540, 5) (Figure 1a) is smaller than the other samples including the reference
weld without any heat treatment (Figure 1c), and S(640, 50) (Figure 1b).

Figure 1. Fracture surface after tensile test of following samples; (a) S(540, 5), shows ductile fracture of
HAZ (b) S(640, 50), shows brittle fracture of HAZ and (c) reference weld.

3.2. Thermodynamic Modeling

In order to understand the critical temperatures of phase transformation and formation of stable
precipitates in an equilibrium condition of Domex 960, the amount of phases at different temperatures
was calculated with Thermocalc [23]. Although the temperatures and amount of phases could be far
from the real conditions during Q&P, this calculation could give a good overview of the most stable
microconstituents. Figure 2 shows that Ti(C, N) has the highest tendency to form the first carbonitrides
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in this system. It will start when there is still some liquid in the system and the precipitation will
continue until it reaches room temperature. After that, two other carbides (M7C3) and cementite will
nucleate around 700 ◦C, but they are not stable and will disappear very soon around 600 ◦C, while their
amount is also very small (e.g., 0.001 mol). The next important precipitate in this system in the critical
temperature range of 440 ◦C to 640 ◦C, is MoC, as expected from its enthalpy for carbide formation in
comparison with other alloying elements in this steel [26]. The kinetics of nucleation and growth of
these elements modeled by the TC–Prisma [23] module are illustrated in Figure 3.

Figure 2. Amount of all phases calculated with Thermocalc: (a) full range of phases; (b) focus
on carbides.

Figure 3. Time–temperature–precipitation (TTP) diagrams of (a) Ti(C, N); (b) MoC.
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According to Figure 3a, Ti(C, N) nucleates at very high temperature, with a maximum rate at
ca. 1150 ◦C, at which it takes only 0.2 s. At lower temperatures up to 800 ◦C, the nucleation takes
under 10 s. The time for nucleation grows exponentially with decreasing temperature and nucleation
takes a longer time than the longest partitioning time used in this work (maximum 50 s). On the
other hand, Figure 3b shows that, although nucleation of this carbide (MoC) is very fast, 600 ◦C is a
critical temperature for this Q&P, because below this temperature nucleation takes more than 100 s,
which means that nucleation of MoC cannot occur during this heat treatment. In summary, Ti(C, N)
precipitation could be an issue during welding and previous Ti(C, N) particles from casting could still
remain in the structure, but MoC precipitation occurs during the partitioning stage at 640 ◦C.

3.3. Carbon Partitioning

Understanding the carbon movement during the partitioning stage at different temperatures with
regard to the first quenched martensite and retained austenite grain boundaries has an important
role in the prediction of the phase transformations. Comparison between the diffusion coefficient of
carbon in austenite (Dc

γ) and ferrite (Dc
α) in Table 3 shows that for the temperature range of γ + α

(440–640 ◦C in this case) the equilibrium ’D’ is more than 100 times higher in ferrite than austenite.
This means that carbon can partition out of martensite rapidly but will then pile up behind the α′/γ
grain boundary.

Table 3. Carbon diffusion coefficient in austenite (Dc
γ) and ferrite (Dc

α) and at different temperatures.

Carbon Diffusion Coefficient 440 ◦C 540 ◦C 640 ◦C

Dc
γ 3.30 × 10−16 7.12 × 10−14 2.82 × 10−21

Dc
α 8.54 × 10−13 4.49 × 10−17 1.22 × 10−18

In other words, this velocity is critical for the determination of the area of retained austenite
around tempered martensite plates, especially for low-carbon steels, in order to design the structural
and mechanical properties of the material, since three different phenomena could occur during
the partitioning stage: (i) The amount of austenite’s carbon enrichment to stabilize it after the
final quench; (ii) Nucleation and growth of third phases (e.g., bainitic ferrite); and (iii) Carbide
precipitation. Nishikawa et al. [27] modeled the influence of the bainite reaction on the kinetics
of carbon redistribution during the Q&P process. Simulations indicate that the kinetics of carbon
partitioning from martensite to austenite is controlled by carbon diffusion in austenite and is affected
only to a small extent by the decomposition of austenite into bainitic ferrite.

Based on microscopy pictures of the samples, a model with 3 μm space for austenite until the next
lath of martensite and a 2 μm space for ferrite, which represents martensite in this simulation, in a
rectangular linear model with 50 nodes for calculations that are more frequent close to the interface, is
assumed (see Figure 4).

Figure 5 shows the simulation results of carbon partitioning at 640 ◦C and 540 ◦C. Regarding
the fact that Mn drops the chemical potential of carbon in austenite, it is expected that regions with
high Mn concentration attract more carbon [13]. Therefore, adding 1.78 wt % Mn to the system makes
carbon atoms pile up at the border of γ/α and causes a constant increase of the carbon content of
austenite until 0.15 wt % after 50 s at 640 ◦C. If the partitioning process stops after 2 or 5 s, a small
distance of approximately 0.5 μm could be enriched with up to 0.3 wt % C (Figure 5a). As can be seen
in Figure 5b, diffusion at 540 ◦C is much slower and makes the boundary full of carbon up to 1.6 wt %.
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Figure 4. (a) Optical microscopy (OM) and (b) SEM pictures of samples quenched to 350 ◦C;
(c) rectangular model with linear mesh assumed for 3 μm austenite and 2 μm martensite.

Figure 5. Carbon content of (a) Fe–0.08 wt % C–1.78 wt % Mn system at 640 ◦C; (b) Fe–0.08 wt % C–1.78
wt % Mn system at 540 ◦C.

In order to find the reason for the very low impact toughness results of samples partitioned at
640 ◦C while they have very good tensile properties, simulations were focused on S(640, 50) and
S(540, 5) for comparison. The effect of temperature is shown in Figure 6a. Figure 6b shows the carbon
movement inside austenite close to the martensite interface for these two samples, and the existence of
retained austenite after the final quench after partitioning can be predicted.
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Figure 6. Comparison of samples partitioned at 540 ◦C, 5 s (blue) and 640 ◦C, 50 s (red), calculated
using Dictra. (a) The composition of the interface as a function of the time; (b) carbon content vs.
location γ/α interface is at 3 μm distance).

Minimum estimated amount of C to stabilize austenite, based on different equations [28–33] for
this steel is 0.9 to 1.2 wt % C at ambient temperature. So, comparing with Figure 6b implies that there
is no chance for stabilizing the retained austenite in S(640, 50), but there is some possibility in samples
treated at 540 ◦C or less. This is also confirmed by XRD measurements of these two samples S(540, 5)
and S(640, 50).

Wu et al. [34] investigated the effect of austenite on fracture resistance of Q&P and showed that
the energy absorption by transformation from austenite to martensite postponed the crack propagation
and enhanced the fracture resistance of Q&P steels. Even a small amount of retained austenite at room
temperature could have a significant effect on energy absorption during crack propagation.

3.4. Kinetics of Precipitation

In Figure 3 it was shown that precipitation of Ti(C, N) can start from the liquid. So, it is difficult to
control the size and distribution of the Ti(C, N) particles in the structure. However, SEM pictures of the
Q&P-treated sample shows small precipitates as well (Figure 7). EDS study of the particles confirmed
the Ti content of these large and sharp-edged particles.

Beside these very large precipitates form during casting, there are some other particles that can
nucleate, grow, or coarsen during welding and Q&P treatment. For example, in Figure 7 different
particle types can be seen in the HAZ. For example, in region (b) a Ti(C, N) particle nucleated and
coarsened during welding and Q&P; region (c) shows accumulation of nucleated carbides at the grain
boundary and (d) shows transition carbides that are created during tempering of martensite laths in
the partitioning stage.
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Figure 7. SEM pictures of S(640, 50) displays secondary precipitates at different size and shapes.

As reported by Gustafson [35], there are two sizes of TiC particles, one with sparsely distributed
particles of micrometer size and a second with densely distributed particles with sizes of a few tens
or hundreds of nanometers. In this work, precipitates with the smaller size were studied, under the
assumption that the large primary particles are so sparsely distributed that they will not affect the
coarsening of the secondary ones, since the coarsening of the large particles is expected to follow a
much slower process and has no important influence on the mechanical properties.

Since the precipitates (especially the small ones) from casting will melt in FZ during welding,
the most critical area will be HAZ. In order to model the nucleation and growth of precipitation using
TC–Prisma, isothermal heating at 1350 ◦C for 5 s is considered. Figure 8, shows that the equivalent
average diameter of Ti(C, N) particles is around 150 nm.

 

Figure 8. Prediction of precipitate size in HAZ considering isothermal heating at 1350 ◦C for 5 s,
resulting in a particle size of around 150 nm.
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Comparison of the precipitate coarsening rates in corresponding matrix phases using the
Thermocalc database shows that increasing the temperature from 540 ◦C to 640 ◦C will increase the
coarsening rate of Ti(C, N) 1000 times to 1.27 × 10–35 m3/s and of MoC 100 times to 3.875 × 10–31 m3/s.

Quantification of the precipitate size distribution in base material (BM) and in those partitioned
at 540 ◦C and 640 ◦C was carried out by STEM from carbon replicas of the samples.

Figure 9 shows the particle size distribution for both partitioned samples (at 540 ◦C and 640 ◦C)
and for the BM. The average particle size was calculated to be 0.263 ± 0.108 μm, 0.207 ± 0.089 μm,
and 0.07 ± 0.11 μm for S(540, 5), S(640, 50), and BM, respectively. The precipitates quantification in
the BM became more complicated since it presents particles over a large range of sizes. SEM analysis
of precipitates show a few large particles (between 0.2 and 0.65 μm) at relatively low magnification
(20,000×). However, at higher magnifications (e.g., 80,000×), a large quantity of small particles
(<0.2 μm) can be distinguished. For this reason, the analysis of the precipitates in this sample was
performed at two different magnifications.

Figure 9. Measured size distribution of precipitates vs. number of particles for post-welding
heat-treated samples (a) at QT = 355 ◦C and PT = 540 ◦C for 5 s; (b) at QT = 355 ◦C and PT =
640 ◦C for 50 s; (c) base metal.
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Figure 10 shows STEM images from C replicas corresponding to the samples. An apparently
larger particle density can be observed in the sample partitioned at 640 ◦C, when comparing the
same area of both samples (Figure 10a,b). However, the particle density has not been systematically
analyzed in this case. Two hundred six and 388 particles were considered for S(540, 5) and S(640, 50),
respectively, and this was compared with the base metal (see Figure 9).

Results indicate that the approximate average size of particles in treated samples are
0.263 ± 0.108 μm for the sample partitioned at 540 ◦C and 0.207 ± 0.089 μm for the one partitioned at
640 ◦C, while the number density of particles after partitioning at 640 ◦C is around 1.5 times higher
than for 540 ◦C. This can be seen when comparing Figure 10a,b.

 

Figure 10. Comparison between distribution, number density, and shape of the particles in carbon
replicas made from the sample: (a) S(540, 5) and (b) S(640, 50).

From EDS measurements, it was determined that the particles in samples partitioned at 540 ◦C
and 640 ◦C are principally MoC (round shaped particles) and Ti(C, N) (rectangular shaped particles).

3.5. Grain Size Effect

As mentioned before, the structure is made of tempered and fresh martensite lathes from
the first and second quench and bainite from the partitioning stage. So, the toughness of such
structure is increased by a high density of the high angle boundaries created, because this kind
of boundary acts as an obstacle for cleavage propagation, forcing the cleavage crack to change its
microscopic plane of propagation in order to accommodate the new local crystallography [22,36,37].
In addition, the presence of coarse martensite laths leads to early strain localization, especially when
they are in the vicinity of untempered martensite islands [38]. However, the complexity of the
lath martensitic/bainitic structure makes the grain size measurement very difficult. For this reason,
the region of martensite/bainite lathes with a determined crystallographic orientation is defined
as a block [39]. Clusters of blocks form a packet when they share the same (111)γ, to which the
corresponding (001)α is almost parallel [40]. Since the blocks and packages present high angle grain
boundaries (>11◦), the toughness of the material might be influenced by their size [41]. In this study, the
effective grain size of the martensite/bainite was determined from EBSD measurements, considering
grain boundary misorientation ≥15◦. Figure 11 shows the inverse pole figure (IPF) superimposed
on the image quality map (IQ) for the treated samples. Results shows that partitioning at a lower
temperature (540 ◦C) leads to a refinement of the effective grain size (block packages), as can be noticed
by the change in the color orientation. Kawata et al. [42] showed that the bainite block is coarsened
by ausforming, especially for a higher temperature, by formation of preferred variants in a packet.
In contrast, the same ausforming treatments refine the lath martensite block. In fact, packet size will
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influence the ductile–brittle transition temperature (DBTT). As mentioned in Equation (1), DBTT (T)
is inversely proportional to the root square of the distance between high-angle grain boundaries (d),
where K is a constant [36]:

T = T0 − Kd−2. (1)

 

Figure 11. IPF + IQ picture from EBSD analysis of samples: (a) S(540, 5); (b) S(640, 50).

4. Conclusions

The aim of this work was to investigate the reason for brittle fracture of the samples from
a low-carbon, low-Si AHSS, which were post-weld heat-treated by the Q&P method around Bs

temperature (640 ◦C). Their strength and ductility were the best in comparison with other samples
partitioned at lower temperatures, i.e., 540 ◦C and 440 ◦C. Results shows that since Dc

α′
is much higher

than Dc
γ carbon diffuses out from martensite and piles up behind the border of α′/γ. The partitioning

temperature controls the rate of carbon diffusion, but this amount at the α′/γ border cannot reach the
level necessary to stabilize austenite at 640 ◦C, while it can occur for a small area next to the border at
540 ◦C. Subsequently, this RA can contribute to eliminating the brittle fracture due to the TRIP effect
and increasing the impact toughness.

STEM results of carbon replicas revealed that there are many more very small precipitates
(<0.1 μm) in the sample partitioned at 640 ◦C; this can increase the strength of the material via
precipitation strengthening mechanism. On the other hand, EBSD results showed much larger
crystallographic packets in this sample, which can result in a lowering of the material strength.
The increase of strength by precipitation strengthening and the decrease of the strength due to larger
packet size will counteract each other so that the tensile test results of the samples partitioned at 640 ◦C
are still good.
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Abstract: Lead–bismuth eutectic (LBE), a heavy liquid metal, is an ideal candidate coolant material
for Generation-IV fast reactors and accelerator-driven systems (ADSs), but LBE is also known to pose
a considerable corrosive threat to its container. However, the susceptibility of the candidate container
material, 316L stainless steel (SS), to flow-accelerated corrosion (FAC) under turbulent LBE flow,
is not well understood. In this study, an LBE loop, referred to as JLBL-1, was used to experimentally
study the behavior of 316L SS when subjected to FAC for 3000 h under non-isothermal conditions.
An orificed tube specimen, consisting of a straight tube that abruptly narrows and widens at each
end, was installed in the loop. The specimen temperature was 450 ◦C, and a temperature difference
between the hottest and coldest legs of the loop was 100 ◦C. The oxygen concentration in the LBE
was lower than 10−8 wt %. The Reynolds number in the test specimen was approximately 5 × 104.
The effects of various hydrodynamic parameters on FAC behavior were studied with the assistance
of computational fluid dynamics (CFD) analyses, and then a mass transfer study was performed by
integrating a corrosion model into the CFD analyses. The results show that the local turbulence level
affects the mass concentration distribution in the near-wall region, and therefore, the mass transfer
coefficient across the solid/liquid interface. The corrosion depth was predicted on the basis of the
mass transfer coefficient obtained in the numerical simulation and was compared with that obtained
in the loop. For the abrupt narrow part, the predicted corrosion depth was comparable with the
measured corrosion depth, as was the abrupt wide part after involving the wall roughness effects
in the prediction; for the straight tube part, the predicted corrosion depth is about 1.3–3.5 times the
average experimental corrosion depth, and the possible reason for this discrepancy was provided.

Keywords: FAC; austenitic stainless steel; LBE; turbulent flow; dissolution; modelling

1. Introduction

Flowing liquid has the potential to accelerate the rate at which metal corrodes, a phenomenon
known as flow-accelerated corrosion (FAC). In fully developed turbulent flow in simple geometries
(e.g., within a pipe) and a no-slip wall condition, the flow is halted at the solid wall, meaning that
the flow will transition from turbulent in the bulk fluid to laminar very close to the wall. A so-called
“hydro-dynamic boundary layer” will thus be formed, with its boundary line where the flow velocity
equals 0.99 of the free stream flow velocity. The boundary layer can be divided into three typical
layers depending on the correlation between the dimensionless velocity (u+) and the dimensionless
distance normal to the wall (y+) with approach to the solid wall: (1) the turbulent flow layer, where u+
and y+ have a logarithmic correlation; (2) the buffer layer, where flow transition from turbulent
to laminar occurs; and (3) the laminar flow layer, also known as the viscous sublayer, where u+ is
linearly proportional to y+, the turbulence level damps rapidly, and the viscous effects of fluid are
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dominant. If a dissolution constituent of a fluid has a high Schmidt number (Sc), exceeding several
hundreds, the mass diffusion boundary layer will be very thin, and will be embedded deep in the
hydrodynamic viscous sublayer. The characteristics of the boundary layer are illustrated schematically
in Figure 1 [1,2].

Pioneering studies have linked several hydrodynamic parameters, such as flow velocity [3],
the Reynolds number [2], wall shear stress [4,5], and turbulence level [6] to the rate of FAC of metal.
For turbulent flow in structures with simple geometries, the occurrence of FAC is mainly attributable
to wall shear stress and the turbulence level in the near-wall region. The above two factors affect
the protective oxide film on the base metal and the adjacent diffusion boundary layer [6], which are
considered barriers to mass transfer, due to the particularly low mass transfer rate within them [7].
Fluctuations in turbulence can disturb the mass transfer rate from the bulk fluid to the metal surface
and vice versa [5,8]; it can also disturb the formation of the protective oxide and disrupt the protective
oxide layer [6]. Moreover, the shear stress generated at the wall may rupture or thin the protective
oxide coating. In both cases, the mass transfer coefficient across the solid/liquid interface, and thus
the corrosion rate of the metal, will be affected. In practice, the profile of wall shear stress and that
of the near-wall turbulence level are coincident with each other for flow in structures with simple
geometries because the shear stress on the wall is the main source of local turbulence [7]. This is shown
schematically in Figure 2.

When flow encounters sudden contraction or expansion in pipes, orifices, valves, elbows,
and weld heads, however, the hydrodynamic mechanisms of FAC become complex. In such situations,
flow diversion and flow separations, flow reattachments, and flow recirculation occur. Extensive
research has aimed at clarifying these mechanisms, but they are not yet thoroughly understood.
Chang et al. [9] pointed out a positive correlation between wall shear stress and wall mass transfer.
Utanohara et al. [10,11] concluded that the root mean square (RMS) of instantaneous shear stress is
a suitable parameter for evaluating the FAC rate, despite their results showing a better correlation
between the profiles of the FAC rate and the near-wall turbulence level. Their argument for discounting
this result was that the relationship between the turbulence level and FAC had not been theoretically
validated. Crawford et al. [12] indicated that the pressure drop attributed to secondary flow can
significantly increase the average and oscillatory wall shear stress. By contrast, Nesic et al. [6,13] and
Poulson [14] found that it is the high near-wall turbulence level, not the wall shear stress, which is
responsible for localized enhancement in the wall corrosion rate. In addition, many other studies have
linked the turbulence level to the rate of mass transfer and corrosion [15–18].

The majority of existing research has adopted water, sea water, or slurry as the flow medium,
but a few studies have employed heavy liquid metals (HLMs), e.g., lead and lead-based alloys such as
lead–bismuth eutectic (LBE). LBE is an ideal candidate coolant material for Generation-IV fast reactors
and accelerator-driven systems (ADSs) because of the following physical characteristics: (1) a high
boiling temperature, so that the heat generated in the reaction core can be utilized more efficiently;
(2) its inertness on contact with water, air, and steam, enabling safe operation [19,20]. However, it is also
well known that LBE poses a severe threat of corrosion on the material of its container [21], potentially
ultimately leading to structural failure. The corrosion rate, CR, under LBE flows is a complex process
involving many factors, and can be expressed as follows:

CR = f
(

Mc, T, ΔT, CO2 , Rw, Vl , τw, It, . . .
)
, (1)

where Mc is the chemical components of the test specimen, T is the temperature of the test specimen,
ΔT is the temperature difference between the hot and cold legs of a loop, CO2 is the oxygen
concentration in the LBE, Rw is the wall roughness, Vl is the flow speed of the LBE, τw is the shear
stress on the wall, and It is the turbulence level in the near-wall region.

Earlier studies investigating the corrosion of structural steels by LBE looked at the loop as a
whole, focusing on the corrosion pattern and the mass transfer behavior of the corrosion products [22].
The effects of MC, T, ΔT, CO, and Vl have attracted most attention [21,23]. There has also been a report
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of unexpected tube failure in the Corrosion In Dynamic lead Alloys (CORRIDA) loop at the Karlsruhe
Institute of Technology [24]. A hole penetrated the tube, which had an initial wall thickness of 2.5 mm,
downstream of a tube junction where the flowing LBE entered the vertical tube at an angle of 30 degrees.
The study mentioning this attributed the failure to complex turbulent LBE flow. However, to the best
of the authors’ knowledge, the local mechanism of FAC under turbulent LBE flow has not been studied
in detail, either experimentally or numerically, from the perspectives of hydromechanics and wall
mass transfer behavior.

If the potential of LBE as a coolant is to be exploited, it is highly desirable to investigate FAC
of structural materials under turbulent LBE flow. To that end, the present study experimentally
investigates FAC of type 316L stainless steel (SS), which is a candidate structural material for future
ADSs, using the JLBL-1 loop installed at the Japan Atomic Energy Agency (JAEA). An orifice-type test
tube with abrupt narrowing and widening at each end of a straight section was installed in the loop.
Flow paths in the test tube show change in flow direction, fully developed flow, and recirculation.
Investigations of the behavior of corrosion under such conditions are of interest and importance to
scientific research and engineering applications. The study goes on to investigate the correlation
between the hydrodynamic parameters and the corrosion profile using computational fluid dynamics
(CFD) numerical simulations performed with STAR-CD. CFD analyses combined with a corrosion
model are used to characterize the wall mass transfer behavior, and comparisons are drawn between
the experimental and numerical results.

Figure 1. Schematic of the boundary layer where turbulent flow meets a no-slip wall boundary.

Figure 2. Schematic of the effects of turbulent flow on the corrosion rate of the base metal.
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2. Physical Models

2.1. Turbulent Flow Model

The “standard” k − ε low Reynolds number (LRN) eddy-viscosity turbulence model in STAR-CD
was adopted to model the flow and mass transfer [25]. The mass transfer is modelled by solving the
mass transport equation together with the hydrodynamic equations, where the turbulent Schmidt
number, Sct = μt/ρDt, defines the ratio of turbulent momentum transport to turbulent diffusive
transport. In the present study, Sct was assigned a value of 0.9. The model is founded on the k − ε

model proposed by Launder and Spalding [26], in which modelling of fully turbulent bulk flow is
achieved through the transportation equations of turbulent kinetic energy (TKE), k, and its dissipation
rate, ε. Launder and Spalding model the near-wall region, where the viscous effect is dominant, by way
of algebraic wall functions. However, this approach uses a velocity profile that is not applicable to
recirculating flow, where there is flow separation and reversal, and does not take the detailed mass
transfer characteristics in the diffusion boundary layer into account [27]. It is therefore necessary to
use a turbulence model that directly solves the flow field and mass transfer deep inside the viscous
sublayer to account for the changes due to the wall. The LRN model does so by solving the transport
equations of k and ε everywhere, including the near-wall regions.

To extend the k − ε high Reynolds number model to model low Reynolds number conditions,
Lien et al. [28] have proposed damping functions that modify the transport equations of k and ε in the
near-wall region. One such is the semi-viscous near-wall effect fu, which modifies the eddy-viscosity
term μt. An additional term for turbulence generation Pk

′, which vanishes as Rey approaches the order
of 100, is added to ensure that the correct level of TKE dissipation is returned, and the destruction
of TKE dissipation is modified with another damping factor f2. These are formulated as follows in
STAR-CD:

Pk
′ = 1.33

[
1 − 0.3e−Rt

2
][

Pk + 2
μ

μt

k
y2

]
e−0.00375Rey

2
, (2)

fu =
[
1 − e−0.0198Rey

](
1 +

5.29
Rey

)
, (3)

f2 = 1 − 0.3e−Ret
2
, (4)

where the turbulent Reynolds numbers are Rey = ρy
√

k/μ and Ret = ρk2/με.

2.2. Corrosion Model

In an isothermal closed liquid metal loop, corrosion may come to a halt because the corrosion
products achieve saturation. However, in a non-isothermal loop where the saturation concentration
of the corrosion products depends on temperature, continuous dissolution will occur in the
relatively high-temperature part, whereas deposition of corrosion products will occur in the relatively
low-temperature part. A kinetic equilibrium will be reached in which the amount of corrosion is
balanced by the amount of deposition; thus, the precipitation sustains the corrosion [29]. This is
particularly pertinent where metal corrosion occurs in an HLM environment, as this is a physical or
physical-chemical process, which involves species dissolution, species transport, and chemical reaction
between corrosion products and impurities, rather than an electrochemical process, as is usually the
case in an aqueous environment [21,22].

In LBE environment, the corrosion process of a steel can be divided into two types according to
the oxygen concentration in LBE [23,29]:

(1) If the oxygen concentration in LBE is sufficiently low, as in the present experimental study,
there will be no effective oxide protective layer formed on the steel surface. In this situation,
the steel contacts with the LBE directly, and the main constituents of the steel are thus dissolved
into the LBE directly.
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(2) If the oxygen concentration is within an appropriate range, oxidation of steel will occur, and an
active oxide film (Fe3O4-based) will eventually be formed on the steel surface. Direct dissolution
of steel into LBE will be prevented due to separation of the oxide film. In this case, the iron
diffuses from the base metal, and the oxygen transfers from the bulk flow to the oxide/LBE
interface to engage in the oxidation–reduction chemical reaction (3Fe + 2O2 ⇔ Fe3O4 ).

For long-term steady-state LBE loop operation without an oxide protective layer, the steel
corrosion process in the control depends on the LBE flow speed. If the LBE flow speed is rapid
enough, resulting in the mass transfer rates of constituents in liquid greater than their dissolution
reaction rates at the solid/LBE interface, then the corrosion will be controlled by the dissolution rate;
otherwise, it will be controlled by the mass transfer rate in fluid [21,23]. For the mass transfer-controlled
corrosion, if the diffusion flux of the corrosion product in the solid is less than the mass transfer rate in
the liquid, surface recession will consequently occur [22].

The selective corrosion of Cr and Ni in the steel superficial layer is common for a 316L SS
contacting with LBE that contains a low oxygen concentration. Subsequently, a phase change from
austenite to ferrite might occur in the selective corrosion layer, due to the depletions of Cr and Ni in this
layer, and as a result, a ferritic layer might be formed on the steel surface, where the concentrations of
Cr and Ni are considerably low [30,31]. Both austenite and ferrite crystal mainly consist of iron, so that
the dissolution of iron atoms will liberate other element atoms of the crystal into LBE, and therefore,
it is reasonable to assume that the corrosion rate of iron determines the surface recession rate [22,32].
Hereafter, the surface recession rate is referred to as corrosion rate (CR) and the surface recession depth
is called corrosion depth. The concentration of Cr and Ni in the solid at the solid/LBE interface can be
assumed to be zero [22]. By contrast, the concentration of Fe in the solid at the solid/LBE interface is
assumed to be equal to its saturation solubility in LBE, which will be described and discussed in detail
in Section 4.2.

The corrosion process is illustrated schematically in Figure 3, and described by the following
expression [33]:

Fe(s) ⇔ Fe(Sol) (5)

The dissolved iron is transferred into the diffusion boundary layer, where the transfer of iron
is governed by the molecular diffusion process, and thus, the transfer rate is low. Above the
diffusion boundary layer in the viscous sublayer, where the transfer rate of iron grows dramatically.
The thickness of the viscous sublayer is determined by the turbulence level of LBE flow, while the
thickness of the diffusion boundary layer for each constituent is determined by not only the turbulence
level of LBE flow, but also the Schmidt number (Sc) of each constituent. Therefore, the thickness of
diffusion boundary layers of each constituent are independently different from each other. Therefore,
lack of Ni and Cr involvement in the present corrosion model has insignificant effects on the thickness
of the viscous sublayer and the diffusion boundary layer of Fe.

For a fully developed flow in a simple geometry, the mass transfer coefficient of a constituent
across the wall can be indicated by the Sherwood number, Sh = aRebScc. However, for complex
geometries, there are no such empirical relationships, and CFD analysis must be used to aid
its calculation.

The mass flux of iron, JFe, from the reaction location to the bulk flow can be given by

JFe = Kc(Cw − Cb), (6)

where Kc is the mass transfer coefficient, Cw is the concentration of iron at the wall, and Cb is the
concentration of iron in the bulk fluid. In the simulation, if the first node (the layer of node closest to
the wall in the mesh structure) is located in the diffusion boundary layer, then mass transfer between
the wall and the first node is controlled solely by molecular diffusion. The effects of locations of the
first node are insignificant, and can be positioned extremely close to the wall or at the end of the
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diffusion boundary layer. According to Fick’s law, the mass flux between the wall and the first node
can be expressed as

JFe =
Dm

y0
(Cw − C0), (7)

where y0 is the distance from the wall to the first node, Dm is the molecular diffusion coefficient of
iron, and C0 is the iron concentration at the first node.

As mentioned previously, the rate of mass transfer in the diffusion boundary layer is very low,
so it controls the total rate of mass transfer from the wall to the bulk flow. Therefore, the mass flux
of iron is the same in Equations (7) and (6). By substituting Equation (7) into Equation (6), the mass
transfer coefficient can be expressed as

Kc =
Dm

y0

(Cw − C0)

(Cw − Cb)
. (8)

In diffusion-controlled mass transfer, the diffusion coefficient of iron to or from the reaction site
controls the rate of corrosion. The corrosion rate (in mm/h) can thus be defined as follows [34,35]:

CR =
Kc(Cw − Cb)MFe

ρFe
=

Dm(Cw − C0)MFe
y0ρFe

× 60 × 60 × 1000, (9)

where MFe is the molar mass of iron, and ρFe is the density of iron. In the above equation, C0 can
be obtained in the numerical simulation by solving the mass transport equations described in the
last subsection.

Figure 3. Schematic drawing of steel corrosion in lead–bismuth eutectic (LBE) at low oxygen concentration.

3. Experiments

3.1. JLBL-1

A corrosion test was performed with the JLBL-1 loop as specified in detail by Kikuchi et al. [36,37].
Flow in the loop is illustrated diagrammatically in Figure 4. The main circulating loop consists of
an electromagnetic pump (EMP), a heater, a testing tube at high temperature (shown in Figure 5),
LBE filters, a surge tank, a cooler, an electromagnetic flow meter (EMF), a surface-level meter,
thermocouples, an observation window, and a drain tank. The JLBL-1 loop, including its main
components, was manufactured by Sukegawa electric Co., Ltd., Takahagi, Japan. The LBE filters
consist of thin, curling 430 SS foils. The EMP is linear inductive and has an annular channel. The EMF
has two electrodes in contact with the LBE that detect electromotive force in the magnetic fields.

The tube and tanks that come into contact with lead–bismuth in the loop are made of 316L SS,
and the tubes in the circulating loop, except for the testing tube, are 2.5 mm-thick cold-drawn products
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with an outer diameter of 27.2 mm. This means that the maximum velocity of the LBE will occur in the
high-temperature specimen. The chemical composition of LBE is Pb-45/Bi-55 (wt %).

Figure 4. Flow diagram of JLBL-1.

Figure 5. Geometry of specimen tubing.

3.2. Specimen Testing Tube

Figure 5 shows the testing tube. The testing tube is positioned downstream of the loop heater,
as shown in Figure 4. The testing tube consists of an inlet orifice, a straight section, and an outlet
orifice. The orifices are at 30◦ to the horizontal axis of the testing tube. The testing tube was machined
from solution-annealed 316L SS plate as a tubing form of 2 mm thick, 40 cm long, and 13.8 mm outer
diameter. The fabrication tolerance of the outer diameter and wall thickness is ±0.2 mm.

The chemical composition (wt %) of the type 316L austenitic SS used in this study is 16.84 Cr,
10.29 Ni, 0.73 Si, 1.02 Mn, 0.036 C, 0.030 P, and 0.005 S, balanced with Fe. The tube was solution
heat-treated at 1080 ◦C for 1.5 h, and then cooled in water rapidly. The inner surface of the tube was
polished to remove the rough layer after acid washing.

3.3. Operation Conditions

The temperature of the high- and low-temperature parts of the loop were 450 ◦C and 350 ◦C,
respectively. The test duration was approximately 3000 h. The LBE flow rate was 5 L/min,
corresponding to an average velocity of 0.7 m/s in the 9.8 mm diameter high-temperature testing tube.
The flow rate was measured using an electromagnetic flowmeter (EMF). An oxygen sensor was placed
in the loop, but did not work well, so the oxygen concentration in the LBE was neither measured nor
controlled in this study. The literature [38] indicates that when the oxygen concentration is properly
controlled to between 10−4 wt % and 10−7 wt %, an oxide film, with a thickness of several micrometers
to tens of micrometers, will form on the surface of the stainless steel. Below that concentration range,
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no oxide film is formed. We can thus deduce that the oxygen concentration in the present experiment
is below 10−8 wt %.

3.4. Post-Testing Material Characterization

After 3000 h, the specimens were cut out of the testing tube. The specimens were washed
with silicon oil then cleaned with ethanol in an ultrasonic bath. They were then mounted in resin.
After polishing, optical macroscopic (OM) and scanning electron microscopy (SEM) observations were
carried out on the cross-sections of the specimens.

4. Numerical Simulation Conditions

4.1. Hydrodynamic Study

Steady-state CFD analysis was performed with the commercially available STAR-CD code. A half
3-dimensional (3D) model was meshed as shown schematically in Figure 6. To obtain a fully developed
flow profile for the test tube, the length of each side of the specimen was extended to 250 mm in the
simulations. All other dimensions are as in the specimen. The meshes were composed of tetrahedral
cells, which were 0.75 mm in the straight part and 0.1875 mm in the two orifice sections. To study the
hydrodynamic effects, it is necessary to understand the flow behavior deep in the viscous sublayer.
This can generally be achieved by placing the first node at around y+ = 1. In this study, 45 layers of
prism cells were meshed in the near-wall region. The distance of the first node of the prism layer
from the wall is about 1.6 μm, corresponding to, approximately, y+ = 0.5. The expansion ratio of the
prism layer is 1.1. There are approximately 7.6 million cells in the fluid field in total. The uniform
flow speed at the inlet is 0.25 m/s, making the flow speed in the straight part approximately 0.7 m/s,
which corresponds to that in the experiment. Good wettability is assumed for contact between LBE
and the wall during the 3000 h operation, so the wall boundary is considered to be no-slip for the
simulation. The k − ε LRN turbulence model was adopted to obtain detailed flow characteristics in the
near-wall region using the equations detailed in Section 2.1. In addition, hydrodynamic simulation
was performed to study the effects of the corroded morphology and angle of the orifices.

 

Figure 6. Example of a half 3D model used in the numerical simulation.

4.2. Mass Transfer Study

The mass transfer behavior of iron was investigated by integrating with the turbulent flow of
LBE. A much finer mesh in the near-wall region is required to study the mass diffusion behavior from
the wall to the bulk flow than for the hydrodynamic study, because it is necessary to place the first
node in the diffusion boundary layer. In the mass transfer study, the first node of the prism layer is
placed about 0.34 μm from the wall, corresponding to approximately y+ = 0.1, the recommended value
for mass transfer studies [27]. Fifty layers of prism cells are placed beside the wall. The cell size is
0.75 mm.
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As described in Section 2.2, for a long term non-isothermal closed loop, the concentration of
iron in the bulk fluid cannot exceed its saturation concentration at the lowest temperature, or it will
deposit on the coldest part of the wall. On the other hand, the concentration of iron increases as
operation continues. Therefore, it is reasonable to assume that the iron concentration in the bulk
fluid equals its saturation point at the lowest temperature [22,23]. The iron concentration at the
wall in the hottest part depends on the situation. If the oxygen concentration is high enough that
an Fe3O4-based protective film forms on the metal surface, the film can be reduced by the lead in
the fluid. As a result, the equilibrium concentration of iron on the wall surface is controlled by this
chemical reaction. However, if the oxygen concentration is sufficiently low that no oxide film forms,
the equilibrium concentration of iron on the wall equals its saturation concentration [29]. Therefore,
the concentrations of iron at the solid/liquid interface and in the bulk fluid are about 8.978 × 10−5 wt %
and 9.576 × 10−6 wt %, respectively [39]. The molecular diffusion coefficient of iron in LBE is only
known at certain temperatures, and has a large degree of scatter, and there is no diffusion coefficient of
iron in LBE at 450 ◦C [38]. In this study, the iron diffusion coefficient in LBE is approximated to that of
pure lead, as the diffusion coefficients of the two are considered to be similar [40,41]. Therefore, it is
extrapolated from Robertson’s law that the molecular diffusion coefficient of iron in LBE at 450 ◦C is
approximately 3.16 × 10−10 m2/s [38,41].

5. Results and Discussion

5.1. Corrosion Depth Profile of the Test Tube

Figure 7a shows an OM image of cross-section of the specimen of the central straight pipe.
The corrosion depth around the pipe circumference is relatively uniform. The maximum wall thickness
of the corroded specimen is about 2.1 mm, as marked, which represents that the wall thickness of
the as-received tube is no less than 2.1 mm. The fabrication tolerance is ±0.2 mm, so that the wall
thickness of the as-received tube ranges from 2.1 to 2.2 mm, and it deviates 0.1–0.2 mm from its design
size shown in Figure 5. This also implies that the thickness of the two 30-degree orifices deviates
0.087–0.173 mm from the design size. The corrosion depth of the specimen of the central straight
pipe reaches a maximum of approximately 0.2–0.3 mm, and is 0.06–0.16 mm on average. The average
corrosion rate ranges from 0.02 to 0.053 μm/h. Figure 7b shows the SEM image of cross-section
of the specimen of the central straight pipe. No oxide film was observed on the specimen surface.
Furthermore, there is LBE penetration into the grain boundary, which illustrates a typical corrosion
scenario of 316L SS in LBE as stated previously in the corrosion model (Section 2.2). That is, Ni and Cr
dissolve into LBE in the superficial area of the steel, and vacancies in the steel matrix are created as a
result of depletion of Ni and Cr and of lower Fe content as well, and subsequently, Pb and Bi penetrate
into the steel to fill the vacancies. During the ongoing penetration, selective leaching of Ni and Cr
continues [38].

Figure 7c shows the OM images of cross-sections of the two orifices at various circumferential
angles. The two orifices are the sloping parts seen in Figure 5. Clearly, the two orifice parts have been
severely corroded, and the corrosion profiles are not uniform along the orifice surface. The quantitative
corrosion depths of the two orifices along the orifice surface at various circumferential angles are
plotted in Figure 8a,b. The corrosion depth was measured from the OM images by comparing
the morphologies of the corroded orifice surfaces to those of the original surfaces. Each corrosion
depth profile consists of forty datapoints measured equidistantly along the original orifice surface.
The deviation of the measurement is about ±0.005 mm. The measured average corrosion depth was
added by a fabrication deviation of 0.087 mm, as pointed out previously. The corrosion depth profiles
are similar for all circumferential angles at each orifice. The least corrosion is seen at a circumferential
angle of 180 degrees. It is, at present, unclear why this is so, although it may be attributable to
the deposition of corrosion products. The maximum corrosion depth is nearly 1.0 mm for both
orifices. The average corrosion depth of the inlet orifice and the outlet orifice is shown in Figure 8c,d,
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respectively. Fabrication deviations of 0.087 mm and 0.174 mm are included in the calculation results
of the average corrosion depth. The corresponding error bars are derived from the circumferential data
in Figure 8a,b. The results indicate that the average depth of corrosion is larger in the outlet orifice
than in the inlet orifice.

  
(a) OM image of the central part (b) SEM image of the central part 

 
(c) OM images of the two orifices 

Figure 7. OM and SEM images. (a) OM image of cross-sections of the specimen of the central straight
pipe; (b) SEM image of cross-section of the specimen of the central straight pipe; (c) OM images of the
two orifices at various circumferential angles.

  
(a) Inlet orifice (b) Outlet orifice 

  
(c) Average corrosion depth of inlet orifice (d) Average corrosion depth of outlet orifice 

Figure 8. (a,b) Corrosion depth profiles of the inlet and outlet orifices at various circumferential
angles as a function of the distance along the orifice surface. Fabrication deviations of 0.087 mm
are added in the measured corrosion depth; (c,d) average corrosion depth of inlet orifice and outlet
orifice. Fabrication deviations of 0.087 mm and 0.174 mm are added in the measured average corrosion
depth, respectively.
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5.2. Effects of the TKE, Shear Stress, and Pressure

The TKE near the wall, and the shear stress and pressure on the wall along the two orifice
surfaces, are plotted in Figure 9 to investigate the effects of different hydrodynamic parameters on the
corrosion depth. The average corrosion depths of the two orifices, including a fabrication deviation of
0.087 mm, are also plotted for comparison. Note that the curves obtained from the simulations have
been smoothed. It can be seen that the TKE profiles are similar to those of the average corrosion depth
of the two orifices, while those for shear stress and pressure are substantially different.

The maximum shear stress on the inlet and outlet orifice walls are low, approximately 40 Pa and
12 Pa, respectively. A study of copper–nickel alloys in sea water has shown that a shear stress of
nearly 4650 Pa is insufficient to remove even the surface oxide film [42]. As pointed out previously,
no oxygen film formed on the base metal in this study because of the low oxygen concentration in
LBE. Furthermore, the critical shear stress capable of mechanically damaging the base metal is much
larger than that able to peel off the oxide film. Therefore, it is considered that shear stress is not the
main factor leading to FAC herein. Although the pressure fluctuation on the wall in a disturbed flow
imposes shear stress on the wall and perhaps causes damage [43], the results obtained under the LBE
flow conditions considered here cannot support this assumption because the complex orifice corrosion
depth profiles cannot be explained well by monotonic pressure variation along the orifice wall. Rather,
it is the variation in the turbulence level near the wall that best explains the corrosion profiles of
the orifices.
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Figure 9. Comparison of the average corrosion depth with the turbulent kinetic energy (TKE) near the
wall and the shear stress and pressure on the wall for the two orifices. (a) Inlet orifice; (b) Outlet orifice.
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5.3. Other Effects

5.3.1. Cavitation

It is well known that the passage of fluid through an orifice leads to a sudden large pressure
drop downstream, potentially decreasing the pressure below the saturated vapor pressure. As a result,
the liquid may rupture and form cavitation bubbles. The subsequent collapses of the cavitation bubbles
release microjets and/or shock waves at the wall, causing cavitation damage [44] that can give the
wall a rough morphology. The cavitation number, which is used to judge the inception of cavitation in
a liquid, is calculated by

Ca =
Pl − Pv

1
2 ρVl

2
, (10)

where Ca is the cavitation number, Pl is the local pressure, Pv is the vapor pressure of the liquid, ρ is
the density of the liquid, and Vl is the characteristic flow speed of the liquid.

Under the present flow conditions, a pressure drop to about −3.58 kPa is generated downstream
of the inlet orifice. The vapor pressure of LBE at 450 ◦C is 3.49 × 10-4 Pa [38], resulting in a cavitation
number of approximately 0.19. It has been reported that the inception cavitation number is about
0.7 for PbBi-68 liquid flow with a Reynolds number in the range 5.8–7.4 × 104 [45]. As the Reynolds
number in this study is near this range, a similar inception cavitation number can be applied, indicating
that cavitation damage is unlikely to have occurred. Thus, the rough profiles of the orifices can be
attributed solely to corrosion damage.

5.3.2. Gravity

LBE is a high-density liquid metal, so it is necessary to consider the effects of gravity on flow.
First, the direction of gravity was set to be perpendicular to the test tube. Figure 10 shows the
effects of gravity on various hydrodynamic parameters. The values of 0 and 180 degrees represent
the anti-gravity direction and the gravity direction, respectively. The profiles of the hydrodynamic
parameters are almost the same at the two circumferential angles, and only tiny differences in the
amplitude can be observed.

Secondly, gravity was set to be in the direction of the test tube, representing no gravity effect on
the flow. Figure 11 shows a comparison of the TKE along the straight central part of the test tube with
and without gravity effects. It is hard to distinguish any difference in the TKE profiles. The above
results illustrate that the hydrodynamic parameters are insensitive to gravity. This may be because
the Reynolds number is high so the strong effect of the inertial force on the flow makes the effects of
gravity negligible.

   

Figure 10. Effects of gravity on various hydrodynamic parameters.
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Figure 11. Comparison of TKE along the straight central part of the test tube with and without a
gravity effect.

5.3.3. Corroded Morphology

Accumulation of corrosion damage on the inner surface of the wall changes its morphology.
A corroded surface could be expected to disturb the flow pattern near the wall, and therefore, the TKE
in the near-wall region. To investigate such effects, the experimental corroded surfaces of the two
orifices were merged into the simulation models. Figure 12 shows a schematic of the corroded surface
profiles used in the simulation, which are the same as the corroded depth profiles at 90 degrees in the
experiments. To connect the two orifice parts and the straight central part smoothly, the straight part
of the specimen was also assumed to be corroded to a uniform depth of 0.65 mm, which represents an
increase in the inner diameter of the straight part of the specimen by 1.3 mm.

Figure 13 plots the TKE for a smooth versus a corroded orifice with distance along the orifice
surface. For the inlet orifice, the TKE profile shows much more variability and reaches a considerably
higher maximum value in the corroded profile than along the original smooth surface. The peaks in
TKE usually appear downstream of sudden protuberances on the corroded surface. This is easy to
understand because such convexity enhances the local turbulence level [46]. Interestingly, for the outlet
orifice, the magnitude of TKE is relatively weaker for the corroded morphology than with a smooth
surface. Furthermore, differences in TKE in the central section are insignificant. This can be attributed
to two factors: (1) the corroded outlet orifice surface has fewer protuberances than the corroded inlet
orifice surface (Figure 12), so the turbulence level is not locally enhanced; (2) the connections between
the straight pipe and the corroded outlet orifice are much smoother than the original ones, which seems
to ease the recirculation near the outlet orifice, and therefore, the TKE amplitude.

  
(a) (b) 

Figure 12. Schematic of the corroded surface profiles adopted in the simulations. (a) Inlet orifice;
(b) Outlet orifice.
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Figure 13. Effects of the corroded surface on TKE in the near-wall region at the two orifices. The utilized
corrosion depth profile is plotted together for comparison. (a) Inlet orifice; (b) Outlet orifice.

5.3.4. Orifice Angle

The angle of the orifices was altered, from 30 degrees to 60 degrees and 90 degrees, to investigate
the effect of orifice angle on flow behavior. This is shown schematically for the inlet orifices in Figure 14,
and its effect on TKE is shown in Figure 15. For the outlet orifice, there is no significant difference
in the amplitude of TKE. Shan et al. [47] pointed out that the flow field in the recirculation region
is insensitive to the ratio between the orifice and pipe diameters. Therefore, it is deduced that the
TKE of flow in the recirculation region close to the outlet orifice wall is insensitive to the orifice angle
as well. However, for the inlet orifice, the turbulence level is very dependent on the orifice angle.
The value for TKE can grow up to several magnitudes higher if the orifice angle changes from 30 to
90 degrees. As TKE has been inferred to significantly influence corrosion depth, extensive corrosion can
be anticipated in the 90-degree case. These results provide guidance for system design with flowing
LBE—structures with sudden geometry changes should be avoided as much as possible.

   
Inlet orifice: = 30° Inlet orifice: = 60° Inlet orifice: = 90° 

Figure 14. Schematics of inlet orifices with different angles. Note that only the outlet orifices are
not shown.

  
(a) (b) 

Figure 15. Effects of orifice angle on TKE in the near-wall region for the two orifices. (a) Inlet orifice;
(b) Outlet orifice.
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5.4. Mass Transfer

5.4.1. Effective Viscosity and Effective Diffusivity

Figure 16 shows the effective viscosity (μe f f = μ + μt) and effective diffusivity (De f f = Dm + Dt)
of iron upstream of the reattachment point. As expected, the effective viscosity remains constant
below y+ = 2, which corresponds to the viscous sublayer in the near-wall region. Beyond the viscous
sublayer, the turbulent viscosity is much larger than the molecular viscosity, so the turbulent-induced
momentum transfer is dominant in species transfer. With approach to the wall, the turbulence level
damps rapidly in the viscous sublayer and the turbulent viscosity decreases sharply to a negligible
value, indicating that turbulent momentum transfer will, likewise, become insignificant. In the viscous
sublayer, however, the effective diffusivity is much larger than the molecular diffusivity; in other
words, even weak turbulence can strongly affect species transfer through diffusion [27]. Only when
the distance from the wall reaches approximately y+ = 0.4 can the turbulent diffusivity be ignored and
the molecular diffusivity be considered dominant in species diffusion. This is in the thin diffusion
boundary layer hidden in the viscous sublayer. The relationship between the thickness of the diffusion
boundary layer, δd, and that of the viscous sublayer, δv, is close to that recommended by Nesic et al. [7]:

δd = δv/Sc0.33 (11)

  
(a) (b) 

Figure 16. Effective viscosity and effective diffusivity of iron upstream of the reattachment point.
(a) Effective viscosity; (b) Effective diffusivity.

5.4.2. Mass Concentration Difference Close to the Wall

Figure 17 shows the difference in the mass concentration of iron at different locations. This is
defined as

ΔC = Cw − C0. (12)

In the straight central section of the pipe, the ΔC profile is relatively uniform. In comparison,
the profiles of ΔC at the inlet and outlet orifices are strongly influenced by the turbulent flow.
Furthermore, ΔC is lower at the outlet orifice than at the inlet orifice. This contrasts with the corrosion
depth, which, as shown in Figure 8, is larger at the outlet orifice than the inlet orifice. This may be
because the mass transfer coefficient is closely related to the magnitude of roughness [46,48]. Corrosion
can be expected to render the smooth wall rough, and perhaps there are differences in the amplitudes
of the roughness at the two orifices, resulting in different mass transfer coefficients, and thus, corrosion
depths. Prediction of the corrosion depth on the basis of ΔC will be considered in the next subsection.

To clarify the correlation between turbulent flow and the mass concentration difference,
the profiles of ΔC and TKE are plotted together for comparison in Figure 18. Clearly, the profile of ΔC
is highly coincident with that of TKE near the wall. Therefore, the mass concentration difference can
be inferred to be significantly affected by the turbulence level. As shown by Equation (9), the corrosion
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rate is proportional to ΔC, so it can be deduced that the turbulence level can impose direct effects on
the corrosion rate of metal.

 

Figure 17. Mass concentration difference of iron at various locations.
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Figure 18. Comparison of mass concentration difference and TKE near the wall. (a) Inlet orifice;
(b) Outlet orifice.

5.4.3. Comparison of Predicted Corrosion Depth and Measured Corrosion Depth

Figure 19 shows a comparison of the predicted corrosion depths calculated with Equation (9) by
using the mass concentration differences and the corrosion depths measured from the OM images for
the two orifices. The fabrication deviations of 0.087 mm and 0.174 mm are added in the experimental
average corrosion depth. The magnitude of the predicted corrosion depth at the inlet orifice is slightly
less than the measured corrosion depth with a deviation of 0.087 mm. Moreover, the predicted damage
depth at the outlet orifice is much lower than the experimental value. One possible explanation for this
is that, as pointed out previously, the effects of wall roughness should be involved, and the different
wall roughness values of the inlet and outlet orifices result in different wall mass transfer coefficients;
however, exact data on wall roughness is lacking in this study. As an alternative, the calculated
corrosion depths of the inlet and outlet orifice were multiplied by a uniform scaler of 1.8 to take wall
roughness effects into consideration [7,48]. After multiplying the scaling factor, the magnitudes of the
predicted and the measured corrosion depths of the outlet orifice show good coincidence; however,
the magnitude of the predicted corrosion depth is slightly higher than the measured corrosion depth,
including a deviation of 0.174 mm, which indicates that a scaler less than 1.8 would be applied to
the inlet orifice and illustrates that the wall roughness of the inlet orifice is different from that of
the outlet orifice. In spite of the arresting coincidence, minor discrepancies can still be observed
between the predicted and measured corrosion depth profiles. These may arise for two main reasons:
(1) the numerical results are obtained from a model with a smooth surface, while in the experiments,
the morphology of the orifice surfaces will have been reshaped gradually by the accumulation of
corrosion, and accordingly the turbulence level, and thus, the mass transfer profile will have changed;
(2) the wall roughness along the orifice surfaces may be non-uniform. Nevertheless, the results
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indicate that the turbulence level in the near-wall region has a strong influence on the corrosion depth
profile. Furthermore, the corrosion depth can be predicted successfully by calculating the mass transfer
coefficient by integrating the corrosion model into the turbulent flow model.

Researchers in Italy have studied the corrosion of cylindrical AISI 316L SS samples using the
LECOR loop. The experiment was performed for 1500 h under the same temperature difference and
similar oxygen concentration conditions as are used in this study [49]. They reported an average
corrosion rate of 1.9 × 10−3 μm/h, which is one magnitude lower than that for the straight central
part of the current study’s experiment where flow has fully developed. This difference may result
from the combined effects of three factors: (1) the absolute temperature is higher in the present study,
so the solubility and diffusion coefficient of iron in LBE are higher; (2) the Reynolds number in the
LECOR loop is about one-fifth of that in the present study, making the diffusion boundary layer is
much thicker, and therefore, mass transfer resistance is much stronger. It has been pointed out that Sh
has a nearly linear correlation with Re for roughened wall surfaces [48,50]; (3) the dimensionless wall
roughness in the LECOR loop is much lower than that of the present study, and it is also known that
the mass transfer coefficient depends on the dimensionless wall roughness [48]. The predicted depth
of corrosion in the straight section of the pipe after 3000 h of operation is about 0.21 mm, which is
about 1.3–3.5 times the average experimental corrosion depth (0.06–0.16 mm); this ratio is similar to
that reported in another study [51]. Overestimation of the corrosion rate in the simulation may result
from [51,52]: (1) the diffusion coefficient of iron in liquid LBE at 450 ◦C not being known sufficiently
precisely; (2) the assumption that the liquid metal is saturated at the solid/liquid interface.

Furthermore, the absolute corrosion depth of the specimen is extremely high in the present
experiment, which would not be acceptable for real engineering applications. For example, one of
the future ADS concepts proposed by JAEA is an LBE spallation target that requires a significant
contraction of the LBE flow path at the beam window [53]. The Reynolds number at the beam
window is much higher than that of the present study, and the beam window would be required to
survive extreme service conditions [54]. Moreover, considering the poor wettability of LBE to 316L SS,
the corrosion depth could be larger because slip at the solid/liquid boundary enhances the turbulence
level in the near-wall region [55]. In addition, it is known that the structural steel will withstand
strong irradiation during its service period, and it has been also reported that the cold-worked steel
experiences different corrosion behaviors than the solution-annealed steel in LBE under static and flow
LBE conditions, which can be attributed to the alteration of the dominant corrosion process [56,57].
It has also been pointed out that the effects of steel microstructure on FAC depend on the relative
thickness between the selective corrosion layer in the solid and the diffusion boundary layer in the
fluid. If the former is thicker, the microstructure effects can be visible; otherwise, it can be ignored [30].
Nevertheless, the effects of microstructure on FAC under LBE flowing condition requires thorough
and systematical investigation in the future.

Those above-combined factors mean that it is extremely important to devise ways to increase
the mass transfer resistance between the base metal and the LBE. Several studies have indicated that
the formation of a protective oxide layer can greatly decrease the corrosion rate of 316L SS in static
LBE [58,59]. Controlling the oxygen concentration in LBE to a specific range is critical to form an
effective self-healing oxide film, and meanwhile avoid the deposition of uncalled-for oxide products
(e.g., PbO) on the cold legs, potentially causing blockage [39].

For future ADSs that adopt LBE as the coolant material, even once an effective protective oxide
film has formed on the structural material, it may be broken or thinned by turbulence pounding [6] and
various stresses. These include not only the shear stress resulting from turbulent flow, but the thermal
stress caused by pulsed proton beam injections and fatigue stress from thermal shocks. Such stresses
are generally very large, and their effects on oxide film should be investigated in detail. The effects of
absolute temperature and temperature difference on corrosion behavior should also be investigated.
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(a) (b) 

Figure 19. Comparison of the predicted corrosion depths calculated from Equation (9) using the
mass concentration difference and the corrosion depths measured from the OM images at the two
orifices. Note that the fabrication deviations of 0.087 mm and 0.174 mm are added in the experimental
corrosion depth, respectively, and the predicted corrosion depths of the inlet orifice and outlet orifice
were multiplied by a scaler of 1.8 to take the wall roughness into consideration. (a) Inlet orifice;
(b) Outlet orifice.

6. Conclusions

FAC behavior of 316L SS under LBE turbulent flow was studied by using the JLBL-1 loop under
non-isothermal conditions, and CFD analyses were performed to study the associated hydromechanics
and mass transfer. It was found that corrosion of the 316L SS is very severe. Corrosion can reach a
maximum depth of approximately 10% of the tube wall thickness in the straight part of the specimen
pipe, where the flow is fully developed. However, this ratio increases by as much as 50% at the
inlet and outlet orifices, where abrupt changes in the diameter of the specimen lead to changes
in the flow direction and/or recirculation. The corrosion profile is correlated with the near-wall
turbulence level, but does not seem to correlate with the local shear stress and pressure profiles.
In addition, morphological changes during the corrosion process influence the near-wall turbulence
level. Moreover, it is shown that the near-wall turbulence level is extremely sensitive to the orifice
angle, and that right-angled orifices should be avoided to suppress FAC.

Mass transfer analysis shows that the local turbulence level determines the mass concentration
distribution in the near-wall region, thus significantly affecting the mass transfer coefficient. As a
consequence, the mass transfer is an effective means of predicting the depth of FAC, which can be
calculated with the assistance of CFD analyses with a corrosion model. The corrosion depth was
calculated on the basis of the mass transfer coefficient obtained in the numerical simulation and was
compared with that obtained in the loop. For the inlet orifice part, the predicted corrosion depth is
comparable with the measured corrosion depth; for the outlet orifice part, the predicted corrosion
depth is less than the measured corrosion depth, however, this gap was filled well after taking the wall
roughness effects into consideration; for the straight tube part, the predicted corrosion depth is larger
than the average experimental corrosion depth, which perhaps can be attributed to the fact that the
iron concentration on the wall did not reach its saturation value, as assumed. Considering that many
other factors beyond the range of the present study can lead to much more severe FAC, formation of
an oxide layer is an extremely important means of preventing the rapid development of FAC. In the
future, research on corrosion behavior under precisely controlled oxygen, flow speed, and temperature
conditions will be carried out.
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Nomenclature

a, b, c constants in empirical equations linking Sh to Sc and Re
Ca cavitation number
Cb, Cw, C0 species concentration in the bulk fluid, at the wall, and in the first node, kmol/m3

CO2 oxygen concentration in a liquid, kmol/m3

Dh hydraulic diameter, m
Dm molecular diffusion coefficient, m2/s
Dt eddy or turbulent diffusivity, Dt = μt/ρSct, m2/s
De f f effective diffusion coefficient, De f f = Dm + Dt, m2/s
fu, f2 damping factor in the k − ε LRN turbulence model
It turbulence level in the near-wall region
JFe mass flux of iron, kmol/

(
m2·s)

k turbulent kinetic energy, m2/s2

Kc mass transfer coefficient, m/s
Mc chemical component of a material
MFe molar mass of iron, kg/kmol
Pk generation of turbulence, kg/

(
m·s3)

Pk
′ additional term of turbulence generation in the k − ε LRN turbulence model,

kg/
(
m·s3)

Pl local pressure in a liquid, Pa
Pv vapor pressure of a liquid, Pa
Rw wall roughness, m
Re Reynolds number, Re = ρVl Dh/μ

Rey, Ret turbulence Reynolds number, Rey = ρy
√

k/μ, Ret = ρk2/με

Sc Schmidt number, Sc = μ/ρDm

Sct turbulent Schmidt number, Sct = μt/ρDt

Sh Sherwood number, Sh = aRebScc

T temperature, K
ΔT temperature difference, K
u+ dimensionless velocity
Vl characteristic flow speed of a liquid, m/s
y distance from the wall, m
y+ dimensionless distance from the wall
y0 distance of the first node from the wall, m
Greek
symbols
δd thickness of diffusion boundary layer, m
δv thickness of viscous sublayer, m
ε dissipation of turbulent kinetic energy, m2/s3

μ molecular dynamic viscosity, kg/(m·s)
μt eddy or turbulent viscosity, kg/(m·s)
μe f f effective viscosity, μe f f = μ + μt, kg/(m·s)
ρ density, kg/m3

τw wall shear stress, Pa
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Abstract: In this paper, the effect of cold deformation on the microstructures and mechanical
properties of 316LN austenitic stainless steel (ASS) was investigated. The results indicated that the
content of martensite increased as the cold rolling reduction also increased. Meanwhile, the density
of the grain boundary in the untransformed austenite structure of CR samples increased as the cold
reduction increased from 10% to 40%, leading to a decreased size of the untransformed austenite
structure. These two factors contribute to the improvement of strength and the decrease of ductility.
High yield strengths (780–968 MPa) with reasonable elongations (30.8–27.4%) were achieved through
20–30% cold rolling. The 10–30% cold-rolled (CR) samples with good ductility had a good strain
hardening ability, exhibiting a three-stage strain hardening behavior.

Keywords: austenitic stainless steel; cold deformation; microstructures; mechanical properties

1. Introduction

Austenitic stainless steels (ASSs) that generally have excellent corrosion resistance, good plasticity,
and a high strain hardening coefficient are widely used in food, petrochemicals, and the nuclear
industry. However, their low yield strength limits their application in structural engineering and
automotive industry [1,2]. The development of high strength-high ductility ASSs is considered an
attractive approach to expanding their use and has been extensively studied.

There are various methods to improve the strength of ASSs, including cold deformation
strengthening, bake hardening strengthening, grain size strengthening, et cetera. [3]. Due to the high
strain hardening coefficient of ASSs, cold deformation strengthening with a simpler and easier process
is considered an effective method and more suitable for industrial application [4,5]. The high yield
strengths of 570–926 MPa and 554–735 MPa with reasonable elongations of ~43–22% and ~35–19% were
achieved in 304 [6] and 316 L [7] ASSs through 10–30% cold rolling, respectively. However, the plastic
straining induced ductility loss was more pronounced than the strength increase for the ASSs as
the cold rolling reduction further increased, exhibiting a typical “banana-shaped” strength-ductility
trade-off [8].

The mechanical properties of cold-rolled (CR) ASSs are determined by their deformation
microstructures. Normally, the austenite phase in ASSs is not a stable phase and will transform
into strain-induced martensite during the plastic deformation process [9]. Martensite phase generally
exhibits a higher strength and lower plasticity. According to the mix law described by Huang et al [10]
for two phase materials, the strengths of two phase materials are determined by the volume fractions
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and the corresponding strengths of the two phases. The transformation from austenite phase into
martensite phase will improve the strength of CR ASSs [6,11]. The phase transformation in ASSs is
controlled by the stability of austenite that is determined by Md30 temperature (where 50% ά-martensite
is present after 30% tensile deformation) [12]. Due to the higher content of alloy elements, some
ASSs, like 316 ASSs, have a lower Md30 temperature and higher stability of austenite that inhibit the
phase transformation during plastic deformation. Previous studies indicated that only 46–67% of
austenite phase in 316 ASSs can be transformed into strain-induced martensite, even after 80–90%
cold rolling [13–15]. Interestingly, these steels also exhibited the tendency of significant loss in plastic
straining induced ductility [13–15], which cannot be explained by the mix law. Therefore, it is not
enough to only consider the effect of volume fraction of the strain-induced martensite on the mechanical
properties of ASSs, and the untransformed austenite evolution and its effect on mechanical properties
should be considered at the same time. However, the evolution of untransformed austenite phase with
increasing cold rolling reduction is less studied. The influence of untransformed austenite in CR ASSs
on mechanical properties is not clear and needs in-depth studies.

In this study, the electron backscattered diffraction (EBSD) was chosen to study the evolution of
untransformed austenite phase in CR 316LN ASS as the cold reduction increased from 10% to 40%.
Evaluating the evolution of untransformed austenite in CR ASSs by using EBSD is rarely reported
and is the innovation of this paper. Furthermore, transmission electron microscopy (TEM) was used
to study the evolution of the deformation microstructures as the cold rolling reduction increased.
The effect of cold deformation on the mechanical properties of 316LN ASS was studied by analyzing
the relationship between deformation microstructures and mechanical properties.

2. Experimental Procedures

The chemical composition, the stacking fault energy (SFE) based equation of Brofman and
Ansell [12], and the Md30 temperature based on Nohara’s equation [16] of 3mm-thick 316LN ASS used
in this study, are shown in Table 1. The strips were cold rolled in a pilot plant with thickness reductions
from 10% to 90% reduction at room temperature. The volume fraction of martensite in CR samples was
determined by X-ray diffraction (XRD, Panalytical, Almelo, The Netherlands). The Vickers hardness of
samples was determined by measuring more than 20 points in different regions of the samples using
a microhardness tester with a 0.5 kg load (HV-1000B, Matsuzawa, Tokyo, Japan). The structures in
original 316LN ASS and CR samples were evaluated using an OM (Axioplan2 Imaging Zeiss, Göttingen,
Germany). For the CR samples, an etchant of two solutions at a 1:1 ratio was used. The first solution
consists of 0.20 g sodium-metabisulfate in 100 mL distilled water and the second consists of 10 mL
hydrochloric acid in 100 mL distilled water. The original samples were mechanically polished and then
electrochemically etched with 60% nitric acid solution. Microstructures of CR samples were examined
by TEM (JEM-2100, JEOL, Tokyo, Japan). Thin foils were prepared by twin-jet electropolishing of
3 mm disks, punched from the specimens using a solution of 10% perchloric acid in acetic acid as
the electrolyte. EBSD was utilized to evaluate the microstructures and grain boundary of 0–40% CR
samples. For that purpose, the samples were electrochemically etched with 20% perchloric acid alcohol
solution operated at 25 ◦C with an applied potential of 15 V. The size of the austenite structure in EBSD
micrographs was determined by analyzing grain boundary misorientation over 2◦. The original and
CR strips were machined to make tensile samples with a profile of 140 × 20 mm and a gage length
of 65 mm. The uniaxial tensile tests were carried out at room temperature at an engineering strain
rate of 5 × 10−4 s−1 and each specimen was tested three times to obtain an average value for each
mechanical property.

Table 1. Chemical compositions, stacking fault energy (SFE), and Md30 of the investigated steel (wt, %).

C Si Mn N Cr Ni Mo SFE, mJ/m2 Md30, ◦C

0.04 0.34 1.15 0.048 18.06 8.33 0.051 18.9 6.2
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3. Results

3.1. The Microstructural Evolution with Increasing Cold Rolling Reduction

Optical micrographs of 316LN commercial ASS and 10%, 30%, 50%, 70%, and 90% CR samples are
presented in Figure 1. As shown in Figure 1a, the coarse-grained austenite existed in this commercial
steel. The content of strain-induced martensite increased as the cold rolling reduction increased, as
shown in Figure 1b–f. Many shear bands were discovered in the austenite phase of the 10% CR sample
(Figure 1b). When the cold reduction increased to 30%, some strain-induced martensite formed at
shear bands. When the cold reduction increased to 50%, the untransformed austenite was elongated
along the rolling direction (Figure 1d). The content of martensite further increased and the formed
martensite segmented the untransformed austenite when the cold reduction was increased to 70%,
as shown in Figure 1e. When the cold reduction increased to 90%, the large block of untransformed
austenite still existed. Meanwhile, the formed martensite seemed to be divided into fine martensite
and mixed with fine austenite structure (white circle in Figure 1f). The shear bands were basically
replaced by martensite and became difficult to distinguish, as shown in Figure 1f.

 

 

Figure 1. Cont.
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Figure 1. Optical micrographs of microstructures for (a) original; (b) 10% CR; (c) 30% CR; (d) 50% CR;
(e) 70% CR; and (f) 90% CR 316LN ASSs. The cold rolling direction (RD) is shown in (f). The straw
color phase is the strain-induced martensite and the white phase is the austenite matrix.

The XRD patterns of 316LN commercial ASS, 10%, 30%, 50%, 70%, and 90% CR samples
are presented in Figure 2a. According to the XRD patterns, only ά-martensite formed during
cold deformation and the increased cold reduction led to the development of ά-martensite peaks.
The measurement of volume fractions of ά-martensite in CR ASSs based on XRD has been reported in
many studies [17–19]. The measured results based on the equation of Dickson [17] are presented in
Figure 2b. It can be observed that the volume fraction of ά-martensite increased with increasing cold
reduction and about 46% ά-martensite was achieved in the 90% CR sample.

 
Figure 2. (a) X-ray diffraction patterns of 316LN ASS, 10%, 30%, 50%, 70%, and 90% CR samples and
(b) the volume fractions of ά-martensite in CR samples as a function of cold reduction.

Figure 3 illustrates that the microstructures evolve with the increasing cold rolling reduction.
As shown in Figure 3a,b, shear bands and mechanical twins existed in the 10% CR sample and the
dislocations gathered at shear bands and twins’ boundaries. When the cold reduction increased to 30%,
the strain-induced martensite was observed and the dislocation movement was suppressed by the
martensite boundary, which resulted in the gathering of dislocations around the martensite boundary
(Figure 3c). Meanwhile, dislocation boundaries (DB) were formed to segment the untransformed
austenite structure (Figure 3d). When the cold reduction increased to 50%, many martensite laths
formed (Figure 3e). Furthermore, the dislocation-cell-type martensite was observed in samples when
the cold reduction was increased to 90% (Figure 3f).
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Figure 3. Representative bright field transmission electron micrographs of deformation microstructures
in (a,b) 10% CR; (c,d) 30% CR; (e) 50% CR; and (f) 90% CR samples. The diffraction pattern confirmed
(b) deformation twin, (c) martensite lath, and (f) dislocation-cell-type martensite. DB in (b) means
dislocations boundary.
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The original and 10–40% CR samples were characterized by EBSD and are presented in Figure 4.
The main structure of the original sample was coarse austenite grains with many annealing twins
(Figure 4a). A small amount of strain-induced martensite and grain boundaries formed in austenite
grains after 10% cold rolling. The formed grain boundary was mainly a low angle grain boundary
(0◦ < LAGB < 15◦). The density of the grain boundary and volume fraction of martensite increased
with the increasing cold rolling reduction. Figure 4f indicates that the densities of both LAGB and
the high angle grain boundary (HAGB > 15◦) increased with the increasing cold rolling reduction.
The difference between LAGB and HAGB is that the density of LAGB first increased rapidly and then
increased slowly when the cold reduction increased from 10% to 40%, while for HAGB, the increase
rate change is the opposite. Sizes of austenite structure, percentage fractions, and densities of the
austenite grain boundary with the different misorientation ranges based on Figure 4 are listed in Table 2.
As shown in Table 2, the sizes of the austenite structure decreased with the increasing cold reduction.
Figure 5a–d show the IPF map and Figure 5e–h show the corresponding misorientation variation along
the black lines in untransformed austenite grains of 10% CR, 20% CR, 30% CR, and 40% CR samples,
respectively. The results indicate that the main misorientation of point to point in untransformed
austenite grains of the 10% CR sample was below 15◦. When the cold reduction increased to 30%
and 40%, the densities of high misorientation (>15◦) increased obviously. The average numbers of
misorientation in untransformed austenite grains of CR samples increased rapidly as the cold reduction
increased from 10% to 40%, as shown in Figure 5e–h.

 

 

Figure 4. Cont.
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Figure 4. Electron backscattered diffraction (EBSD) micrographs grain boundary reconstruction maps
for austenite phase of (a) original; (b) 10% CR; (c) 20% CR; (d) 30% CR; and (e) 40% CR samples,
respectively; (f) The variation density of low angle grain boundary (LAGB) and high angle grain
boundary (HAGB) as a function of cold rolling reduction. The white area is the austenite structure and
the black area is martensite.

 

 

Figure 5. Cont.
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Figure 5. (a–d) IPF images for (a) 10% CR; (b) 20% CR; (c) 30% CR; and (d) 40% CR samples, respectively.
(e–h) Misorientation variations along the black lines (black lines in figures) in untransformed austenite
grain for (e) 10% CR; (f) 20% CR; (g) 30% CR; and (h) 40% CR samples, respectively.

Table 2. Austenite structure sizes, percentage fractions, and densities of the austenitic grain boundary
with different misorientation ranges of samples with varying cold reductions.

Cold Rolling
Reduction, %

Structure Size, μm
Percentage Fraction, % Density, Length/Area, μm−1

2–15◦ 15–65◦ 2–15◦ 15–65◦

0 9.0 5.2 94.8 0.01 0.18
10 7.3 35.9 64.1 0.13 0.22
20 2.8 73.1 26.9 0.57 0.24
30 1.3 72.8 27.2 1.1 0.37
40 0.87 56.7 43.3 1.15 0.88

3.2. The Mechanical Properties of CR Samples

The engineering stress-engineering strain (σE-εE) curves of 10%, 30%, 50%, 70%, and 90% CR
samples are shown together with those of the original sample in Figure 6a. The mechanical properties
that changed due to the cold rolling reduction are listed in Table 3. It was found that the original
sample exhibited a low average yield strength of 281 MPa and high average elongation of 52%.
After 30% cold rolling, its average yield strength increased to 968 MPa with an average elongation of
27.4%. When the cold reduction increased to 90%, the yield strength rose to 1870 MPa, nearly seven
times that of the original sample, but the elongation decreased to 1.3%. Figure 6b shows that the
average tensile/yield strength increased, but the average elongation decreased, when the cold rolling
reduction increased. The average Vickers hardness increased as the cold rolling reduction increased.
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When the cold reduction increased to 90%, the hardness value increased to 549.4, which is about three
times that of the original sample.

    

  
Figure 6. (a) Engineering stress-engineering strain behavior for original, 10%, 30%, 50%, 70%, and 90%
CR samples; (b) variation average yield/tensile strengths and elongations; and (c) Vickers hardness as
a function of cold rolling reduction.

Table 3. Variation of martensite volume fractions, Vickers harnesses, mean tensile and yield strengths,
and mean elongations with % cold rolling reduction for 316LN ASS.

Cold Rolling
Reduction, %

Martensite Volume
Fraction, %

Vickers Hardness,
HV0.5

Mean Tensile
Strength, MPa

Mean Yield
Strength, MPa

Mean Elongation, %

0 0 174.2 644 281 52.0
10 2.1 287.0 931 551 46.2
20 7.2 360.2 1021 780 30.8
30 13.2 374.2 1071 968 27.4
40 24.3 420.8 1274 1167 10.7
50 28.7 445.4 1407 1337 2.5
60 36.4 475.3 1576 1510 2.1
70 41.1 507.2 1623 1608 1.2
80 44.0 532.3 1750 1725 1.3
90 46.0 549.4 1887 1870 1.3

3.3. Strain Hardening Behaviors of CR Samples

The 10% CR and 30% CR samples with good ductility were selected to study the strain hardening
behaviors and their strain hardening rates (SHRs; dσT/dεT) were plotted as a function of true strain,
presented in Figure 7. The SHR plots of selected samples can be divided into three stages, as shown in
Table 4. The SHRs first decreased (Stage A), then increased (Stage B), before finally decreasing again
(Stage C) with increasing true strain.
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Figure 7. Strain hardening rate for 10% CR (A1, B1, C1) and 30% CR samples (A2, B2, C2).

Table 4. Values of plastic strain of the samples at each stage. The data are taken from Figure 7.

Sample Stage A Stage B Stage C

10% CR εT < 0.02 0.023 < εT < 0.09 0.09 < εT < 0.35
30% CR εT < 0.017 0.017 < εT < 0.18 0.18 < εT < 0.2

4. Discussion

In this paper, the effect of cold deformation on the mechanical properties of 316LN ASS was
studied. It is well-known that the microstructural characteristics are a major factor determining
the mechanical properties of steels. Therefore, the effect of cold deformation on microstructural
evolution and the relationship between the microstructures and mechanical properties of CR 316LN
ASS were discussed. The ductility of the ASSs is related to their strain hardening behavior. To obtain
high strength 316LN ASS with a reasonable ductility, the strain hardening behaviors of CR samples
were discussed.

4.1. The Effect of Cold Deformation on the Microstructures

The deformation microstructures formed in ASSs during the plastic deformation process depend
on their deformation mechanisms, which are determined by their SFEs. The SFE of the 316LN ASS at
room temperature is ~18.9 mJ/m2 (Table 1) and both the strain induced martensite and the mechanical
twin could form during plastic deformation [13,20]. When the cold rolling reduction increased,
the shear bands comprised of slip bands and mechanical twins formed in austenite grains and then the
strain-induced martensite nucleated at the intersection of shear bands [21–23]. The formed ά-martensite
replaced the shear bands and the shear bands gradually disappeared as the cold rolling reduction
increased. Furthermore, the martensite lath could be broken and mixed with untransformed austenite
to form dislocation-cell-type martensite that has a higher density of dislocation (Figure 3f) [24].

Previous studies [25,26] have indicated that heavily cold worked metals could be subdivided
by grain boundaries and dislocation boundaries. The cold work inducing the formation of the grain
boundary was also found in CR AZ91 alloy [27] and 308L stainless steel [28]. In this 316LN ASS,
in addition to dislocation grain boundaries, the boundaries of mechanical twins and strain-induced
martensite formed during the CR process can also subdivide untransformed austenite, leading to
the decrease of the untransformed austenite structure size. The EBSD results in Figure 4 revealed a
similar tendency, where the increased density of grain boundaries led to a decreasing untransformed
austenite structure size. Hughes and Hansen’s study [29] indicated that the continued subdivision of
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grains into crystallites surrounded by dislocation boundaries leads to a large orientation spread based
on dislocation accumulation processes. The main grain boundaries formed in the 10% CR sample
were LAGB that may originate from the dislocation boundary formed by dislocation accumulated
at twins’ boundaries or shear bands. The rapidly increasing density of LAGB as the cold reduction
increased from 10% to 30% could be attributed to the increased dislocation boundaries caused by the
increasing density of dislocation. The difficult dislocation boundaries formed could show an operation
of different slip system combinations within the individual crystallites, leading to the possibility of
different parts of a grain rotating towards different stable end orientations [29]. If such end orientations
are not far apart, large misorientations within the original grain can build up. Considering that the
density of the dislocation boundary in the untransformed austenite grains increases with the increasing
cold rolling reduction, the probability of large misorientations within the original grains increases
with the increasing cold rolling reduction, leading to the increasing density of HAGB. The results
in Figures 4 and 5 illustrate this viewpoint very well as the variations of HAGB densities are
in good agreement with the variations of the average numbers of misorientations in the original
austenite grains.

4.2. Effect of Microstructures on Mechanical Properties

The previous section has shown that cold deformation could promote strain-induced martensite
formation. Compared with the austenite with a face centered cubic (fcc) crystal structure,
the ά-martensite with a body-centered cubic (bcc) crystal structure has fewer slip directions and
a larger lattice resistance, which means that ά-martensite is more difficult to slip in the process of plastic
deformation [30]. The strain-induced martensite formed during cold deformation could effectively
improve the strength of the samples. Furthermore, although there are large blocks of untransformed
austenite existing in CR samples, the results of TEM and EBSD have indicated that a high density
grain boundary existed in these austenite structures. The grain boundary can hinder the movement of
dislocations, which could reduce the stress concentration and improve the strength of the samples.
Meanwhile, the increasing volume fraction of martensite and dislocation density as the cold rolling
reduction increased resulted in the increasing Vickers hardness [31].

However, the high density dislocation in martensite and its uneasy sliding contribute to its poor
plasticity. The high density of the grain boundary in the untransformed austenite structure will
significantly hinder the movement of dislocations. Furthermore, austenite structure refinement could
enhance the stability of austenite, which inhibits the martensite transformation during the plastic
deformation, resulting in a decrease in the ductility [32].

4.3. Effect of CR Microstructures on Strain Hardening Behavior

The 10% CR and 30% CR samples presenting three-stage strain hardening curves and high SHRs
reflect the high strain hardening ability. However, there are subtle differences between the samples
in the SHRs, which are caused by their different microstructures. The strain range at stage A in
10% CR samples is larger than that in 30% CR samples. The variation of SHRs at an early stage is
usually affected by the nucleation and slip of dislocation in ASSs [33–35]. Compared with the 10% CR
sample, the 30% CR sample has more dislocations and a higher density grain boundary, which are not
conducive to dislocation movement during the tensile process, resulting in its smaller strain range
at stage A. The strain range at stages B and C was considered beneficial to plasticity in ASSs that
was attributed to the transformation induced plasticity (TRIP) or twinning induced plasticity (TWIP)
effect [36]. The tensile induced martensite or mechanical twin will nucleate and grow at stages B
and C [37]. When the cold reduction increased from 10% to 30%, the austenite structure size decreased
from 7.3 μm to 1.3 μm (Table 2). Grain refinement can increase the stability of austenite and inhibit
the tensile induced martensite formation during plastic deformation [38], making the strain range at
stages B and C in the 30% CR sample smaller than that of the 10% CR sample. With the increase of cold
reduction, the finer austenite structure in samples is not conducive to the nucleation and movement
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of dislocation. Furthermore, the high content of martensite in the samples reduces the capacity to
accommodate dislocations. These factors lead to the rapid decrease of the strain hardening ability of
the samples when the cold rolling reduction increased.

5. Conclusions

The effects of cold rolling reduction on the microstructures and mechanical properties of 316LN
ASS were studied. The conclusions can be summarized as follows:

(1) The yield strength of commercial 316LN ASS increased from 281 MPa to 780–968 MPa and it
maintained a reasonable elongation value of 30.8–27.4% through thickness reduction of 20–30%
cold rolling.

(2) The size of untransformed austenite in CR samples decreased when cold reduction increased
from 10% to 40%. The decreased size of untransformed austenite was attributed to the increasing
boundary density of dislocations, mechanical twins, and strain-induced martensite that formed
during the CR process.

(3) The grain refinement of untransformed austenite phase and increasing content of strain-induced
martensite resulted in an increased yield/tensile strength and decreased ductility of 316LN ASS
under the influence of increasing the cold rolling reduction.

(4) The CR 316LN ASSs with high yield strengths and reasonable elongations had a good strain
hardening ability and exhibited a three-stage strain hardening behavior.

In this paper, the increased yield/tensile strength and decreased elongation of CR 316LN ASS
are attributed to grain refinement of the untransformed austenite phase and increasing content of
strain-induced martensite. However, which of these two factors plays a major role is not clear.
We plan to obtain a fully deformation austenite structure and fully strain-induced martensite through
controlling rolling temperature and reduction in the next work. The effect of a fully deformation
austenite structure or fully strain-induced martensite on the mechanical properties of ASSs will be
studied in the next work.
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Abstract: Precipitate phases often play an important role on the corrosion resistance of 2205 Duplex
stainless steels (DSS). In the present paper, the microstructure and the corrosion resistance of the
hot-rolled and cold-rolled 2205 steels aged for different times at 850 ◦C was investigated through
XRD, SEM, and potentiodynamic polarization. It was discovered that the Chi(χ) phase and Sigm(σ)
phase were precipitated in turn following the aging treatment of the hot-rolled and cold-rolled steels,
but the precipitate amount in the cold-rolled samples was significantly higher when compared to the
hot-rolled samples. The corrosion resistance of the solution-annealed cold-rolled samples was similar
to the hot-rolled samples, but the corrosion resistance of the cold-rolled sample with precipitate was
weaker when compared to the hot-rolled sample following aging treatment. Pitting preferentially
initiates in the Cr-depleted region from the σ phase in the aged hot-rolled 2205, becoming increasingly
severe during aging for a long lime. Adversely, the initiation of pitting corrosion might occur
at the phase boundary, defects, and martensite in the aged cold-rolled 2205. The σ phase was
further selectively dissolved through the electrochemical method to investigate the difference in
microstructure and corrosion behavior of the hot-rolled and cold-rolled 2205 duplex stainless steels.

Keywords: pitting; sigma phase; 2205; duplex stainless steel

1. Introduction

The 2205 duplex stainless steels (DSS), with excellent corrosion performance, as well as good
mechanical properties, have been used as engineering alloys for many years and provide wide
applications in many industrial fields, especially in aggressive environments [1–6]. The effects of
microstructural modifications of 2205 DSS on their mechanical and corrosion resistance were intensively
investigated in the past. Few works highlighted the changes in corrosion resistance performances that
are caused by the phase proportions of austenite and ferrite [7,8]. Several researchers discussed the
passive film properties of the 2205 DSS during electrochemical corrosion [9–12]. Certain studies also
indicated that the pitting corrosion of 2205 DSS often initiated from the σ phase due to the depletion of
both Cr and Mo [13,14].

By contrast, due to the high contents of alloying elements in 2205 DSS, the secondary phases,
such as σ, χ, Cr2N, α′, and M23C6 were also easily precipitated in between approximately 300–1000 ◦C,
leading to a detrimental effect on both mechanical properties and corrosion resistance behavior [15,16].
The χ phase, as a precursor of the σ phase, gradually disappeared with the σ phase precipitation.
The M23C6 phase usually formed on the austenite grain boundaries during isothermal heating at
950 ◦C. The Cr2N were often found in ferrite subsequently to rapid cooling from the higher annealing
temperature of 1050–1250 ◦C. When compared to these phases, the σ phase was more easily precipitated
and had increased effect on the material properties [17–19]. Certain researchers had focused on the σ
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phase precipitation. Chen et al. found that the σ phase was often precipitated at the α/γ interphase
boundaries following the sample aging at 900 ◦C for 5 min [20]. Elmer et al. in situ observed the
dissolution of the sigma phase in the 2205 duplex stainless steel, while the σ phase could be detected
subsequently to aging at 850 ◦C only for 81s, but it was completely dissolved as the temperature
increased to 985 ◦C [21]. Sieurin et al. found that the sensitive temperature of the σ phase in the
2205 DSS steel was between 650 ◦C and 920 ◦C, whereas the “nose temperature” was approximately
850 ◦C in the TTP (temperature-time-precipitation) diagram [22].

In fact, it was inevitable that certain treatments, such as welding and other thermal treatments,
could cause the precipitates to form in 2205 DSS when it would be exposed to the sensitive temperatures
of the precipitates [23–25]. The cold rolling is an industrial technique for alloy hardening, also
producing a high amount of deformation and increasing the grain energy, finally affecting the
precipitation behavior and the microstructure of the materials [26]. Cho et al. observed that the
cold deformation promoted the σ phase precipitation in 2205 DSS, as compared to the non-cold-rolled
materials [27]. Breda et al. revealed the strain-induced martensite occurrence in the cold-rolled 2205
DSS [28]. In contrast, the researches regarding the effect of precipitates on the corrosion behavior of
the hot-rolled and cold-rolled 2205 DSS steels have rarely been contrasted.

The purpose of the present research was to investigate the effects of hot-rolling or cold-rolling
treatments on the microstructures and the corrosion resistance of 2205 DSS steels. The microstructure
and the chemical composition of the 2205 DSS was investigated with an optical microscope and
a scanning electron microscope, while potentiodynamic polarization and electrochemical impedance
spectroscopy were employed to detect the corrosion resistance of the 2205 DSS steels for the
corresponding corrosion resistance properties forecasting. Besides, the microstructures prior to and
following corrosion resistance testing were contrasted to distinguish the corrosion mechanism of
constituent phases. The final purpose of this paper was to provide a scientific basis for the hot working
process optimization, the microstructure constituent prediction, and the corrosion resistance prediction.

2. Materials and Methods

The material under study was a 2205 DSS steel in the form of a 4-mm-thick hot-rolled bar that
was supplied by the Taiyuan Iron & Steel Company Ltd. (TISCO, Taiyuan, China). It was solution that
was annealed at 1050 ◦C and water quenched. The corresponding chemical composition is presented
in Table 1. Following solution treatment, the specimens were cold rolled with reductions of 50%.
Given the “nose temperature”, aging treatments were carried out on the specimens at 850 ◦C for
different times ranging from 10 min to 4 h. Subsequently, each specimen was mounted on epoxy resin,
mechanically ground with SiC papers down to 3000 grit, polished to mirror finish, as well as cleaned
with distilled water and ethanol.

Table 1. Chemical composition of 2205 duplex stainless steel (wt %).

Cr Ni Mo Mn Si N P S C Fe

22.36 5.21 3.18 1.37 0.65 0.15 0.014 0.0008 0.020 Bal.

Prior to use, all of the samples were etched with a mixed solution of K2S2O5 (0.3 g), HCl (20 mL),
and H2O (80 mL). The microstructures of the samples were observed with an optical microscope (OM,
DMRM, LEICA, Shanghai Optical Instrument Factory, Shanghai, China). The different phases of the
specimens were determined through X-ray diffraction analysis (XRD, X’Pert Powder, PANalytical,
Almelo, the Netherlands) and the corresponding phase composition of the alloy was analyzed through
electron dispersive X-ray spectroscopy (EDS, Octane SDD, EDAX Inc., Mahwah, NJ, USA) of the
scanning electron microscopy (SEM, EVO18, Carl Zeiss Jena, Oberkochen, Germany). The phase
proportion was analyzed with statistical methods with the Image-Pro Plus image manipulation
software (Image ProPlus 6.0, Media Cybemetics, Rockville, MD, USA, 2006).
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The electrochemical experiments were performed with a 3.5 wt % NaCl solution, at room
temperature and atmospheric pressure. A three-electrode corrosion cell that was equipped with
a saturated calomel electrode (SCE) reference electrode and a platinum foil counter electrode was
utilized. The specimen with an exposure area of 1 cm2 was used as a working electrode. Prior to
experimentation, the samples were allowed to stabilize at an open circuit potential for 30 min, until the
fluctuation potential reached 10 mV. The polarization curves were recorded potentiodynamically at
0.5 mV·s−1, while the potential scanning range was from below 200 mV of the open-circuit potentials
to the potential when the current indicated that stable pitting had occurred.

The samples with the σ phase were treated through electrolysis in a 10 wt % KOH aqueous
solution with a voltage of 2 V, until the σ phase was completely dissolved. Consequently, the sample
surface was treated with alcohol and wascoated with a cyanoacrylate adhesive for the residual σ
phase insulation. Following the cyanoacrylate glue complete solidification, the cotton swabs that were
dipped in acetone were used to gently wipe the cyanoacrylate glue. Finally, an appropriate polishing
processing was required to ensure the surface smoothness. The specific process is presented in Figure 1.
It could be observed that the σ phases were dissolved through this method. Also, the second layer of σ
phases was not exposed.

Figure 1. Process of preparing specimens without σ phase, (a) original specimen; (b) specimen
electrolytically corroded by 10 wt % KOH; and, (c) specimen covered by cyanoacrylate glue.

3. Results

Figure 2a presents the microstructures of the solution-annealed hot-rolled 2205 steels.
These consisted of elongated austenite islands in the ferrite matrix and no apparent intermetallic
phases were observed. During aging at 850 ◦C for 10 min, the χ phase preferentially nucleated at
the boundary of ferrite and grew through the adjacent ferrite, as presented in Figure 2b. This was
discussed in the authors’ previous work [29]. Furthermore, it could be observed form Figure 2c,d,
that, as the aging time increased to 3 and 4 h, the σ phase originating from the transformation of
α → γ2 + σ would gradually appear and being coarse, where the γ2 was the secondary austenite.
Therefore, it could be considered that high amounts of the σ phase existed in the matrix during aging
for increased durations. Besides, a low amount of χ phase was also detected and distributed at the
grains of the σ phase. Figure 2e,f presents the EDS line-scan profile of the hot-rolled 4 h aged samples,
where the σ phase with a relatively low Cr and Mo contents could cause the generation of a chromium
depleted region.

Figure 3 present the metallographic structure of 2205 duplex stainless steel with cold deformation
subsequently to solid-solution and aging treatments. Figure 3a presents the microstructure of the
solution-annealed cold-deformed sample under the optical microscope, and it can be seen that the
austenitic phase with a lighter color was distributed within the ferrite phase, but the microstructures
of the cold-rolled samples became more elongated along the cold rolling direction, as compared to
the hot-rolled samples. Moreover, the austenite grains of the cold-deformed samples were fine and
non-uniform, with a narrow strip shape, as a result of different local deformation. Following aging
for 10 min at 850 ◦C, the bright white χ phase could also be observed in Figure 3b. As the aged time
increased to 3 h and 4 h, as presented in Figure 3c,d, the σ phase precipitates began to appear at
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the boundary of the ferrite and austenite phases, but the corresponding grain size was lower when
compared to the hot rolled samples. Figure 3e,f presents the EDS line-scan profiles of the cold-rolled
sample aged for 4 h, suggesting that the precipitated χ and σ phases were enriched in Cr and Mo. This
led to the uneven distribution of the alloying elements, such as Cr and Mo, within the matrix.μm

Figure 2. Microstructure of cold-rolled 2205 duplex stainless steel: (a) optical microscope (OM)
morphology of hot-rolled specimen; (b) scanning electron microscopy (SEM)-scattered electron imaging
(BSE) morphology of 10 min aged; (c) 3 h aged and (d) 4 h aged specimens at 850 ◦C; and, (e,f) electron
dispersive X-ray spectroscopy (EDS) line-scan profile of hot-rolled 4 h aged specimen.

In Figure 4, the σ phase volume fractions of the cold-rolled and hot-rolled 2205 steels were
plotted as a function of aging time. As the aging time increased, the amount of σ phase in the
cold-rolled samples became gradually higher when compared to the hot-rolled samples at the same
aging time. In particular, the precipitations of the cold-rolled samples reached approximately 38.2%
for the specimen that was aged at 850 ◦C for 4 h, corresponding to 23.9% in the hot-rolled samples.
The XRD diffraction spectra and local magnifications of the cold-rolled and hot-rolled samples are
presented in Figure 5. It could be observed that the peak intensity of α(110), relative to the γ(111)
decreased with aging time. Also, the sample that was aged for 4 h exhibited a low-sized ferrite peak,
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indicating that a major fraction of the ferrite was transformed into the σ phase. The diffraction peak
intensity of the σ phase in the cold-rolled sample was significantly higher when compared to the hot
rolled sample following aging for 4 h, which suggested that an additional amount of the σ phase was
precipitated in the cold-rolled sample. It could also be observed from Figure 5 that the peak intensity
of the α(200) and α(211) in the cold-rolled solution-annealed samples was significantly higher when
compared to the hot-rolled samples.

Figure 3. Microstructure of cold-rolled 2205 duplex stainless steel: (a) OM morphology of cold-rolled
specimen; (b) SEM-BSE morphology of 10 min aged; (c) 3 h aged and (d) 4 h aged specimens at 850 ◦C;
and, (e,f) EDS line-scan profile of cold-rolled 4 h aged specimen.

Figure 6 presents the potentiodynamic polarization curves comparison between the cold-rolled
and hot-rolled 2205 duplex stainless steels subsequently to different aging treatments with a 3.5 wt %
NaCl solution. Moreover, Tables 2 and 3 present the Epit results in comparison from the potentiodynamic
polarization curves for the hot-rolled and cold-rolled 2205 steels, respectively. It can be observed that
the polarization curves of the hot-rolled and cold-rolled samples without aging were similar, while
both of the pitting potentials (Epit) exceeded 1000 mV, indicating that the pitting resistance was highly
consistent for the solid-solution annealed cold-rolled and hot-rolled steels. Adversely, for the cold-rolled
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sample, the Epit presented in Figure 6b apparently decreased following aging for 10 min only, while no
current density at the end of the polarization curve existed, suggesting that the sample surface was not
repassivated. As the aging time increased to 20 min, the Epit was reduced to 643 mV, which was lower
than the Epit of the hot-rolled samples aged for 3 h. Through the aging time further increase to 40 min,
the Epit decreased to 548 mV, where the value was even lower than the hot-rolled samples aged for 4 h.
When the aging time of the cold-rolled sample increased to 1 h or beyond, the Epit further decreased,
and remained it below 500 mV.

Figure 4. Changes in σ phase volume fraction of cold-rolled and hot-rolled of 2205 duplex stainless
steel with prolonging aging time.

Figure 5. Comparison of X-ray diffraction patterns between cold-rolled and hot-rolled 2205 duplex
stainless steel without aging treatment, and after aging for 10 min, 4 h at 850 ◦C, (a) overall patterns;
and, (b) amplification patterns of cold-rolled and hot-rolled 4 h aged specimens.

Table 2. Epit resulted from potentiodynamic polarization curves for hot-rolled 2205.

Hot-Rolled Solution Treatment Aging for 15 min Aging for 1 h Aging for 3 h Aging for 4 h

Epit (mV, vs. SCE) 1005 ± 3 989 ± 3 901 ± 2 771 ± 3 617 ± 5
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Table 3. Epit resulted from potentiodynamic polarization curves for cold-rolled 2205.

Cold-Rolled
Solution

Treatment
Aging for

10 min
Aging for

20 min
Aging for

40 min
Aging for

1 h
Aging for

3 h
Aging for

4 h

Epit (mV, vs. SCE) 1002 ± 4 828 ± 5 643 ± 3 548 ± 3 441 ± 5 508 ± 4 443 ± 2

Figure 6. Comparison of potentiodynamic polarization curves between cold-rolled and hot-rolled 2205
duplex stainless steel after different aging treatment, (a) cold-rolled specimens, and (b) hot-rolled specimens.

Figure S1 presents the real impedance vs. the imaginary impedance plot at each frequency for
the 2205 duplex stainless steels with different aging times with the 3.5% NaCl solution. It could be
observed that the Nyquist diagrams of the cold-rolled and hot-rolled samples exhibited a depressed
semicircle with a capacitive arc. Moreover, the diameter of the capacitive semicircle in the cold-rolled
sample was lower as compared to the hot-rolled samples, indicating that the passive film stability of
the cold-rolled samples was worse when compared to the hot-rolled samples. The equivalent circuit
presented in Figure S2 was proposed for the EIS data fitting to quantify the electrochemical parameters.
In this equivalent circuit, Rs is the solution resistance and Rt stands for the charge-transfer resistance.
CPE1 represents the capacitance of the double electrical layers. CPE2 symbolizes the capacitance of the
passive film on the metal surface. Rf is the passive film resistance. The electrochemical impedance
parameters of the cold-rolled and hot-rolled samples that were obtained from the fitting of the EIS
diagrams are presented in Tables S1 and S2, respectively. The passive film resistance (Rf) of the
cold-rolled samples exceeded the surface charge transfer resistance (Rt), which occurred similarly for
the hot-rolled samples. The passive film of the latter played a major role in the corrosion resistance.
Furthermore, the Rf of the cold-rolled samples was significantly lower as compared to the hot-rolled
samples, indicating that the passive films of the samples treated by cold rolling were significantly
weaker compared to the hot-rolled samples. Moreover, the Rf change in the cold-rolled samples aged
for a short time was not apparent, but the values of Rf for the samples following aging for 1 h or longer
times significantly decreased, indicating that the passivation film became quite weaker subsequently
to aging for a long time. The Rt also decreased as the aging time increased, which demonstrated that,
the migration of the charged particles in the double layer between the electrode and the electrolyte
solution gradually became easy.

It is well-known that the corrosion resistance has always been considered in regard to the
microstructures of materials. For the hot-rolled 2205 duplex stainless steel, the precipitation of σ
phase gradually increased as the aging time increased, while the corrosion resistance of the samples
significantly decreased. In order to explain the correlation between the microstructure and corrosion
resistance, the corrosion morphology of the hot-rolled 2205 duplex stainless steels aging for 10 min
and 4 h, following potentiodynamic polarization, was characterized through SEM-BSE with an EDS
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system. In the results, each residual phase was confirmed. As presented in Figure 7a, in the hot-rolled
2205 aged for shorter aging times, pitting nucleation preferably occurred on the grain boundaries or
on the ferrite/austenite interfaces. Furthermore, a severe pitting corrosion of the samples aged for 4 h
was observed, as presented in Figure 7b. Tables 4 and 5 confirmed the chemical compositions of the
phases presented in Figure 7.

Figure 7. Corrosion morphology of hot-rolled 2205 duplex stainless steel after potentiodynamic
polarization by SEM-BSE, (a) 10 min aged; and, (b) 4 h aged.

Table 4. Chemical composition of phases showed in Figure 7a (wt %).

Position Cr Ni Mo Si Mn Fe

α 24.73 3.53 4.57 0.75 1.50 Bal.
γ 21.55 7.21 3.05 0.63 1.53 Bal.
γ2 21.28 6.30 2.94 0.61 1.55 Bal.

Table 5. Chemical composition of phases showed in Figure 7b (wt %).

Position Cr Ni Mo Si Mn Fe

α 24.14 2.25 2.49 0.62 1.36 Bal.
γ 21.81 6.47 2.98 0.53 1.51 Bal.
γ2 20.89 6.91 1.92 0.52 1.28 Bal.

The corrosion morphology comparisons demonstrated that the corrosion of cold-rolled samples
had apparent selectivity, in which the order of corrosion of each phase apparently differed from
the hot rolled samples. Figure 8 present the corrosion morphology of the cold-rolled 2205 duplex
stainless steel aged for 10 min, 1 h and 4 h; subsequently, to potentiodynamic polarization, through
SEM-BSE. The pitting corrosion of the cold rolled samples was more evenly distributed on the sample
surfaces when compared to the hot rolled samples, and it was easy to be concentrated in certain areas.
Figure 8a presents that the phase boundary of cold-rolled 2205 preferred to be corroded in the 3.5 wt %
NaCl solution, whereas it was also worth being noted that stripe patterns appeared in the corrosion
morphology of the sample that was aged for 10 min. The corresponding EDS analysis is presented
in Table 6. The chemical composition of the stripe was the same as the surrounding austenite, which
might be α′-martensite. Furthermore, as presented in Figure 8b–d, the surfaces of the cold-rolled
2205 samples still remained a high amount of shallow white σ phases following corrosion. Therefore,
differently from the hot-rolled 2205 sample, the cold-rolled 2205 DSS, subsequent to aging treatment,
might be preferentially corroded from the phase boundary and the α′-martensite in the 3.5 wt % NaCl
solution. Also, the precipitates were basically not subjected to corrosion in the initial process.
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Figure 8. Corrosion morphology of cold-rolled 2205 duplex stainless steel after potentiodynamic
polarization by SEM-BSE, (a) 10 min aged; (b,c) 1 h aged; and, (d) 4 h aged.

Table 6. Chemical composition of strain-induced martensite and γ phase showed in Figure 8a (wt %).

position Cr Ni Mo Si Mn Fe

α′ 21.27 6.37 3.31 0.75 1.57 Bal.
γ 21.43 6.22 2.92 0.64 1.79 Bal.

To investigate in detail the corrosion behavior of the hot-rolled and cold-rolled 2205 DSS,
the σ phase was selectively dissolved for the sample fabrication without the σ phase through the
electrochemical method. The potentiodynamic polarization curves among the original specimens and
the specimens without an σ phase are presented in Figure 9. For the hot-rolled materials, the Epit

of the sample without σ phase would increase to the solution-annealed values. For the cold-rolled
2205 DSS, the precipitation content of the σ phase increased, whereas the precipitation speed of the
precipitates also increased. This appeared to undermine the corrosion resistance of the cold-rolled
2205 DSS, as compared to the hot-rolled materials. However, even if the σ phase was eliminated
from the cold-rolled samples, the Epit increased from 443 mV to 630 mV, being quite lower when
compared to the non-aging sample (1002 mV). This suggested a more complicated influence factor
on the corrosion resistance of the cold-rolled samples. The passive current of the samples without
σ phases was higher when compared to the solid solution samples, which might be caused by the
formation of a compact structure between the steel and the epoxy resin.
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Figure 9. Comparison of potentiodynamic polarization curves between original specimens and
specimens without σ phase, (a) hot-rolled specimens; and, (b) cold-rolled specimens.

4. Discussion

The 2205 DSS, χ phase would preferentially precipitate at the ferrite-ferrite boundaries, following
aging at 850 ◦C. As the aging time increased, the σ phase would precipitate at both ferrite boundaries
and ferrite-austenite boundaries. As the χ phase was a meta-stable phase, it would dissolve and
transform into the σ phase along with the aging time increase. The σ phase could be transformed by
a eutectoid reaction from ferrite and the dissolution of the χ phase. The σ phase precipitation could
be accelerated by the cold deformation in the subsequent aging, which might be due to the increased
defect and distortion energy during cold-rolling, promoting the ferrite transformation into the σ

phase. Besides, it was proved that the austenite phase in duplex stainless steels would be transformed
into ε-martensite or α′-martensite during cold deformation, also being directly transformed into the
α′-martensite when the stacking fault energy was high [28]. Moreover, it is well known that ferrite
has a body-centered cubic structure and the martensite has a body-centered tetragonal structure.
Since the diffraction peak of α′-martensite was consistent with the ferrite peak, the peak intensity
of ferrite increased when containing α′-martensite. Therefore, the XRD diffraction pattern that is
presented in Figure 5 indicated the formation of α′-martensite following cold rolling. By contrast,
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due to the non-diffusive phase transition and unchanged chemical composition of the α′-martensitic
transformation, the direct observation of α′-martensitic phase appeared difficult.

It has been proved that pitting occurring in chromium-depleted areas are associated with the
precipitated phase [30,31]. When combined with Figures 2f and 7a, the ferrite was almost occupied by
the σ phase and the secondary austenite, which often has relatively low Cr content than the σ or γ
phases. Therefore, it could be concluded that the original grain-boundaries were the more susceptible
to pitting, thus inducing the growth of the σ precipitates. During the initial stage, the pitting nucleation
was located at the boundary of α/γ and around the σ phase, due to low Cr content and stability of the
passive film in this position. With the transformation of α into σ and γ2, the γ2 was also corroded,
allowing for the pitting to further extend within the α. Therefore, the pitting corrosion of the hot-rolled
2205 steels preference to occur around the σ phase was inevitable, due to the relatively high Cr and
Mo contents of the σ phase. Moreover, pitting tended to further increase with the precipitation of
an additional amount of σ phase in the hot-rolled 2205.

Besides the effect of σ phase on the corrosion resistance of the cold-rolled 2205 Dss, the influence
factors of its corrosion were complicated. On the one hand, the cold-deformation of 2205 DSS easily
generated dislocations, deformation twinning, and dislocation-twin interactions, where the nucleation
of the pitting attack was quite likely to occur. Moreover, a more defective passive film on the cold-rolled
2205 DSS was likely to be formed at the defects of the grains. On the other hand, the strain-induced
martensite in the cold-rolled 2205 might be active than the other precipitate and matrix phases.
Consequently, it was also easily corroded in the early stage, which was similar to the reported role of
strain-induced martensite in cold-worked 304 steels [32]. Therefore, the precipitated σ phase was the
main factor affecting the corrosion resistance of the hot-rolled samples, which might be ascribed to the
formation of a Cr-depleted zone around the σ phase, also preferring to be corroded. When the σ phase
was removed, the corrosion resistance of the samples would be apparently restored, which suggested
the chromium redistribution in the matrix of the hot-rolled 2205. Adversely, the σ phase elimination in
the cold-rolled 2205 could not restore the Epit to the level of non-aging. Further research is required to
be conducted to clarify the influence factor of the corrosion resistance for the cold-rolled 2205 DSS.

5. Conclusions

The differences in the precipitate-induced selective corrosion in the hot-rolled and the cold-rolled
2205 duplex stainless steel were evaluated through microstructural analyses of the samples aged at
850 ◦C for different times, when combined with electrochemical methods. The Chi and Sigma phases
precipitated in turn following aging treatment for the hot-rolled and cold-rolled materials, but the
precipitation rate in the cold rolled sample was faster, as a result of the stored internal energy and
increased defect density. The precipitation amount of sigma phase in the cold-rolled samples was
higher as compared to the hot-rolled samples under the same aging conditions. Also, strain-induced
martensite structure was also produced by the transformation of austenite under cold deformation.

The corrosion resistance of the solution-annealed cold-rolled samples was similar to the hot-rolled
samples, but the corrosion resistance of the cold-rolled samples was weaker when compared to the
hot-rolled material after aging treatment. The pitting preferentially nucleated in the Cr-depleted region
around the σ phase for the hot-rolled 2205 aged samples, while the corrosion resistance of the hot-rolled
2205 without σ phase increased closely to the level of the solution-annealed 2205. By contrast, not
only the σ phase, but also the strain-induced martensite, as well as the defects, which were induced
by cold deformation, had an important effect on the corrosion resistance of the cold-rolled 2205
DSS. Correspondingly, the initiation of pitting corrosion occurred at the phase boundary, defects,
and martensite for the cold-rolled 2205 aged sample, leading to a lower corrosion resistance, when
compared to the hot-rolled 2205.

Supplementary Materials: The following are available online at http://www.mdpi.com/2075-4701/8/6/407/s1,
Figure S1: Comparison of electrochemical impedance spectroscopy between cold-rolled and hot-rolled 2205
duplex stainless steel in 3.5% NaCl, Figure S2: Equivalent circuit of electrochemical impedance spectroscopy for
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2205 duplex stainless steel aging in 3.5% NaCl solution, Table S1: Fitting results of equivalent circuit of cold-rolled
2205 duplex stainless steel after long-term aging in 3.5% NaCl solution, Table S2: Fitting results of equivalent
circuit of hot-rolled 2205 duplex stainless steel after long-term aging in 3.5% NaCl solution.
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