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Preface to ”Rietveld Refinement in the

Characterization of Crystalline Materials”

This Special Issue serves as a crystallographic forum covering various aspects of the material 
science that have in common the use of the powerful Rietveld method in the analysis of powder XRD 
patterns of the investigated compounds. It consists of seven papers describing diverse research topics: 
The article by Altomare et al. presents the most recent solution strategies in their software EXPO, 
both in reciprocal and direct space, aiming at obtaining models suitable to be refined by the Rietveld 
method. Skoko et al. report in their contribution an interesting phenomenon, the thermosalient effect, 
observed on methscolopamine bromide. Yakimov et al. propose a self-configuring genetic algorithm 
that provides a fully automatic analysis of the electrolyte composition by the Rietveld method 
including successful testing examples. The Rietveld analysis with the direct space method for the 
structural determination of binary tetrahydrofuran (THF) + O2 and 3-hydroxytetrahydrofuran (3-OH 
THF) + O2 clathrate hydrates is another structural challenge considered in this Special Issue and was 
co-authored by Ahn et al. Zibrov and Filonenko utilize the Rietveld method in the structural analysis 
of boron-doped diamonds. Chatelier et al. studied precipitates in thin-walled and thick-walled 
microalloyed X70 pipe steel using Rietveld refinement and quantitative X-ray diffraction. Finally, 
Zhao et al. researched error analysis and correction for quantitative phase analysis based on the 
Rietveld-internal standard method. The results presented in the articles collected in this Special 
Issue clearly demonstrate that Rietveld refinement occupies a high place in the advanced structural 
characterization of crystalline materials.

Igor Djerdj

Special Issue Editor
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Error Analysis and Correction for Quantitative
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Method: Whether the Minor Phases Can Be Ignored?
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Abstract: The Rietveld-internal standard method for Bragg-Brentano reflection geometry (θ/2θ) X-ray
diffraction (XRD) patterns is implemented to determine the amorphous phase content. The effect
of some minor phases on quantitative accuracy is assessed. The numerical simulation analysis of
errors and the related corrections are discussed. The results reveal that high purity of crystalline
phases in the standard must be strictly ensured. The minor amorphous or non-quantified crystalline
phases exert significant effect on the quantitative accuracy, even with less than 2 wt% if ignored.
The error levels are evaluated by numerical simulation analysis and the corresponding error-accepted
zone is suggested. To eliminate such error, a corrected equation is proposed. When the adding
standard happens to be present in sample, it should be also carefully dealt with even in low amounts.
Based on that ignorance, the absolute and relative error equations (ΔAE, ΔRE) are derived, as proposed.
The conditions for high quantitative accuracy of original equation is strictly satisfied with a lower
amount of standard phase present in sample, less than 2 wt%, and a higher dosage of internal standard,
larger than 20 wt%. The corrected equation to eliminate such quantitative error is suggested.

Keywords: Rietveld; quantitative analysis; corrected equation; amorphous

1. Introduction

Quantitative phase analysis based on X-ray diffraction (XRD) can be traced back to as early
as 1919 [1]. Hull firstly proposed that this technique had the potential to perform accurately
quantitative analysis. Subsequently, Alexander developed practical XRD methods and derived the
related theoretical basis [2]. With the improvements of XRD analysis, different quantitative methods
have been presented in succession, such as reference intensity ratio (RIR) method [3], external standard
method [4], matrix-flushing method [5], non-standard method [6], doping method [7], and Rietveld
method [8]. The Rietveld method, as proposed by Hugo M. Rietveld, is widely accepted due to its
whole-pattern fitting approach instead of single-peak analysis. The main advantage is that it can
effectively minimize or eliminate the inaccuracies arising from preferred orientation, particle statistics,
microabsorption, peaks overlapping, and detection of amorphous phase and trace phases [9–11].
Over the last two decades, it has become widely accepted by scientific community, gradually being
a standard practice, as it is possible to solve those problems associated with crystalline materials.
However, there are two preconditions: (1) the quantified phase is the crystalline phase, and (2) the
crystal structure is known [12]. Therefore, if amorphous material is present, quantitative results could
not be obtained directly. In such case, it is normal to use a reference material for the recalculation of
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the phase contents [13]. This reference material is either mixed in the sample as internal standard [10]
or measured separately under identical conditions as external standard [14]. The internal standard
method derives the amorphous content from the comparison between the actual dosage and Rietveld
result of the internal standard, Equation (1) [13]:

WAmor =
1 − WSt/RSt

100 − WSt
× 104 (1)

where WSt stands for the actual dosage of the internal standard, and RSt stands for the Rietveld results
of the internal standard.

Meanwhile, the external standard method focuses on determining the diffractometer constant
with an appropriate standard, which is used to determine the weight fraction of each crystalline phase.
From the difference between 100 wt% and the sum of the crystalline phase contents, an overall weight
percentage of amorphous can be subsequently derived.

G = Ke = SSt·ρStV2
StμSt/WSt (2)

WAmor = 100 − ∑ Sα · ραV2
αμs/G (3)

Where SSt and Sα stands for the scale factors of the external standard and each phase in the mixture,
respectively, ρ is the density, V is the unit cell volume, and μSt and μs are the mass absorption coefficient
of the external standard and the sample, respectively.

Besides these two methods, the amorphous content could also be quantified by the ‘PONKCS’
(Partial Or No Known Crystal Structure) method that relies upon treating a set of peaks of amorphous
phase as a single entity [15]. Amorphous phase is characterized by measured rather than a calculated
structure factor.

The Rietveld-internal standard method, as the most widely used technique, is a relatively easy
and direct strategy, no other measurements or calibrations are needed. If the analyses are carefully
performed and the amount of amorphous content to be determined over 15 wt%, the accuracy is
satisfactory, close to 1% [10,13,16–18]. On the contrary, the external and ‘PONKCS’ methods are more
complicated and some other preconditions need to be met in the meantime. For instance, the external
standard method strictly requires the identical conditions of XRD data acquisition and different mass
attenuation coefficient correction between sample and standard. Though ‘PONKCS’ strategy may solve
the problem of undistinguished ability between different amorphous phases, it depends on accurate
identification and the calibration of amorphous. A problem may occur because of the complexity
of this analyzing process, especially when the amorphous phases are less evident or difficult for
characterization [19].

Beside the advantage of the internal method mentioned above, the determination of amorphous
contents is also a very challenging operation indeed. First of all, the effects of internal standard should
be well considered. A significant error may occur when the selected standard is not homogeneously
mixed into the sample or when an obvious absorption contrast exists between sample and standard [20].
Furthermore, use of an appropriate amount of internal standard is also a key point to guarantee the
accuracy. Discussions about that influence on accuracy of amorphous phase quantitation have been
reported [21,22]. The results illustrated that the quantitative accuracy of amorphous phase follows
a nonlinear function by Rietveld-internal standard method, which in turn leads to a serious error
in determining the minor amount of amorphous content. Most of these issues can be mitigated
based upon the above results by adequate sample preparation and correct data acquisition [23–26].
However, there are still some factors that need further attention. Here, we study the error analysis that
was introduced by some minor phases that are related to the internal standard. They include the minor
impurity phases of the internal standard and the sample containing the same crystalline phase as the
internal standard. There is often an overlook about contribution of these minor phases. The basic goal is
to understand such effect on the quantitative accuracy. In order to do so, a three-dimensional numerical
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simulation database, where the information includes absolute and relative errors is conducted,
and relative corrected equations have been proposed. This study is a step forward to better understand
quantitative phase analysis based on Rietveld-internal standard method.

2. Materials and Methods

2.1. Raw Materials

The Powders of SiO2 [ABCR GmbH. Co. KG (Karlsruhe, Germany)] and ZnO [Sigma-Aldrich,
Co. LLC (St. Louis, MO, USA)], purity of 99.9%, are chosen as the internal standard in this work.
They were sieved firstly through 74 μm prior to be used. The glass powder was adopted as amorphous
component, ground with particle sizes less than 20 μm (80% in number statistics), and surface area
500 m2/kg determined by specific surface area measuring instrument. The glass has a chemical
composition (wt% of oxides) determined by XRF, of SiO2 (72.5), Al2O3 (1.8), CaO (5.8), Na2O (13.3),
K2O (1.6), MgO (3.8), and ZnO (0.8).

2.2. Sample Preparation

The powders of SiO2, ZnO and glass were weighed, with a designed mass ratio of 45%:45%:10%,
as 4.507 g, 4.473 g, and 1.033 g, respectively. The above powders were subsequently mixed and
homogenized by hand for 30 min in an agate mortar. Finally, they were uniformly filled into the holder
and slightly leveled for XRD measurement. That mixtures were prepared and then underwent XRD
tests by triplicate. XRD patterns didn’t show significant differences.

2.3. Data Collection and Processing

Chemical composition of glass was determined by the X-Ray Fluorescence (SRS3400, Bruker AXS
Corporation, Karlsruhe, Germany). Particle statistic of powders was measured by laser particle size
analyzer (LS 230 from Beckman Coulter, Brea, CA, USA). The X-ray diffraction patterns of mixtures
were measured in Bragg-Brentano reflection geometry (θ/2θ) on an X’Pert MPD PRO diffractometer
(PANalytical International Corporation, Almelo, Netherland) and GSAS-EXPGUI software (Los Alamos
National Laboratory, Los Alamos, NM, USA) [27]. The detailed instrument settings for XRD are
summarized in Table 1.

Table 1. The Instrument Settings for X-ray Diffraction (XRD).

Scanning Type
Detector

Continuous Scanning

X’Celerator Detector

Geometry Reflection/flat sample
X-ray radiation/tube working conditions CuKα1, 45 kV/40 mA

Primary Monochromator Ge (111)
Anti-scatter slit/◦ 1/2

Soller slit (rad) 0.04
Divergence slit/◦ 1/2

Angular range, 2θ/◦ 5–70
Step width/◦ 0.0167

Measure time/h 2
Sample spinning speed (r.p.m) 15

3. Results and Discussion

3.1. Quantitative Error Induced by Minor Impurity Phase of Internal Standard

The XRD pattern of that mixture was analyzed by Rietveld whole-pattern fitting based upon
GSAS-EXPGUI software. The starting crystalline structure models of SiO2 [28] and ZnO [29] were
imported from literature. The instrument function file was chosen based on CuKα1 as the incident
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X-ray and Germanium as the monochromator (monochromatic model with wavelength of 1.54056 and
polarization fraction value of 0.8). For the refinement of peak shape parameters, pseudo-Voigt
function [30] with asymmetry correction [31] was chosen and the peak width and asymmetry factor,
such as LY, GW, H/L, and S/L were initially set to 12 (0.01◦), 5 (0.01◦), 0.02, and 0.02, respectively.
The refined parameters included unit-cell parameters, zero-shift correction, background parameters,
phase fractions, and peak shape parameters (LY and GW). A linear interpolation function was chosen
to fit the background with polynomial term gradually increasing to 36. Peak shapes were fitted
by refining the Gaussian contribution and Lorentzian contribution separately when appropriated.
During the process of Rietveld refinement, the refined parameters had regular convergence and
least-square R factors, assessing the fitness of pattern, decreased gradually. Figure 1 shows the
Rietveld refinement pattern of the artificial mixture. The stable refinements and satisfactory fits,
as indicated by the smoothness of the Yobs-Ycalc curve illustrated the Rietveld refinement was reliable.
Moreover, the analysis was performed by triplicate in order to assess the precision. The results
are close but not identical with relative errors lower than 1%. The quantitative results are listed in
Table 2, which also includes the quantitative phase analysis corrected by taking into account the
microabsorption effect [32,33]. This is important in this mixture as linear absorption coefficient for SiO2

is 92 cm−1, while that for ZnO is 290 cm−1. Both standards have very similar particle size (~4 μm);
consequently, ZnO will always be underestimated.

Ο

ΔΔΔ
Δ

Δ

Δ

Δ Δ

Θ

Θ

Θ

Θ

Θ
ΘΘ

Θ

Δ

:SiO2 
:ZnO 

Figure 1. Rietveld XRD pattern of an artificial mixture (The circles correspond to observed data, the thin
line is the calculated patterns by the Rietveld method. The Yobs-Ycal stands for the difference pattern
plotted as blue line at the bottom). Main peaks due to each phase have been labeled Δ:SiO2; Θ:ZnO.

Table 2. Rietveld Quantitative Phase Analysis of the Mixture.

Phases Weighed/wt%
SiO2_ZnO_Glass

Riet/wt%, Uncorrected Riet/wt%, Microabsorption Corrected

SiO2 45.01 51.1 48.4
ZnO 44.67 48.9 51.6
Glass 10.32 —— ——

The middle column contains direct Rietveld results, assuming that all of the phases in the sample
are crystalline phases; the right-most column contains Rietveld results corrected for microabsorption.

To obtain the quantitative results of the amorphous phase (Glass), SiO2 and ZnO were considered
as internal standards, respectively. If microabsorption effect is not considered, the errors in amorphous
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determination are inevitably higher. However, even when considering that factor, the quantitative
results are still not well reproducible with a significant relative deviation in the three different analysis,
independently of the internal standard used (Table 3). However, when compared with different
recorded XRD pattern analysis based on the same internal standard, the quantitative results show
good consistency with absolute deviation of phases less than 1%.

Table 3. Rietveld quantitative results, including amorphous component derived by internal method
for the artificial mixture, using the corrected values of Table 2.

Phases Weighed/wt%
SiO2_ZnO_Glass

1Sta(SiO2)/wt% 2Sta(ZnO)/wt%

SiO2 45.01 Fixed 41.90
ZnO 44.67 47.99 Fixed
Glass 10.32 7.00 13.43

‘1’ and ‘2’ represents quantitative results included amorphous phase (glass), taking SiO2 and ZnO
as internal standard, respectively.

To further verify this conjecture, Rietveld quantitative phase analysis of that mixture was
performed by external standard method (G-factor method). For calculating the G-factor, the polished
polycrystalline quartz rock was firstly considered as the standard. It has the advantage of avoiding
the error induced by powder standard during the sample preparation, such as fluctuation of surface
roughness, packing density, and so on. XRD data collection of the quartz rock standard was as
close in time and identical in diffractometer configuration as possible to the artificial mixture sample,
which could make sense of the formula of ‘G_SiO2 = G_sample’. The mass absorption coefficient of
artificial mixture sample under the condition of CuKα1 radiation was determined as 42.34 cm2/g by
Highscore Plus software (PANalytical, Almelo, Netherland). After correlative parameters obtained
from Rietveld refinement and crystallinity of quartz rock obtained from former analysis, G value was
calculated as 5.51 × 10−20 (Table 4). Based on this G value, quantitative results of crystalline and
amorphous phases were given in Table 5. The average quantitative result of ‘Glass’ phase among three
calculations is 13.08%, which is about 3% larger than the original weighed fraction. The extra part is
contributed by amorphous or non-quantified crystalline phases (ACn) in SiO2 and ZnO.

Table 4. G Value Calculation Based on Rietveld Refinement of Quartz Rock.

Cquartz
Density
[g/cm3]

Refined Unit Cell
Volume [cm3]

Total Mass Absorption
Coefficient [cm2/g]

G Value

87.9 2.646 1.13 × 10−22 34.84 5.51 × 10−20

Table 5. Comparison of the Weight Fractions and Rietveld Quantitative Result (G-factor Method) of
Artificial Mixture.

Phases Weighed/% SiO2_ZnO_Glass

SiO2 45.01 44.16
ZnO 44.67 42.75
Glass 10.32 13.08

To eliminate such quantitative errors induced by ACn in the internal standard, the original
Equation (1) needs to be improved. Using Rietveld refinement, the improved equation for weight
fraction of amorphous phase in original sample (WAmor) can be derived as Equation (4), and the
intermediate derivation process was shown in the supplementary materials.

WAmor =

[
1 −

( 100
RSt

− 1)× WSt × α

100 − WSt

]
× 100 (4)

5
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where ‘α’ is defined as the crystallinity in that internal standard. The equations of absolute error are
successively derived for theoretical calculation of the error level between the original (Equation (1))
and improved equation (Equation (4)).

WAmor(impr) − WAmor(origi) =
( 1

RSt
− 1

100 )

( 1
WSt

− 1
100 )

× (1 − α) (5)

To simplify Equation (5), RSt is firstly derived and expressed by crystallinity of internal standard
(α) and the original sample (β) as Equation (6). The absolute error (ΔAE) can be finally converted as
Equation (7). Moreover, the relative error (ΔRE) can be proposed as Equation (8).

Rst =
WStα

WStα+ (100 − WSt)β
× 100 (6)

ΔAE = WAmor(impr) − WAmor(origi) =
1 − α

α
× β (7)

ΔRE =
WAmor(impr) − WAmor(origi)

WAmor(impr)
=

1 − α

α
× β

1 − β
(8)

To evaluate the error level, the numerical simulation analysis of absolute and relative errors was
performed. The results, corresponding to crystallinity of the internal standard (α) and the weight
fractions of crystalline phases in original sample (β), were displayed in Figure 2. The three-dimensional
(3D) pattern of error distributions was restricted to be under 100% for absolute error and 500% for
relative error. The corresponding two-dimensional (2D) error areas were depicted at the bottom
with color bars to distinguish the different error levels. It reveals the error becomes significant with
the increase of weight fraction of crystalline phases in original sample and decrease of crystallinity
of internal standard (bottom right corner), which means the original amorphous phase calculation
(Equation (1)) is not applicable any more. On the contrary, the data located at the top left of 2D error
areas, as shown in purple and blue colors, can be accepted and applied to original equation. When the
preparatory conditions were set as ‘ΔAE ≤ 10% ∩ ΔAE ≤ 50%’, the error-accepted zone is displayed
in Figure 3. It is from the intersection operation between ‘α ≥ 10β/(1 + 10β)’ and ‘α ≥ 2β/(1 + β)’.
An intersection point (8/9, 4/5) can be calculated from the above equations. Therefore, α and β should
satisfy the relationship of ‘α ≥ 10β/(1 + 10β)’ when ‘β ∈ (0, 80%)’ and ‘α ≥ 2β/(1 + β)’ when
‘β ∈ (80%, 100%)’.

(a) (b) 

Figure 2. Error analysis between the original and improved equation (a: the absolute error (ΔAE);
b: the relative error (ΔRE)).

6
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α>10β/(1+10β)  (80%>β>0)

α>2β/(1+β)  (100%>β>80%)

α=2β/(1+β)

α=10β/(1+10β)

Figure 3. Accepted error-zone under the condition of ‘ΔAE ≤ 10% ∩ ΔAE ≤ 50%’.

3.2. Quantitative Error Induced by Minor Standard Phase Present in Sample (SPS)

For the Rietveld/internal standard quantitative analysis, there is another problem that is often
overlooked. It is also related to the standard besides the effect of its minor impurity phases above.
The normal standards such as SiO2, Al2O3, ZnO, and TiO2 are preferably chosen due to their simple
and known crystal structure, characteristic-sharp diffraction peaks and a variable availability of
linear absorption coefficient. However, it is also important to highlight that such standards to be
added for amorphous content determination may be present previously in the sample. In this work,
we refer such a standard phase that is present in the sample as SPS. If SPS is minor phase and there
is no better standard, they are often overlooked and assuming that contribution to quantitative
accuracy is negligible. Here, we study the error analysis introduced by that extreme case and
its effect on quantitative accuracy is discussed. The equations of absolute and relative errors are
finally derived as Equations (9) and (10), and the intermediate derivation process was shown in the
supplementary materials.

ΔAE =
100x − y + 100

100x
z + 1

(9)

ΔRE =

[
100x − y + 100
( 100x

z + 1)y

]
× 100 (10)

where x is set as ‘WSt/100 − WSt’ while y and z stand for the weight fraction of amorphous
phase(W†

Amor) and the SPS phase (W†
X) in original sample, respectively.

The numerical simulation analysis of absolute and relative errors was successively performed.
The results, corresponding to WSt and W†

X, were displayed in Figure 4. Figure 4a,c,e shows the
absolute error distribution in which the content of amorphous phase is assumed to be 10%, 20%,
and 50%, respectively. The corresponding 2D error patterns, reported by Figure 4b,d,f, displayed
the relative errors distributions. It is concluded that the error level of amorphous phase quantitation
is positively correlated with W†

X and negatively correlated with WSt. The amorphous phase error
becomes more sensitive with smaller of WSt or larger of W†

X. When compared with the results from
10 wt% to 50 wt% of the amorphous content, the conclusion can be drawn that quantitative error
gradually dropped down at a higher dosage of internal standard. The relative errors displayed in
Figure 4f are all less than 100% when the weight fraction of amorphous phase reaches 50 wt%. Likewise,
the error is related with the weight fraction of standard phase present in sample and dosage of internal
standard. The conditions for high quantitative accuracy of original equation are strictly satisfied with
a lower amount of SPS phase, less than 2 wt%, and a higher dosage of internal standard, larger than
20 wt%. For example, if the weight percentage of SPS phase is set as 2 wt%, the absolute and relative

7
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errors are as high as 8% and 39%, respectively, when the amorphous content and dosage of internal
standard are less than 20%.

(a) (b) 

(c) (d) 

(e) (f) 

Figure 4. Absolute and relative errors analysis of amorphous phase. (a,c,e): the absolute error
distribution in which the content of amorphous phase is assumed to be 10%, 20%, and 50%, respectively;
(b,d,f) The corresponding 2D relative errors patterns of (a,c,e), respectively.

For the above quantitative errors reduction, the corrected equation for amorphous phase
can be finally proposed as Equation (11), with the intermediate derivation process shown in the
supplementary materials.

W†
Amor = 100 − WSt(RSt − 100)

(R†X − RSt)(100 − WSt)
× 102 (11)

8
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where RSt and R†
X stand for the Rietveld quantitative result of internal standard and the standard

phase present in sample.

4. Conclusions

For Bragg-Brentano diffraction, the ignorance of the amorphous or non-quantified crystalline
phases (ACn) in standard exerts significant effect on the quantitative accuracy by the Rietveld-internal
standard method. The error level is only related to the crystallinity of internal standard (α) and
weight percentage of amorphous phase in original sample (β), and the equations of absolute/relative
errors (ΔAE/ΔRE) are derived as proposed. The numerical simulation analysis reveals the original
equation is not applicable in most of the cases and the corresponding error-accepted zone is
suggested from the relationship between α and β. When the preparatory conditions are set as
‘ΔAE ≤ 10% ∩ ΔRE ≤ 50%’, then the error-accepted zone can be expressed as ‘α ≥ 10β/(1 + 10β)’,
‘β ∈ (0.80%)’ and ‘α ≥ 2β/(1 + β)’, ‘β ∈ (80%, 100%)’. For the above quantitative error elimination,
the equation for ACn has been improved as proposed.

Based upon Bragg-Brentano diffraction, the ignorance of minor SPS phase in original sample
also has significant effect on the quantitative accuracy by the Rietveld-internal standard method.
The effect is evaluated from absolute/relative errors (ΔAE/ΔRE) analysis with error-equations derived
as proposed. The numerical simulation analysis reveals that the quantitative error has a positive
relationship with the content of the SPS phase (W†

X) and negative relationship with internal standard
(WSt). The error becomes more sensitive with smaller of WSt or larger of W†

x. The error-zone
demonstrates that original ACn equation is inapplicable (ΔAE > 7.8%, ΔRE> 38.9%) under the
condition of higher content of SPS phase (W†

X > 2wt%), while the internal standard is under 20 wt%.
The improved equation for such quantitative error elimination is suggested.

Supplementary Materials: The following are available online at www.mdpi.com/2073-4352/8/3/110/s1. Part S1:
the intermediate derivation process of Equation (4), Part S2: the intermediate derivation process of Equations (9) and
(10), Part S3: the intermediate derivation process of Equation (11).
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Abstract: The Rietveld method is the most reliable and powerful tool for refining crystal structure
when powder diffraction data are available. It requires that the structure model to be adjusted is as
close as possible to the true structure. The Rietveld method usually represents the final step of the
powder solution process, in particular when a new structure is going to be determined and published.
EXPO is a software able to execute all the steps of the solution process in a mostly automatic way,
by starting from the chemical formula and the experimental diffraction pattern, passing through
computational methods for locating the structure model and optimizing it, and ending to the Rietveld
refinement. In this contribution, we present the most recent solution strategies in EXPO, both in
reciprocal and direct space, aiming at obtaining models suitable to be refined by the Rietveld method.
Examples of Rietveld refinements are described, whose results are related to different solution
procedures and types of compounds (organic and inorganic).

Keywords: powder structure solution; EXPO software; Rietveld refinement

1. Introduction

The Rietveld method [1], born from the simple and brilliant idea of refining crystal structure
together with parameters describing the diffraction profile employing directly the profile intensities,
has been one of the most innovative and still now widely applied methods for studying materials from
powder diffraction data. It has given a great impulse to the process of crystal structure solution by
powder diffraction data, expanding the fields of application of powder diffraction which, up to the
end of the 1970’s, was primarily used for qualitative and semiquantitative analysis. Powder diffraction
without the Rietveld method would be much less popular.

The method was proposed in 1969 as best suited for neutron powder techniques, and, in particular,
refining nuclear and magnetic structures, but later, it was extended to X-ray powder diagrams and
used for different kinds of analysis: structural, including lattice parameters, atomic positions and
occupancies, temperature vibrations (isotropic and anisotropic); quantitative phase; grain size and
micro-strain (isotropic and anisotropic); stacking and twin faults. The present paper focuses on the
Rietveld method for structure refinement.

The two main steps in structural analysis are solving the structure and refining the model [2–4].
The single-crystal-like procedures for structure solution and refinement require that the estimates of
the structure factor moduli derived from the diffraction experiment and associated to reflections are

Crystals 2018, 8, 203; doi:10.3390/cryst8050203 www.mdpi.com/journal/crystals12
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reliable. Indeed, in the case of a single crystal, this condition is wellaccomplished and the two steps are
usually carried out in a straightforward manner. In particular, the experimental moduli are efficiently
used as observations in the nonlinear least-squares calculation for refining the structural parameters.

In the case of powder diffraction peak overlap, background not always simple and easily
described, preferred orientation and limited experimental resolution are concurrent problems that
compromise, sometimes considerably, the process of extracting the structure factor moduli from
the experimental powder diffraction pattern [5], and lower the reliability of the moduli estimates.
In this scenario, using the experimental structure factor moduli as observations in the least-squares
minimization for refining structural parameters can be unsuccessful, or at least it needs a powerful
weighting scheme of reflections for compensating for the low accuracy of the extracted moduli [6].

The Rietveld method, which uses as observations the profile intensities of the full experimental
pattern, is based on the minimization of the following quantity:

∑
i

wi(Yoi − Yci)
2 (1)

where the summation is over the number of experimental diffraction profile intensities, wi is a suitable
weight associated to each Yoi observed intensity (usually equal to 1/Yoi) and Yci is the corresponding
calculated intensity. Yci is described by analytical functions, which depend on structural and profile
parameters, among which we mention: atomic coordinates, occupancies, displacement factors, lattice,
background, peak shape, peak width, preferred orientation, sample displacement, sample transparency,
and zero-shift error. These parameters are all variables to be refined by least squares. Due to the
dependence on numerous variables, the minimization process can fall into false minima or diverge.
Such a risk can be reduced and possibly avoided if the quality of the experimental diffraction pattern
is good, peak and background are described by suitable functions and, especially, the structure model
makes physical and chemical sense. For a good outcome of the Rietveld method, it is required that the
structure model to be adjusted is as close as possible to the true one.

According to (1) formula, the progress of the Rietveld minimization can be monitored by figures of
merit giving the agreement between the observed and calculated intensities, among which we mention:

Rwp =

√√√√√√∑
i

wi(Yoi − Yci)
2

∑
i

wiYoi
2 (2)

A small Rwp value is an indicator of successful minimization and, if the trap of false minimum
has been skipped, successful refinement and reliable final structure model.

Several computing programs have been developed for the Rietveld refinement [7]. Some of
them are of general use, some are devoted to specific classes of structures (zeolites, polymers, etc.).
Some packages are able to execute not only the Rietveld refinement. The software EXPO [8] belongs
to this last category, being dedicated to the full pathway of structure solution by powder diffraction
data. It needs only the experimental powder pattern (collected by conventional or synchrotron X-ray
or neutron diffraction) and the knowledge of the chemical formula of the sample to be investigated.
Supported by a high level of automatism, EXPO is able to:

• determine the cell parameters;
• identify the space group;
• solve the structure ab initio in the reciprocal space via direct methods (extract the integrated

intensities from the experimental profile for estimating the observed structure factor modulus
associated to each reflection, probabilistically evaluate the phases of reflections, calculate the
electron density map for deriving the structure model, optimize the model);
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• solve the structure in the direct space (search the best model, compatible with the expected
molecular geometry, by global optimization methods;

• refine the structure model by the Rietveld method.

The EXPO graphic interface is operational to follow the evolution of the solution process, to check
the results obtained in each step, and to select, if necessary, alternative nonautomatic procedures.

Recovering a structure model that makes physical and chemical sense and is close to the true one
is often an arduous task whether we adopt the reciprocal space solution or the direct space option.
In the first case, the main difficulty lies in the low accuracy of the extracted structure factor moduli
which are actively used in the phasing process (see Section 2.1); in the second case, the difficulty is
in the choice of the geometrically compatible model and in the efficiency of the optimization method
(see Section 2.2).

EXPO is supported by several powerful methodological and computational procedures all aiming
at providing a structure model worthy to be submitted to the last step of the solution pathway:
the Rietveld refinement. In the present paper, we describe briefly the EXPO strategies and show
examples of Rietveld refinement by EXPO.

2. The Crystal Structure Solution Process in EXPO

The role of the solution process which aims to obtain a complete structure model not far from
the true one is relevant for the good outcome of the Rietveld refinement. After the cell parameters
and space group have been recognized, the most widely used approaches for solving structure by
powder diffraction data are [9]: (a) Reciprocal Space (RS) methods, in particular direct methods
(they are single-crystal-like). This is the standard solution option in EXPO. The RS methods are fast
in the execution time and need minimal information, but they strongly depend on the quality of the
structure factor moduli extracted from the experimental pattern and on the experimental resolution.
They are usually effectively combined with structure model optimization procedures which move from
reciprocal to direct space and vice versa and are based on Fourier map and least-squares calculations;
(b) direct space (DS) methods, also called global optimization methods. They are trial-and-error
approaches which use the profile intensities, do not depend on the structure factor moduli and do
not require high experimental resolution, but they need a priori knowledge of the connectivity or
coordination of any of the atoms in the structure under study and, usually, are time consuming.

In recent years, the complementary features of the RS and DS methods, well supported by the
availability of synchrotron light sources and fast computers, the advances in experimental devices,
and the development of innovative methods and computing algorithms, have contributed to increase
the number of structures successfully solved by powder data. The software package EXPO [8] is able
to execute the solution process by ab initio methods and/or global optimization methods. The model
generated by the solution process is then submitted to the Rietveld refinement.

If the model is resulted from the ab initio methods, even if completed and optimized by one
or more of the structure model optimization strategies included in EXPO, it is usually approximate
(e.g., atom positions are not very close to the true ones, rings are distorted, etc.) and, often, not fully
compatible with the conditions required by the Rietveld refinement. Sometimes, information on the
expected molecular geometry can be useful for restraining bond distances, angles and planes during
the refinement process in order to reduce the possibility of falling into false minima.

The model derived from the global optimization methods benefits from the geometrical
information on which it is based and is more suited to the Rietveld refinement, under the hypothesis
that the assumed molecular geometry is not far from the true one.

A brief description of the two kinds of methods and the main features of the Rietveld refinement
available in the EXPO software follow.
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2.1. Solution in Reciprocal Space

Structure solution approaches working in reciprocal space, known also as traditional or ab initio
or phasing methods, like direct methods (DM) and Patterson methods [10], have been firstly developed
and widely applied to solve crystal structures by single-crystal data, then effectively exported to
powder data.

The reciprocal space (RS) methods require minimal a priori information (i.e., the experimental
powder diffraction pattern and chemical formula in addition to cell parameters and space group) and
less computing time. They need the integrated intensities I of the individual reflections to be extracted
from the powder diffraction pattern. Two reference approaches are devoted to this scope: the method
proposed by Pawley [11] and the other from Le Bail and coworkers [12] (the latter was adopted by
EXPO). The Pawley method treats the integrated intensities as variables to be refined (in addition to
cell, profile and background parameters) in the least-squares that minimize the residual (1). The limit
of the method is to consider I as independent observations, an assumption that can lead to refinement
instability and negative intensity values. The Le Bail method is inspired by a Rietveld formula that
portions the total observed intensity of a cluster of overlapping reflections proportionally to the
calculated values of the single intensities. This approach reveals extremely fast and convergent but
tends to the equipartition of the overall observed intensity in case of strongly overlapping reflections.

The dependence of the RS methods on the integrated intensities is a drawback, due to the
unavoidable errors on the I values caused by the powder typical problems (i.e., overlap of reflections,
wrong background description, preferred orientation effects, etc. see Section 1). Additional critical
points of the RS approaches are related to:

(i) Data resolution. Experimental diffraction data far away from the atomic resolution can prevent
the success of the structure solution process or lead to a poor electron density map, and can be
difficult to interpret;

(ii) Structure complexity. RS methods are usually able to solve successfully crystal structures with
number of atoms in the asymmetric unit (Nau) up to about 40 [13]. Nau >> 40 is a challenging
task for RS methods.

Because of the mentioned limits, the RS methods often do not provide a structure model complete
and with well-located atom positions: some atoms are missed, and some others are far or very far from
the true ones. Since the success of the Rietveld method is critically dependent on the completeness and
accuracy of the structure model, several advanced procedures have been developed and introduced
in EXPO for enhancing the power of DM and the quality of the obtained structure model. We briefly
describe the basic principles of direct methods used by EXPO for obtaining the structure model and its
main strategies for optimizing the model up to Rietveld method expectations.

• Direct methods basic principles

In the solution process by RS methods, the crystal structure is determined by calculating the
electron density given by the inverse Fourier Transform of the structure factors Fh:

ρ(r) ≈ 1
V ∑

h

|Fh|exp(iϕh) exp(−2πih · r) (3)

The diffraction experiment provides, for each h reflection, the integrated intensity Ih that is
directly proportional to |Fh|2. The structure factor Fh is a complex quantity whose phase ϕh is not
obtained by the diffraction experiment [10].

Direct methods are phasing methods being able to estimate ϕh. The basic idea of DM is that the
information on phases is contained on the experimental structure factor moduli, and can be derived
directly (as their name suggests) from them via mathematical relationships.

The main hypotheses on which DM are based are the following:
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(1) the positivity of ρ(r) (i.e., ρ(r) > 0 in the unit cell);
(2) the atomicity of ρ(r) (i.e., ρ(r) corresponds to discrete atoms).

These two assumptions lead to algebraic relationships involving structure factors [14,15],
from which information on phases can be recovered. Wilson [16,17] opened the door to the probabilistic
approach based on an additional third assumption: the atomic positions are random variables
uniformly distributed on the unit cell. Since the experimental diffraction intensities are not on absolute
scale and depend on the scattering angle θ, Wilson proposed a method, known as Wilson plot method,
that, starting from the experimental structure factor moduli, is able to determine a scale factor K
(so that the experimental |Fh| can be put on absolute scale) and the average isotropic displacement
parameter B. Once K and B have been estimated, it is possible to calculate from |Fh| the normalized
structure factors moduli |Eh| that are key magnitudes for DM. They have the great advantage to be
independent of θ and correspond to an idealized point atom structure.

In the case of powder data, non-negligible errors on Ih can result in scarce accuracy on |Fh| and,
consequently on |Eh|, as well as in an unreliable phasing process and approximate result from (3).

EXPO is able to automatically carry out all the following main steps of DM:

(1) Normalization: the integrated intensities are normalized by the Wilson method and the |Eh|
values are calculated. Statistical analysis on |Eh| is performed in order to detect: (a) the presence
or absence of an inversion center; (b) the possible presence and type of pseudotranslational
symmetry [18]; (c) the preferred orientation effects [19]. The largest |Eh| values (i.e., |Eh| ≥ 1)
reflections, the so called strong reflections, whose number is Nlarg, are considered because they
strongly contribute to the DM phasing process (see next point 2). The default number of strong
reflections to be phased (Nphas) is automatically calculated by EXPO by taking into account the
number of atoms in the asymmetric unit and the type of symmetry. Nphas should be at most Nlarg;
if Nphas > Nlarg, EXPO sets Nphas = Nlarg;

(2) structure invariants (s.i.) calculation: s.i. are magnitudes that are independent of change of the origin
and depend only on the structure. They are fundamental in the phasing process. For example,
a s.i. of order n is the product of n normalized structure factors Eh1 Eh2 . . . . . . Ehn with h1 + h2 +
. . . + hn = 0. In the phasing process, a special role is occupied by triplet invariants EhEkE−h−k
(n = 3). EXPO estimates the triplet phase Φh,k = ϕh + ϕk + ϕ−h−k via the probabilistic formula
P10(Φh,k) [20] that depends on ten |E| values. The reliability parameter Gh,k of the estimate of the
triplet phase Φh,k is proportional to the product |EhEkE−h−k| (it is large for strong reflections) and,
in the case of a crystal structure with N non-H equal atoms in the unit cell, is inversely proportional
to N: with the increasing of N, Gh,k becomes negligible and, consequently, the probability of DM
failure increases. Gh,k can be positive or negative; if positive, P10(Φh,k) attains its maximum at
Φh,k

∼= 0 (i.e., positive triplets), if negative, P10(Φh,k) is maximum at Φh,k
∼= π (i.e., negative

triplets). The positive triplets with Gh,k ≥ 0.6 are stored by EXPO and are strongly involved in
the phasing process;

(3) Phases estimate: a milestone for DM is the tangent formula, proposed by Karle & Hautpman [21],
that derives the phases of the Nphas reflections starting from a subset of selected reflections
(the so called starting set) and actively uses the triplets in which the reflections to be phased
are embedded. The phases of the starting set can be set via a multisolution method based on
magic integers [22] (this is the default choice of EXPO), or, alternatively, by a random approach
starting with random phase values. DM provide several possible sets of phases that are ranked
according to a suitable mathematical tool, the combined figure of merit (CFOM) [23,24], mainly
based on the |E| values. The largest CFOM value phase set should correspond to the correct
solution. When it does not provide a plausible and chemically interpretable structure solution,
EXPO offers the graphic option to conveniently explore all the generated and stored phasing sets
(their number is usually 20);
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(4) Electron density map calculation: the calculation of (3) is carried out on the largest CFOM value
phase set or on some or all the DM generated and stored sets. The interpretation of ρ(r) in terms
of positions and intensities of its peaks supplies the fractional coordinates and the chemical labels
of the atoms in the structure. Because of uncertainties on the experimental structure factors
moduli extracted from the powder profile, the entire DM process can be unsatisfactory and the
final structure model approximate. Consequently, the completion and/or optimization of the
DM structure model are a fundamental request for a successful and meaningful application of
the Rietveld method.

• Model optimization

EXPO proposes procedures, some applied in a default way and others on request when the
standard approaches fail, all aiming to improve the structure model obtained by DM in such a way
that the optimized structure is close to the true solution and appropriate for the Rietveld refinement.
The optimization strategies are:

(1) WLSQFR (weighted least-squares Fourier recycling) [6] consists of a two-step approach
alternating suitably weighted least-squares refinement (aiming to minimize the weighted squared
difference between the observed and calculated intensities) and Fourier map calculations,
which add missing atom positions to the refined model. The weights take into account the low
accuracy of the integrated intensities estimates of the overlapping reflections and tend to prevent
the domination of the refinement process by the largest intensity reflections. This optimization
tool is automatically applied in a default run of EXPO in case of inorganic compounds solution.

(2) RBM (resolution bias modification). The procedure can work in direct or reciprocal space or in
both spaces [25–29] and is a powerful approach able to reduce the errors on the electron density
map mainly due to the limited experimental resolution. RBM is able to discard false peaks
and recover the missing ones. It has revealed itself to be particularly effective for organic and
metal-organic compounds (for them it is the default choice of EXPO).

(3) COVMAP [30], a procedure aiming to correct the electron density map by exploiting the principle
of covariance between two points of the map, nevertheless its quality. It can locate the missing
atoms by modifying the electron density map taking into account some basic crystal chemistry
rules, in particular, the expected bond distances between couples of atoms.

(4) Shift_and_Fix [31], the last developed approach and effectively introduced in EXPO based
on the optimization of the models derived from all the stored DM phasing sets that are
automatically and sequentially processed and analyzed. Shift_and_Fix consists of two main steps,
cyclically combined:

(a) The Shift step, which randomly shifts a suitably chosen part of the DM structure model;
(b) The Fix step, which carries out a weighted least-squares refinement of the shifted model,

followed by Fourier map calculations whose coefficients are functions of the chemical
content of the compound under study.

COVMAP and Shift_and_Fix are not default procedures of EXPO and can be fruitfully applied to
organic, inorganic and metal-organic crystal structures.

If hydrogen atoms are present in the structure under investigation (the solution process by RS
methods is not able to detect them), the EXPO graphical interface provides computational tools for
positioning them geometrically (if possible) and/or detecting them by nonstandard Fourier map
calculation (i.e., difference Fourier map).

2.2. Solution in Direct Space

Because of the unavoidable problems of the powder diffraction pattern (peak overlapping,
background, preferred orientation), responsible of ambiguities in the integrated intensities of individual
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reflections, the reciprocal space methods are not always able to reach a correct solution or at least a
solution satisfactory for the Rietveld refinement. Structure solution procedures alternative to the RS
approaches result in the direct space (DS) methods where the fit of calculated versus experimental
powder pattern is performed by moving trial molecule models inside the unit cell.

By avoiding the pattern decomposition into single integrated intensities, the DS approaches
overcome the limit of the strong dependence of the RS methods on the quality of the structure
factor moduli extracted from the profile and on the experimental resolution. On the other hand, the
principal reason for their success is the incorporation of the prior knowledge on the expected molecular
geometry of the compound under study. However, this request also represents the main limitation of
the technique: the full molecular structure must be managed if the correct solution is to be obtained.

In the DS approaches, a starting model is supposed with well-characterized bond lengths and
bond angles typically assumed as known and considered standard values during the solution process
(this assumption is usually well placed for the organic compounds). The structural variables describing
the starting model are so restricted to the external (position and orientation) plus the internal (torsion
angles) degrees of freedom (DOFs) whose values cannot be determined a priori. Several random trial
structures are generated from the starting model by varying DOFs describing the model location and
orientation in the unit cell and its internal conformation.

The quality of each trial model is evaluated via a cost function (CF) that compares the powder
diffraction pattern calculated from the current structure with the experimental one. The direct space
strategy is to find the trial model corresponding to the lowest CF value, which is equivalent to exploring
the hypersurface of CF(DOFs) to find the set of DOFs that define the structure and correspond to the
global minimum in CF(DOFs).

Several global optimization algorithms have been adopted to attain this objective [32–34] and
successfully applied for solving structures of organic, inorganic and organometallic materials. Their
common limit is the computational time consumption, particularly when the number of DOFs is large.
Among the DS approaches, the most widely used is the Simulated Annealing (SA) [35–39].

Two alternative DS structure solution algorithms have been implemented in EXPO: (1) a classical
Simulated Annealing (default choice); (2) the most innovative GHBB-BC global optimization
method [40]. They both require a starting trial structure model compatible with the expected molecular
connectivity information which can be built up by using a molecular editor program or retrieved by
literature in the case that a similar molecule has been already published. The hydrogen atoms (their
contribution to X-ray scattering is weak) present in the starting trial model can be omitted in the DS
process in order to reduce the number of DOFs and the computational time, which increases with
the number of atoms. EXPO is able to read the starting model in different formats: MDL Molfile,
MOPAC file, Tripos Sybyl file, Crystallographic Information File (CIF), Protein Data Bank (PDB) file,
XYZ format, etc. (see the EXPO manual for more details). EXPO itself offers graphical tools for adding
building blocks (tetrahedron, octahedron, square plane, cube, trigonal plane, antiprism tetragonal,
prism trigonal, icosahedron, isolated atom).

The default solution process by DS methods consists of ten runs, which are automatically
performed. During each run, a visual matching among observed, calculated and difference profile,
together with the current trial structure model, is plotted. A plot of the CF value depending on the
evolution of the process can be also monitored.

During each run, EXPO changes the torsion angles (automatically identified by the program),
the orientation, and the position of the trial model in the unit cell, while bond lengths, bond angles and
ring conformation are not considered as variables. For this reason, the assumed lengths and angles
should match as closely as possible to those true of the studied compound if incorrect results are to
be avoided. At the end of the automatic procedure, the ten solutions are ranked according to the CF
value, saved in CIF files and graphically shown.

Two cost functions can be alternatively selected for driving the process towards the attainment of
the best structure solution:
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(1) The Rwp weighted profile reliability parameter (see Equation (2)) which represents the default choice;
(2) The RI agreement factor, which compares the experimental integrated intensities Ih(obs) and the

intensities Ih(calc) calculated by the model:

RI =

√√√√√∑
h
|Ih(obs)− Ih(calc)|

∑
h

Ih(obs)
(4)

Even if Equation (4) requires the determination of the integrated intensities, the advantage in its
use (instead of Rwp) is the consistent reduced computing time while, if the reflection overlapping is
severe, the Ih(obs) values can be unreliable, and the use of Rwp is preferred.

The most relevant aspects of SA and GHBB-BC in EXPO are hereinafter reported.

• Simulated Annealing

Simulated Annealing is an iterative metaheuristic algorithm widely used to address discrete and
continuous optimization problems. Its main advantage is that during the explorative walk on the CF
hypersurface via the Monte Carlo method [33,41,42], uphill moves are allowed, providing the trial
model to escape from local minima in search of the global minimum. On the contrary, one shortage of
SA is the high computational cost, strongly dependent above all on the chosen annealing schedule
that regulates the temperature (T) parameter control. In effect, if T is reduced too rapidly, a premature
convergence to a local minimum may occur; in contrast, if it is reduced too gradually, the algorithm is
very slow to converge.

At the beginning of the SA process implemented in EXPO, a dialog window reporting the general
settings of the procedure (i.e., cost function, experimental resolution, random seed, temperature, etc.)
is shown. All the control parameters are automatically set by the program to execute an annealing
schedule which represents a compromise between the requirements of maximizing the efficiency of the
algorithm and minimizing the total execution time. If necessary, all the parameters can be modified by
the user to better deal with the problem under study.

The SA user-friendly graphic interface of EXPO is supported by useful tools for visualizing and
checking the various steps of the solution process and eventually modifying the default choices.

The dynamical occupancy correction [39] represents another important available option, which is
very useful when DS methods are applied to nonmolecular crystals for which some atoms are expected
to occupy special positions and different building blocks can share one or more atoms. This option can
be activated graphically.

The problem of computational time required for complex structures, in general for compounds
with more than 15–20 DOFs, represents a limit for the crystal structure solution by DS: a large number
of SA moves per run, and a large number of runs are required to guarantee to find the global minimum
and increase the frequency of correct solutions. Fortunately, this type of calculation can be easily
distributed among more CPUs by a parallel version of EXPO which has been developed and is going to
be improved by using the Message Passing Interface (MPI) parallelization paradigm and available for
parallel machines (ordinary laptops and desktop PCs, supercomputers) with Linux operating systems.

• GHBB-BC Method

The recently proposed GHBB-BC algorithm has been developed for improving the features of
the DS search methods as well as saving computational time. Its capabilities have been optimized for
the application to compounds with a number of torsion angles lower than six and not more than two
fragments in the asymmetric unit. It results from a proper combination of three DS approaches:

(1) The Big Bang-Big Crunch global optimization method (BB-BC) [43]. It is inspired by one of the
cosmological theories of the universe and involves two phases: (i) the Big Bang, corresponding
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to the disorder caused by the energy dissipation in which a completely random population
is generated; (ii) the Big Crunch, corresponding to the order due to gravitational attraction
where the population shrinks to a single good quality element represented by the centre of mass,
for converging to a global optimum point.

(2) The metaheuristic Greedy Randomized Adaptive Search Procedure (GRASP) [44]. It is an iterative
approach, particularly effective in finding empirically good quality solutions in a reasonable
computational time for most of the real-world combinatorial optimization problems that are
computationally difficult and have enormous solution spaces. Each GRASP iteration is made up
of two phases: construction and local search. The construction phase progressively builds a set of
feasible solutions from scratch; the local search phase investigates their neighbourhood until a
local minimum is found. The best overall solution is kept as the final result.

(3) The traditional Simulated Annealing.

The GHBB-BC computational procedure starts from an expected external structure model and
performs a number of possible iterations defined according to the number of structure fragments and
torsions angles present in the model. The general iterative scheme can be summarized (see [40] for
details): the Big Bang phase creates the initial random population whose elements are evaluated by
their corresponding Rwp values; cycles of GRASP come after for improving the population according
to an effective sample; the Big Crunch phase selects three representative population elements which
are then considered as centres of mass from which a new Big Bang phase can restart; at most,
three population elements are conveniently chosen and submitted to SA optimization; the global
optimization attainment is achieved by picking up the best population element corresponding to the
minimum Rwp value after it has been carefully checked; the best model is accepted and possibly used
for starting with a new iteration.

To complete the framework of the mainly used powder structural solution approaches, the hybrid
methods [45–48] should be considered. They result from the combination of RS and DS approaches
to take advantages from the best features of the two methods. Of particular interest are two hybrid
nonstandard procedures implemented in EXPO and obtained by combining Direct Methods with
SA [49,50] and Monte Carlo methods [51,52], respectively.

As a final step of the solution process, the model obtained by the application of one of the DS
algorithms in EXPO is then submitted to the Rietveld method. The request that it is a reasonably good
model in order to succeed with the Rietveld refinement and converge to the correct solution is satisfied
only if the prior information about the expected molecular geometry is in agreement with the true one.
This is the reason for which the DS methods are very popular for solving organic compounds: for them,
it is more difficult to fail in the building of the prior model. A well formulated global optimization
approach is equivalent to a ‘global Rietveld refinement’ [53].

Compared with the RS approaches, which usually provide models so poor and far from chemically
reasonable that their optimization is mandatory, the DS methods can be more profitable for both
structure solution and for the Rietveld refinement (provided that the input molecular model is accurate).
Critical points are: compounds with more than one chiral center and cis/trans isomerism, a nonplanar
ring system, or an unusual combination of elements in functional groups. Experience and chemical
intuition are certainly required to build the starting model.

2.3. The Rietveld Refinement

The paper by McCusker and coworkers [54] is very informative on the practical aspects of the
Rietveld refinement, in particular on the usually involved parameters and strategy for their variation.

EXPO is able to carry out Rietveld refinements from X-ray or neutron powder diffraction data.
Its main features are briefly described. The following parameters can be adjusted during the EXPO
Rietveld execution:
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(1) Parameters for correcting the systematic line-shift errors due to sample displacement, sample
transparency, and zero-shift.

(2) Background parameters. The background is automatically described by empirical functions:
the classical polynomial function, the Chebyshev polynomial function, and the cosine Fourier
series. It can be also modeled by a mouse-click selection of points interpolated by the best fitting
background curve.

(3) Parameters related to integrated intensities: scale factor and preferred orientation. Correction for
the preferred orientation can be achieved by the March–Dollase function [55].

(4) Profile parameters: full width at half maximum of the peak shape and peak asymmetry. The available
peak shape functions are: pseudo-Voigt, Pearson-VII, and modified Thompson–Cox–Hastings
pseudo-Voigt. The correction for the peak asymmetry is applied by using the semiempirical function
given in [56].

Kα1 and Kα2 peak doublet, if present, can be modelled.
(5) Crystal structure parameters: lattice parameters, atomic fractional coordinates, occupation

factors, and isotropic displacement parameters. Atomic displacement parameters can be refined
individually or in a group of atoms with the same atomic type or the same environment.

The nonlinear least squares are carried out by employing the damped Gauss-Newton method.
A backtracking line-search procedure based on cubic interpolation is used to automatically calculate
the damping factor applied to the shift on parameters in order to ensure the descendant direction in
each cycle of refinement and to prevent divergence [57]. The refinement convergence condition is
reached when the increments on parameters become smaller with respect to their standard deviations
or when the relative gradient of the χ2 minimized function given by (1) is less than a tolerance value.
Tolerance value and the maximum number of cycles can be suitably modified by the user.

The Le Bail technique [12] can be adopted to perform a full pattern decomposition prior to the
Rietveld refinement in order to determine the starting values of parameters (background, peak shape,
line-shift corrections and unit cell dimensions), and then subjected to refinement. This strategy is
suggested especially if the available structure model is not completed [58] or when the starting model
is too different from the target model.

The refinement process can be executed by following two alternative approaches: (1) the user
can decide the refinement strategy via graphic interface; (2) an automatic refinement schedule can
be applied. In the automatic mode, groups of parameters are refined according to a fixed sequence
as established in the Rietveld guidelines [54,58]. In the last step of refinement, all parameters are
refined simultaneously.

To reduce problems due to loss of experimental information and to increase the ratio ‘number
of observations/number of parameters to be refined’, the knowledge of molecular geometry can be
introduced and exploited in the refinement in the form of restraints on bond distances, angles and
planes. To simplify the setting of restraints, the program is able to extract from the connectivity of the
initial model the possible restraints providing a list of current and target values. The user can select
the restraints to be included in the refinement procedure and eventually modify the target values.

Constraints, defined as exact mathematical relationships between least-squares parameters, can be
used to reduce the number of parameters. Symmetry constraints, required to conserve the space-group
symmetry rules, are mandatory and automatically deduced and imposed by EXPO. Constraints on site
occupancies and on isotropic displacement parameters may be defined by the user. Hydrogen atoms
can be geometrically generated in an automatic way and constrained according to the riding model
approximation [59] (this strategy is usually adopted in the single-crystal refinement): H atoms are
moved synchronously with the atoms to which they are bonded, thereby preserving the bond length
and direction; the isotropic displacement parameters of the hydrogens are constrained to be 1.2 times
that of the heavy atom to which they are attached. The factor 1.2 can be changed by graphic interface.
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Several criteria of fit are available in order to monitor the progress and evaluate the quality of
Rietveld refinement [54] in EXPO: the weighted profile R-factor and the unweighted profile R-factor
calculated for the full pattern (Rwp, Rp); the corresponding background-subtracted figures (Rwp’, Rp’);
the statistically expected R value (Rexp); the goodness-of-fit (Rwp/Rexp); the Durbin-Watson d-statistic.
R values similar to those used in the case of single-crystal data are also available: RF and the
Bragg-intensity R (RBragg) which use the structure factor moduli extracted from the experimental
profile. In addition, graphical tools are available for checking: (1) the match between the observed and
calculated data by visualization of the observed, calculated, and difference pattern and the cumulative
χ2 value; (2) the chemical sense of bonding and nonbonding distances, angles and displacement
parameters by direct display of the crystal structure.

3. Application

3.1. Rietveld Refinement of N-Benzyl-1-(prop-2-yn-1-yl)-1H-benzo[d]imidazol-2-amine

An example of structure solution and Rietveld refinement reported here regards the organic
compound N-Benzyl-1-(prop-2-yn-1-yl)-1H-benzo[d]imidazol-2-amine (C17H15N3) [60] (see Figure 1
and Table 1). In this case, the X-ray powder diffraction analysis is fundamental because it gives a
full structural elucidation of the products and starting materials of a new synthetic process where
other approaches (NMR) could be ambiguous and error-prone. The solution was attained by the DS
method, in particular by Simulated Annealing of EXPO. The trial model for starting SA was created
by using the sketching facilities of ACD/ChemSketch [61] and applying the MOPAC program [62]
for the geometry optimization. For the structure solution, the angular range 6◦ < 2θ < 50◦ of the
experimental powder diffraction profile (X-ray standard laboratory data) was used. The number of
parameters, varied during the minimization process, was equal to 10: three coordinates to describe the
position of the center of mass, three describing the orientation, and four torsion angles to describe the
conformation. The SA algorithm, applied in a nonstandard-way, was run 20 times and the structure
model corresponding to the smallest value of the cost function Rwp = 7.11 was selected. The criterion
to accept the solution was based also on the soundness of the crystal packing. Then, the solution
derived from the DS procedure was used as an input model for the Rietveld refinement after that the H
atoms were placed in calculated positions. The peak shape was modelled by the Pearson VII function.
The background was fitted by a 20 coefficients polynomial. The number of structural and profile
refined variables was 112:4 cell parameters, 60 nonhydrogen atomic fractional coordinates, 20 isotropic
displacement parameters, 7 profile parameters, 20 background coefficients, and 1 zero-shift parameter.
Hydrogen atoms have been constrained according to the riding model approximation. The automatic
refinement executed by EXPO was robust and convergence was quickly achieved yielding Rwp = 2.787
and χ2 = 1.846 (Table 1).
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Figure 1. Crystal structure of C17H15N3 [57].

Table 1. Crystal data, Rietveld refinement parameters and CCDC [63] depository number for C17H15N3 [60].

Formula, formula weight C17H15N3, 261.32
Temperature (K), λ (Å) 293, 1.54056
System, space group Monoclinic, P21/c

a, b, c (Å); β (◦) 10.8944(2), 14.5650(2), 9.27713(15), 99.1021(10)
V (Å3), Z 1453.53(2), 4

2θ range, step (◦) 6–80, 0.02
Nr. of data points 3701

Nr. of Bragg refl., parameters 884, 112
Rp (%), Rwp (%), χ2 2.015, 2.787, 1.846
Rexp (%), RBragg (%) 2.051, 3.298

CCDC depository nr. CCDC1564263

3.2. Rietveld Refinement of Ca9RE(PO4)7 (RE = La, Pr, Nd, Eu, Gd, Dy, Tm, Yb, Lu)

Another example of Rietveld refinement concerns inorganic structures, in particular the study of
a set of new rare-earth tricalcium phosphates (TCP) Ca9RE(PO4)7 (RE = La, Pr, Nd, Eu, Gd, Dy, Tm,
Yb [64], and Lu [65]). TCP doped with rare earth (RE) elements are widely investigated because of
their applications in biological imaging, owing to their strong luminescence properties [66,67]. Despite
this, the available structural investigations and refinements of all the mentioned RE β-TCP inorganic
structures from powder methods are quite lacking in literature [68,69], thus making a challenging task
faced by EXPO, which worked on X-ray conventional laboratory diffraction data.

All the steps of the ab initio crystal structure solution process, from indexation to the Rietveld
refinement, were performed by EXPO. The structure solution process was carried out by a default
run of Direct Methods, confirming the model suggested by literature of a single-crystal study [69,70].
Detailed crystallographic information is summarized in Table 2 only for the Ca9Dy(PO4)7 compound
taken henceforth as a representative example of the series.
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Table 2. Crystal data, structure refinement parameters and ICSD [70] depository number for Ca9Dy(PO4)7 [64].

Formula, Formula weight Ca9Dy(PO4)7, 1187.99
Temperature (K), λ (Å) 273, 1.54056
System, space group Rhombohedral, R3c

a = b, c (Å) 10.4250(3), 37.301(2)
V (Å3), Z 3510.8(3), 6

2θ range, step(◦) 10–70, 0.06
Nr. of data points 1001

Nr. of Bragg refl., parameters 174, 86
Rp (%), Rwp (%), χ2 2.88, 4.15, 2.06
Rexp (%), RBragg (%) 2.06, 7.24
ICSD depository nr. CSD432791

In the successive Rietveld refinement, the default Pearson VII function was used for describing
the peak shape. A nonstandard refinement strategy was adopted, requested by the graphic interface of
EXPO: the RE positions were constrained to those of Ca in shared sites; the displacement parameters
of P were set equal to those of O; and the sum of occupancies of Ca and RE elements were equal
to 1.0 in shared sites with no limitation on the final charge at the site. In total, 86 parameters were
refined, including the profile ones. The refinement procedure converged to low Rexp, Rp, and Rwp

discrepancy indices whose values are indicative of reliable results: those for Ca9Dy(PO4)7 are reported
in Table 2 in addition to the crystal structure refinement data. The profile agreement between the
observed (blue line) and the calculated pattern (red line) is shown in Figure 2. The difference pattern
(violet curve) is also provided.

Figure 2. Rietveld plot of Ca9Dy(PO4)7: observed diffraction profile (blue line); calculated profile
(red line); difference profile (violet line); background (green) [64].

Four cationic sites are present in the structures and occupied by Ca and RE: three in general
positions displaying eightfold coordination (named M1 and M3) and sevenfold coordination
(named M2), and one on a special position displaying octahedral coordination, named M5 (Figure 3).
Two of the three phosphorous and nine of the ten oxygen atoms are located on general positions,
while the other atoms are located on special positions. Atom labelling was fixed according to [71].
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Figure 3. M1, M2, M3 and M5 cationic sites in RE β-TCP [64].

The aim of the Rietveld refinement is to carefully investigate the RE distribution within the RE
β-TCP samples. Two different possible dopant localizations were considered: (1) RE in M1, M2 and
M3 sites, but not in M5 according to [69]; (2) RE in M1, M2 and M5 sites, but not in M3. For all
the compounds, the refinement of both possible configurations was tested. The monitoring of the
Rwp values of the Rietveld refinements confirmed the cation distributions proposed in [69] for RE
= La, Pr, Nd, Eu, Gd, and Dy behavior due to steric reasons because of the large RE ionic radius.
Three exceptions to the described trend are represented by RE = Tm, Yb [64] and Lu [65], entering in
site M5 and not in M3 due to their lower ionic radius for 6-coordinations, allowing them to enter in the
M5O6 compact octahedron. The refined site-occupancies provided a total charge very close to the ideal
value of 21 valence units with minor anomalies (La and Nd the largest) within the experimental error
provided by the EXPO software (see [64,65] for more details).

Considering the charge difference between RE3+ and Ca2+ and the lack of restraints on charge
for mixed cationic sites, the obtained results can be considered a very reliable estimate of the RE/Ca
ratio at each site. Rietveld refinement for Ca9Dy(PO4)7 as well as for all Ca9RE(PO4)7 analogue phases,
was crucial for determining the exact amount of rare earth within every single calcium site, and to
better understand the luminescence properties of such compounds.

4. Conclusions

The Rietveld refinement is the last necessary step in the structure solution pathway from powder
diffraction data. It requires that the structure model to be adjusted is physically and chemically reliable
and close to the true one. If these conditions are not fulfilled, the risk of obtaining an incorrect refined
structure model is present, as well as if the minimization process has been successfully carried out
and the figures of merits indicate a good fit between the observed and calculated profile. EXPO is a
software package that is continuously improving the quality of the structure model obtained at the
end of the structure determination, as well as the refinement process. Several strategies working both
in the reciprocal and direct space can be selected with the aim of attaining a structure model suitable to
the Rietveld refinement. In this way, the full solution process, from indexation to structure refinement,
can be executed by EXPO, making use of default strategies or nonstandard ones.

5. Availability of EXPO

The EXPO program (last version EXPO2013) runs on any PC or workstation with the operating
systems Windows, Linux or Mac OS X. For Windows, some DLLs are necessary, which are included
in the distribution kit. For Linux, the binary packages for the most widely used distributions are
available. The source code is also supplied and can be compiled by a Fortran95 and C++ compiler
together with the GTK+2.0 and OpenGL libraries.

EXPO is available at http://wwwba.ic.cnr.it/content/expo-downloads, and the software is free
for academic and nonprofit research institutions after registration. The installation instructions and the
user manual are accessible via the web; documentation about the program itself and on the usage of
the graphical interface is provided in HTML and PDF formats.
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Abstract: Precipitates in thin-walled (11 mm) and thick-walled X70 (17 mm) microalloyed X70 pipe
steel are characterized using Rietveld refinement (a.k.a. quantitative X-ray diffraction (QXRD)),
inductively coupled plasma mass spectrometry (ICP), and energy-dispersive X-ray spectroscopy
(EDX) analyses. Rietveld refinement is done to quantify the relative abundance, compositions,
and size distribution of the precipitates. EDX and ICP analyses are undertaken to confirm Rietveld
refinement analysis. The volume fraction of large precipitates (1 to 4 μm—mainly TiN rich precipitates)
is determined to be twice as high in the thick-walled X70 steel (0.07%). Nano-sized precipitates
(<20 nm) in the thin-walled steel exhibit a higher volume fraction (0.113%) than in the thick-walled
steel (0.064%). The compositions of the nano-sized precipitates are similar for both steels.

Keywords: Rietveld refinement; quantitative X-ray diffraction; microalloyed steels; matrix dissolution;
X70; ICP

1. Introduction

Microalloyed steels are a type of high strength, low alloy steel containing additions of carbon
(C), nitrogen (N), niobium (Nb), titanium (Ti), and/or vanadium (V) in amounts less than 0.1 wt %.
These steels may also contain molybdenum (Mo) and chromium (Cr) in amounts exceeding 0.1 wt %.
Microalloyed steels are widely used in the pipeline industry [1,2] due to their good strength, weldability,
and toughness. Strengthening is achieved primarily via grain size reduction, but precipitation of
second phase particles can also contribute to the strength of the steel [3–5]. Precipitation strengthening
can be calculated by the following equation [6]:

σppt(MPa) =

⎛
⎝10.8V1/2

f

X

⎞
⎠ ln

(
X

6.125 × 10−4

)
(1)

where Vf is the volume fraction of precipitates and X is the mean diameter (μm) of the precipitates.
Changing the steel composition and/or processing conditions affects the value of both Vf and X
and, ultimately, the mechanical properties of the steel. Therefore, the ability to quantify precipitate
characteristics is important.

The volume fraction of precipitates in microalloyed steels is very low (≈0.1%), and the size of
some of the precipitates can be very small (less than 10 nm). Conventional characterization techniques,
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such as scanning electron microscopy (SEM) [7] or transmission electron microscopy (TEM) [3], can be
used, but it is difficult and/or time consuming to obtain statistically relevant information. The size
distribution of precipitates and volume fraction of nano-sized precipitates can also be determined
using small angle neutron scattering (SANS) [8–10]. However, neither the chemical composition nor
the morphology can be easily determined using SANS. A supplemental precipitate quantification
technique, such as Rietveld refinement of X-ray diffraction (XRD) patterns, is needed to properly
characterize precipitates in microalloyed steels.

To analyze precipitates using Rietveld refinement, it is necessary to extract the precipitates from
the steel using a matrix dissolution technique [11,12]. Precipitate extraction allows for the analysis
of a statistically significant number of precipitates. In addition, the extracted precipitates can be
characterized using other analytical techniques, such as SEM coupled with energy dispersive X-ray
(EDX) analysis.

The Rietveld method, in conjunction with XRD, which is commonly referred to as quantitative XRD
(QXRD), is a characterization methodology that calculates a theoretical XRD pattern and matches it with
the experimental diffraction pattern [13,14]. A number of different parameters are used to calculate the
theoretical pattern including the lattice parameter(s) of each phase, the atomic composition(s), the crystallite
size (Lvol in nm), the lattice strain (εo), and the relative abundance (weight and/or volume fraction) of
precipitates. The value of Lvol is related to the mean precipitate radius (R) by the following equation [15]:

Lvol =
3 · R · (1 + c)3

2
(2)

where c = 0 for a monodisperse spherical distribution and c = 0.2 for a typical lognormal
distribution [16]. A lognormal distribution (c = 0.2) was assumed during precipitate analysis. QXRD has
been successfully applied to precipitate analysis in Grade 100 steel [12].

2. Materials and Methods

2.1. Steels Analyzed

Conventional 11 mm thick X70 steel (X70) and a 17 mm thick X70 steel (TWX70) skelp were
analyzed in this work. The mechanical properties (yield strength, ultimate tensile strength, and
percentage of elongation) and composition of each steel are shown in Table 1. The X70 and TWX70
steels have very similar processing conditions (similar finish rolling temperature (≈800 ◦C) and
runout table cooling rates (≈15 ◦C/s)). The primary difference between the two steels is the thickness
and variations in the C, Nb, Mo, and Cr content. The skelp thickness does not markedly affect the
mechanical properties of the steels (less than 5% difference for the yield and ultimate tensile strength).
Both steels are within the specifications of X70 steels.

Table 1. Composition of X70 and TWX70 steels.

Steel Thickness YS UTS %El C N Nb Mo Ti Cr V

(mm) (MPa) (MPa) (wt %) ppm (wt %) (wt %) (wt %) (wt %) (wt %)

X70 11 524.0 651.6 37 0.052 70 0.09 0.13 0.016 0.23 0.003
TWX70 17 554.3 679.1 38 0.043 90 0.07 0.19 0.016 0.09 0.003

2.2. Matrix Dissolution and Precipitate Collection

A mixture of 6N HCl and distilled water, according to ASTM standard E194-90 [17], was used
to dissolve samples of each steel. The samples were taken from the full thickness of the skelp.
Table 2 summarizes the initial weight of each sample, the volume of solution used, the dissolution
temperature, the time for dissolution, and the weight of residue collected.
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Table 2. Dissolution parameters for X70 and TWX70 steels.

Steel Weight Steel Volume Solution T Time Weight Residue

(g) (mL) (◦C) (weeks) (mg)

X70 48.1474 2500 90 3 67.1
TWX70 10.1308 500 90 1 12.2

Lu [3] observed the presence of amorphous SiO2 in the residues using a similar dissolution
technique to that described in this work. The amorphous phase presented difficulties in subsequent
SEM/TEM and QXRD analyses. To remove dissolved O2 from the dissolution system (and prevent
the formation of the silica), N2 was directly injected into the solution before starting and during
the dissolution process. This procedure reduced the amount of amorphous SiO2 collected in the
residues [18]. Following complete dissolution, the solution was centrifuged (to separate the liquid
from the solid residues) using a Sorvall RC-6 centrifuge (Mandel) operating at a speed of 18,300 RPM.
The residue free liquid was then analyzed using inductively coupled plasma mass spectrometry (ICP),
and the solid residues were analyzed using XRD and EDX analysis in the SEM.

2.3. ICP Analysis of the Supernatant Solution

Inductively coupled plasma (ICP) mass spectroscopy (Perkin Elmer Elan 6000 ICP-MS, Waltham,
MA, USA) was used to measure the concentration of alloying elements (Ti, Nb, Mo, Cr, etc.) that
remained (i.e., were not present as precipitates) in the dissolution solution. Calibration of the ICP
system was undertaken using a four point calibration method [18]. Based on the mass of the steel
sample and the volume of the initial solution, the mass fraction of each element dissolved in the
solution was calculated. This information was used to complete the mass balance for the quantitative
XRD analysis of the collected precipitates and will be discussed in a subsequent section.

2.4. XRD of the Solid Residue

A Rigaku Ultima IV diffractometer was used to obtain diffraction patterns from the residues.
As the amount of residue collected was quite low (≈5–10 mg per 10 g of steel), a quartz sample
holder was used to minimize diffraction issues related to sample thickness. Table 3 provides the X-ray
diffraction parameters used. A LaB6 standard was used to calibrate instrument broadening.

Table 3. X-ray diffraction parameters.

Parameter Value

Radiation Cobalt
Detector D/Tex with Fe filter
2θ range 5–100◦

Scan 0.02◦/step
Scan speed 2◦/min

2.5. Rietveld Refinement and Analysis

Rietveld refinement was undertaken for each diffraction pattern using TOPAS Academic
Software [19] (4.1, Bruker AXS Inc., Madison, WI, USA, 2007). This software uses a linear least
squares method to predict the measured X-ray diffraction pattern. The parameters used in the fitting
calculation include the lattice parameters for each phase, the occupancy of each atom in the unit cell,
the scale factor (relative intensity of each phase), and the effects of crystallite size (Lvol) and strain.
The goodness of the fit was evaluated using the lower weighted profile R-factor, Rwp [20].
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The relative weight fraction (Wj) of each phase (i.e., precipitate type) observed in the diffraction
pattern was calculated using Equation (3) [21].

Wj =
Sj · Mj · Zj · Vj

n
∑

i=1
Si · Mi · Zi · Vi

(3)

where S is the scale factor calculated by TOPAS, n is the number of phases, M is the mass of the unit
cell, Z is the number of atoms in the unit cell, and V is the unit cell volume of the phase. Using the
relative weight fraction and atomic occupancy of each phase, it was possible to calculate the total
amount of each element in all the precipitate types. The mass fraction of each element that remained
in solution (i.e., the elements not in precipitate form) was then calculated and compared to the ICP
results. From the value of crystallite size (Lvol), the mean radius R of a particular precipitate type was
calculated using Equation (2).

2.6. SEM-EDX Analysis of Collected Precipitates

A Zeiss FE-SEM was used to image the precipitates collected in the residue. A Bruker EDX system
was utilized to analyze the composition of each precipitate. In order to improve imaging of the fine
precipitates, a low accelerating voltage (between 5 and 10 kV) was used. Samples were coated with
a thin layer of carbon to minimize charging. For the composition analysis, an accelerating voltage of
20 kV was used.

A major issue with SEM-EDX analysis was that the fine precipitates tended to agglomerate on
drying. A suspension of ethanol and residue was prepared using ultrasonic vibration. A small amount
of the suspension was place on carbon tape. Once the ethanol evaporated, the individual precipitates
remaining on the tape were analyzed. In total, using this technique, 82 nano-sized precipitates were
analyzed for the X70 steel and 112 nano-sized precipitates were analyzed for the TWX70 steel [18].

3. Results

3.1. ICP Results

Based on the nominal composition (Table 1), the initial weight of the sample, and the mass fraction
of each element dissolved in the solution determined by ICP, the wt % of each element present in
solid solution in the original steel sample or in precipitate form was calculated. Figure 1 graphically
illustrates the amount of each element either in solid solution or in precipitate form for both X70 and
TWX70. For the X70 steel (Figure 1a), the amounts of Nb and Ti remaining in solution are relatively
low (compared with the nominal composition). Conversely, most of the Cr and V remain in solution.
A small amount of the Mo is in precipitate form, but the majority remains in solution. For the TWX70
steel (Figure 1b), the amounts of Nb and Ti remaining in solution are relatively low (compared with
the nominal composition), and most of the Cr and V remains in solution. As with the X70 steel, a small
amount of the Mo is in precipitate form, but the majority remains in solution.

3.2. SEM Size Analysis

Figure 2 shows an SEM image of individual precipitates (circled in green) that were retained
on the carbon tape following evaporation of the ethanol and precipitate suspension described in
Section 2.6. Small agglomerates of precipitates (circled in red) are also observed. For the purpose of
this work, only the size of the individual precipitates was measured.
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(a) (b) 

Figure 1. Composition in (wt %) of each element either in solid solution or in precipitate form for
(a) X70 steel and (b) TWX70.

 

Figure 2. SEM secondary electron (SE) image of precipitates retained on carbon tape for X70 steel.
An individual particle is circled in green while an agglomerate is circled in red.

Figure 3a shows the measured size distribution of precipitates extracted from the X70 steel
and Figure 3b shows the size distribution of precipitates from the TWX70 steel. For the X70 steel,
the average size of the fine precipitates is 7.95 nm with a standard deviation of 2.19 nm. The maximum
size measured was 15.2 nm and the minimum size was 3.6 nm. For the TWX70 steel, two overlapping
distributions were observed. The average size of the finer distribution was 4.4 nm and the average
size of the larger precipitate distribution was 10 nm, with a maximum size measured of 13.9 nm.
The overall average size was 9.15 nm.
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(a) (b) 

Figure 3. Measured size distributions of nano-sized precipitates from SEM images for (a) X70 steel
(82 particles) and (b) TWX70 steel (112 particles).

3.3. Composition Analysis

The composition of individual precipitates was determined using SEM-EDX analysis.
Figure 4 shows the atomic fraction of Nb, Ti, and Mo measured for both fine and large (μm scale)
particles for the X70 steel. The large precipitates are Ti-rich, while the fine (nano) precipitates are
composed primarily of Nb with some Mo and Ti. For both precipitate sizes, Nb replaces Ti in the
precipitate structure. The atomic fraction ranges from 0.95 to 0.75 Ti for the large precipitates, while
the fine precipitates exhibit a Nb atomic fraction range from 0.55 to 0.93, with the majority >0.7 Nb.
The Mo present in the fine precipitates is relatively constant at an atomic fraction of ≈0.05 and is
relatively independent of the Ti atomic fraction. The Mo content of the large precipitates is virtually nil.

Figure 4. Atomic fraction of X70 steel precipitates measured using EDX analysis.

Figure 5 shows the atomic fraction of Nb, Ti, and Mo, measured for both fine and large (μm scale)
precipitates for TWX70 steel. As observed for the X70 steel, the large precipitates are Ti-rich, while the
fine (nano) precipitates are composed primarily of Nb, with lower levels of Mo and Ti. The atomic
fraction of the large precipitates ranges from 0.95 to 0.75 Ti. The fine precipitates exhibit a Nb atomic
fraction range from 0.4 to 0.83; however, unlike the X70 steel, the nano-sized precipitates exhibit
two groupings of composition. In one grouping, there is range of Nb atomic fractions (0.4 to 0.8)
with Ti content decreasing as Nb content increases, and the Mo content is relatively constant at an
atomic fraction of ≈0.10. In the second grouping (circled in Figure 6), the Mo content is significantly
higher, i.e., with an atomic fraction ranging from 0.22 to 0.28, accompanied by a lower Nb content
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(0.52 to 0.56 atomic fraction). The presence of the second grouping of precipitates is attributed to the
higher Mo content and lower Nb content of the TWX70 steel (Table 1).

Figure 5. Atomic fraction for TWX70 steel precipitates measured using EDX analysis.

3.4. X-ray Diffraction

An XRD pattern of the residue collected from the X70 steel in shown in Figure 6. The relatively
small and broad peak at 2θ ≈ 27◦ is attributed to a small amount of amorphous SiO2. Couplets of
peaks (a large intensity peak followed by a significantly less intense diffraction peak) are observed
throughout the diffraction pattern. The large first peak is associated with a Nb/C-rich precipitates,
whereas the second (and smaller) peak in each set is associated with Ti/N-rich precipitates. Both peaks
in each couplet are characteristic of a NaCl-type structure (Fm3m space group). The diffraction planes
(e.g., (111)) for each couplet are included in Figure 6.

Figure 6. XRD pattern from X70 steel residue.

Figure 7 shows the measured XRD pattern of the collected residue for TWX70 steel. As with
the X70 steel, couplets of diffraction peaks are observed throughout the diffraction pattern and are
associated with Nb/C-rich precipitates and Ti/N-rich precipitates, respectively.
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Figure 7. XRD pattern from TWX70 steel residue.

3.5. Rietveld Refinement

3.5.1. Rietveld Refinement of X70 Steel

The measured and predicted diffraction patterns for X70 are shown in Figure 8. Reasonably good
agreement between the predicted and measured diffraction patterns is observed and confirms the veracity
of the refinement. Included in the figure are short vertical lines which indicate the 2θ position of each peak
(for each different diffracting plane) for each of the precipitate types (inset) included in the refinement.
Seven types of precipitates were chosen for the fitting of the Ti/N rich diffraction peak to account for the
variation in Nb and Ti atomic fraction observed in the large (TiNb)CN precipitates (Figure 4).

Figure 8. Comparison between measured and predicted diffraction patterns for X70 steel.

A summation of the refinement details for each precipitate type is shown in Table 4. Included in
this table are the lattice parameters a (based on the 2θ peak position), the values of microstrain (εo) and
Lvol, the calculated precipitate radii (based on Equation (2)), and the wt % of each precipitate type in
the residue. Microstrain (or inhomogeneous strain) within the crystal lattice arises from local atomic
positional distortions due to the presence of defects such as dislocations, solid solution elements,
and vacancies. The microstrain levels measured for both X70 steel and TWX70 steel are relatively
low. Lvol = 4000 nm does not represent the actual precipitate size and is the default value for the
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refinement program when the size of the precipitates are relatively large. The most common type
of precipitate (by wt %) is nano-sized Nb0.68Mo0.30Ti0.02C, followed by the slightly larger, but still
nano-sized, Nb0.85Ti0.15C. These two types of precipitates account for almost 80% of the residue in the
X70 steel.

Table 4. Refinement results for X70 steel.

Atomic Composition
a

(Å)
εo

(%)
Lvol
(nm)

R
(nm)

wt
(%)

Ti0.97Nb0.03(N0.68C0.32) 4.26 ± 0.02 0.14 ± 0.02 4000 - 8.2 ± 1.2
Ti0.86Nb0.14(N0.88C0.12) 4.27 ± 0.04 0.19 ± 0.03 4000 - 2.3 ± 0.3

Ti0.64Nb0.36N 4.30 ± 0.04 0.19 ± 0.03 4000 - 3.9 ± 0.6
Ti0.50Nb0.50N 4.32 ± 0.04 0.28 ± 0.04 4000 - 1.3 ± 0.2
Nb0.70Ti0.30N 4.35 ± 0.04 0.82 ± 0.12 4000 - 4.8 ± 0.7
Nb0.85Ti0.15C 4.45 ± 0.05 0 40.3 ± 6.1 15.6 ± 2.3 31.9 ± 4.8

Nb0.68Mo0.30Ti0.02C 4.45 ± 0.05 0 10.9 ± 1.6 4.2 ± 0.6 47.6 ± 7.1

3.5.2. Rietveld Refinement of TWX70 Steel

The measured and predicted diffraction patterns for TWX70 steel are shown in Figure 9.
The reasonably good agreement (except for the Ti/N-rich peak at 2θ = 49.5◦) between the predicted
and measured diffraction patterns confirms the veracity of the refinement. Included in the graph are
short vertical lines which indicate the 2θ position of each peak (for each different diffracting plane) for
each of the precipitate types (inset) included in the refinement. Six types of precipitates were chosen
for the fitting of the Ti/N rich diffraction peak to account for the variation in Nb and Ti atomic fraction
observed in the large (TiNb)CN precipitates (Figure 5).

Figure 9. Comparison between measured and predicted diffraction patterns for X70 steel.

A summation of the refinement details for each precipitate type is shown in Table 5. The most
common type of precipitate (by wt %) is nano-sized Nb0.68Mo0.30Ti0.02C, followed by the slightly larger
Nb0.85Ti0.15C and Ti0.86Nb0.14N. Unlike the X70 steel, the former two precipitate types only account for
just over 50% of the residue weight. The nitrides are much more prevalent in the TWX70 residue.

Table 5. Refinement results for TWX70 steel.

Atomic Composition
a

(Å)
εo

(%)
Lvol
(nm)

R
(nm)

wt (%)

Ti0.86Nb0.14N 4.26 ± 0.02 0.10 ± 0.02 4000 - 17.3 ± 2.6
Ti0.84Nb0.16N 4.27 ± 0.04 0.23 ± 0.03 4000 - 5.4 ± 0.8

Ti0.61Nb0.39(N0.63C0.37) 4.29 ± 0.04 0.25 ± 0.04 4000 - 5.9 ± 0.9
Ti0.50Nb0.50(N0.78C0.22) 4.32 ± 0.04 0.27 ± 0.04 4000 - 6.4 ± 1.0
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Table 5. Cont.

Atomic Composition
a

(Å)
εo

(%)
Lvol
(nm)

R
(nm)

wt (%)

Nb0.68Ti0.32N 4.35 ± 0.04 0.99 ± 0.15 4000 - 12.7 ± 1.9
Nb0.84Ti0.16C 4.44 ± 0.05 0 28.9 ± 4.3 11.2 ± 1.7 19.8 ± 2.9

Nb0.62Mo0.36Ti0.02C 4.44 ± 0.05 0 13.2 ± 2.0 5.1 ± 0.8 32.6 ± 4.9

3.6. Lattice Parameter Comparison

The measured lattice parameters provided by the refinement (Tables 4 and 5) are compared to the
predicted lattice parameter values based on a linear interpolation (Vegard's law) between the known lattice
sizes of NbC and TiC, and NbN and TiN, as a function of Ti concentration. The red line in Figures 10a and
10b represents the variation in lattice parameter of (TixNb(1−x))C as a function of Ti content (i.e., the value
of x). The blue line in each figure represents the variation in lattice parameter of (TixNb(1−x))N as a function
of Ti content (i.e., the value of x). The lattice parameters predicted by Rietveld refinement, for particular
precipitate atomic compositions (represented by filled circles), agree reasonably well with the interpolated
lattice parameter values. The only exception is for the smallest precipitates (i.e., predicted atomic fraction
of Ti is <0.05) where Mo is present in the structure.

  
(a) (b) 

Figure 10. Lattice parameter as a function of Ti content for (a) X70 steel and (b) TWX70 steel.

4. Discussion

4.1. Mass Balance of Elements: Comparison between ICP and QXRD

A mass balance comparison, between the ICP data and the relative amount and atomic composition
of each precipitate type calculated through Rietveld refinement, for Ti, Nb, and Mo was undertaken
(Figure 11). The amount of each element in the precipitates from Rietveld refinement was calculated based
on the size of the steel sample, the weight of the residue, the atomic composition, and the wt % determined
by Rietveld refinement (Tables 4 and 5). The ICP measurements independently confirm the veracity of
Rietveld refinement in determining the element distribution in the precipitates for microalloyed steels.

  
(a) (b) 

Figure 11. Comparison of Ti, Nb, and Mo amounts in precipitates for ICP and QXRD for (a) X70 steel
and (b) TWX70 steel.
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4.2. Nano Sized Precipitates

The sizes and atomic compositions (Nb, Mo, and Ti) of the nano-scale precipitates measured
using SEM-EDX analysis are compared with Rietveld refinement values in Table 6. The mean size
of the precipitates measured by SEM imaging for X70 steel was 7.95 nm, with the range of values
extending from 3.6 to 15.2 nm. The distribution of measured precipitate sizes is similar to the nano
precipitate sizes predicted by Rietveld refinement (4.2 nm and 15.6 nm). The mean sizes of nano-scale
precipitates measured by SEM for TWX70 steel were 4.4 and 10.0 nm, with the range of values
extending from 4.4 to 13.9 nm. The distribution of measured precipitate sizes correlates with the nano
precipitate sizes predicted by Rietveld refinement (5.1 nm and 11.2 nm). The reasonable agreement
between the SEM-measured values and those predicted by Rietveld refinement indicates that the
latter technique is suitable for quantifying the mean size of nano-sized precipitates in microalloyed
steels. The disadvantage of Rietveld refinement measurements is that only a mean value is provided
(not a distribution). Conversely, the advantage of Rietveld refinement measurement is that a large
number of precipitates are sampled in the residue versus a significantly smaller number measured
directly by SEM.

The Nb composition predicted for the nano-sized precipitates compares reasonably well with
the mean composition measured using EDX analysis for both the X70 and TWX70 steels (Table 6).
However, the Ti composition is under-predicted, and the Mo level is over-predicted when compared
with the finest (i.e., 4.2 nm and 5.1 nm) Rietveld refinement predicted precipitates. This difference may
be partially attributed to the inclusion of all nano-sized precipitates (including Mo-free ones) in the
determination of the mean EDX composition.

The volume percentage of each nano-sized precipitate type predicted by Rietveld refinement (Vf)
and the total volume of percentage (Vf-Total) of the nano-sized precipitates in each steel are shown in
Table 6. The X70 steel exhibits almost double the amount of nano-sized precipitates compared with the
TWX70 steel. This difference may be partially attributed to the higher Nb content of the former.

Table 6. Summary of Rietveld refinement and SEM-EDX analysis for nano-sized precipitates.

Steel Rietveld EDX Composition (Mean at. Fraction) RQXRD RSEM Vf Vf-Total σppt

Nb Ti Mo (nm) (nm) (%) (%) (MPa)

X70 Nb0.68Mo0.30Ti0.02C 0.79 0.16 0.05 4.2 7.95 0.066 0.113 135.1
Nb0.85Ti0.15C 15.6 - 0.047

TWX70 Nb0.62Mo0.36Ti0.02C 0.66 0.18 0.16 5.1 4.4 0.039 0.064 133.2
Nb0.84Ti0.16C 11.1 10.0 0.025

4.3. Large Precipitates

Table 7 shows the volume fractions (%) for each composition of large precipitates in X70 and
TWX70 steels and the total volume fraction. The total volume fraction calculated by Rietveld refinement
for large precipitates in TWX70 steel is almost twice as high (0.070%) as the volume fraction for large
precipitates in X70 steel (0.037%). Since large N-rich precipitates would form primarily during casting
and subsequent cooling, it is postulated that the difference in the amount of large precipitates between
the X70 and TWX70 steels is a result of the casting process.

Table 7. QXRD large precipitate summary for X70 and TWX70 steels.

Steel Atomic Composition Vf (%) Total Vf (%)

X70 Ti0.97Nb0.03N0.68C0.32 0.017 0.037
Ti0.86Nb0.14N0.88C0.12 0.004

Ti0.64Nb0.36N 0.007
Ti0.50Nb0.50N 0.002
Ti0.30Nb0.70N 0.007
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Table 7. Cont.

Steel Atomic Composition Vf (%) Total Vf (%)

TWX70 Ti0.86Nb0.14N 0.028 0.070
Ti0.84Nb0.16N 0.009

Ti0.61Nb0.39N0.63C0.37 0.009
Ti0.50Nb0.50N0.78C0.22 0.009

Ti0.32Nb0.68N 0.016

5. Conclusions

1. N2 injection during dissolution minimized/prevented the formation of amorphous SiO2 during
the dissolution process.

2. Rietveld refinement provided reasonably accurate nano precipitate atomic compositions and size
values in the X70 microalloyed steels. These results were confirmed by direct SEM-EDX and
ICP measurements.

3. Similar types of precipitates (Ti/N-rich, Nb/C-rich, and Nb/Mo/C-rich) were detected in both
X70 and TWX70 steels.

4. Nano-sized precipitates with higher Mo levels and lower Nb levels were observed in the TWX70
steel. The presence of the higher Mo content nano-sized precipitates is attributed to the higher
Mo content and lower Nb content in the TWX70 steel.

5. Nano-sized precipitates in the thin-walled X70 steel were present in a higher volume fraction
(0.113%) than in the thick-walled TWX70 steel (0.064%). This difference is consistent with a higher
Nb content in the X70 steel versus the TWX70 steel.
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Abstract: Boron-doped diamonds were synthesized by the reaction of an amorphous globular carbon
powder (80%) with a powder of 1,7-di (oxymethyl)-M-carborane (20%) in a ‘toroid’-type high-pressure
chamber at a pressure of 8.0 GPa and temperature of 1700 ◦C. The structure was refined by the Rietveld
method according to the X-ray powder diffraction data. It was shown that the unit cell parameters of
these diamonds have two discrete quantities: around 3.570 Å for small concentrations of B (~1–1.5%)
and around 3.578 Å for large concentrations of B (~2–3%). The concentration of the vacancies in the
diamonds exceeds the concentration of boron atoms by 2–3 fold. This fact can play an important role
in the formation of the structure and in determining the physical properties of diamonds.

Keywords: diamond; synthesis; high pressure; high temperature; X-ray powder diffraction;
Rietveld refinement

1. Introduction

Diamond is a unique material that is used in various industrial areas, especially in electronics [1,2].
There is active investigation into the possibility of introducing different elements into the diamond
lattice. This aims to complement the outstanding properties of diamonds, including high hardness,
high thermal conductivity, and high chemical resistance to acids and alkalis, with new optical and
electrical characteristics. Most natural and synthetic diamonds contain nitrogen, which makes them
yellow. Nitrogen acts as a substitute for carbon in diamond, with a maximum concentration of about
one percent (~1020 cm−3). The content of larger atoms (Si, Ti, Ni, Ge, and P) in the diamond lattice is
less than 0.01%. They form dopant–vacancy complexes with different luminescent characteristics [3,4].
As a rule, substituting atoms slightly increases the diamond unit cell parameter.

Boron is a neighbor of carbon in the periodic table although it is rarely found in natural
diamonds. Several methods have been developed for producing boron-doped diamonds (BDD)
with low electrical resistance, high mobility of charge carriers, and p-type conductivity. Large single
crystals are synthesized at pressures of about 5 GPa [5]. In this case, the boron is in the molten metal
through which the graphite recrystallization takes place. As the concentration of boron increases, the
color of diamond changes from blue to black. Various methods of growing diamond films have also
made it possible to produce single crystals with a boron content of >1020 cm−3 in the lattice [6]. The
electrical conductivity of BDD is most often used for the manufacture of electrodes and sensors. Both
CVD films and microcrystals are used for this purpose [7–9].

With an increase in the boron concentration, the conductivity of the diamond increases. If the
content of boron is more than 1 wt %, the transition of the material to a superconductor can be
observed at helium temperatures. The superconductivity of BDD was first discovered in 2004 with a
polycrystalline sample synthesized from a mixture of graphite and boron carbide [10].

It is known that the unit cell parameter of the diamond increases with the substitution of carbon
by boron. The maximum increase was recorded in [11,12]. As a result of the graphite–diamond phase
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transition, polycrystals with the unit cell parameters of 3.574–3.577 Å were formed, with the content of
boron in these polycrystals being estimated at 3–4 wt %.

Despite the large number of results relating to the production and study of BDD, discussions
about the concentration of boron and its role in superconductivity is ongoing. This is partly due to the
fact that good-quality single crystals with a high content of boron have not yet been obtained.

The goal of this work was to synthesize microcrystals of diamonds with high boron content,
with subsequent refinement of their structure.

2. Materials and Methods

The starting materials for the work were amorphous globular carbon powder with particle
sizes of about 25 nm (80%) and powder of 1,7-di (oxymethyl)-M-carborane with the formula
HO-H2C-CB10H10C-CH2-OH (20%) (Aviabor, Dzerzhinsk, Russia). M-carborane decomposes at a high
temperature to form active atomic boron. The powders were stirred in alcohol with application of
ultrasound. The obtained mixture was pressed into pellets with the following dimensions: 3 mm in
height and 5 mm in diameter. The thermobaric treatment of pellets was conducted in “toroid”-type
high-pressure chambers. The scheme of the high-pressure chamber and the method were previously
described in references [13,14]. The temperature in the chamber was calibrated using a W:W-Re
thermocouple, with the accuracy of measurements estimated at ±25 ◦C. The material was treated
under the following conditions: P = 8.0 GPa, T = 1700 ◦C for 20 s (sample N1) and 30 s (sample N2).

Crystal morphology was studied using microscopes SEM JSM-6390 JEOL (JEOL Ltd., Tokyo, Japan)
and TEM JEM-2100 JEOL (JEOL Ltd., Tokyo, Japan) with accelerating voltage of 200 kV.

Micro-Raman measurements were obtained at room temperature using the TriVista 555 triple
grating spectrometer with a liquid-nitrogen-cooled CCD detector. The 488 nm line of the Ar+ ion laser
was used for excitation. To avoid overheating or burning out of the samples, the laser power was kept
at a minimum (approximately 0.5 mW) and the 50× objective (NA = 0.5) of Olympus BX51 microscope
(Olympus, Tokyo, Japan) was used for laser focusing and the scattered light collection.

A Huber Imaging Plate Guinier camera G670 (Cu Kα1 radiation, Huber Technology,
Tutzing, Germany) was used for the phase analysis and data collection.

3. Results

The chemical interaction of amorphous globular nano-carbon with active boron leads to BDD
crystallization with particle sizes of up to 5 μm in a few seconds. Phase analysis showed that both
samples consist of three phases: two diamond D1 and D2 with different unit cell parameters and
carbide B4C. In this case, the diamond phases had unit cell parameters greater than that of a pure
diamond (a = 3.567 Å, ICSD 76766), which is one of the indicators of a heavily BDD. This is well
illustrated by the diffraction patterns in the region of the diamond peak (311) (Figure 1). Raman spectra
of the obtained diamonds (Figure 2) also showed features that were characteristic of crystals with a
high content of boron in the lattice. The characteristics and description of these features can be found
in a previous study [15]. The difference in the spectra of Samples 1 and 2 is due to the different content
of D1 and D2 (Tables 1 and 2). M-carborane contains 52.92% of boron and thus, the content of boron is
10.59% in the samples.

Diamond single crystals were formed during the thermobaric treatment of mixtures of
nano-carbon with M-carborane, which have dimensions in the range of submicrons to several
micrometers. The morphology of the crystals is shown in Figure 3.
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θ

Figure 1. Diffraction patterns in the region of the diamond peak (311): 1—sample N1, 2—sample N2,
3—diamond ICSD 76766.

↓

↓

↓

Figure 2. Raman spectra: 1—Sample N1; 2—Sample N2; 3—ordinary microdiamond.

 
(a) 

 
(b) 

Figure 3. Morphology of boron doped diamond crystals. Synthesis from a mixture of globular
nano-carbon and M-carborane. (a) SEM; (b) TEM.
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Rietveld full-profile refinement was performed with the program GSAS [16,17]. The observed
diffractometer data and the difference between the observed and calculated data are shown in
Figures 4 and 5. The crystal data and structure refinement are shown in Tables 1 and 2. The unit cell
parameters and the weight fraction in the mixture were refined for B4C, while the atomic parameters
were taken from [18].

We can calculate the content of boron in diamonds as we know the weight fraction of boron
carbide in the sample (Tables 1 and 2). Boron carbide has a broad homogeneity region. When changing
the composition of carbide from B8C to B4C, the parameters of the unit cell are significantly reduced.
If we compare the unit cell volumes of boron carbide in Samples 1 and 2 (Tables 1 and 2) with the
results obtained in [19], it can be concluded that the composition is B4C. The boron concentration in
the diamonds were calculated to be 1.93% and 1.51% for Samples 1 and 2, respectively. Obviously,
the calculations are carried out under the assumption that all boron from M-carborane passes into
diamonds and carbide.

 

Figure 4. X-ray Rietveld refinement of the sample N1. The observed (+), calculated (solid line) and
difference between observed and calculated (bottom curve) powder diffraction profiles. The positions
of all allowed Bragg reflections are indicated by the rows of vertical tick marks: B4C upper and
diamonds lower marks.

 

Figure 5. X-ray Rietveld refinement of the sample N2. The observed (+), calculated (solid line) and
difference between observed and calculated (bottom curve) powder diffraction profiles. The positions
of all allowed Bragg reflections are indicated by the rows of vertical tick marks: B4C upper and
diamonds lower marks.
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Table 1. Experimental details for D1, D2, and B4C (sample N1).

Chemical Formula C (D1) C (D2) B4C

Chemical formula weight 12.01 12.01 164.74
Space group F d −3 m F d −3 m R −3 m

a (Å) 3.57831(1) 3.57141(1) 5.5862(1)
b (Å) 5.5862(1)
c (Å) 12.0484(4)
γ (◦) 120.00

V (Å3) 45.818(0) 45.553(0) 325.611(13)
Z 8 8 3

Dx (Mg m−3) 3.266 3.388 2.506
Weight fraction, % 34.44(10) 54.51(5) 11.05(7)

Radiation type Cu Kα1
Wavelength (Å) 1.5405981
Temperature (K) 293

Data collection

Diffractometer Imaging Plate Guinier camera G670, Huber
Refinement GSAS

RF 0.0091 0.0164
RP 0.0184

RWP 0.0276

Table 2. Experimental details for D1, D2, and B4C (sample N2).

Chemical Formula C (D1) C (D2) B4C

Chemical formula weight 12.01 12.01 164.74
Space group F d −3 m F d −3 m R −3 m

a (Å) 3.57708(1) 3.57010(2) 5.58783(9)
b (Å) 5.58783(9)
c (Å) 12.0477(3)
γ (◦) 120.00

V (Å3) 45.770(0) 45.503(1) 325.78(1)
Z 8 8 3

Dx (Mg m−3) 3.382 3.488 2.505
Weight fraction, % 66.51(4) 21.90(11) 11.59(7)

Radiation type Cu Kα1
Wavelength (Å) 1.5405981
Temperature (K) 293

Data collection

Diffractometer Imaging Plate Guinier camera G670, Huber
Refinement GSAS

RF 0.0098 0.0138
RP 0.0175

RWP 0.0250

The conducted refinement of the occupancy of carbon positions by boron in the Sample 1 gave a
boron concentration of 29.8(8)% in D1 and 13.5(8)% in D2, which is higher than the calculated values.
Similar values were obtained for Sample 2. This result clearly shows the deficiency of an electron
density in the carbon positions. It can only be explained by the presence of vacancies since boron
reduces the electron density by only one electron compared to the density on carbon, and a vacancy
reduces it by six electrons. Table 3 shows the results of the refinement under the assumption that both
boron atoms and vacancies are present in diamonds. In the refinement, the boron concentration was
fixed: 3.12% for D1 and 1.56% for D2, which corresponded to the final total of 1.93% (it was assumed
that the concentration of boron in D1 is two times higher than that in D2).
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Table 3. Fractional atomic coordinates, site occupancy, and isotropic displacement parameters Uiso (Å2)
for D1 and D2 (Sample 1).

Phase ATOMTOMTOM Site OCC x y z Uiso

D1
C (8a) 0.910(3) 0.125 0.125 0.125 0.0166(1)
B (8a) 0.0312 0.125 0.125 0.125 0.0166(1)

D2
C (8a) 0.953(3) 0.125 0.125 0.125 0.0141(1)
B (8a) 0.0156 0.125 0.125 0.125 0.0141(1)

4. Discussion

Table 3 shows that the concentration of vacancies in D1 is approximately 6%, while this is 3% in
D2. This essentially means that each boron atom is associated with two vacancies in both diamonds.
The same refinement for Sample 2 gives around three vacancies per B atom in both diamonds. It should
be noted that we have prepared about 10 samples under different P–T conditions and different starting
mixtures. The unit cell parameters of the obtained diamonds were either about 3.570 Å or 3.578 Å.
Two different concentrations of boron can be associated with the presence of stable electronic states:
semiconducting and metallic. In this case, the transition between states can be considered as an
electronic Mott transition.

The refinement of the structure does not provide the reason for the discretization of the unit
cell parameter of the diamonds although this shows the significant influence of vacancies as their
concentration is 2–3 times higher than the boron concentration.

5. Conclusions

For the first time, by using Rietveld full-profile refinement, it is shown that the unit cell parameter
of a diamond with boron has two discrete values: around 3.570 Å for small concentrations of B
(~1–1.5%) or around 3.578 Å for large concentrations of B (~2–3%). It is also shown that these processes
can be influenced by vacancies, the concentration of which is 2–3 times higher than the concentration
of boron in diamonds.
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Abstract: In this paper, we report for the first time an observed thermosalient effect that is not
accompanied with a phase transition. Our experiments found that methscolopamine bromide—a
compound chemically very similar to another thermosalient material, oxitropium bromide—exhibited
crystal jumps during heating in the temperature range of 323–340 K. The same behavior was observed
during cooling at a slightly lower temperature range of 313–303 K. Unlike other thermosalient
solids reported so far, no phase transition was observed in this system. However, similar to
other thermosalient materials, methscolopamine showed unusually large and anisotropic thermal
expansion coefficients. This indicates that the thermosalient effect in this compound is caused by
a different mechanism compared to all other reported materials, where it is governed by sharp
and rapid phase transition. By contrast, thermosalient effect seems to be a continuous process in
methscolopamine bromide.

Keywords: thermosalient materials; jumping crystals; scopolamine bromide; negative thermal
expansion; HT-XRPD

1. Introduction

Materials that exhibit mechanical response to external stimuli (heat or light) in the form of jumping,
bursting, curling, bending, etc. are at the frontier of research into potential actuators at the nanoscale.
Molecular crystals that exhibit such behavior are extremely interesting from not only a scientific aspect,
but also from a technological point of view due to the rapidness of their actuation. The rapidness,
controllability, and high efficiency rate of energy transduction make such materials excellent candidates
for production of smart medical devices or implants, artificial muscles, biomimetic kinetic devices,
electromechanical devices, actuators, materials for electronics, and heat sensitive sensors [1,2]. Among
mechanically responsive single crystals, thermosalient (TS) materials are a class that stand out in
particular [3–11]. Thermosalient materials, colloquially known as “jumping crystals”, are materials that
exhibit mechanical motion during heating/cooling, thus transforming thermal energy into mechanical
work. Although thermosalient compounds are known to belong to different classes of materials—from
simple organic molecules to organometallic compounds, from metal complexes all the way to inorganic
solid—all thermosalient compounds exhibit three common features: 1) crystallinity, 2) negative thermal
expansion for at least of one of the cell parameters, and 3) a phase transition concomitant with a sudden
change of cell parameters. Even though the liberation of crystal stress during the phase transition is the
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most probable explanation for this, a full elucidation that would be valid for all thermosalient systems
is still not established. Recent studies have shown that negative compressibility might be the driving
force for thermosalient effect [12]. Additionally, our own theoretical calculations—performed for the
first time on thermosalient materials—showed that thermosalient effect is caused by the softening of the
low-energy phonon [12]. Despite the fact that the mechanism beyond the thermosalient phenomena is
not yet completely resolved, practical applications are slowly emerging. For example, the movement or
breakage of a crystal of 1,2,4,5-tetrabromobenzene coated with silver has been used for the preparation
of a fuse that is activated by increasing temperature [13].

In the light of all the new cognitions on thermosalient behavior and several years after we
first published a comprehensive study on TS materials, we again return to the anticholinergic
agent oxitropium bromide, which sparked our initial interest in this field [14]. This compound
has two polymorphs (A and B), both belonging to the space group P212121, with subtle differences
in the molecular conformations. The thermally induced single-crystal-to-single-crystal polymorphic
transition from phase A to phase B occurs at T = 331 K. Phase transition is characterized by anisotropic
changes in the cell parameters (Δa: +1%, Δb: +11%; Δc: −7%; ΔV: +4%) accompanied by jumping of
crystals up to 2 cm in height while maintaining the crystal integrity. Considering all the accumulated
knowledge about TS materials, this paper endeavors to answer a new question: What would happen
if we introduce a small, subtle change in the chemical composition of oxitropium bromide? We do
this by examining methscopolamine bromide, a compound chemically very similar to oxitropium
bromide. The only difference between oxitropium and scopolamine bromide is the aza-tricyclic part
of the molecules; in oxitropium bromide, the quaterny nitrogen atom has both methyl and ethyl
group as substituents, whereas in methscopolamine bromide, the nitrogen atom bears two methyl
groups (Figure 1).

Figure 1. Chemical structures of oxitropium bromide and methscopolamine bromide.

The crystal structure of scopolamine bromide has been thoroughly described by Glaser et al.
(orthorhombic space group P212121 at 293(2) K: a = 7.0403(8), b = 10.926(2), c = 23.364(5) Å,
V = 1797.2(6) Å3, Z = 4) [15]. In the present paper, we use variation temperature study to show that
methscopolamine bromide exhibits thermosalient behavior without any associated phase transition.
This is contrary to all previously reported thermosalient materials. Indeed, methscopolamine bromide
is the only known compound in which TS behavior is not concomitant with a phase transition. Results
presented in this work show that thermosalient effect is possible even without phase transition and
that despite all the knowledge we have already acquired in this field, there is still a long way before
the mystery of thermosalient effect is resolved.

2. Materials and Methods

Methscopolamine bromide used for the experiments was purchased from Sigma Aldrich
(Sigma Aldrich, Steinheim, Germany) (>99%, HPLC). It was used as received.

2.1. X-Ray Powder Diffraction (XRPD)

Temperature-induced structural changes were tracked by in situ HT variable temperature (VT)
XRPD using a Philips PW 1710 diffractometer (Philips, Almelo, The Netherlands) equipped with high
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temperature chamber. Diffraction patterns were collected in 2θ range 5–50◦ using monochromatized
CuKα radiation (monochromator: graphite). Data were collected in temperature range of 300 K–458 K.
Crystal structures were refined by the Rietveld method using HighScore Xpert Plus (Version 4.5, March
2016). Thermal expansion coefficients were calculated from the refined unit cell parameters obtained
from variable temperature diffraction data. Linear axial thermal expansion coefficients along the
principal axes were calculated using the PASCal software [16].

2.2. Thermal Analysis

Differential Scanning Calorimetry (DSC) was carried out on Mettler Toledo DSC 822e instrument
(Mettler Toledo, Columbus, OH, USA) in dynamic helium atmosphere (flow rate 50 mL/min) on the
pristine samples in the temperature range between 298 K and 573 K.

2.3. Hot-Stage Microscopy

Mechanical behavior during heating/cooling was recorded using Nikon Eclipse LV150NL (Nikon,
Tokyo, Japan) optical microscope equipped with a Linkam THMS600 hot-stage and OPTOCAM-II color
camera with a resolution of 1600 × 1200 pixels. Crystal behavior was monitored in the temperature
interval from room temperature to the melting point (503 K).

3. Results and Discussion

3.1. Hot-Stage Microscopy and Thermal Analysis

Hot-stage experiments were conducted on methscopolamine bromide crystals in air. During the
first heating run, crystals started jumping at ~323 K. Jumping of crystals continued up to ~340 K. Not
all the crystals jumped in the course of heating, with approximately 50% doing so. Interestingly, during
the cooling run, crystals jumped again, starting at the temperature of ~313 K and finishing at around
303 K. During the second heating run, several crystals jumped again at the same temperature, but the
number of crystals jumping was much smaller compared to the first heating. Hot-stage experiments
were performed many times with different parameters. This included heating/cooling rate (10 to
50 K/min), number of cooling runs (up to five), crystals monitored for jumping when heating/cooling
was stopped at selected temperatures (323 K, 333 K, and 343 K), number of crystals, different crystal
sizes, and crystal orientation.

Several features were observed:

• Jumping (in terms of number of crystal that jumped, their frequency, or strength of the jumps) did
not depend on the heating/cooling rate.

• Jumping did not depend on the size, shape, or orientation of the crystals. As expected, jumps of
the smaller crystals were more forceful, whereas the more massive crystals would only slightly
move or turn over to another facet.

• The number of crystals that jumped decreased drastically with consecutive heating/cooling runs.
For example, if 10 crystals jumped during the first heating run, only 2–3 would jump in the second
heating run.

• Crystals continued to jump sporadically when temperature was maintained for some time within
the jumping temperature interval between 323 K and 333 K. Time period of jumping depended on
the temperature. At 323 K, crystals continued to jump for 10 minutes, whereas the jumps ceased
after 1–2 minutes at 343 K.

• No breaking or cracking of the crystals were observed during the jumping.
• Overall, the jumps of scopolamine bromide crystals were less energetic compared to the crystals

of oxitropium bromide.

Figure 2 shows crystals of scopolamine bromide before jumping (left panel, taken during heating
at the temperature of 315 K) and after jumping (right panel, taken during heating at the temperature
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of 345 K). Crystals that exhibited mechanical motion are marked with blue, green, orange, red, and
purple rectangles. Blue, orange and red rectangles mark crystals that jumped off the hot-stage and left
the recorded area. The green rectangle marks a large crystal that flipped to the other side but remained
in more or less the same position. The purple rectangle marks a crystal that rotated around its axis but
was held at the same place by the larger crystal on top of it.

 

Figure 2. Crystals of scopolamine bromide before jumping (left panel) and after jumping (right panel).

Videos of crystals of methscopolamine bromide jumping during heating and cooling are provided
in the supporting information (Video S1 and Video S2). DSC measurements were performed on the
pristine crystals in order to reveal the phase transitions of methscopolamine bromide. In addition,
thermal behavior of methscopolamine bromide was examined in the temperature interval between
298 K and 573 K. Much to our surprise, as can be seen from Figure S1, no maxima corresponding to
phase transitions were observed before the melting point (around 503 K).

3.2. In Situ Variable Temperature X-ray Powder Diffraction (VT XRPD)

In situ XRPD measurements on methscopolamine bromide were performed in the temperature
range of 300 K to 458 K, as shown in Figure 3.

Careful examination of powder diffraction data collected as a function of temperature (prior to
any calculations) revealed quite pronounced shift in diffraction lines. Depending on the hkl index,
diffraction lines shifted towards a lower or a higher 2θ angle; this was the first indication that
scopolamine bromide is characterized by anisotropic thermal expansion. This is best illustrated in
the narrow 2θ range between 16◦ and 17◦ shown in Figure 3; the diffraction line 020 shifted to higher
values of 2θ angle with the increase in temperature, while the diffraction line 112 shifted towards
lower angles, indicating that the unit cell of methscopolamine bromide decreased in b-direction and
expanded in c-direction during heating. The shift of the 112 peak was greater compared to the 002,
suggesting that the absolute value of the thermal expansion coefficient along the c axis was larger than
along the b axis.
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Figure 3. In situ variable temperature X-ray diffraction patterns of methscopolamine bromide in the
temperature range of 308 K to 458 K. The 2θ range from 16◦ to 17◦ is enlarged and clearly shows the
thermally induced shifts of the diffraction lines 020 and 112.

In order to get an insight into the temperature-induced structural changes of scopolamine bromide,
Rietveld refinements were carried out on datasets collected in the temperature range of 308–458 K.
Refinements were carried out starting from the structural model of Glaser [15]. Figure 4 shows
the Rietveld refinements of scopolamine bromide at 308 K and 458 K; refined crystal packings at
308 K and 458 K are showed in overlap manner. Figure 4c,d shows that besides the anisotropic
expansion of cell, there were no significant changes in the crystal packing. An in situ single-crystal
X-ray diffraction study is also underway to get a better understanding of the molecular motion of SMB
with changing temperature. Preliminary data seems to confirm the results of the Rietveld refinements.
Contrary to methscopolamine bromide, quite pronounced differences in molecular structures and
crystal packings have been noted in the case of oxitropium bromide between low-temperature phase A
and high-temperature phase B. In fact, the proposed mechanisms beyond the thermosalient effect—not
only for oxitropium bromide but for most thermosalient materials—was based on the following
scenario: Heating of low-temperature polymorph is accompanied by various conformational changes
of the molecule itself and consequently causes continuous changes of the packing. The shear strain
caused by the distortion of the unit cell, which is almost always very anisotropic, is accrued to the
point where it overweighs the cohesive interactions. At this point, accumulated stress is released and
low-temperature polymorph abruptly switches to high-temperature phase. However, this premise
gives rise to a new question about the rationale behind the thermosalient effect in scopolamine bromide,
a material that exhibits no conformational changes during heating. A somewhat similar situation has
been noted by researchers for 1,2,4,5-tetrabromobenzene. This compound does have a phase transition,
but the difference in the crystal structures and intermolecular interaction energies of the low- and
high-temperature phases is too small to be able to account for the large stress that arises over the
course of the transformation [17].
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Figure 4. (a) Rietveld refinement fit for data collected at 308 K. (b) Rietveld refinement fit for data
collected at 458 K. Experimental data are given as red line, calculated diffraction pattern as blue line,
and the difference curves are given in red underneath the patterns. The green vertical lines represent
positions of Bragg reflections of scopolamine bromide. (c) Overlap of crystal packings of scopolamine
bromide at 308 K (blue) and 458 K (red) viewed along b-direction. (d) Overlap of crystal packings of
scopolamine bromide at 308 K (blue) and 458 K (red) viewed along a-direction.

In the course of Rietveld refinement, unit cell parameters were determined and refined. Thermally
induced changes of the unit cell parameters of methscopolamine bromide are shown in Figure 5
together with thermal expansivity indicatrix. As evident from the Figure 5, cell parameters a and
c showed positive and linear thermal expansion in the investigated temperature range, while
negative expansion occurred along b. A linear model was used to calculate the axial thermal
expansion coefficients, although a slight deviation from linearity was observed along b. Negative
thermal expansion was observed in several inorganic compounds, but it was very rare for organic
compounds [18]. Also, the values of the thermal expansion coefficients were larger than is usual for
molecular solids. Typical values for molecular solids are in the range of 0–20 ×10−6 K−1 [19], and our
values were six times higher for the positive expansion than the maximum typical values (along a and
c axis) and two times higher for the negative expansion (along b axis).
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Figure 5. Temperature dependence of the unit cell parameters a, b and c of methscopolamine bromide.
Thermal expansivity indicatrix is showing large anisotropic thermal expansion.

Since phase transition can be ruled out as a governing force for thermosalient effect in scopolamine
bromide, the only plausible explanation can be that it is caused by the extremely large and anisotropic
thermal expansion. Large anisotropic thermal expansion is characteristic of all reported thermosalient
materials, and this extraordinary feature is shared with methscopolamine bromide as well. At the same
time, this is also what differentiates them from non-thermosalient materials. All thermosalient materials
exhibit uniaxial, or even biaxial, negative thermal expansion, which accommodates extremely large
positive expansion. This preserves the integrity of the crystal lattice and the crystal as a whole during
heating/cooling (during which stress is accumulating in the lattice). More importantly, this probably
allows absorption of large elastic energy, which is released at some point in the form of mechanical
motion of the crystals. The thermosalient mechanism in methscopolamine bromide is a continuous
process unlike other thermosalient materials, which are characterized by sharp phase transition during
which thermosalient effect abruptly takes places. This is evidenced by the quite broad temperature
interval during which the crystals were jumping (more than 10 K), by the lower intensity of jumps
compared to, for example, oxitropium bromide, and by the retained integrity of the crystals.

Supplementary Materials: The following are available online at http://www.mdpi.com/2073-4352/8/7/301/s1,
Figure S1: Differential scanning calorimetry of scopolamine bromide; Table S1: Summary of Rietveld structure
refinement for methscopolamine at T= 308 K and T = 458 K; Table S2: Atomic coordinates and isotropic
displacement parameters of methscopolamine at 308 K. Hydrogen atoms were not refined; Table S3: Atomic
coordinates and isotropic displacement parameters of methscopolamine at 458 K. Hydrogen atoms were not
refined. Video S1: heating of methscopolamine bromide (heating rate 10 K/min). Video S2: heating of
methscopolamine bromide (heating rate 20 K/min). Video S3: cooling of methscopolamine bromide (cooling rate
10 K/min). Video S4: cooling of methscopolamine bromide (cooling rate 20 K/min).
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Abstract: The structural determination of clathrate hydrates, nonstoichiometric crystalline host-guest
materials, is challenging because of the dynamical disorder and partial cage occupancies of the
guest molecules. The application of direct space methods with Rietveld analysis can determine the
powder X-ray diffraction (PXRD) patterns of clathrates. Here, we conducted Rietveld analysis with
the direct space method for the structural determination of binary tetrahydrofuran (THF) + O2 and
3-hydroxytetrahydrofuran (3-OH THF) + O2 clathrate hydrates in order to identify the hydroxyl
substituent effect on interactions between the host framework and the cyclic ether guest molecules.
The refined PXRD results reveal that the hydroxyl groups are hydrogen-bonded to host hexagonal rings
of water molecules in the 51264 cage, while any evidences of hydrogen bonding between THF guests
and the host framework were not observed from PXRD at 100 K. This guest-host hydrogen bonding is
thought to induce slightly larger 512 cages in the 3-OH THF hydrate than those in the THF hydrate.
Consequently, the disorder dynamics of the secondary guest molecules also can be affected by the
hydrogen bonding of larger guest molecules. The structural information of binary clathrate hydrates
reported here can improve the understanding of the host-guest interactions occurring in clathrate
hydrates and the specialized methodologies for crystal structure determination of clathrate hydrates.

Keywords: clathrate hydrate; powder X-ray diffraction; Rietveld refinement

1. Introduction

Clathrate hydrates are nonstoichiometric crystalline host-guest compounds stabilized by van der
Waals interactions between hydrogen-bonded water cages and hydrophobic guest molecules [1,2].
Because they have high capacities for gas storage reaching 170 v/v, clathrate hydrates are potentially
applicable in the areas of gas storage, separation, transportation, and carbon sequestration [3–6].
In nature, natural gas clathrate hydrates are abundant in permafrost or subsea sediment regions;
hence, clathrate hydrates of natural gases are also considered as potential energy resources [7–11].
For application as gas storage materials or as natural gas sources, the understanding of
the physicochemical properties of clathrate hydrates, including thermodynamic stability, guest
distributions and occupancies, and formation kinetics, is essential. The structural characterization of
such materials regarding host-guest interactions is thus a prerequisite for an improved understanding
of the inherent nature of clathrate hydrates. However, structural determination of clathrate hydrates
is challenging because of dynamical disorder and partial cage occupancies of the guest molecules.
In particular, X-ray diffraction analysis for the structural characterization of powdered clathrate hydrate
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samples is often difficult because clathrate hydrates contain many hydrogen atoms. The contributions
of hydrogen atoms to the diffraction patterns are significant, but the atomic scattering factor of
hydrogen is too small to use for the analysis of low-resolution powder diffraction patterns.

Recently, Takeya et al. reported that the application of direct space methods with Rietveld
analysis can solve powder X-ray diffraction (PXRD) patterns of these clathrate hydrate materials [12].
They suggested that the position of rigid body guest molecules in the cages of the fixed host framework
can be determined by a Monte-Carlo approach minimizing reliability factors of refined patterns and
also demonstrated that the dynamical disorder of guest molecules in the cages of structure I (sI; cubic
Pm-3n), structure II (sII; cubic Fd-3m), and structure H (sH; hexagonal P6/mmm) clathrate hydrates can
be refined by the direct-space technique. To overcome the limitation of the small scattering amplitude
of hydrogen atoms, they used virtual chemical species with sums of atomic scattering factors instead
of refining the hydrogen positions. Shin et al. demonstrated that the hydrogen atom positions of host
water molecules can be refined with some distance constraints between oxygen and hydrogen atoms of
water molecules when synchrotron high-resolution powder diffraction data were used [13]. Therefore,
structural determination of clathrate hydrates including hydrogen atom positions can be achieved by
Rietveld refinement analysis with the direct space method of high-resolution PXRD patterns.

Three widely known crystal structures of clathrate hydrates exist [1,2]. The sI hydrate, whose
lattice parameter is ~12 Å, contains six tetrakaidecahedrons (51262) and two pentagonal dodecahedrons
(512) cages in the unit cell comprising 46 H2O molecules. The sII hydrate, whose lattice parameter is
~17.3 Å, contains eight hexakaidecahedrons (51264) and sixteen 512 cages in the unit cell comprising
136 H2O molecules. The sH hydrate, with the lattice parameters a ~12.2 Å and c ~10.1 Å, contains
one icosahedron (51268), two irregular dodecahedrons (435663), and three 512 cages in the unit cell
comprising 34 H2O molecules. Some decades ago, canonical clathrate hydrates were thought to be
stabilized by van der Waals interactions only, without any directional guest-host interactions [1,14].
However, recent studies have revealed that hydrogen bonding or halogen bonding between the host
and guest molecules occasionally occurs in clathrate hydrate phases [14–20].

Here, we conducted Rietveld analysis with the direct space method for the structural determination
of binary tetrahydrofuran (THF) + O2 and 3-hydroxytetrahydrofuran (3-OH THF) + O2 clathrate
hydrates in order to identify the hydroxyl substituent effect on interactions between the host framework
and cyclic ether guest molecules. THF is a widely known hydrate-forming cyclic ether that occupies
the 51264 cages of sII hydrate [1,2,21–23]. On the other hand, 3-OH THF, a hydroxyl group substituted
THF, cannot form sII hydrate alone but can form a sII hydrate with secondary gaseous guest molecules
such as O2, N2, or CH4 [24]. Because of the inhibition effect of the hydroxyl group, binary (3-OH
THF + gaseous guest) hydrates are thermodynamically less stable than binary THF hydrates. In this
work, high-resolution PXRD patterns of THF + O2 and 3-OH THF + O2 binary hydrates were obtained
from a synchrotron beam line and refined by the direct space method and Rietveld method in order to
investigate the effect of hydroxyl groups on enclathrated cyclic ether guest molecules.

2. Experimental Section

THF and 3-OH THF were supplied by Sigma-Aldrich Inc. (St. Louis, MO, USA) and used without
further purification. O2 gas of 99.95 mol % purity was purchased from Special Gas (Daejeon, Korea).

A well-mixed solution of THF/H2O or 3-OH THF/H2O at the mole ratio of 1:17 was prepared.
A high-pressure reactor with an internal volume of 50 mL was loaded with 10 g of each solution and
then placed in a refrigerated ethanol circulator (RW-2025G, Jeio Tech Co., Ltd., Daejeon, Korea) and
pressurized by O2 up to 12 MPa at 293 K. The fluids inside the reactor were mechanically stirred
throughout hydrate formation. After the system reached the steady state, the reactor was slowly cooled
to 253 K and maintained at that temperature for three days. The synthesized hydrate samples were
collected and finely ground at liquid nitrogen temperature. The powdered samples were kept in a
liquid nitrogen storage dewar until diffraction pattern measurement.
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The PXRD patterns were obtained using the supramolecular crystallography beamline (2D)
at the Pohang Accelerator Laboratory (PAL) in Korea. An ADSC Quantum 210 CCD detector
(210 mm × 210 mm) with synchrotron radiation (λ = 0.9000 Å) was used. A pre-cooled polyimide tube
(purchased from Cole-Parmer, Vernon Hills, IL, USA); inner diameter: 0.025 in; outer diameter: 0.269 in)
was filled with the powdered hydrate sample and loaded into the diffractometer. The sample-detector
distance was 63 mm. Two-dimensional patterns of 4096 pixels by 4096 pixels were recorded with an
exposure time of 5 s at 100 K and then were converted into one-dimensional diffraction patterns of 2θ

range from 0 to 66.9932◦. As the intensities near the starting and endpoints of the patterns diverged,
the 2θ regions from 0 to 4 and from 66 to endpoint were excluded. The obtained patterns were refined
by Rietveld analysis with the direct space method [12]. The guest molecules of THF, 3-OH THF, and O2

were assumed as rigid bodies, and their positions were determined by the direct space method using
the program FOX [25,26]. With these initial guest coordinates, the patterns were refined by the Rietveld
method with the FULLPROF program [27]. During the refinements, soft distance constraints for the
host water molecules (O-H covalent bond length: 0.98 Å; and O·H hydrogen bond length: 1.74 Å)
were applied. The isotropic atomic displacement parameters for hydrogen atoms can be experientially
constrained to be some factor times the values for the atoms to which the hydrogens are bonded [28].
In this work, the isotropic temperature factor (B value, defined as B = 8π2〈u2〉 where 〈u2〉 is the mean
square isotropic displacement) of a hydrogen atom of H2O, THF, or 3-OH THF was assumed to be
1.5 times the B value factor of the atom to which the hydrogen was bonded [29]. The B values for the
carbon and oxygen atoms of THF or 3-OH THF were defined as identical.

3. Results and Discussion

The atomic coordinates, isotropic temperature factors, and site occupancies of THF + O2 and
3-OH THF + O2 hydrates, which were determined by Rietveld analysis with the direct space method,
are presented in Tables 1 and 2.

Table 1. Atomic coordinates and isotropic temperature factors for binary tetrahydrofuran (THF) + O2

hydrate at 100 K. Hea: hydrogen covalently connected with Oe and hydrogen bonded with Oa

(Oe-Hea·Oa). Hgg(p): hydrogen in pentagonal ring; and Hgg(h): in hexagonal ring. Site: multiplicity and
Wyckoff letter.

Atom x y z B (Å2) g Site

Oa 0.125 0.125 0.125 1.84 (10) 1 8 a
Oe 0.2166 (1) 0.2166 0.2166 1.56 (6) 1 32 e
Og 0.1822 (1) 0.1822 0.3706 (1) 1.80 (3) 1 96 g
Hea 0.1842 (2) 0.1842 0.1842 2.34 0.5 32 e
Hae 0.1581 (2) 0.1581 0.1581 2.76 0.5 32 e
Heg 0.2106 (10) 0.2106 0.2731 (6) 2.34 0.5 96 g
Hge 0.1827 (10) 0.1827 0.3110 (5) 2.70 0.5 96 g

Hgg(p) 0.1414 (3) 0.1414 0.3640 (19) 2.70 0.5 96 g
Hgg(h) 0.2373 (7) 0.1807 (8) 0.3912 (11) 2.70 0.5 192 i

CL1 0.9314 0.9142 0.3679 3.43 (29) 0.0415 (2) 192 i
OL2 0.9143 0.8484 0.3197 3.43 0.0415 192 i
CL3 0.8364 0.8600 0.2924 3.43 0.0415 192 i
CL4 0.7909 0.8937 0.3624 3.43 0.0415 192 i
CL5 0.8557 0.9311 0.4138 3.43 0.0415 192 i
HL6 0.9811 0.8990 0.4045 5.14 0.0415 192 i
HL7 0.9474 0.9644 0.3312 5.14 0.0415 192 i
HL8 0.8365 0.9012 0.2433 5.14 0.0415 192 i
HL9 0.8146 0.8039 0.2718 5.14 0.0415 192 i

HL10 0.7471 0.9359 0.3438 5.14 0.0415 192 i
HL11 0.7609 0.8473 0.3941 5.14 0.0415 192 i
HL12 0.8576 0.9038 0.4712 5.14 0.0415 192 i
HL13 0.8469 0.9936 0.4223 5.14 0.0415 192 i
OS1 0.2317 0.2285 0.9789 5.31 (19) 0.0808 (4) 192 i
OS2 0.2775 0.2695 1.0131 5.31 0.0808 192 i
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Table 2. Atomic coordinates and isotropic temperature factors for 3-hydroxytetrahydrofuran (3-OH
THF) + O2 hydrate at 100 K.

Atom x y z B (Å2) g Site

Oa 0.125 0.125 0.125 1.42 (9) 1 8 a
Oe 0.2166 (1) 0.2166 0.2166 1.55 (6) 1 32 e
Og 0.1824 (1) 0.1824 0.3708 (1) 1.90 (3) 1 96 g
Hea 0.1842 (2) 0.1842 0.1842 2.32 0.5 32 e
Hae 0.1578 (2) 0.1578 0.1578 2.13 0.5 32 e
Heg 0.2156 (9) 0.2156 0.2752 (5) 2.32 0.5 96 g
Hge 0.1857 (11) 0.1857 0.3127 (6) 2.85 0.5 96 g

Hgg(p) 0.1416 (3) 0.1416 0.3835 (15) 2.85 0.5 96 g
Hgg(h) 0.2372 (7) 0.1782 (9) 0.3878 (12) 2.85 0.5 192 i

CL1 0.6740 0.1037 0.1417 1.89 (34) 0.0387 (2) 192 i
OL2 0.6493 0.0585 0.0732 1.89 0.0387 192 i
CL3 0.5662 0.0766 0.0571 1.89 0.0387 192 i
CL4 0.5426 0.1418 0.1146 1.89 0.0387 192 i
CL5 0.5986 0.1280 0.1841 1.89 0.0387 192 i
HL6 0.7121 0.0671 0.1774 2.83 0.0387 192 i
HL7 0.7047 0.1574 0.1252 2.83 0.0387 192 i
HL8 0.5601 0.0947 −0.0039 2.83 0.0387 192 i
HL9 0.5315 0.0237 0.0668 2.83 0.0387 192 i

HL10 0.5564 0.1996 0.0909 2.83 0.0387 192 i
HL11 0.4809 0.1392 0.1307 2.83 0.0387 192 i
HL12 0.5771 0.0795 0.2203 2.83 0.0387 192 i
OL13 0.6164 0.1972 0.2297 1.89 0.0387 192 i
HL14 0.5686 0.2118 0.2593 2.83 0.0387 192 i
OS1 0.2829 0.2292 0.9757 4.27 (25) 0.0785 (5) 192 i
OS2 0.2440 0.2626 1.0236 4.27 0.0785 192 i

THF is a widely known sII hydrate former. As expected, the pattern of THF + O2 hydrate sample
in Figure 1a shows the cubic Fd-3m structure with a lattice parameter of a = 17.1143 (5) Å. The calculated
density is 1.166 g/cm3. As reported previously [24], the pattern of the 3-OH THF + O2 hydrate sample
also shows the cubic Fd-3m structure with a lattice parameter of a = 17.1268(5) Å, with a tiny amount
of hexagonal ice impurities (Figure 1b). The calculated density of the hydrate phase is 1.186 g/cm3.
The refined cage occupancy values for THF and 3-OH THF in the 51264 cages are 1.00 (1) and 0.93 (1),
respectively (Tables 1 and 2). The slightly smaller value of the latter system may arise from the nature
of the 3-OH THF molecule, which cannot form the sII hydrate on its own. Although 3-OH THF is a
larger guest molecule than THF (Figure 2), the estimated average radii (average distances between the
cage centers and each oxygen atom) of the 51264 cages are almost equal at 4.629 Å and 4.630 Å for the
THF and 3-OH THF hydrates, respectively. Here, we assumed that the 51264 cages are occupied by
only large hydrocarbon molecules in both the THF and 3-OH THF hydrates in this work. Although a
possibility of O2 occupancy in the 51264 cages of the 3-OH THF hydrate exists, the number of small
guest molecules occupying the large cages is usually ignorable when a stoichiometric amount of large
guest molecules for sII hydrate is used.
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Figure 1. (a) Rietveld refinement of the THF + O2 hydrate pattern. Space group: Fd-3m; Lattice
parameter: a = 17.1143 (5) Å; Reliability factors: χ2 = 5.68; and Rwp = 8.55% (background subtracted);
(b) Rietveld refinement of the 3-OH THF + O2 hydrate pattern (tick marks: first row for sII hydrate,
second row for ice Ih). Space group: Fd-3m; Lattice parameter: a = 17.1268 (5) Å; Reliability factors:
χ2 = 3.65; and Rwp = 8.38% (background subtracted).

Figure 2. Molecular shapes and the longest end-to-end distances of (a) THF and (b) 3-OH THF.

The hydroxyl group capable of hydrogen bonding is usually allowed to approach the host water
molecules more closely than other hydrophobic groups in the guest molecules [15,20,30,31]; this may
explain the 3-OH THF formation of the sII hydrate, while 2-methyl THF, which is similar in size, forms
the sH hydrate with the assistance of CH4 or Xe gases [32].

Figures 3 and 4 show the crystal structures and guest positions of the THF + O2 and 3-OH
THF + O2 hydrates as obtained by Rietveld refinement.

63



Crystals 2018, 8, 328

Figure 3. Guest distributions with full symmetry in 51264 and 512 cages. (a) THF + O2 and (b) 3-OH
THF + O2 hydrates. (Red: oxygen of O2 molecule; Gray: carbon; blue: oxygen in cyclic rings; brown:
oxygen of hydroxyl group. Hydrogen atoms are omitted.).

Figure 4. Guest molecules in the 51264 cages of (a) THF + O2 and (b) 3-OH THF + O2 hydrates.
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As shown in Figure 3a, THF molecules are spherically distributed in the 51264 cages. The shortest
distance between a host oxygen atom and guest carbon or oxygen atom is calculated as 3.083 Å
(Figure 4a). On the other hand, Figure 3b shows that the hydroxyl groups of 3-OH THF are oriented
toward the hexagonal faces of the 51264 cages. The shortest host-guest distance between oxygen atoms
is calculated as 2.564 Å (Figure 4b); the PXRD analysis thus reveals that the hydroxyl functional group
of 3-OH THF is hydrogen-bonded to the host water molecules. As H2O molecules in the sII hydrates
are tetrahedrally connected to each other, the hexagonal rings in the 51264 cages are relatively weakly
hydrogen-bonded in the host framework (the O-O-O angles are ~120◦, whereas those in pentagonal
rings are ~108◦). Therefore, the guest-host hydrogen bonding in the 51264 cage often occurs at the
hexagonal rings, as shown in Figures 3b and 4b [18–20].

The distances between host oxygen atoms can be affected by the guest-host hydrogen bonding.
In the THF + O2 hydrate, the Og-Og distances in the hexagonal and pentagonal faces are calculated as
2.758 Å and 2.769 Å, respectively (Figure 4). On the other hand, those distances for the 3-OH THF + O2

hydrate are 2.755 Å and 2.779 Å in the hexagonal and pentagonal faces, respectively. The slightly
larger difference in the Og-Og distance between the hexagonal and pentagonal faces of the 3-OH
THF + O2 hydrate suggests a slightly distorted framework in the 3-OH THF + O2 hydrate, caused by
the guest-host hydrogen bonding. The host O-O distances are listed in Table 3.

Table 3. Distances of host O-O atoms in the THF + O2 and 3-OH THF + O2 hydrates.

Hydrates Oa-Oe (Å) Oe-Og (Å) Og-Og (p) 1 (Å) Og-Og (h) 2 (Å)

THF + O2 2.714 (2) 2.765 (2) 2.769 (2) 2.758 (3)
3-OH THF + O2 2.716 (2) 2.768 (3) 2.779 (2) 2.755 (3)

1 in the pentagonal ring; 2 in the hexagonal ring.

The average radii of the small 512 cages for both hydrates are also estimated; the values are 3.858 Å
for the THF hydrate and 3.862 Å for the 3-OH THF hydrate. The 512 cages in the latter are slightly
larger than those in the former. This can be a result of framework distortion induced by the significant
guest-host hydrogen bonding occurring in the large 51264 cage of 3-OH THF hydrate. The off-centered
distances of the O2 guest molecules from the centers of the 512 cages are calculated at 0.11 Å and 0.24 Å
for the THF and 3-OH THF hydrates, respectively. The estimated 512 cage radii and the off-centered
distances support that the position of the O2 guest molecule in the 3-OH THF hydrate fluctuates
more as shown in Figure 3, representing the disorder dynamics of the guest molecules. However, as
the mean square isotropic displacement (〈u2〉) of guest O atoms in THF hydrate, meaning thermal
vibration amplitude of O atom, is slightly larger (0.067(2) Å2 for the THF hydrate and 0.054 (3) Å2 for
the 3-OH THF hydrate) than the value in the 3-OH THF hydrate, it is difficult to conclude that the O2

guest molecules captured in the 3-OH THF hydrate occupy more space than those in the THF hydrate.

4. Conclusions

In this work, the PXRD patterns of the two binary clathrate hydrates of THF + O2 and 3-OH
THF + O2 were analyzed by Rietveld refinement with the direct space method. The hydroxyl group of
3-OH THF was hydrogen-bonded to the host water molecules in the hexagonal rings of the 51264 cages.
This guest-host hydrogen bonding slightly distorted the framework and is thought to induce larger
512 cage in the 3-OH THF hydrate. Consequentially, the disorder dynamics of the secondary small
guest molecules also can be affected by hydrogen bonding between large guest molecules and the host
framework. The findings presented in this work can provide a better understanding of host-guest
interactions occurring in clathrate hydrates and the specialized methodologies for the crystal structure
determination of clathrate hydrates.
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Abstract: The technological inspection of the electrolyte composition in aluminum production is
performed using calibration X-ray quantitative phase analysis (QPA). For this purpose, the use of
QPA by the Rietveld method, which does not require the creation of multiphase reference samples
and is able to take into account the actual structure of the phases in the samples, could be promising.
However, its limitations are in its low automation and in the problem of setting the correct initial
values of profile and structural parameters. A possible solution to this problem is the application of
the genetic algorithm we proposed earlier for finding suitable initial parameter values individually
for each sample. However, the genetic algorithm also needs tuning. A self-configuring genetic
algorithm that does not require tuning and provides a fully automatic analysis of the electrolyte
composition by the Rietveld method was proposed, and successful testing results were presented.

Keywords: x-ray powder diffraction; rietveld method; quantitative XRD phase analysis; aluminum
electrolyte; cryolite ratio; genetic algorithms; self-configuration

1. Introduction

Aluminum is normally produced by the electrolysis of alumina in molten fluorides at a
temperature of around 950 ◦C. The main component of the molten electrolyte is cryolite (Na3AlF6),
whilst aluminum fluoride, calcium fluoride, and sometimes magnesium fluoride and potassium
fluoride are added to improve the cryolite’s technological properties. During the electrolysis,
the composition of the electrolyte in the baths continuously changes and shifts from the optimum.
The maintenance of an optimal bath composition is a vital element in electrolysis technology.
An integral characteristic of the bath composition is the cryolite ratio (CR)—the ratio of molar
concentrations of sodium fluoride and aluminum fluoride (1):

CR =
C(NaF, mol. %)

C(AlF3, mol. %)
= 2 · C(NaF, mass. %)

C(AlF3, mass. %)
(1)

The express process control of the electrolyte composition is generally performed by X-ray
diffraction quantitative phase analysis (QPA), which uses calibration curves. The cryolite ratio is
calculated according to the Equation (1). The concentrations of NaF and AlF3 are calculated using the
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results of the QPA of crystallized bath samples. The phase concentrations, in turn, are calculated from
the measured intensities of their diffraction peaks. The optimal frequency of measuring the CR is once
every two days, the accuracy of the analysis is Δ(p = 0.95)~0.04, and the optimal measurement time
per sample is several minutes.

X-ray diffractometers need periodic calibration using electrolyte reference materials with
well-established phase composition [1,2]. However, it is difficult to create such reference materials,
because, firstly, they must contain all the phases from Table 1. Secondly, the crystal structures of the
phases in reference materials must match those in the electrolyte samples. Therefore, QPA by the
Rietveld method is more suitable for the process control of bath composition because this method
works without using reference materials (as is shown in References [3,4]), yet the low automation
of this method in working with such complicated samples limits its applicability. The issue is to set
such appropriate initial approximations of both the profile and structural parameters of phases that
can be quickly refined automatically by the least squares method (LSM). To address this problem,
we suggest applying a genetic algorithm which we have developed to set the initial values of the
parameters for each sample automatically [5]. This approach provides high accuracy of measuring the
cryolite ratio, but it is not yet fully applicable to the process control. This is because the algorithm must
be configured as well. In this paper, we provide a self-configuring genetic algorithm, which works
without a preliminary adjustment and performs the fully automated analysis of aluminum electrolyte
composition by the Rietveld method.

Table 1. The phase composition of typical industrial bath samples at Russian aluminum smelters.

# Phase Chemical Formula Concentration Range, wt. % CR Range

1 Cryolite Na3AlF6 0–90 >1.67
2 Chiolite Na5Al3F14 0–85 <3.0
3 Sodium fluoride NaF 0–5 >3.0
4 Ca-cryolite 1 NaCaAlF6 0–15 <3.0
5 Ca-cryolite 2 Na2Ca3Al2F14 0–20 <2.95
6 Fluorite CaF2 0–9 >2.45
7 Weberite Na2MgAlF7 0–15 <2.85
8 Neiborite NaMgF3 0–6 >2.5
9 α-, β-, γ-alumina Al2O3 2–5

References [3,4] also describe an automated analysis of aluminum electrolyte samples using the
Rietveld method. However, in these articles, a maximum of 5-phase samples of a calcium-containing
electrolyte with an insignificant content (about 0.8%) of the semi-amorphous NaCaAlF6, which difficult
to simulate by the Rietveld method, are investigated. As shown below, the proposed approach allows
analyses of 8-phase calcium- and magnesium-containing electrolytes (where a feature of Russian
aluminum production is adding magnesium fluoride up to 4–5%), with a noticeable NaCaAlF6 content
(up to 8% rel.) in an automatic mode for a comparable time. Moreover, in calcium-containing
electrolytes, magnesium can also accumulate over time from alumina.

2. Materials and Methods

2.1. The Method of Genetic Algorithm Self-Configuring

Full-profile QPA based on the Rietveld method is widely used for quantitative XRD analysis
in laboratories. However, its use for technological inspection in the industry is not yet developed
as the Rietveld method is based on a non-linear LSM convergence, which requires a very good
approximation of the initial estimations of parameters to be tuned for each sample. In the case of
laboratory investigations, the requirements for the initial approximation are not as strict as there exists
the possibility for an interactive refinement. However, for a technological inspection in the industry,
a high level of automation and the ability to unify the analysis of a large number of samples are
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strongly required. In this case, the unified initial estimations of a large amount of profile and structure
parameters do not fit well to all of them. This results in a divergence in the LSM. One of the possible
approaches to tackle this problem is the application of genetic algorithms (GAs) for the choice of an
initial approximation of sample parameters, for the evolutionary selection of perspective parameters,
and for their automated refinement with Rietveld’s LSM.

The application effectiveness of evolutionary algorithms (GAs in particular) depends on the
choice of genetic operators: Selection, recombination (crossover), mutation, and substitution. However,
the settings for an effective algorithm which ensure that acceptable results are obtained within the
shortest possible time can be different for different problems, i.e., they cannot be determined in
advance for all cases. Therefore, procedures of dynamic self-adapting and self-configuring of algorithm
settings (e.g., References [6,7]) are used here. Self-configuring is an automated choice of effective
genetic operators from a given set during an algorithmic run while solving the problem in hand.
The configuration of operators is determined stochastically based on the probability of an operator to
be used for a generating new solution. These probabilities are calculated according to their success in
previous stages. The deployment probability of the most successful operator, the one that gave the
best solutions on the previous generation, is increased, whereas the probabilities of other operators are
decreased. It makes possible the automated choice of the best configuration of operators for increasing
algorithm productivity.

The main stages of a self-configuring genetic algorithm (SGA) for unconditional optimization can
be described as follows:

1. Initially, the choice of any particular variant for each kind of operator (selection, crossover,
mutation) is equiprobable. More specifically, the probability of choosing a variant of an operator
is equal to p = 1/z, where z is the number of operator variants. It means that all variants of all
operators are used equiprobably before statistics of their effectiveness are collected.

2. On each generation, an effectiveness estimation is performed for each variant of each operator.
It is based on the mean fitness of solutions obtained with the use of this variant of this operator:
averagefitnessi = fi/ni, i = 1, 2, . . . , z, where averagefitnessi is the mean fitness of solutions obtained
with the i-th variant of the operator; fi is the fitness sum of all solutions obtained with the i-th
variant of the operator; ni is the number of solutions obtained with the i-th variant of the operator;
i = 1, . . . , z, where z is the number of operator variants.

3. For the next generation, the probability of using the most effective variant is increased by
((z − 1)·K)/(z·N) and probabilities of all other variants are decreased by K/(z·N), where N is the
number of established generations of an algorithm run, K is a constant (usually equal to 2 for
the considered problems). However, the probability of all variants cannot be lower than a given
threshold, whereas the sum of all variant probabilities must be equal to 1. When an operator
variant reaches this threshold, it will stop giving out part of its probability, and the best variant
will no longer receive it. It is organized in this way because of the possibility that a variant could
be unsuccessful on the first stages but could be very useful later on, and this could not happen if
its probability decreased to zero.

4. Operators used for the generation of a new solution are chosen stochastically according to
obtained probability distributions.

Such self-configuring frees the end user who is not an expert in evolutionary optimization
from choosing the settings of the genetic algorithm, whilst the efficiency of solving the problem
remains acceptable (with the best choice of the genetic algorithm parameters, the efficiency of
solving the problems is somewhat higher, but the selection of the GA parameters requires time
and a highly-qualified user).

The effectiveness of an SGA can be improved by using it within the framework of the island
evolutionary (cooperative-competing) model, when several populations exist separately from each
other, only at times exchanging genetic material. This ensures a more uniform distribution of
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possible solutions to the problem within the search space. Therefore, in order to solve the problem of
quantitative X-ray phase analysis, the following realization of self-configuration of the multi-population
parallel genetic algorithm was created. It generates n different populations from the models of the
substance being determined, and on each of the n computational nodes of the multi-core personal
computers (PC), an individual single-population SGA is run. At the beginning of the process, random
individuals are generated, i.e., sets of numbers consisting of the values of the refined parameters of the
Rietveld method for the generated models, which are distributed over the search space. At each of
the computational nodes, with the help of the recombination and selection operators, evolutionarily
occurs the formation of descendants with smaller objective function values. The mutation operators
randomly “scatter” them around the search space, sometimes with an increase in the value of the
objective function. A proportion of the models with a smaller objective function value are refined
using Rietveld’s LSM method. Then, as a result of the general selection, a new population of test
models is formed, i.e., descendants, on average, with better suitability. A certain number of the best
test models from the populations at work nodes are sent to the control computer node of the SGA.
All these decisions accumulated on the controlling node are sorted in decreasing order of the value
of the objective function. Periodically, some of the best solutions accumulated at a given generation
of evolution on the control node are randomly selected and randomly returned to the population at
work nodes. Such a moderate migration ensures the spread of successful solutions to populations and
improves overall convergence.

Self-configuring is realized for individual GA processes on work units in the way described
above. The standard set of genetic operators is given for each process. They are one-point, two-point,
and uniform crossover, rank-based and tournament with different size of tournament selection, and low,
average, and high selection. Probability redistribution of all operators is performed locally for each
work unit irrespective of their effectiveness on other units. This last point could improve the general
effectiveness of the algorithm but requires a separate careful study.

2.2. Full-Profile QPA by Parallel Self-Configuring Genetic Algorithms

The essence of the QPA by the Rietveld method is an iterative minimizing of the difference
between an experimental powder pattern and the calculated one by the LSM:

Φ(Pk+1) = ∑
i

wi(Yo(2Θi)− Yc(Pk + ΔPk, 2Θi))
2 → 0, (2)

where Yo, Yc is an experimental and a calculated intensity at a position 2θi, respectively; wi is a weight
coefficient; Pk is the vector of profile, microstructural, and structural parameter values at an iteration k;
ΔPk is the parameter increments calculated by the LSM; the initial approximations are set at k = 0.

A refinable part of P composes parametrical strings that play the role of individuals that are
evolutionarily optimized by a GA. The full set of parameters P, which includes both refinable and fixed
parameters, describes a trial model of multiphase sample characteristics. In the case of the evolutionary
QPA, a range must be defined within which possible values of refinable parameters fall. The best
values found within the range by the GA are then refined by the Rietveld method.

A QPA feature is that it allows the GA to conduct the search for appropriate initial values of
parameters within wide ranges. For example, the crystal structures of phases having been found
in a sample may be used to set initial values of refinable structural parameters. Crystal structures
are normally taken from crystal structure databases. In this case, the atomic coordinates of general
crystallographic positions may be chosen as refinable parameters. In addition, the occupation of
the positions may be refined for solid solutions. Thus, the range limits the variation of both atomic
coordinates and occupation coefficients.
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After the completion of the GA process, the final solution is refined using the Rietveld method,
and the phase concentrations are calculated using the found parameter values. If the sample does not
contain an amorphous phase, the concentrations are calculated according to the following equation:

Cα = SαZα MαVα/
N

∑
j=1

SjZj MjVj, (3)

where Sa is the scale factor of a phase a, which is obtained from the calculated powder pattern Yca,
Va is the cell volume, Za is the number of structural units per cell, Ma is the molecular weight of a
phase a, and N is the number of crystalline phases in the sample.

If an amorphous phase is present in the sample, the QPA uses an internal standard [8].
Narrow search ranges pose a problem for the evolutionary full-profile QPA. In such cases,

the values of the R-factor vary insufficiently. Therefore, it becomes an unreliable selection criterion.
To improve the sensitivity of the criterion, we suggest adding bias between the measured sample’s
elemental composition and the composition calculated from the phase concentrations.

Rwp = 100 ·

⎧⎪⎪⎨
⎪⎪⎩(1 − wCh) ·

√√√√√√
∑
i

wi · [Yoi − Yci(P)]2

∑
i

wi · (Yoi)
2 + wCh ·

∑
t

wt · [∑
α

ptα · SαZα MαVα
∑
α

SαZα MαVα
− CCh

t ]
2

∑
t

wt · (CCh
t )

2

⎫⎪⎪⎬
⎪⎪⎭, (4)

where Ct
Ch is the concentration of an element t measured by chemical analysis; Pta is the mass fraction

of an element t in a phase a; wCh is the weight contribution of the chemical data in Rwp (normally 0.5).
The combination of the suggested variant of the full-profile Rietveld method with the parallel

SGA provides an automated QPA. The SGA uses the profile R-factor as a figure of merit to ensure a
proper selection of trial models. To perform optimization by the SGA, the special software was written
in C++ language. The ObjCryst++ library [9] was used for crystallographic calculations and Rietveld
method refinements.

2.3. Objects of Investigations

We applied the SGA to the QPA of the aluminum bath electrolyte. As the model objects, we had
chosen 24 branch reference materials used at five Russian aluminum smelters.

The objects had been chosen for the following reasons. Firstly, they were made from real
industrial baths taken at different aluminum smelters. Therefore, they were entirely consistent with
all the features of real crystallized bath samples, such as composition, impurities, and microstructure.
Secondly, the balance between the chemical and phase composition of the reference samples is fully
guaranteed by the correspondence among the results obtained by the different analytical methods used
for the certification. The mean uncertainty of the certified CR values was 0.008. Thirdly, the quantitative
phase composition significantly varies from sample to sample and covers the range of cryolite ratios
from 1.9 to 3.

The samples were ground manually in an agate mortar and then pressed in cuvettes from the
front side. The powder patterns were obtained with a Shimadzu-7000 powder diffractometer with
scintillator detector using CuKα radiation in the range 10◦ ≤ 2Θ ≤ 90◦; the exposition step was 0.01◦.
The structural models were taken from the Inorganic crystal structure database (ICSD) [10].

Since the SGA QPA is fully automated, we preset the SGA for the analysis of each sample
identically. We also compiled a standard excessive list of contained phases, which is provided in
Table 1, for each sample. The nineteen parameters listed in the Table 2 were refined for the chosen
phases. In cases when a phase was absent in a sample, its scale factor and the concentration were set to
zero. The SGA was run three times for each sample. As the QPA result, we accepted the arithmetic
mean of the phase concentrations that were established over three runs. The analysis of each sample
lasted about five minutes.
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Table 2. Parameters that were refined by the self-configuring genetic algorithm (SGA) for the bath
reference materials.

Phase List of Refinable Parameters

Na3AlF6
S, a, b, c, β, U, W, Eta0, Asym1, atomic coordinates (12 atomic positions), the texture

hkl [220] by March-Dollase model
Na5Al3F14 S, a, c, U, W, Eta0, Asym1, atomic coordinates (9 atomic positions)
NaCaAlF6 S, a, b, c, β, U, W, Eta0, Asym1

Na2Ca3Al2F14 S, a, U, W, Eta0, Asym1
CaF2 S, a, U, W, Eta0, Asym1

Na2MgAlF7 S, a, b, c, U, W, Eta0, Asym1
NaMgF3 S, a, b, c, U, W, Eta0, Asym1
α-Al2O3 S, a, b, U, W, Eta0, Asym1

where S is the scale factor; a, b, c, β are unit cell parameters; U, W is a peak FWHM by Pseudo-Voigt; Eta0 is the peak
shape parameter; Asym1 is the peak asymmetry parameter.

The research laboratories at aluminum smelters are equipped with combined XRD-XRF analyzers.
Normally, the analyzers combine an X-ray diffractometer with a fixed x-ray fluorescence channel that
provides quantification of calcium and magnesium. For this reason, we used concentrations of these
two elements to calculate the R-factor according to Reference [4].

We preset the following genetic operators for the SGA:

1. Tournament selection among 3, 5, 7, 9 trial models, range selection;
2. Two-point crossover, three-point crossover, uniform crossover;
3. Low-level mutation, average-level mutation, high-level mutation, with three standard

deviations each.

The probability of operators varied adaptively for each sample during the SGA performance. In
addition, the SGA used a local optimization by Lamarck.

3. Results

Figure 1 shows how the parallel SGA typically converges during the search for the profile and
structural parameters. The graph was plotted during the running of the full-profile QPA of a bath
reference material. The X-axis shows the number of the generation, whilst the Y axis provides the best
corresponding R-factor value that was found among the population at the managing unit. At the zero
generation, the SGA randomly generates the initial populations of the trial models.

Figure 1. A typical graph of how the SGA converges when analyzing an electrolyte sample.

73



Crystals 2018, 8, 402

At the final stage of the QPA, the approximate parameter values, which have been found by the
SGA, are exposed to the Rietveld refinement. Figure 2 depicts the experimental powder pattern of
the analyzed bath reference sample and the profile that was calculated after the Rietveld refinement.
The value of the profile R-factor, which characterizes the difference between the profiles, is 8.6%.

Figure 2. The model powder diffraction pattern calculated by the SGA (in red) and the experimental
powder diffraction pattern (in blue) of a bath sample. The green line shows the difference between
the profiles.

We propose the correspondence between the certified and calculated values of the cryolite ratio as
the quality criterion for results of the evolutionary full-profile QPA. The cryolite ratios were calculated
according to the Equation (1). We used the phase concentrations that were computed according
to Equation (3) to find the shares of sodium fluorite and aluminum fluorite. Figure 3 shows the
correspondence between the certified and calculated values of the cryolite ratio.

Figure 3 also provides the linear regression equation (y = a + bx) and the standard deviation,
which numerically characterize the correspondence. Therefore, the bias of b from 1 characterizes the
systematic error of the results, while the standard deviation describes the random error.

Figure 3. The correspondence between the calculated and certified CR values for the branch
reference materials. Certified CR is the certified values; SGA CR is the calculated values; SD is
the standard deviation.
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4. Discussion

The calculated values match the certified values with an accuracy of SD = 0.035, and all the results
fall within the 95% confidence interval. The linear regression equation is close to a y = x form because
the a coefficient is statistically insignificant. However, the b coefficient is 3.5 relative per cent higher
than 1. This indicates that the results of the evolutionary full-profile QPA are slightly overestimated.

An analysis shows that this systematic error is caused by the overestimation of the Na3AlF6

concentration. This fact proves that the automated Rietveld method that uses SGA data refines the
structure of this phase ineffectively. It appears that the structure distorts due to the incomplete
transition of the Na3AlF6 high-temperature modification to the low-temperature modification. Such an
effect is a result of the nonequilibrium crystallization of bath samples, which is caused by a specific
sampling procedure being used at aluminum smelters. In addition, the structural distortion inflates
the standard deviation of the results.

Overall, the results meet the technological requirements that are set for the accuracy of CR analysis
at the smelters. Therefore, we recommend the automated evolutionary method of QPA for the express
control of bath composition. However, prior to implementing the method in industry, we must improve
its performance by eliminating the causes of the systematic error.

Author Contributions: Conceptualization, I.Y.; Data curation, S.B.; Formal analysis, E.S.; Funding acquisition,
I.Y. and A.Z.; Investigation, A.S. and E.A.; Methodology, S.B. and M.S.; Project administration, I.Y.; Resources,
O.B. and A.S.; Software, A.Z.; Supervision, P.D. and E.S.; Validation, S.B.; Writing—original draft, I.Y.;
Writing—review & editing, A.Z. and P.D.

Funding: The reported study was funded by Russian Foundation for Basic Research, Government of
Krasnoyarsk Territory, Krasnoyarsk Regional Fund of Science to the research project No 18-43-243009
Coevolutionary modelling of an atomic-crystal structure of new substances by diffraction data on basis
of parallel genetic algorithms and supercomputer computations.

Conflicts of Interest: The authors declare no conflict of interest. The funders had no role in the design of the
study; in the collection, analyses, or interpretation of data; in the writing of the manuscript, or in the decision to
publish the results.

References

1. Electrolytic Bath Standards; Alcan International Ltd.: Montreal, QC, Canada, 2005.
2. Yakimov, I.S.; Dubinin, P.S.; Zaloga, A.N.; Piksina, O.E.; Kirik, S.D. Development of industry standard

electrolyte samples of aluminum electrolyzers. Stand. Samples 2008, 4, 34–42. (In Russian)
3. Feret, F.R. Breakthrough in analysis of electrolytic bath using Rietveld-XRD method. In Proceedings of the

TMS2008: 137th Annual Meeting & Exhibition of the Minerals, Metals & Materials Society, New Orleans, LA,
USA, 9–13 March 2008; pp. 343–346.

4. Knorr, K.; Kelaar, C. Automated analysis of aluminium bath electrolytes by the Rietveld method. Miner. Eng.
2009, 22, 434–439. [CrossRef]

5. Zaloga, A.; Akhmedova, A.; Yakimov, I.; Burakov, S.; Semenkin, E.; Dubinin, P.; Piksina, O.;
Andryushchenko, E. Genetic Algorithm for Automated X-ray Diffraction Full-Profile Analysis of Electrolyte
Composition on Aluminium Smelters. In Proceedings of the Informatics in Control, Automation and
Robotics 12th International Conference, Colmar, Alsace, France, 21–23 July 2015; pp. 79–93. [CrossRef]

6. Semenkin, E.; Semenkina, M. The Choice of Spacecrafts’ Control Systems Effective Variants with
Self-Configuring Genetic Algorithm. In Proceedings of the 9th International Conference on Informatics in
Control, Automation and Robotics, ICINCO’2012, Rome, Italy, 28–31 July 2012; Ferrier, J.-L., Bernard, A.,
Gusikhin, O., Madani, K., Eds.; pp. 84–93.

7. Semenkin, E.S.; Semenkina, M.E. Self-configuring Genetic Algorithm with Modified Uniform Crossover
Operator. Adv. Swarm Intell. Lect. Notes Comput. Sci. 2012, 1, 414–421. [CrossRef]

8. Bish, D.L.; Howard, S.A. Quantitative phase analysis using the Rietveld method. J. Appl. Cryst. 1988, 21,
86–91. [CrossRef]

75



Crystals 2018, 8, 402

9. Favre-Nicolin, V.; Cerny, R. FOX, ‘free objects for crystallography’: A modular approach to ab initio structure
determination from powder diffraction. J. Appl. Cryst. 2002, 35, 734–743. [CrossRef]

10. Inorganic Crystal Structure Database. Available online: http://www2.fiz-karlsruhe.de/icsd_publications.
html (accessed on 28 August 2018).

© 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

76



MDPI
St. Alban-Anlage 66

4052 Basel
Switzerland

Tel. +41 61 683 77 34
Fax +41 61 302 89 18

www.mdpi.com

Crystals Editorial Office
E-mail: crystals@mdpi.com

www.mdpi.com/journal/crystals





MDPI  
St. Alban-Anlage 66 
4052 Basel 
Switzerland

Tel: +41 61 683 77 34 
Fax: +41 61 302 89 18

www.mdpi.com ISBN 978-3-03897-528-1


	Blank Page

