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Preface 
 

The field of biomechanics has been evolving from the times of ancient Greeks. Recent 
publications and research in biomechanics sky rocketed as the field of traditional 
biomechanics is creating new opportunities in diagnostics, therapy, rehabilitation, 
motion preservation, kinesiology, total joint replacement, biomechanics of living 
systems at small scale, and other areas.  

Biomechanics now encompasses a range of fields. The book on Injury and Skeletal 
Biomechanics is a broad topic and may provide a platform for newer texts and 
editions as the research evolves and new results are obtained. In the current form, the 
book covers four areas: 1) Motion Preservation, which will be useful in designing 
rehabilitation and training segments, 2) Musculoskeletal and Injury Biomechanics, 
which includes spine and brain, their behavior under the actions of force, motion, 
strain, and modeling them analytically and experimentally, 3) Gait-Behavior, is 
another area which is being developed to learn more on kinesiology and movements 
of the body, and 4) Quantitative Biomechanics, a somewhat new area that uses 
imaging and analytical computational tools.  

Therefore, the book presents information in four sections, in a concise format. Based 
on these sections, new courses may be developed at graduate level or some of the 
concepts used to teach undergraduate students in biomedical engineering. Since the 
book will be available under open access model, its use will be free to students, and 
this topic may be introduced as a new course, if desired. The four sections presented in 
this book will continue to challenge both the researchers and students in the future 
and therefore, create new knowledge. 

 
Tarun Goswami 

Spine Research Group 
Biomedical, Industrial and Human Factors Engineering Department 

Wright State University 
USA 
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The Women’s Pelvic Floor Biomechanics 

Karel Jelen, František Lopot, Daniel Hadraba,  
Hynek Herman and Martina Lopotova 

Additional information is available at the end of the chapter 

http://dx.doi.org/10.5772/47773 

1. Introduction 
The function of the pelvic floor is fundamentally influenced by the behaviour of several 
organs and the organ-linked processes. The aim of this work is to study the properties and 
changes of the women’s pelvic floor. The motive arises from the fact that pelvic floor 
dysfunctions badly influence the quality of life. The loss of the proper function in the pelvic 
floor results in a wide range of problems from asymptomatic and anatomic defects to 
vaginal eversion. All the aforementioned problems are frequently followed by urinating and 
defecating difficulties together with sexual dysfunctions. 

As the initial symptoms of pelvic floor dysfunctions are very weak, the absence of seeking 
medical assistance among women is significant at the beginning. However, the fact is that an 
early and explicit diagnosis is crucial. For example, the prevalence of uterovaginal prolapse is 
about 50 % among delivering women, but only one half of them search for medical care. These 
types of health problems occur more frequently as the population is aging.  

The basis and origins of pelvic floor dysfunctions have certainly a multifactorial character. 
The elementary factor is intra-abdominal pressure dynamics and it is usually highlighted by 
obesity, chronic constipation, physically hard work, coughs and mainly pregnancy, vaginal 
delivery respectively. The topical application of mechanical stress affects the tissue 
essentially and can make progress towards the failure of tissue continuity. The only solution 
is usually surgery that tries to fix found problems, revive functional supports of organs and 
restore their physiological features. From this point of view, the most important area for 
research on the pelvic floor is the interaction between individual organs (endopelvic fascia 
mainly) and rheological description of these interactions.  

2. Context and paper targets 

In pregnancy, a large number of changes are observed in the female body. The main reason 
for the changes is to cope with the growing foetus’s demands and also to protect the 

© 2012 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons 
Attribution License http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution, 
and reproduction in any medium, provided the original work is properly cited.
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woman’s health. The changes are mostly controlled by the endocrine system (hypnosis, 
adrenal, and thyroid glands, placenta, etc.). The system modifies the production of 
hormones which influence the whole body. The hormonal activity changes the mechanical 
properties of tissues and together with anatomical modification (growing) affect body 
posture. One of the organs that are directly impacted is the pelvic floor. 

The women’s pelvic floor is traditionally defined as a ligament-muscular apparatus that 
provides a dynamic support to the urethra, bladder, vagina and rectum. It can be divided 
into the supporting and suspensory parts. 

The supporting part is formed by muscles (m. coccygeus, m. levator ani) that create a thin 
funnel. The funnel is ended by a hole which establishes a corridor for above mention organs. 
M. levator ani is directly connected to the vaginal muscle. According to the phylogenetic 
view, the coccygeus muscle (m. coccygeus) is a skeletal muscle and therefore it is directly 
connected to the musculoskeletal system.  

The suspensory part is a fibrous component that is termed the endopelvic fascia. It is a 
coherent system that surrounds the vagina and connects to the pelvic walls. The fascia’s 
segments are conservatively named the pubocervical fascia, rectovaginal fascia, cardinal 
ligaments, and sacrouterine ligaments. 

The aforementioned muscles and ligaments guarantee the proper function of the pelvic 
floor. When the function is unbalanced, it causes a fall and disorganization of organs. These 
changes strongly affect body posture. While muscular problems are usually solved by 
suitable physiotherapy treatment, problems of the suspensory apparatus are mostly fixed by 
surgical approaches when an implant is frequently installed. 

This paper discusses the influence of pregnancy on the pelvic floor. In and after pregnancy 
the pelvic floor is even more loaded and stressed and therefore the eventual dysfunctions 
multiply related unpleasant effects. The main goal is to discover the structural disorders of 
suspensory apparatus and rheological expression of endopelvic fascia properties. The 
outcome of this study helps to design better implants and which mechanical properties are 
not dangerous due to increasing local mechanical stress. 

3. Research 
The research in this area has been supported by several grants and it is widely discussed in 
doctoral and master theses within the department. The experiments are measured in a 
laboratory that is fully equipped for kinematic and dynamic testing as well as for identifying 
the rheological properties of soft tissues.  

3.1. Changes in body posture 

The changes in body posture are observed while walking, standing or performing specific 
movements (for example landing on the heels after standing on tiptoe). The experiments are 
conducted on women at different stages of pregnancy. This is very important due to the 
hormonal changes. 
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In pregnancy the whole musculoskeletal system is influenced by relaxin, which is produced 
by the placenta, and corpus luteum. They both control the ligamentary apparatus by 
inhibiting collagen synthesis that amplifies the activity of collagenase and consequently the 
ligaments of the pelvic girdle and spine become looser. The loose ligaments and weight of 
the pregnant uterus increase lumbar lordosis. The whole process results in modifications of 
movement stereotypes. The modification does not only arise from mechanical principles but 
in particular form the urgency of seeking a relieving posture. A significant role also played 
by the fact that m. levatoru ani and the thoracic muscles are functionally engaged in the 
active muscle chain. In the conducted experiments, the activity of chosen muscles was 
detected by EMG testing and the performance of movements or the quality of posture was 
measured by the kinematic-dynamic analysis.  

3.1.1. Gait 

Nowadays, the topic of normal gait is discussed worldwide by academics (mid gait - Young, 
1997). It is an activity which is hardly avoided by pregnant women even in the latter stages 
of pregnancy. In addition, a unified methodology for evaluating gait has not been invented 
yet and therefore the published data about gait in pregnancy has varied dramatically.  

Atkinson (1999) compared 3D analysis of gait among one pregnant and one non-pregnant 
woman. The gait was recorded on video. The subjects were labelled with markers on the 
acromion, the most distal rib, trochanter major, epicondylus lateralis femoris, malleolus 
laterilis, and the navel. The data were evaluated by using Motion Capture software and 
Motion analysis. The results showed that there were significant differences neither in the 
lumbar spine curvature (the maximum difference about 10 °), gait speed nor flexion and 
extension in the hip joint.  

Bird et al (1999) observed gait among 25 pregnant women at the beginning of gravidity. The 
results showed dilatation of the weight-bearing base in pregnancy. 

Butler et al (2006) studied the ability of keeping balance and stability. Moreover, it was 
tested if falling in pregnancy was related to the decreased postural stability. The reason for 
that was the fact that almost one quarter of pregnant women suffered a fall. The number is 
comparable with people who are over 65 years old. Twelve pregnant and non-pregnant 
women (average age 31) took part in the experiment. At the 11th – 14th, 19th – 22nd, and 36th – 
39th week of pregnancy and 6 – 8 weeks after birth the markers were placed on the 
participants and their gait was recorded by a 3D device. The observed parameters stayed 
relatively the same within both groups of participants. However, both the extension of the 
hip joint and the flexion of the knee joint increased at the end of the standing phase (this 
phenomenon is usually guided by greater extension of the knee joint between the half and 
the end of standing phase). The results also showed no difference in the width of the base 
and the position of the thorax during walking cycles. The speed of gait was increasing 
together with the length of steps from the first to the third trimester (p  0.05). There was 
found no difference in the postural stability between the groups of the women in the first 
trimester of pregnancy. Furthermore, the women were also tested standing with closed eyes. 
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In that case postural stability increased in the group of the pregnant women who were in the 
second or third trimester and even stayed lower after 6 – 8 weeks after birth. In addition, the 
difference between the groups was directly proportional to the stage of pregnancy.  

Another paper was published by Foti et al (2000). The paper described gait of 15 women in 
the second half of the third trimester and one year after birth. The chosen gait parameters 
were obtained by the system for 3D motion analysis and the dynamometric platform. The 
obtained data were compared by using a paired test. The watched parameters were ranges 
of the joint motions, moments of inertia, and the width of the weight-bearing base. No 
difference was measured in the speed of gait, length of steps or gait rhythm. Neither the 
width of steps nor mobility of the pelvis and the ankle joint was significantly changed (p  
0.05). Despite the above mentioned facts, an anterior pelvic angel increased about 4° in 
pregnancy; however, there were considerable variations between the participants (from – 
13° to + 10°). In addition to the results, the flexion and adduction of the hip joint largely 
increased. Finally it was discovered that the phase of double foot-holding increased and the 
phase of foot swing was shortened.  

Golomer et al. (1991) investigated gait with and without a burden. The group of ten 
pregnant and 20 non-pregnant women carried the burden. The speed of gait and the 
characteristics of the foot-ground interaction were monitored. The results presented that the 
speed of gait of the pregnant women did not depend on carrying the burden. The rhythm of 
gait was faster for the pregnant woman and the length of steps was shorter during 
pregnancy. The length of steps stayed about the same with or without the burden.  

Lymbery a Gilleard (2005) employed an 8-camera system for 3D motion analysis and also 
measured the pressure of feet to the ground at the end of pregnancy and after birth. They 
measured 13 pregnant women at the 38th week of gravidity and 8 weeks after birth. They 
listed a greater width of the weight-bearing base at the end of pregnancy. The mediolateral 
reaction force on the ground was increasing in the medial direction. The center of pressure 
(COP) was moved to the centre and anteriorly.  

The paper by Osmana et al (2002) discussed 4 pregnant women at the different stage of 
gravidity and 4 women after birth. Their walking stereotypes were analysed by using the 3D 
system Peak Motus 2000 and a video camera that took pictures of reflective markers glued 
to the body. The activity of paravertebral muscles was measured with EMG in the area of 
lumbar spine (L4/5). Next, the COP was measured on the dynamometric measuring 
platform Kistler and the interaction forces between feet and ground were analysed in three 
directions (vertical, lateral, and anteroposterioric). The data of the groups were compared 
and results were interpreted. The width of the weight-bearing base was increasing in 
pregnancy. The mean width of the weight-bearing base increased from 168 mm in the first 
trimester to 350 mm in the third trimester (increase about 50 %). The mediolateral 
component of reaction force on the platform increased up to 15 % of the body weight.  

The experiment conducted in our laboratory was carried out on six pregnant women who 
were observed during the full duration of pregnancy. Their gait stereotypes were always 
analysed at the end of each trimester. The kinematic properties were received thanks to the 
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system Qualisys. The system uses infra-sensitive markers and enables one to observe defined 
spots in time. The dynamometric measuring platform Kistler read simultaneously reaction 
force between feet and the platform. The placement of the markers is displayed in figure 1.  

 
Figure 1. The markers location (a) rear; b) front; c) side. 

The observed values were the speed of gait, the weight-bearing base, the time of swing and 
standing phases, the time of double foot-holding phases, and impulses of the vertical, 
accelerating, and decelerating forces. 

The results are well presented in figure 2. The down-pointed arrow means a decrease in the 
parameter, the up-pointed arrow means an increase in the parameter and the horizontal arrow 
symbolizes a steady state. The dash represents no measurement was carried due to birth. 
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In that case postural stability increased in the group of the pregnant women who were in the 
second or third trimester and even stayed lower after 6 – 8 weeks after birth. In addition, the 
difference between the groups was directly proportional to the stage of pregnancy.  
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directions (vertical, lateral, and anteroposterioric). The data of the groups were compared 
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It is obvious that examined parameters have embodied a high interindividual variability. 
The variability is strongly related to the current fitness of the women and the foetus 
position. According to the results only an increase in weight-bearing base has been proven. 

3.1.2. Standing 

The situation about standing strongly reminds the state of the gait research. The information 
varies mainly in the area of body posture and the lower back positioning.  

Kovalčíková (1990) dealt with curvatures of the spine in sagittal plane and the angle of 
pelvic among women in the single trimesters of pregnancy, after birth (post partum) and 
after puerperium (post puerperium). The number of 384 pregnant women was divided into 
three groups; athletes, women psychosomatically ready to deliver a child, and non-athletes. 
The depth of neck and lumbar lordosis as well as the angle of the pelvis were examined in 
standing. The increase of neck and lumbar lordosis was confirmed among all three groups 
in pregnancy and the state started returning to the normal after birth and after puerperium. 
The mean angle of the pelvis was decreasing in pregnancy (flexion occurring) and after 
birth, puerperium the angle was increasing (extension occurring). The most significant 
changes were listed in the group of non-athletes.  

The same results, increasing of lumbar lordosis, were confirmed by Otman et al (1989). In 
the study, 40 pregnant women were tested. It was written that lumbar lordosis increased 
significantly in pregnancy. On the other hand it got smaller after birth and it became even 
smaller at the 6th week after birth but it was still bigger than in the first trimester of 
pregnancy.  

Moore et al (1990) published that the lumbar spine was being flatted and the thoracic spine 
did not change its shape in pregnancy. For the experiment a special suit was constructed. 
The suit was covered with ten markers along the thoracic spine between Th1 and L5 and 
then 25 women were measured form the 16th week of pregnancy to birth and again two 
months after birth. The side photography was taken of the area of the thorax and the profile 
of the outer skin was established. The results of that study was that lordosis decreased 
among 56 % of women at the 16th to 32nd week of pregnancy and after that period lordosis 
increased among 44 % but it still stayed smaller than the curvatures before pregnancy. Both 
the kyphotic angle and the position of centre of gravity did not move significantly.  

Kušová (2004) conducted a study on 15 women that were examined through the use of 
Moiré tomography in the second and the ninth month of pregnancy and again at the 7th 
week after birth. The curvatures in sagittal plane and asymmetries of the trunk were 
evaluated. The results showed that thoracic kyphosis decreased among four out of six 
women between the first and third trimester. Lumbar lordosis increased in four women and 
no change was observed for one participant. There was no change in thoracic kyphosis in 
two women, in one there was an increase of lumbar lordosis, and in two no change again 
between the 9th month of gravidity and the 7th week after birth. In the period from the first 
trimester to the 7th week after birth, thoracic kyphosis increased in two women, decreased in 
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one and did not change in two. Lumbar lordosis increased in two women, decreased in one, 
and did not change in two participants. The other changes considered as errors were mainly 
influenced by the variability and instability of standing. The author stated that there was no 
significant relationship between the changes of the spine shape and pregnancy.  

The aim of our study at the field of standing has been focused on finding the objective 
methodology that scores the changes of mass distribution in the body of pregnant women in 
comparison with nonpregnant. For this reason side photography segmentation of 
participants was projected (figure 3). 

 
Figure 3. The segmentation process. 

The position of the body axis (the line of the centre of gravity), which divides the 
segments into the front and rear parts, matches the line of action of force of gravity. The 
force passes through the centre of gravity and it is perpendicular to the ground. Its 
projection into the ground was established thanks to the dynamometric measuring 
platform Kistler. The recorded video was used to support the previous experiment. The 
film showed the marked position of the centre of gravity projection through the use of the 
dimensions that labelled the relationship between the system of coordinates of the Kistler 
platform and the participants’ ankles (figure 4). The reviewed value in our work was the 
dimension c. 

For better orientation, the segmental marking was established topically (figure 5). 
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Figure 4. Location of the center of mass projection 

 

 
Figure 5. The adopted terminology. 
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The surface volume of each segment was recounted with the correlation to the weight to 
avoid data bias.  

In the experiment 10 pregnant and 10 non-pregnant women of the same age were tested. 
The results showed that no significant change in the position of centre of gravity occurred in 
any direction in pregnancy. The explanation was offered by the analysis of the weights of 
the body segments. The analysis showed that the progressive state of pregnancy affects 
growing of the breast, thoracic spine and rear thigh segments up to 4 %. Those changes 
compensated each other and thus the position of centre of gravity did not differ. According 
to the analysis of momentum equilibrium it was proved that the momentum impact had 
forward tendency among the pregnant women. The fact is that the collected data were at the 
edge of accuracy of the used evaluating methods and therefore it cannot be listed that 
pregnant women had worse posture stability. The study discovered that pregnancy hardly 
affects lumbar lordosis and the effect is even smaller among women with a high fitness 
level. 

3.1.3. The dynamic parameters of the gravid abdomen and low back pain 

According to the increasing weight of the abdomen in the progressive stages of pregnancy, 
the inertial effects cannot be neglected or underestimated even during trivial locomotion. 
The gravid abdomen behaves as an inverted pendulum, which is primarily stabilized by the 
fibrous suspensory apparatus of the uterus and by the muscles of the abdominal wall. The 
loading in this area is transferred through the sacrouterinne ligaments to the areas of the 
low back and lumbosacral junction. This continuous loading consequently leads to 
overloading of the involved tissue structures which is expressed by pain in the areas 
mentioned above. 

The aim of our research in this field is to establish the influence of changes in dynamic 
properties of the gravid abdomen and the related force effect on the lumbar region. For 
changing the aforementioned phenomena, the under mentioned commercially available 
pregnancy belts were applied in the experiments (figure 6). 
 

 
Figure 6. a) pregnancy belt without braces - Cellacare Materna (www.lohmann-rauscher.cz) b) 
pregnancy belt with braces - Materna (www.ergon.cz) 

(a) (b)
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For the acquisition of the kinematic data, the Qualisys system was used. The force (dynamic) 
effects were detected by the Kistler equipment. The experiment was conducted on two 
pregnant women in the third trimester. 

In the first phase of the experiment, the normal gait was analyzed. The analysis was focused 
on the movements of the marker that was placed on the navel in cranio-caudal and latero-
lateral direction (figure 7). 

 

 
Figure 7. The navel motion (a) caudo-cranial; b) latero-lateral. 

The data evaluation was based on mutual comparison of the displayed curves for the 
measurements without the belt, with the belt and with the belt and braces for both 
participants. The observed phenomenons were the significant frequencies characterized by 
the highest amplitudes. The results showed that the belts had a totally negligible effect in 
this respect, because the change of those frequencies was not found. 

In the second stage of the experiment, the vibrations of the participant’s gravid abdomen 
were observed after the fall on heels after standing on tiptoe. The caudo-cranial movement 
of the navel marker was recorded. The evaluation was performed separately for each 
direction (figure 8). 

The last stage of the experiment contained a questionnaire investigation which was 
designed to explore the participant’s feelings about the belts and the connection between 
the lumbar pain and wearing the belts. In the final part 11 pregnant women in the third 
trimester participated. The selected belt type was worn for 14 days except for sleeping. 
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The obtained results confirmed the reduction of pain in the observed area from 20 up to 
76%. 

According to the results, the importance of the supporting devices is mainly to decreased 
loading in the stressed areas and reduce the utilization of the involved tissue structures. 

 
Figure 8. The navel motion suppressing a) downward direction; b) upward direction. 

3.2. Endopelvic fascia 

The endopelvic fascia is the soft tissue surrounding the vagina. It is attached to the pelvic 
walls and supports the pelvic viscera - urethra, bladder, cervix, uterus and rectum. Because 
the fascia is a relatively shape-complicated organ and its various parts are exposed to 
different mechanical loading, it can be reasonably assumed, that their mechanical properties 
will vary according to the appropriate field. Regarding the complex structure of the 
endopelvic fascia, some strength tests through its whole length are difficult to perform. The 
research is then focused on the areas where the fascia is relatively accessible and where 
some of its parts can be removed during standard surgeries without causing any 
inconvenience for patients. The main monitored parameters are elasticity and viscosity, 
which are represented by the identifiable proteins (e. g. collagen, elastin, etc.) and their 
mutual arrangement. 

Our current work has mainly targeted the issue of long-term postnatal complications in 
terms of biomechanics, which are largely caused by the processes occurring during birth. 
The specific goal of the research was the endopelvic fascia and its properties in relation to its 
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intimate relationship to the vaginal mucosa. The changes occurring during birth are also 
characterized by the greater or minor damaged of tissues. It may also results in a functional 
failure of the pelvic floor. The damage usually has a multifunctional character and also 
diverse consequences, however, they are never beneficial for the health of the patient. 

The birth is initiated by uterine activity which leads to the gradual extending of the lower 
uterine segment and cervix. The mechanism of the expansion is allowed by the muscular 
cell organization. At each contraction the uterus is straightened to the middle line. The 
uterus is fixed by the suspensory apparatus (especially uteroingvinal chorda) so the fundus 
is limited in its movement. In the distal direction, the uterus is fixed by sacrouterine 
ligaments, the muscles and ligaments of the pelvic floor and by its insertion of the vagina. 
Thanks to the experience that is based on the above mentioned facts, the birth duration and 
complications, and the other well-known factors it is possible to predict the injury of related 
tissues and organs. The main recognized causes include injuries such as problematic vaginal 
birth, chronic increase of the intra-abdominal pressure (obesity, coughs), aging and changed 
mechanical properties of the suspensory apparatus including the endopelvic fascia. 

The mechanical properties of the fascia have been investigated only very marginally and 
there is still a lack of the valid biomechanical characteristics in world literature. Due to the 
development of surgical techniques that replace the endopelvic fascia by allogen implants 
that often result into over rigid spare septa. That is the main reason to increase the 
knowledge of the mechanical properties of autogenous tissues. From the medical point of 
view, the biomechanical approach is irreplaceable. Because of the continuing "material 
disagreement" between the operated tissue and the implant, the foreign material is often 
refused, which is rather a question of immune response and this can be pharmacologically 
suppressed. A more serious problem is often the unclear response of the implant to 
mechanical loading. This is the main factor that influences the success of the surgery, 
because complicated thermo-visco-plasto-elastic properties of living tissues cannot be 
substituted by a purely mechanical replacement. 

Within the latest phase of our research, 16 samples of vaginal wall with fascia were 
measured by standardized uni-axial tensile test to determine their "referenced" properties. 
Next, 6 samples of the implants were measured by the same procedure. The following text 
presents the proposed and used methods of processing and evaluating of the measured 
data. At the end, the obtained findings associated with the monitored parameters such as 
pregnancy, number of completed pregnancies and age of the donor women are listed. 

For description of observed materials, we used the linear elastic modulus, which is defined 
by following formula: 

 F  K . l,   (1) 

where K is stiffness (rigidity) (N/mm), F force (N) and Δl relative extension (mm). 

Regarding the real organization of both tissue structures in the samples (figure 9), we 
created a complete model of the tested samples by parallel junction of two rigidities, which 
can be described by the following equation of the force balance: 
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 FP P FF  F  F ,   (2) 

where FFP is the force detected by the measuring head of the device, FP is the reaction force 
given by properties of the vaginal wall and FF is the force from endopelvic fascia.  

 
Figure 9. The tissue structure layout chart. 

Using the formula (1), the equation (2) can be arranged to the next shape: 

 FP P FK . l  K . l  K . l,      (3) 

and after rearrangement, the relation for rigidity of the vaginal wall is obtained:  

 p FP FK  K  K   (4) 

Regarding the data obtained from the performed experiments, this relationship can be used 
to calculate the rigidity of the vaginal wall at the moment of its rupture, when the rigidity of 
the separated endopelvic fascia is known. 

For each dependency between the force and extension (figure 10), several particular 
magnitudes of the rigidity of the used model were obtained.  

The yellow marked area in figure 10a is the record of the cyclic "preload” of the sample in 
order to stabilize its mechanical properties. The slight vacillations of measured curves 
(figure 10b, red marked area) showed that the prolongation without the further presumed 
force increase may be interpreted e.g. as moments, where some minor damages had 
happened in the tissue without influence on overall stability of tested sample's response. 
The major breakthrough in the sample response's course was the vaginal wall rupture 
(figure 10b, yellow marked area). The following graph course (figure 10b, area 8 and 9) was 
then formed only by the endopelvic fascia response. The moment of the vaginal wall 
rupture and also endopelvic fascia rupture was well detectable even on the synchronous 
video recording of the experiment. 

The curve (figure 10b) was further divided into the particular sections with a linear 
character, which were assigned rigidities characterizing the vaginal wall with endopelvic 
fascia as a whole (figure 10b, areas 1 to 7) and rigidities of the endopelvic fascia separately 
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intimate relationship to the vaginal mucosa. The changes occurring during birth are also 
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 F  K . l,   (1) 

where K is stiffness (rigidity) (N/mm), F force (N) and Δl relative extension (mm). 

Regarding the real organization of both tissue structures in the samples (figure 9), we 
created a complete model of the tested samples by parallel junction of two rigidities, which 
can be described by the following equation of the force balance: 
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 FP P FF  F  F ,   (2) 

where FFP is the force detected by the measuring head of the device, FP is the reaction force 
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Figure 9. The tissue structure layout chart. 
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(figure 10b, areas 8, 9). Applying the above formulas, the rigidity of the vaginal wall can be 
calculated. 

 

 
 

Figure 10. Measurement record (a) and evaluated section (b). 
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According to the measurement curve analysis and comparison of calculated rigidities the 
following can be stated: 

1. The vaginal wall endures lesser prolongation compared to the endopelvic fascia. This 
conclusion is valid for all our experiments performed so far, independently on patient 
anamnesis. 

2. Samples rigidity increases with deformation and after reaching maximum decreases 
while heading for the rupture (figure 11). The curve has a concave characteristic and it 
is visible on all tested samples.  

 
 
 

 

 

Figure 11. Rigidity – prolongation relation of fascia + vagina complex (an example). 

3. After the vaginal wall rupture the rigidity of the endopelvic fascia decreases with 
increasing deformation. This decrease can be considered linear with satisfying 
precision. 

From the current results it can be concluded that the endopelvic fascia has relatively stable 
properties that are changed significantly only in pregnancy and stabilized again after it. In 
terms of long-term changes associated with a decrease of mechanical properties of the fascia 
the crucial parameter is the age of a woman. The number of completed pregnancies exhibits 
no significant influence. 

The processing and evaluating of the data from the second phase of the experiment 
corresponded to the methods described above. The data were arranged into graphs (figure 
12) and the dependence of rigidity on extension of the samples was evaluated. 
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Figure 12. a) Measurement record and rigidity; b) prolongation relation of the implant. 
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The comparison of the graphs 12a and 12b shows that the response of samples of vaginal 
wall with the endopelvic fascia and samples of used implants is similar. The question is, 
whether these values of the implants rigidity are convenient for their purpose. A reliable 
answer to this question tasks for an extensive study, however, it must be fulfilled that the 
implant should compensate for the differences between rigidity of the healthy and damaged 
tissues. 
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1. Introduction

There are researches aiming to give a high environmental adaptability to robots. Until now
stable locomotion of robots in complex environment such as outside rough terrain or steep
slope has been realized [1–7]. Locomotion in the most of researches adapted to complex
environment has been realized by single type of locomotion form. On the other hand, we
have proposed Multi-Locomotion Robot (MLR) that can perform several kinds of locomotion
and has high mobility as shown in Fig. 1 [8]. By using MLR, we have realized independently
biped and quadruped walking, brachiation, and climbing motion so far [9–15]. Next research
issue of MLR is to develop a systematic transition system from one locomotion form to the
other.

Aoi et al. proposed transition motion from biped to quadruped walking by changing the
parameters of the nonlinear oscillator and conducted experimental verification [16, 17]. These
works focuse on realization of a stable motion transfer and the transition according to external
environment has not been discussed. Meanwhile, Asa et al. discussed the dynamic motion
transition using the bifurcation of control parameters and realized motion transition between
biped and quadruped walking [18]. These conventional researches aimed to realize a motion
transfer between biped and quadruped walking. The transition motion of control system is
constructed by using the Central Pattern Generator (CPG); the motion transfer of is realized
by attractor transfer mechanism.

On the other hand, we aim to select suitable motion pattern for robots based on external
environment and internal state of the robots and realize motion transfer from current motion
to the other. In this chapter, we focus on biped and quadruped walking as motion patterns
and report the suitable motion selection between biped and quadruped walk considering
the walking stability and efficiency. Motion and recognition uncertainty is focused as
factors to effect a realization of walking; then walking stability is evaluated from stability

©2012 Aoyama et al., licensee InTech. This is an open access chapter distributed under the terms of the
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Figure 2. Gorilla robot III

evaluation parameters that have multiple uncertainties. Since dimension or class of the
stability evaluation parameters that have uncertainty are different and the parameters cannot
be used with uniformity, the parameters are integrated into the risk of falling down as the
belief with Bayesian Network. The internal model to select the optimized motion pattern that
minimizes falling down risk and maximizes the transfer efficiency is designed. Finally suitable
locomotion selection between biped walking and quadruped walking is experimentally
realized.

2. Multi-locomotion robot

2.1. Gorilla robot III

Multi-Locomotion Robot is a novel bio-inspired robot which can perform in stand-alone
several kinds of locomotion such as biped walking, quadruped walking, and brachiation. We

22 Injury and Skeletal Biomechanics Locomotion Transition Scheme of Multi-Locomotion Robot 3

Figure 3. Laser range finder

built and developed Gorilla Robot III as a prototype of Multi-Locomotion Robot [8]. Overview
and link structure of Gorilla Robot III is shown in Fig. 2. Its height is about 1.0 [m] and weight
is about 24.0 [kg]. The mechanical structure is designed as follows: 6 DOF leg, 5 DOF arm, 2
DOF lumbar. Each joint is actuated by AC servo motor. Computer, AD/DA board, counter
board, and power are set outside the robot.

As a sensor for recognition of slope, a laser range finder is installed at the neck of the robot
(see Fig. 3). Its angular resolution is 0.36 [deg], scan angular range is 240 [deg], scan time is
100 [ms], and maximum range of detection is 4.0 [m]. The rotation axes of motors are pitch
and yaw axes. In addition a web camera is also installed next to the laser range finder.

2.2. Locomotion mode

In this chapter, we model the robot as a 3D inverted pendulum same as the work for biped
walking [19]. The supporting point of the pendulum is assumed to be point-contact. Then,
only the heeling force f and the gravity act on Center of Gravity (COG). In this chapter, we
use crawl gait as a quadruped walking [14]. In this gait, the idling leg changes, left rear leg,
left front leg, right rear leg, and right front leg, in that order. It is designed in order that
three feet always contact the ground, COG moves within the triangle which is formed by the
three supporting feet. The transition from biped to quadruped posture is made keeping static
balance. Before transiting the posture between biped and quadruped stance, the robot stops
walking.

3. Locomotion stabilization

3.1. Internal model

In order to realize a robust robotic locomotion in any environment, two abilities are required:
planning of the suitable motion based on the recognition of moving environment, and
evaluation of generated motion. Then we propose the internal model based on a prediction
and feedback as shown in Fig. 4.

Prediction for locomotion plans the locomotion form based on environmental information.
Environmental information is sensed by a laser range finder; then the robot determines the
suitable gait for the environment. In this research, biped and quadruped walking is focused
as the gaits. The robot selects biped walking in the environment that is easy to walk such as flat

23Locomotion Transition Scheme of Multi-Locomotion Robot
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In this chapter, we model the robot as a 3D inverted pendulum same as the work for biped
walking [19]. The supporting point of the pendulum is assumed to be point-contact. Then,
only the heeling force f and the gravity act on Center of Gravity (COG). In this chapter, we
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walking.
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3.1. Internal model

In order to realize a robust robotic locomotion in any environment, two abilities are required:
planning of the suitable motion based on the recognition of moving environment, and
evaluation of generated motion. Then we propose the internal model based on a prediction
and feedback as shown in Fig. 4.
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Environmental information is sensed by a laser range finder; then the robot determines the
suitable gait for the environment. In this research, biped and quadruped walking is focused
as the gaits. The robot selects biped walking in the environment that is easy to walk such as flat
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terrain. Meanwhile the robot selects quadruped walking in the environment that is difficult to
walk in biped state such as slope or rough terrain. Also, the robot plans the walking steps and
landing position of the selected gait based on recognized terrain. Previously, we designed this
prediction for locomotion [20].

The feedback for locomotion evaluates walking stability based on internal condition of the
robot. In this chapter, we propose the method of estimating the risk of falling down using
Bayesian Networks (BN). In estimating the risk, we set “Robot Model Reliability (Reliability
of Internal states)" and “Environmental Model Reliability (Reliability of External dynamics)".
Reliability of a robot model shows how far difference between reality motion and locomotion
algorithm is, or physical abilities of robot. For example, if the robot has motor trouble, this is
low and the risk of falling down is high. Reliability of an environmental model shows how
accurately a robot recognizes environment. If robots move in dark, it does not get information
of environment, so this parameter is low and the risk of falling down is high. In biped and
quadruped walking, the robot evaluates both reliabilities, estimate the risk of falling down
and attain an optimum gait adapting to the environments or the conditions. This feedback for
locomotion is explained in the next section.

3.2. Stabilization based on internal conditions

3.2.1. Estimation of falling down risk

In this chapter, we consider the uncertainty caused by motion and recognition as the factor of
realization of locomotion. Approximation of motion algorithm is pointed out as uncertainty
caused by motion. Most robots have models to simplify calculating dynamics. Thus, this
gives robot systems uncertainty because there are difference between a reality robot shape
and a robot model. Uncertainty caused by recognition is accuracy of sensors, effective ranges
of sensor or abstraction of environment. There are many kinds of uncertain parameters which
have various dimensions, so it is difficult to deal with them uniformly. Then, these parameters
are integrated into the risk of falling down as belief with Bayesian Network. The Bayes theory
assumes that parameters have distributions individually, and posterior probability is induced
formally by conditional probability. Bayesian Network is the model which describes relations
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among phenomenon using probability. We describe the causality between the risk of falling
down and the uncertain parameters.

In this research, Bayesian Network shown in Fig. 5 is used to estimate the risk of falling
down. First, Bayesian Network estimates Robot Model Reliability “R" and Environmental
Model Reliability “E". Reliability of a Robot Model R show how ideal the robot motion is,
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terrain. Meanwhile the robot selects quadruped walking in the environment that is difficult to
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and describes the capacity of moving. Reliability of an Environmental Model E is an index
which shows how correctly the robot perceive the dynamics between the environment and
the robot. Secondly, R and E are induced the risk of falling down “S". “S = 1" shows falling
down, and “S = 0" shows not falling down. Probability variables R and E have classes 0, 1, 2
in more reliable order. Then conditional probability P(S | R, E) reflects the performance of the
robot, and the designer arranges this probability subjectively. Probability distribution of biped
walking is different from quadruped walking so that P(S | R, E) of biped walking is higher
than quadrupled one. Fig.6 and Fig.7show P(S | R, E) of biped walking and quadruped
walking respectively. The evaluating parameters X1, X2, X3 shown below are observed at real
time. Then probability variables from 0 to 4 based on uncertainty which the parameters have
input the Bayesian Network. When the probability variable is 0, the situation is most stable.
The calculation of Bayesian Network uses the enumeration method shown by (1).

P(S = 1) =

2

∑
R=0

2

∑
E=0

P(S = 1, R, E)

1

∑
S=0

2

∑
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∑
E=0

P(S, R, E)
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R=0

2

∑
E=0

P(S = 1 | R, E)P(R | X1, X2)P(E | X2, X3)

1

∑
S=0

2

∑
R=0

2

∑
E=0

P(S | R, E)P(R | X1, X2)P(E | X2, X3)

(1)

The evaluating parameters X1, X2, X3 are always observed, so each probability
P(X1), P(X2), P(X3) is set 1.
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3.2.2. COG trajectory error X1

The position of the center of gravity is measured by the force sensor which the robot put
on its four legs. In biped posture, outputs which come from the sixth axis force sensor
makes ZMP. In quadruped posture, the center of gravity is calculated with the equilibrium of
moments. Then the errors between the desired trajectory and the observed trajectory decides
the probability variable X1.

3.2.3. Touchdown timing X2

The touchdown timing shows differences between the landing and the ground surface
actually. When the robot is thrown off balance, or when the recognition is inadequate and the
ground is higher than measured point, then the touchdown timing is earlier than the planed
timing. In the robot moving, the probability variable X2 is renewed at every landing.

3.2.4. Accuracy of ground recognition X3

This parameter evaluates the performance of the recognition which the robot has. This
shows how much information the robot attain with some sensors, and how abstracted the
environmental model which the robot has is. The laser range finder has effective ranges,
so over this ranges there is much uncertainty. Then the two-dimension recognition and the
approximate algorithm have the uncertainty.

3.3. Consideration of stability margin

The conditional probability P(S | R, E) describes the influence which Reliability of a Robot
Model R have with the Risk of falling down S. Then when the stability margin is enough
large compared with the COG errors, the influence is little even if R goes down. In reverse,
when the stability margin is small, R has a big influence on S. Therefore P(S | R, E) is decided
based on the stability margin. For example, a stability margin in biped posture is smaller than
one in quadruped posture, so P(S | R, E) in biped posture is larger than in quadruped posture.

3.3.1. Consideration of stability margin

The conditional probability P(S | R, E) describes the influence which Reliability of a Robot
Model R have with the Risk of falling down S. Then when the stability margin is enough
large compared with the COG errors, the influence is little even if R goes down. In reverse,
when the stability margin is small, R has a big influence on S. Therefore P(S | R, E) is decided
based on the stability margin. Thus, P(S | R, E) is changed by designing the revised value
of conditional probability ΔP(S | R, E) shown in Fig. 8 according to the stability margine as
follows:

P(S | R, E) = P(S | R, E) + ΔP(S | R, E), (2)

ΔP(S | R, E) = − 2ΔP
kmax

k + ΔP, (3)

0 ≤ k ≤ kmax, (4)
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robot, and the designer arranges this probability subjectively. Probability distribution of biped
walking is different from quadruped walking so that P(S | R, E) of biped walking is higher
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where ΔP is the maximum revised value of conditional probability and kmax is the maximum
stability margin.

3.3.2. Switching of locomotion mode

The evaluating parameters X1, X2, X3 are observed at real time, and the probability of falling
down is estimated. The conditional probabilities used in Bayesian Network are arranged
by the subjective judgments of the designer. Therefore, when the robot falls down, the
probability of falling down is not always 1.0. So we pay an attention to the fluctuation
of the probability. That is, when the robot move in biped posture and the risk of falling
down increases, then it has the transition motion from biped to quadruped posture and go
quadruped walking. Contrarily the risk decreases in quadruped walking, the robot stands up
and go biped walking.

4. Experiments

4.1. Experimental conditions

In this experiment, the robot measures the landform with the laser range finder at starting
point, and in walking, it get the gait based on the risk of falling down estimated by Bayesian
Network shown in Fig. 9. When the risk is more than β (0.7) in biped posture, the robot squats
to get quadruped posture. And when the risk is less than α (0.3) in quadruped posture, it
standups. Then the robot in biped posture has three patterns of biped walking a1, a2, a3 which
have different efficiency. If the risk decreases, the robot get more efficient gait. In this research,
this efficiency is the walking velocity, then a1, a2, a3 are respectively 8.67, 6.67, 4.67[cm/sec]
acquired by stride widths changed and the quadruped walking velocity is 3.00[cm/sec]. Both
the standup motion and the squat motion take 10[sec] to action. Modifications of its gait are
conducted in every walking cycle. The robot aims at minimizing the risk and maximizeing
the efficiency all the time.
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4.2. Experimental results

4.2.1. Experiment 1: gait selection based on falling down risk (biped to quadruped)

In this experiment, the robot walks on rough ground. There are inequalities which have the
maximum height, 5[mm]. This is not recognized by the robot on purpose. We confirmed
whether the robot in biped posture changes the gait to quadruped mode because the risk
increases.

Fig. 10 shows results about the COG trajectories come from the force sensors. And the
COG trajectories induce X1 shown in Fig. 11. Fig. 12 describes the probability variable X2.
The numbers in these figures are the threshold to apportion the probability variable. In this
experiment the node X1, X2 have 0, 1, 2, 3, 4 as the probability variables. When the probability
variable is 4, the robot almost falls down. The node X3 is always 0 because the robot move
within the effective ranges of the laser range finder in this experiment. Thus, Fig. 13 is the
risk estimated by Bayesian Network. In the transition motion, the risk is 0.0. We can see the
transition caused by the risk increasing. Before the robot conducts a squat, the risk is more
than β (0.7). And snapshots of the experiment is shown in Fig. 14.

4.2.2. Experiment 2: gait selection based on falling down (quadruped to biped)

The experiment 2 confirms the transition of locomotion form when the robot starts walking
in quadruped state and is given shaking disturbances made by human. Fig. 15 shows the
estimated risk of falling down derived from the same way in the experiment 1. The risk of
falling down is set 0 during transition from quadruped to biped walking. The risk of falling
down is temporarily increased due to the shaking disturbances from human. It is confirmed
that the robot stop and selects biped walking as locomotion form after disturbances stopped
and the risk is less than α(0.3). Fig. 16 shows the snapshots of the experiment 2.
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where ΔP is the maximum revised value of conditional probability and kmax is the maximum
stability margin.

3.3.2. Switching of locomotion mode
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down is estimated. The conditional probabilities used in Bayesian Network are arranged
by the subjective judgments of the designer. Therefore, when the robot falls down, the
probability of falling down is not always 1.0. So we pay an attention to the fluctuation
of the probability. That is, when the robot move in biped posture and the risk of falling
down increases, then it has the transition motion from biped to quadruped posture and go
quadruped walking. Contrarily the risk decreases in quadruped walking, the robot stands up
and go biped walking.

4. Experiments

4.1. Experimental conditions

In this experiment, the robot measures the landform with the laser range finder at starting
point, and in walking, it get the gait based on the risk of falling down estimated by Bayesian
Network shown in Fig. 9. When the risk is more than β (0.7) in biped posture, the robot squats
to get quadruped posture. And when the risk is less than α (0.3) in quadruped posture, it
standups. Then the robot in biped posture has three patterns of biped walking a1, a2, a3 which
have different efficiency. If the risk decreases, the robot get more efficient gait. In this research,
this efficiency is the walking velocity, then a1, a2, a3 are respectively 8.67, 6.67, 4.67[cm/sec]
acquired by stride widths changed and the quadruped walking velocity is 3.00[cm/sec]. Both
the standup motion and the squat motion take 10[sec] to action. Modifications of its gait are
conducted in every walking cycle. The robot aims at minimizing the risk and maximizeing
the efficiency all the time.
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4.2. Experimental results

4.2.1. Experiment 1: gait selection based on falling down risk (biped to quadruped)

In this experiment, the robot walks on rough ground. There are inequalities which have the
maximum height, 5[mm]. This is not recognized by the robot on purpose. We confirmed
whether the robot in biped posture changes the gait to quadruped mode because the risk
increases.

Fig. 10 shows results about the COG trajectories come from the force sensors. And the
COG trajectories induce X1 shown in Fig. 11. Fig. 12 describes the probability variable X2.
The numbers in these figures are the threshold to apportion the probability variable. In this
experiment the node X1, X2 have 0, 1, 2, 3, 4 as the probability variables. When the probability
variable is 4, the robot almost falls down. The node X3 is always 0 because the robot move
within the effective ranges of the laser range finder in this experiment. Thus, Fig. 13 is the
risk estimated by Bayesian Network. In the transition motion, the risk is 0.0. We can see the
transition caused by the risk increasing. Before the robot conducts a squat, the risk is more
than β (0.7). And snapshots of the experiment is shown in Fig. 14.

4.2.2. Experiment 2: gait selection based on falling down (quadruped to biped)

The experiment 2 confirms the transition of locomotion form when the robot starts walking
in quadruped state and is given shaking disturbances made by human. Fig. 15 shows the
estimated risk of falling down derived from the same way in the experiment 1. The risk of
falling down is set 0 during transition from quadruped to biped walking. The risk of falling
down is temporarily increased due to the shaking disturbances from human. It is confirmed
that the robot stop and selects biped walking as locomotion form after disturbances stopped
and the risk is less than α(0.3). Fig. 16 shows the snapshots of the experiment 2.
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5. Conclusion

This chapter firstly designed internal model composed of gait planning and stability
evaluation. Next, the falling down risk is estimated by integrating stability evaluation
parameters that has uncertainty using the Bayesian Network. Then we proposed the
stabilization method that selects the suitable locomotion form according to the change of
the falling down risk. Finally, the suitable locomotion transition is experimentally realized.
Although we dealt with only biped walk and quadruped walk in this chapter, we will try to
deal with other locomotion modes such as brachation and ladder climbing for transition.
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1. Introduction 

The title of the chapter refers to the research work that the author has been doing into the 
application of the knowledge of biomechanics in the methodology of teaching motor 
activities in sports disciplines involving a complex rotational movement of a human body. 
The author, who previously worked as a PE and physics teacher in a secondary school and 
an aikido instructor, now teaches biomechanics at university. Basing on his earlier work 
results, the author found out that some notions in mechanics are better acquired if explained 
using sports performance examples. According to the author, motor activities of a particular 
technique practised in PE and aikido classes were mastered best if their dynamics were 
explained to students using the principles of physics. This method also accelerated the 
process of understanding the rules of mechanics by the students executing a particular 
technique. The feelings of the students were similar - in the questionnaire made with 273 
randomly chosen [1,2] secondary grammar and technical school pupils, 85% of the subjects 
supported explaining the rules of mechanics using sports performance examples, whereas 
76% of them also supported the method of explaining techniques of the performance of 
certain exercises involving the rules of physics. The present chapter illustrates the 
experiments that verified the above-mentioned findings. The tests mainly showed the use of 
the knowledge of biomechanics in teaching aikido. Some of the groups of adolescents were 
involved in the experiments at a time interval. The first experiments carried out also 
checked if the effect of the knowledge of biomechanics on a shot put was increased range. 
The objectives of the paper are: 1. Presenting the knowledge of the biomechanics of aikido 
techniques. 2. Verifying whether teaching mechanics by explaining its rules using examples 
from aikido and various sports disciplines increases the efficiency of teaching. 3. Checking 
how the knowledge of biomechanics related to the rules of mechanics used in aikido 
techniques and shot put can improve their performance correctness. 4. Checking how a 
method of teaching aikido can affect the efficiency of learning aikido techniques by children. 
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2. Biomechanics of aikido techniques  

2.1. The principles of mechanics used for executing aikido techniques 

The term “aikido technique” must be precisely defined. There are multiple definitions of 
“sports technique” in professional literature. Bober [3] in his analysis of definitions of sports 
technique follows Zatsiorsky [4] who thinks that a sports technique is a term which can be 
described rather than defined. In the author’s opinion [2], the term aikido technique refers to 
a way of neutralizing a specific attack and simultaneous execution of a specific motor task. 
Neutralizing can be made [5] by (1) locking, (2) throwing or (3) a combination of both. The 
neutralizing technique differs with regard to the type of attack. Aikido characteristically has 
a great number of techniques depending on the combination of the means of neutralization 
and the type of attack. Aikido is a martial art of a defensive character using the power of the 
attacker. In the self-defence process the following rules are applied [2,6,7]: “give in to win”, 
“turn around if you are pushed”, “move forward if you are pulled”. In principle, aikido 
techniques should be elaborated in such a way as to make it possible for even a physically 
weaker person to execute them against a stronger person [8]. Simplifying the mechanical 
analysis, this can be confirmed by the principles of mechanics [6]. Aikido is practised mainly 
as a form of self-defence and it most frequently lacks sports competition. There is a clear 
division onto the defender executing certain techniques and the attacker against whom this 
technique is performed. The rules mentioned lead to a conclusion that the defender tries not 
to stop the attacker’s move, especially with his smaller power and weight when it is 
impossible. If the attacker pulls with a certain force FA (Fig.1a), then with a smaller strength 
of the defender FB the result of these forces is directed at the attacker, a good solution is a 
sudden change of the defender’s force direction into the one consistent with the force of the 
attacker. The resultant force being a sum of the vector values can surprise the attacker and 
make him lose balance. If, on the other hand, the attacker pushes with a greater force than 
the defender can resist, the resultant force will also have the direction of the attacker’s force. 
In this case, a good solution would be to step out of the line of the attack. 

 
Figure 1. Generating the resultant force when the attacker (published in [6]) 
a) pulls the defender 
b) pushes the defender 

The resultant force of two convergent vectors that is then produced makes it possible to 
change the direction of the attacker’s move (Fig.1b) The defender, by stepping out of the line 

(a) (b)
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of the attack changes the direction of the attacker’s motion from rectilinear to curvilinear. He 
tries to move on the smallest possible curve. If the attacker moves in the same direction as 
the defender, then he additionally gains centrifugal force. If the practitioners’ weights are 
combined by, for example, doing a grip by only one of them, then the second principle of 
dynamics is present here.  

  M
I

   (1) 

The defender, along with decreasing the curvilinear motion radius, is decreasing the 
moment of inertia I of the practitioners. He tries to move in such a way as to ensure that at 
the end of performing the technique, the axis of motion rotation is possibly the closest to his 
body. When executing a certain technique, aikido practitioners are acting with certain forces, 
and since it is a curvilinear movement, a resultant moment of force M is produced. This 
moment of force, with decreasing the moment of inertia of the subjects, results in an increase 
in the angular acceleration ε in this motion (1). However, this analysis is of rather an 
approximate character. A human body is not a single solid and in a close study a 
biomechanical segment model of human body structure should be assumed. It is advised to 
apply Steiner’s theorem (2) for determining the moment of inertia.  

 
Figure 2. Analysis of distribution of the practitioners’ masses around the common axis of rotation O’ in 
the final stage of the technique 
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The moment of inertia I’ is a sum of the moments of inertia of the subjects, namely the 
attacker IA’ and the defender IB’. For this purpose, their central moments of inertia ICA and ICB, 

as well as the distances dA and dB from their centres of mass mA and mB (Fig. 2), must be 
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determined. When the radius on which the attacker is moving decreases, the moment of 
inertia of the position of the practitioners’ bodies gets smaller and their angular velocity 
rises. If we neglect the motion resistance, we can talk about the principle of the conservation 
of the moment of momentum  

 constI   (3) 

The subjects behave similarly to figure skaters when performing a pirouette. In this figure 
they move their lower limbs close to the axis of rotation and by doing this they increase their 
angular velocity  . In some moment of the motion, the centre of mass of the defender 
should be at the closest possible distance from the axis of rotation of the performers’ bodies’ 
arrangement. His hands should be as close to this axis as possible. This leads to a decrease in 
the moment of inertia of the performers and to an increase in the value of the centrifugal 
force F acting on the attacker. 
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As the formula (4) shows, the centrifugal force gets bigger when the velocity the attacker 
attacks with goes up, his weight increases and the radius he follows gets smaller. The 
behaviour of the attacker can be compared with the behaviour of a car on a road bend. The 
sharper the bend and the smaller the radius r, the bigger the car speed V and the bigger 
force acting on the car, increasing the risk of falling off the track. The behaviour of the 
defender resembles the motion of a spinning top (Fig. 3). The external force acting on the 
spinner cannot disturb its rotational movement. The defender makes a move causing the 
attacker and not the defender to gain the centrifugal force. Therefore, he performs stepping 
out of the line of the attack in such a way so as the whole motion is done around the axis of 
rotation going most desirably through his body. 

 
Figure 3. Spinning top (published in [6])  

The centrifugal force may allow neutralizing the attack. However, it is usually too small to 
knock the attacker over. In order to do a throw, the defender uses his weight, which when 
adequately transferred may exceed the centrifugal force gained by the attacker [6]. 
Therefore, in a great number of techniques, the defender suddenly lowers his centre of mass 
in order to increase the technique dynamics. In the final stage of the throw, provided the 
attacker’s body is inclined enough, in order not to meet his unexpected counter-punch, the 
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defender is even likely to do a one leg jump. When performed correctly it facilitates the shift 
of the defender‘s weight down. Then all his P=mg is used in the technique. Most frequently 
the force enabling an aikido throw is a result of the centrifugal force of the attacker and the 
weight of the defender (Fig. 4). A good example illustrating the conduct of the defender 
would be a spinning top that apart from a rotational motion would do an up movement, 
such as jumps. An approximate formula for a resultant force producing a throw can be 
determined as follows: 
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 (5) 

 
Figure 4. Resultant force acting on the attacker in the final stage of the technique (published in [6]) 
m1 – the defender’s mass 
m2 – the attacker’s mass 

The figure does not show all the vectors of the force, which can be obtained by means of, for 
example, pelvis turns, characteristic for aikido performed by the defender along with the 
body turns around in a horizontal plane, or by means of a force coming from the use of 
particular muscles of the attacker. Many authors explain the dynamics of the defence 
techniques (in martial arts) quoting the principles of biomechanics [6-11]. Of special interest 
here are the lectures of Jigoro Kano explicating the “give in to win” principle. The father of 
judo was familiar with the biomechanical aspects of judo. The interplay of centrifugal and 
centripetal forces or movements resembling a spinning top involved in the execution of 
aikido techniques was understood by the son of the aikido founder Kishomaru Ueshiba [12]. 
Koichi Tohei [13], the only one who was awarded by the founder of aikido when he was still 
alive with the 10th Dan, claimed that the secret of Morihei Ueschiba was his ability to relax 
when executing the techniques which was also due to a low position of the centre of mass. 
However, it is not a complete loosening of muscles, but rather straining the muscles which, 
for example, causes a child to have such a power that another person cannot snatch the 
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child’s favourite toy out of his hands. This ability of relaxing or loosening referred to above, 
is related to the concept of “ki”. The idea of “ki” has rather a wide meaning in the Japanese 
culture and it is difficult to translate it into a European meaning. Generally, it is understood 
as life energy possessed by every man. However, an explicit explanation of “ki” in terms of 
mechanics is at the current level of research limited and thus goes beyond the subject matter 
of this presentation. The breathing techniques generally applied in some aikido schools 
understood as developing “ki” make it possible to master the ability to relax/loosen when 
doing a throw. In terms of throw dynamics in aikido it gives a greater possibility to shift the 
force coming from the weight of the defender P=mg.  

3. Biomechanical analysis of aikido techniques executed by the disabled 

It is obvious that in combat sports competition between a disabled person, for example, 
missing one limb, and a fit person is practically impossible. Lack of full power in one of the 
limbs gives a significantly smaller attack power and its potentials. In the case of a necessary 
self-defence, a disabled person, by using the power of the attacker, has a chance to execute 
some aikido techniques. Below, the author gives a mechanical analysis of some aikido 
techniques performed by disabled persons [14]. Together with the pictures you will find 
figures presenting force vectors in two planes. It would be more precise to show the vectors 
acting in a 3D plane, but this would not be readable in this paper. For convenience, Fig. 5 
illustrates vectors in a horizontal plane and in Fig. 6 they are shown in a vertical plane. 

3.1. Execution of aikido techniques by people with a dysfunction of an upper 
limb 

The technique (Fig. 5) illustrates a defence against an attack made by hand in a circle throw at 
the head level. The defender steps out of the line of the attack, grasping the attacker’s hand. 
The attacker works with force FA, the defender with force FB, their vector sum gives vector F 
(Fig. 5). In the next stage of the technique under analysis, the defender lowers his centre of 
mass. In this way he supplements the force configuration with force G that comes mainly from 
the weight of the defender (Fig. 6). This force is of a great importance in the dynamics of aikido 
techniques, provided it is transferred at the right moment of the technique [6]. 

 
Figure 5. Defence against an arm attack following a circle at the head level – analysis of forces in a 
horizontal plane (published in [14]) 

In the vertical plane, force F and the force G give a resultant FW. When executing a technique 
the defender does a turn around in order to shorten the radius followed by the attacker. The 
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attacker is acted on with the moment of force equal to the product of the FW resultant and the 
radius on which the attacker is moving. 

The moment of the force produced causes the attacker to lean forward and lose his balance.  

 
Figure 6. Defence against an arm attack following a circle at the head level – analysis of forces in a 
vertical plane (published in [14]) 

The above-mentioned aikido technique can be performed by a disabled person using only 
one upper limb. Force G is the most important as far as the dynamics of this technique 
execution is concerned. For applying this force, only one upper limb is needed, because only 
one point of the force application is enough. The application point of force G is supposed to 
be like “the eye of a cyclone”. It is a central place where movement is the smallest. Force Fb 
changes the direction of the attacker’s move (its value does not have to be big). Only one 
hand is needed for this change of direction, whereas the other can, for example, shield the 
body. With adequate speed of the defender, this technique can be executed with one hand 
neglecting shielding of the body. As previously mentioned, the movement of the defender in 
aikido often resembles the motion of a spinning top [Fig. 3], which apart from rotating also 
executes an upward movement. At the end of the technique the arms are in most cases 
placed close to the axis of the body rotation.  

 

   
Figure 7. A form of a defence - grasping the attacker’s arm with both hands (published in [14]) 
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Aikido comprises many techniques using a movement of only one upper limb. These 
techniques are executed following the same principles of mechanics as shown in Figures 5 
and 6. There are many possibilities of mechanical motion versions, thus, their description 
can be too much expanded upon. Figure 7 presents an example of a more complex 
technique. The attacker grasps the defender’s hand with his both hands. As a result of 
stepping out of the line of the attack and shifting the body mass down along with the 
movement of the arm, the first resultant force Fw1 is obtained. This force, as in Figure 7, is a 
result of forces F and G1 coming from the mass of the defender. In terms of the technique, 
force Fw1 is used mainly for a correct leaning of the attacker and for giving speed. Then, after 
moving the centre of mass up and down again, along with the movement of the hand, force 
G2 is produced that comes mainly from the mass of the defender. Roughly speaking, the 
composition of the forces G2 and Fw1 gives a resultant Fw2 causing the attacker’s fall. It is 
quite easy to select from the aikido repertoire the techniques for which only one upper limb 
is used. Thus, these techniques can be used by disabled persons who have only one efficient 
arm. 

3.2. Aikido techniques for people with a dysfunction of a lower limb 

Some aikido techniques involve the hanmi handachi waza position for their execution, with 
the attacker in a standing position and the defender in a kneeling position. This practice 
dates back to ancient Japanese rituals, where people used to have meals and relax in 
kneeling positions [5]. A samurai in this position was prepared to defend himself against a 
sudden attack of his opponent by means of certain defence techniques that he had mastered. 
Many aikido masters have claimed that executing aikido techniques in a kneeling position 
particularly influenced their execution in a standing position. Aikido techniques performed 
in a kneeling position can be executed by people with certain dysfunctions in lower limbs, 
for example, as a result of limb amputation below the knee. It is crucial that the defender 
maintains the point of support on his knees. Figure 8 illustrates an example of a technique 
executed by a kneeling defender. The technique presented is a defence against the shomen 
uchi attack with an open hand strike downward in a vertical plane. The biomechanical 
analysis is based on the same rules of mechanics as the techniques referred to above. Figure 
8 shows the forces of F and G1. Similarly to the situation in Figure 7, stepping out of the line 
of the attack produces the centrifugal force F, whereas his correct hand movement (ended 
downward) adds force G1. As a result force Fw1 is generated. The defender, by grasping the 
attacker from behind with his second hand, causes that the second resultant force is 
produced (as in the situation illustrated in Figure 7), Fw2. Unfortunately, it was not possible 
to mark this force in Figure 8. In kneeling positions stepping out of the line of the attack is 
rather limited due to a smaller speed of movement in comparison with the movements of 
standing practitioners. Some of the techniques executed in this position require mastering a 
special method of moving around, namely shikko. This method of moving around can be 
adequately adapted depending on the degree of motor dysfunction of a disabled person. It 
has been shown that using this method of moving around along with the selected aikido 
exercises can have a beneficial effect on the health of children with pelvis placement 
disorders in frontal plane, as well as with a lower degree scoliosis [15-18].  
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Figure 8. Defence in the hanmi handachi position against an open hand attack in a vertical plane 
(published in [14]) 

3.3. Execution of aikido techniques by people in a wheelchair 

The possibility of making a quick move when sitting in a wheelchair is limited. As far as 
aikido techniques are concerned, such people can only do a leverage. This mainly means 
locking wrist joints. An example of this technique is shown in Figure 9. The defender is 
trying to grasp the hand of the attacker, then he performs a kote gaeshi leverage which means 
wrist twisting. The possibilities of using aikido exercises for the disabled have been 
confirmed by Rugloni [19].  

  
Figure 9. Defence against a fist attack by doing kote gaeshi (published in [14]) 

4. Materials, methods and experiment results 

4.1. Experiment I 

4.1.1. Materials and methods 

The experiment started in September 2000 and involved 200 pupils (15-16 year olds) 
attending six secondary school first classes (secondary grammar school and secondary 
technical school) from a city in Poland [1,2]. The classes were randomly chosen. Mechanics 
is a part of the first physics class in the course. Physics was taught in four classes (one in the 
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secondary technical school designated for the purpose of the experiment as F and three in 
the secondary grammar school designated as C, D, E) with a total of 137 students being 
taught by explaining the principles of mechanics with examples taken from sports practice 
and by simultaneous explaining the execution of particular motor activities of the given 
sports techniques, viewing their dynamics from the perspective of physics. Physics in the 
other two control classes (one in the secondary grammar school designated as A and the 
other in the secondary technical school designated as B) with 63 students in total was taught 
using a traditional method. The physics course in classes A, C and D contained one hour of 
teaching and in classes B, E and F two hours of teaching. The classes A, B, C, D and E were 
coeducational (mixed), whereas F was boys only. Both groups used the same class books 
recommended by the physics curriculum for first class technical and grammar school 
students, however, in the test group many task examples had slightly different contents. 
This meant that, for example, a task instruction “a body moves down an inclined plane” was 
replaced with “the ski jumper Adam Małysz skis down the ski-jump”. A part of such 
examples was taken from the book references on sports biomechanics. Before the 
experiments started at the beginning of the school year 2000/2001, the experimenters 
checked the subjects’ knowledge of mechanics that they had acquired in elementary school 
and the degree of their understanding of the dynamics of the randomly selected sports 
techniques in terms of mechanics. The test in mechanics aimed at checking the students’ 
understanding of the principles of mechanics and not their total knowledge of this subject, 
for example, in a form of a definition included in a particular unit of the physics course. A 
similar test was carried out at the end of the school year, after the students had completed 
the mechanics course. Both tests were unannounced and when doing them students could 
use the formulas covered by physics reference tables or written down by a teacher on the 
blackboard. The experiment also involved researching the influence of teaching mechanics 
on the progress achieved in sports performance exemplified by putting a 5 kg shot. 25 boys 
from the second class of a secondary grammar school were randomly selected for the 
experiment (16-17 year olds) from the same area as the subjects from the first classes. Firstly, 
the boys’ results in shot putting facing sideways were checked. Then, they were taught the 
putting mechanics. The experimenters explained what principles of mechanics affected the 
range and on what motor activities attention should be focused in order to improve to shot 
put. They also learned why, in terms of mechanics, the shot putting technique facing 
sideways results in a smaller range than facing backwards or why it is smaller than in a 
rotational technique. Basing on book references, the students acquired theoretical 
knowledge of the shot putting technique and its mechanics. In the next PE classes they were 
taught shot putting facing backwards with the stress put on understanding the technique by 
explaining it with the principles of mechanics. After three weeks students did a written test 
in shot put mechanics, which merely checked their understanding of the rules, and then the 
results of shot putting facing backwards achieved by students of the test group were 
checked. The tests were carried out in comparison to the initial tests, weather and time 
conditions. The results were analysed by the analysis of variance. In the first test the 
significance of differences was established by means of the ‘t’ Duncan test, whereas in the 
second test a relation between an increase in the shot put range and the degree of mastering 
the putting mechanics was established by means of the analysis of regression with p<0.05. 
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4.1.2. Results 

4.1.2.1. Effect of teaching physics based on sports practice examples on the degree of acquiring the 
knowledge of mechanics required by the curriculum 

The average score in the written test carried out at the beginning of the school year was 
rather poor (2,0) and no significant differences among students from various classes under 
analysis were spotted. After completing the course in mechanics required by the curriculum 
of the secondary grammar school first class, the experimental group that was taught physics 
with examples from sports practice achieved a significantly higher test score average than 
the control group that was taught in a traditional way (Fig. 10). The score scale was from 1 
to 5, where the worst score was 1 and the best was 5. 

 
Figure 10. The average score in the test - in mechanics reached by students taught physics in a 
traditional manner (control group) or basing on the sports practice examples (experimental group). The 
averages marked with different letters differ from one another according to the ‘t’ Duncan test with 
p<0.05 (published in [1]) 

In the experimental group, students’ skills in explaining the correctness of executing certain 
motions in the selected sports techniques with the principles of mechanics was also checked. 
It was found that at the beginning only 22% of the subjects possessed these skills, whereas at 
the end of the experiment this value grew to 78%. 

4.1.2.2. Effect of the intensity in teaching physics on the degree of acquiring the knowledge of 
mechanics required by the curriculum 

Contrary to the expectations, increasing the number of physics classes from one hour to two 
hours a week did not significantly improve students’ understanding of the principles of 
mechanics, both in the control as well as in the experimental group (Fig. 11). 

4.1.2.3. Effect of teaching mechanics on the range of shot put 

A clear relation between sports performance results and the degree of mastering the theory 
was found in the group of pupils to which the shot put technique was explained with the 
laws of mechanics (Fig. 12).  
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secondary technical school designated for the purpose of the experiment as F and three in 
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teaching and in classes B, E and F two hours of teaching. The classes A, B, C, D and E were 
coeducational (mixed), whereas F was boys only. Both groups used the same class books 
recommended by the physics curriculum for first class technical and grammar school 
students, however, in the test group many task examples had slightly different contents. 
This meant that, for example, a task instruction “a body moves down an inclined plane” was 
replaced with “the ski jumper Adam Małysz skis down the ski-jump”. A part of such 
examples was taken from the book references on sports biomechanics. Before the 
experiments started at the beginning of the school year 2000/2001, the experimenters 
checked the subjects’ knowledge of mechanics that they had acquired in elementary school 
and the degree of their understanding of the dynamics of the randomly selected sports 
techniques in terms of mechanics. The test in mechanics aimed at checking the students’ 
understanding of the principles of mechanics and not their total knowledge of this subject, 
for example, in a form of a definition included in a particular unit of the physics course. A 
similar test was carried out at the end of the school year, after the students had completed 
the mechanics course. Both tests were unannounced and when doing them students could 
use the formulas covered by physics reference tables or written down by a teacher on the 
blackboard. The experiment also involved researching the influence of teaching mechanics 
on the progress achieved in sports performance exemplified by putting a 5 kg shot. 25 boys 
from the second class of a secondary grammar school were randomly selected for the 
experiment (16-17 year olds) from the same area as the subjects from the first classes. Firstly, 
the boys’ results in shot putting facing sideways were checked. Then, they were taught the 
putting mechanics. The experimenters explained what principles of mechanics affected the 
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explaining it with the principles of mechanics. After three weeks students did a written test 
in shot put mechanics, which merely checked their understanding of the rules, and then the 
results of shot putting facing backwards achieved by students of the test group were 
checked. The tests were carried out in comparison to the initial tests, weather and time 
conditions. The results were analysed by the analysis of variance. In the first test the 
significance of differences was established by means of the ‘t’ Duncan test, whereas in the 
second test a relation between an increase in the shot put range and the degree of mastering 
the putting mechanics was established by means of the analysis of regression with p<0.05. 
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4.1.2. Results 

4.1.2.1. Effect of teaching physics based on sports practice examples on the degree of acquiring the 
knowledge of mechanics required by the curriculum 

The average score in the written test carried out at the beginning of the school year was 
rather poor (2,0) and no significant differences among students from various classes under 
analysis were spotted. After completing the course in mechanics required by the curriculum 
of the secondary grammar school first class, the experimental group that was taught physics 
with examples from sports practice achieved a significantly higher test score average than 
the control group that was taught in a traditional way (Fig. 10). The score scale was from 1 
to 5, where the worst score was 1 and the best was 5. 

 
Figure 10. The average score in the test - in mechanics reached by students taught physics in a 
traditional manner (control group) or basing on the sports practice examples (experimental group). The 
averages marked with different letters differ from one another according to the ‘t’ Duncan test with 
p<0.05 (published in [1]) 
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the end of the experiment this value grew to 78%. 
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Contrary to the expectations, increasing the number of physics classes from one hour to two 
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Figure 11. Effect of the method of teaching physics and its intensity on the degree of acquiring the 
knowledge of mechanics by pupils. The averages marked with different letters vary from one another in 
accordance with the ‘t’ Duncan test with p < 0.05 (published in [1]) 

 
Figure 12. A relation between the shot put range increase and the results in the written test in 
mechanics (y=2,26 + 3,24x, r=0,83) (published in [1]) 

The score scale for the written test in mechanics was from 0 to 10. The putting range increase 
was expressed as a relation between the shot put range increase (∆y) after completing the 
course of this put mechanics and the range (y) reached at the beginning of the experiment. 
During the test 23 students out of 25 performing the test tasks improved their sports result, 
one got the same result and in one case the participant’s result was slightly worse. A strong 
relation between relative shot put range increase and results in the written test in mechanics 
was found. This is confirmed by the high value of the correlation factor r=0,83 obtained. 
After doing the theoretical test and after completing the practical test in shot putting, the 
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students reported in writing on what elements of their technique facing sideways needed 
improving in terms of mechanics. It turned out that 87% of students were able to state what 
they should improve. 

4.2. Experiment II 

4.2.1. Materials and methods 

The samples for the study consisted of two groups of secondary school students from a 
city in Poland [2]. All subjects had participated in similar studies in the school year 
2000/2001 [1]. The two study groups were in fact two school classes E and F. They were 17 
and 18 years old. Group E (control group) comprised 33 students and group F 
(experimental group) included 27 students. In the first semester of the school year 
2001/2002 group F (second secondary school grade) practised aikido one hour a week in 
an additional PE class. Solid-state mechanics is part of the physics curriculum in the third 
grade of secondary school, after students acquire sufficient mathematical skills in their 
lower grades. Before the commencement of the mechanics course in the school year 
2002/2003 students had to pass a physics revision test covering material from the first 
grade, i.e., translational mechanics (test 1). Solid-state mechanics was taught in class E in 
the traditional way, whereas students from class F used their experiences and examples 
from aikido acquired during the additional PE class. This mechanical movement was also 
compared with other sports techniques used in diving, sports gymnastics, dancing, figure 
skating, etc. Both groups then took a final test to assess their learning outcomes. Both tests 
(1 and 2) were surprise tests and were carried out sometime after the last class to ensure 
assessment of students’ understanding of the mechanics principles, and not merely their 
memorizing skills. During the additional PE hour the F class practised aikido. The teacher 
explained the dynamics of aikido techniques using the principles of biomechanics. He also 
explained what biomechanics dealt with and what relation it had with the mechanics 
taught at school. The students were told that biomechanics applies the rules of mechanics 
in analysing human movements. In describing this movement the human body is divided 
into 14 parts treated as solids [20]. The classes focused mostly on the solid-state rotational 
mechanics. The participants were informed about the advantages of reduction of the 
radius of performed movements, the distance between the arms and the axis of rotation, 
or of lowering or optimal shifting of the body’s centre of gravity. The principles of aikido, 
such as “yield to win”, “turn around if you’re pushed” or “move forward if you’re 
pulled”, were explained to the students using the law of momentum conservation, second 
law of motion for angular motion, centrifugal force and composition of resultant forces 
and moments of force [6, 7]. The students’ knowledge of biomechanics for aikido was 
tested in essay form. This test checked students’ understanding of executing motor 
activities involved in the techniques performed with the rules of mechanics. After writing 
their essays, the students got acquainted with four selected aikido techniques over a one 
month period. The selected techniques in the form of their performance made it possible 
for a defender to use the centrifugal force acting on the attacker, as well as their mass as in 
Figures 6 and 7. Then the precision of performance of each technique was assessed using a 
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students reported in writing on what elements of their technique facing sideways needed 
improving in terms of mechanics. It turned out that 87% of students were able to state what 
they should improve. 

4.2. Experiment II 

4.2.1. Materials and methods 

The samples for the study consisted of two groups of secondary school students from a 
city in Poland [2]. All subjects had participated in similar studies in the school year 
2000/2001 [1]. The two study groups were in fact two school classes E and F. They were 17 
and 18 years old. Group E (control group) comprised 33 students and group F 
(experimental group) included 27 students. In the first semester of the school year 
2001/2002 group F (second secondary school grade) practised aikido one hour a week in 
an additional PE class. Solid-state mechanics is part of the physics curriculum in the third 
grade of secondary school, after students acquire sufficient mathematical skills in their 
lower grades. Before the commencement of the mechanics course in the school year 
2002/2003 students had to pass a physics revision test covering material from the first 
grade, i.e., translational mechanics (test 1). Solid-state mechanics was taught in class E in 
the traditional way, whereas students from class F used their experiences and examples 
from aikido acquired during the additional PE class. This mechanical movement was also 
compared with other sports techniques used in diving, sports gymnastics, dancing, figure 
skating, etc. Both groups then took a final test to assess their learning outcomes. Both tests 
(1 and 2) were surprise tests and were carried out sometime after the last class to ensure 
assessment of students’ understanding of the mechanics principles, and not merely their 
memorizing skills. During the additional PE hour the F class practised aikido. The teacher 
explained the dynamics of aikido techniques using the principles of biomechanics. He also 
explained what biomechanics dealt with and what relation it had with the mechanics 
taught at school. The students were told that biomechanics applies the rules of mechanics 
in analysing human movements. In describing this movement the human body is divided 
into 14 parts treated as solids [20]. The classes focused mostly on the solid-state rotational 
mechanics. The participants were informed about the advantages of reduction of the 
radius of performed movements, the distance between the arms and the axis of rotation, 
or of lowering or optimal shifting of the body’s centre of gravity. The principles of aikido, 
such as “yield to win”, “turn around if you’re pushed” or “move forward if you’re 
pulled”, were explained to the students using the law of momentum conservation, second 
law of motion for angular motion, centrifugal force and composition of resultant forces 
and moments of force [6, 7]. The students’ knowledge of biomechanics for aikido was 
tested in essay form. This test checked students’ understanding of executing motor 
activities involved in the techniques performed with the rules of mechanics. After writing 
their essays, the students got acquainted with four selected aikido techniques over a one 
month period. The selected techniques in the form of their performance made it possible 
for a defender to use the centrifugal force acting on the attacker, as well as their mass as in 
Figures 6 and 7. Then the precision of performance of each technique was assessed using a 
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ten-point scale. Each subject could score up to 40 points. The method of evaluation of 
aikido technique performance was taken from the Koichi Toheia aikido school. As sports 
rivalry does not in principle apply in aikido, practitioners are evaluated on their 
performance of taigi, i.e., sets of techniques executed in response to a particular attack. 
Both the precision and speed of movements are evaluated. During the study only the 
precision of movement sequences performed by a practitioner was assessed. The precision 
criteria included an appropriate reduction of the radius of motion, assuming proper body 
posture, arms movement and shifting of the body’s centre of gravity during a given 
movement. Before learning the selected techniques, the students taking part in the test 
had already acquired basic aikido skills, i.e., safe falls, body turns and rotations. The 
assumed method of instruction was “from the general to the specific” [2,7,21]. This 
method stresses first of all synthetic teaching by explaining the general rules of technique 
execution which is only then followed by an analytical study of particular movement 
sequences in a given technique.  

4.2.2. Results 

The effects of the mean results of the written tests in both groups were assessed using the 
student t-test for independent variables. No statistically significant differences were 
observed between group E and group F in test 1, but not in test 2 (p < 0.05) (Fig. 13), where 
group F attained a much higher mean result than group E. The obtained student t-test 
results were confirmed by results of the non-parametric U-Mann Whitney test.  

 
Figure 13. The mean results of mechanics tests taken by students from group E (taught in the 
conventional way) (n = 33) and from group F (taught using examples from aikido and other sports) (n = 
27) (published in [2]) 

The analysis of regression was used to examine the correlation between the correctness of 
the biomechanics test answers and the precision of performance of aikido techniques. A 
strong correlation was noted between the two at r = 0.9. 
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Figure 14. Correlation between results of the biomechanics tests and points for precision of 
performance of aikido techniques. Equation of the regression line: y = –4.10 + 2.56 x, r = 0.9 (published in 
[2]) 

4.3. Experiment III 

4.3.1. Materials and methods 

The research involved fourth form pupils at a primary school from a town in Poland aged 
10-11, divided into two 25-strong training groups (A and B) [7]. The pupils were selected at 
random. The two groups thus formed were representative enough for the whole of the 
school’s pupil population. The pupils at the school came from one district, so the groups 
were homogenous because the pupil qualification to separate into groups was based on 
random selection (selection does not considered special skills, intelligence, material or social 
status, achievements of previous education years etc.). The experiment was performed 
during the first term of the school year of 2001/2002. Similar research methodology used to 
teach aikido to secondary school students was used to teach primary school students [2]. 
However, due the difference in age of the participants, the methods were slightly modified. 
The subjects practised aikido at extra-curricular PE classes. Having mastered safe falling - 
necessary for the practice of aikido - the pupils were taught four selected aikido techniques 
over a period of one month. Different methods of teaching were applied for particular 
experimental groups. A were taught using the ‘general-to-specific’ method [7,21], whereas B 
were taught using the ‘specific-to-general’ method, with the analytical approach prevailing. 
Successive movements of a particular technique were taught. Only after the children 
mastered the particular movements, were they taught to put them together in order to 
perform a particular technique. The children learned the movements by following closely 
the instructor’s movements. Group A were taught using the ‘general-to-specific’ method, 
with the prevalence of the synthetic method: for instance, teaching a particular technique’s 
proper movements involved decoding the motor abilities the children already possessed. A 
good idea is, for instance, to enact a “crowded underground station”. The trainees occupy a 
small space in a room thus making an artificial crowd. At a signal they start moving fast. It 
can be seen that some of them, in order to avoid a collision with others, in a natural way 
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make turns and revolutions. It may happen that they have already mastered the proper way 
of turning and revolving - and they only need to retrieve it. During the instruction, the 
instructor first tried to find out which turns and revolutions the children had already 
mastered. Next, he showed how to use them in a particular aikido technique. Only the 
lacking abilities were taught from scratch. Group A was taught aikido, drawing on the 
knowledge of biomechanics [6]. This was a completely new thing to the children since 
physics is not included in the primary school curriculum. The techniques were explained by, 
for example, quoting the second principle of dynamics of rotary motion, the principle of 
conservation of angular momentum or the factors influencing the value of the centrifugal 
force. Because the children at this age have no mathematical knowledge that would allow 
them to understand the principles in the form of formulae, the particular laws of physics 
were taught by means of experiment presentations, without the use of scientific 
terminology. Instead, children’s language was the one of instruction. The presentations 
included observing a top spinning. The children played ‘top fights’ on special boards, by 
making the tops move in such a way so that that the top’s motion imitated some aikido 
techniques. However, they were also made aware that those techniques also involve vertical 
motion - resembling a top which suddenly rises or lowers its position while spinning. The 
children were told that this additional upward movement enables the practitioner to take 
advantage of his mass while performing a defensive technique. Next, the children were 
shown a sample technique involving this kind of motion. The children were also allowed to 
try and execute the technique - imitating the movements of a top. Referring to biomechanics, 
the instructor explained aikido teaching principles [6,21], such as ‘turn around if you are 
being pushed’, ‘go if you are being pulled’, or ‘give in to win’. 

After experimental interpretation of the principles of mechanics present in aikido techniques, 
Group A children were tested for their understanding. By asking questions and using 
questionnaires, the children’s understanding of the movements in aikido techniques was 
assessed basing on the experimental interpretation of the rules of mechanics covered. A 
sample question went: ‘Using knowledge of biomechanics, how do you move a particular 
body part in order to execute a particular aikido technique most effectively?’ After 
questionnaire-based oral testing in Group A, both groups were taught four aikido techniques. 
This research method was also used by this author when carrying out research on secondary 
school students [2]. After one month, the children were tested for their execution of the 
techniques. Similarly to the situation of secondary school students, the assessment focused on 
the effectiveness of execution of a particular sequence of movements, regardless of the tempo 
which was to be slowed down. The tempo of the attacker was adjusted so that the defender 
could execute all the successive movements of a particular technique. The correctness of the 
execution was assessed by this author using a 1-10 point score scale. The maximum score was 
40 points. To analyse the findings, mathematical statistics methods were used, including 
analysis of regression and student t-test for the independent variables. Analysis of regression 
was used to find out about the correlation between the correctness of answers to questions 
concerning biomechanics and the correctness of aikido technique execution. The relation 
between the scores for the execution of aikido techniques and the type of group was examined 
using student t-test for the independent variables. 
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4.3.2. Results 

Group A achieved a much higher arithmetic mean than group B (Fig. 15) as far as aikido 
technique execution is concerned. It was also found out that the results achieved for both 
groups differ statistically (p<0.05). A high statistical significant correlation coefficient (r=0.75 
for p<0.001) was found between the correctness of the answers to questions concerning 
biomechanics (Fig. 16). This is confirmed by a high value of the correlation coefficient r=0,75. 

 
Figure 15. Average scores of children in both experimental groups (A and B) for the execution of aikido 
techniques (*p<0.05) (published in [7]) 

 
Figure 16. Correlation between the scores for the execution of aikido techniques and the correctness of 
answers to questions on biomechanics in Group A (n=25). Simple regression equation: y=11.538+0.245x, 
r=0.75 (published in [7]) 

5. Summary 

5.1. Mastering the knowledge of biomechanics 

The results of Experiment I show rather poor average results achieved by the participants in 
the mechanics test, especially in the first test that covered the elementary school course of 
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5. Summary 

5.1. Mastering the knowledge of biomechanics 

The results of Experiment I show rather poor average results achieved by the participants in 
the mechanics test, especially in the first test that covered the elementary school course of 
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this subject. This may be explained by the fact that it was not an easy test, because it checked 
understanding of the principles of mechanics. Since it was a surprise test it checked 
students’ durable knowledge rather than the information they could remember from lesson 
to lesson. Such knowledge is based on understanding, most conveniently backed with 
examples that stay in one’s memory, like sports examples. A student, remembering an 
interesting case will always refer it to the principle of mechanics related to that example. It is 
interesting that in a control group the average score in the final test lowered as compared 
with the results of the test the students did before the commencement of the experiment, 
whereas in the experimental group the final test results were better than the results of the 
first test. However, the comparison of the results of both tests should be treated as some 
kind of simplification. First of all, the initial test checked pupils’ knowledge of mechanics on 
an elementary school level, whereas the final test checked this knowledge acquired by first 
class secondary school pupils. Nevertheless, in both tests understanding the mechanics and 
not learning rules was focused upon. Thus, the fact that the control group classes got lower 
results in the final test than in the first one, does not mean that they did not make any 
progress. It is certain, though, that pupils in the experimental group made much greater 
progress in understanding the principles of mechanics in comparison with the control 
group. The boys’ class achieved the highest average score, however, the difference between 
their results and the results of mixed classes in the experimental group was not statistically 
significant. This leads to the conclusions that examples based on sports performance are 
equally attractive to boys as to girls. It is intriguing though that increasing the number of 
classes in physics a week did not affect the average score a particular class got in the test. 
Thus, the conclusion is that for understanding the rules of mechanics the subjects needed 
only one hour of physics a week. A significant factor resulting in increasing the test result 
was definitely a more attractive method of teaching. A great difficulty in teaching physics at 
school is the fact that pupils’ knowledge of mathematics used for describing the laws of 
physics is not satisfactory. Usually, owing to a small number of classes a week, physical 
experiments are done by a teacher in demonstration form and pupils cannot practise doing 
them by themselves. Sometimes, a pupil is required to learn definitions by heart instead of 
focusing on understanding them. All this leads to a situation in which it is hard to achieve 
the most important goal, that is to make pupils interested in the school subject they are 
being taught. The test results show that pupil learning of the principles of mechanics is 
facilitated by using sports examples, which generates their increased interest. A pupil 
performs in a PE class a mechanical movement. The only problem is to make him aware of 
the fact that it is a perfect experimental base which can be referred to during classes in 
physics. There was no statistically significant difference between the two groups of students 
(E and F) participating in Experiment II in terms of their results of mechanics tests in the 
school year 2000/ 2001(experiment I), their average scores were similar. This was confirmed 
by the results of the written test taken by the students before the start of the solid-state 
mechanics course (test 1). It shows that both groups had similar conditions for learning the 
mechanics material. A new method of teaching solid-state mechanics significantly affected 
the differences between the results of solid-state mechanics learning attained by both groups 
of students. In a traditional physics class a teacher demonstrates an experiment using the 
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equipment of the physics study. In the author’s opinion the main factor affecting the results 
in group F was students’ participation in aikido classes, during which aikido techniques 
were explained using the principles of mechanics. The students’ participation in aikido 
classes could facilitate their understanding of mechanics principles, following the 
educational rule of affecting as many of the students’ senses as possible [2,7]. The PE classes 
as well as other forms of extra-school physical activity allowed more active contribution of 
other senses – including somatic ones – to the learning process, than hearing and sight only. 
The obtained results correspond to the results obtained in experiment I. Learning the laws of 
mechanics by school students could be greatly facilitated by the use of examples from sport 
and other extracurricular physical activities [1].The experiment III differs from the previous 
study in the way the knowledge of biomechanics was conveyed. The previous study made 
use of the mathematical formulae describing the principles of mechanics which the students 
had come to know in physics classes. This was all but impossible in the present research, 
since the pupils had not had physics at school yet. The analysis of the questionnaire used in 
the experiment leads to the conclusion that the methods used for teaching particular aikido 
techniques facilitate children’s understanding of the laws of physics describing rotary and 
translatory motion. Children may learn to predict the results of sudden changes of the 
direction of their movement, e.g., turning suddenly while running straight. In this way they 
may learn about the forces involved in such changes and about ways of using those forces 
for a particular purpose. 

5.2. Effect of mastering the knowledge of biomechanics on technique execution 

The results obtained in the shot put (experiment I) lead to the conclusion that the increase in 
the results was caused by turning from the shot put facing sideways to the technique of 
facing backwards. It should be excluded that the increase in the result was affected by an 
increase in the pupils’ fitness, because in such a short period of time (3 weeks) the group 
participating in the test could not improve it to a great extent. The range increases achieved 
were caused by changing the putting technique. The results in experiment II and III show 
that the aikido techniques were mastered best by those who were better at understanding 
the principles of mechanics involved in the techniques, from which it follows that it is 
justified to explain how to perform a particular technique quoting biomechanics. The 
concept of motor teaching which relies on the awareness and understanding of the task 
while learning a specific move, proposed by Bober and Zawadzki [20], appears to be a valid 
one, too, with regard to the teaching of aikido to children. Such a teaching method not only 
facilitates the repetition of already mastered moves, but also helps invent new ones 
according to the needs. In experiment III the aikido classes employing the “general-to-
specific” method resulted in a better mastering of aikido techniques than the ones based on 
the “specific-to-general” method – as is confirmed by Group A’s higher average score for the 
execution of aikido techniques, compared with Group B. Thus, the synthetic way of teaching 
the execution of the techniques gave better results than the analytic teaching of successive 
moves involved in a particular technique [2,7,21]. With Group A, an experimental 
interpretation of the laws of mechanics, describing rotary and translatory motion of the  
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this subject. This may be explained by the fact that it was not an easy test, because it checked 
understanding of the principles of mechanics. Since it was a surprise test it checked 
students’ durable knowledge rather than the information they could remember from lesson 
to lesson. Such knowledge is based on understanding, most conveniently backed with 
examples that stay in one’s memory, like sports examples. A student, remembering an 
interesting case will always refer it to the principle of mechanics related to that example. It is 
interesting that in a control group the average score in the final test lowered as compared 
with the results of the test the students did before the commencement of the experiment, 
whereas in the experimental group the final test results were better than the results of the 
first test. However, the comparison of the results of both tests should be treated as some 
kind of simplification. First of all, the initial test checked pupils’ knowledge of mechanics on 
an elementary school level, whereas the final test checked this knowledge acquired by first 
class secondary school pupils. Nevertheless, in both tests understanding the mechanics and 
not learning rules was focused upon. Thus, the fact that the control group classes got lower 
results in the final test than in the first one, does not mean that they did not make any 
progress. It is certain, though, that pupils in the experimental group made much greater 
progress in understanding the principles of mechanics in comparison with the control 
group. The boys’ class achieved the highest average score, however, the difference between 
their results and the results of mixed classes in the experimental group was not statistically 
significant. This leads to the conclusions that examples based on sports performance are 
equally attractive to boys as to girls. It is intriguing though that increasing the number of 
classes in physics a week did not affect the average score a particular class got in the test. 
Thus, the conclusion is that for understanding the rules of mechanics the subjects needed 
only one hour of physics a week. A significant factor resulting in increasing the test result 
was definitely a more attractive method of teaching. A great difficulty in teaching physics at 
school is the fact that pupils’ knowledge of mathematics used for describing the laws of 
physics is not satisfactory. Usually, owing to a small number of classes a week, physical 
experiments are done by a teacher in demonstration form and pupils cannot practise doing 
them by themselves. Sometimes, a pupil is required to learn definitions by heart instead of 
focusing on understanding them. All this leads to a situation in which it is hard to achieve 
the most important goal, that is to make pupils interested in the school subject they are 
being taught. The test results show that pupil learning of the principles of mechanics is 
facilitated by using sports examples, which generates their increased interest. A pupil 
performs in a PE class a mechanical movement. The only problem is to make him aware of 
the fact that it is a perfect experimental base which can be referred to during classes in 
physics. There was no statistically significant difference between the two groups of students 
(E and F) participating in Experiment II in terms of their results of mechanics tests in the 
school year 2000/ 2001(experiment I), their average scores were similar. This was confirmed 
by the results of the written test taken by the students before the start of the solid-state 
mechanics course (test 1). It shows that both groups had similar conditions for learning the 
mechanics material. A new method of teaching solid-state mechanics significantly affected 
the differences between the results of solid-state mechanics learning attained by both groups 
of students. In a traditional physics class a teacher demonstrates an experiment using the 
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equipment of the physics study. In the author’s opinion the main factor affecting the results 
in group F was students’ participation in aikido classes, during which aikido techniques 
were explained using the principles of mechanics. The students’ participation in aikido 
classes could facilitate their understanding of mechanics principles, following the 
educational rule of affecting as many of the students’ senses as possible [2,7]. The PE classes 
as well as other forms of extra-school physical activity allowed more active contribution of 
other senses – including somatic ones – to the learning process, than hearing and sight only. 
The obtained results correspond to the results obtained in experiment I. Learning the laws of 
mechanics by school students could be greatly facilitated by the use of examples from sport 
and other extracurricular physical activities [1].The experiment III differs from the previous 
study in the way the knowledge of biomechanics was conveyed. The previous study made 
use of the mathematical formulae describing the principles of mechanics which the students 
had come to know in physics classes. This was all but impossible in the present research, 
since the pupils had not had physics at school yet. The analysis of the questionnaire used in 
the experiment leads to the conclusion that the methods used for teaching particular aikido 
techniques facilitate children’s understanding of the laws of physics describing rotary and 
translatory motion. Children may learn to predict the results of sudden changes of the 
direction of their movement, e.g., turning suddenly while running straight. In this way they 
may learn about the forces involved in such changes and about ways of using those forces 
for a particular purpose. 

5.2. Effect of mastering the knowledge of biomechanics on technique execution 

The results obtained in the shot put (experiment I) lead to the conclusion that the increase in 
the results was caused by turning from the shot put facing sideways to the technique of 
facing backwards. It should be excluded that the increase in the result was affected by an 
increase in the pupils’ fitness, because in such a short period of time (3 weeks) the group 
participating in the test could not improve it to a great extent. The range increases achieved 
were caused by changing the putting technique. The results in experiment II and III show 
that the aikido techniques were mastered best by those who were better at understanding 
the principles of mechanics involved in the techniques, from which it follows that it is 
justified to explain how to perform a particular technique quoting biomechanics. The 
concept of motor teaching which relies on the awareness and understanding of the task 
while learning a specific move, proposed by Bober and Zawadzki [20], appears to be a valid 
one, too, with regard to the teaching of aikido to children. Such a teaching method not only 
facilitates the repetition of already mastered moves, but also helps invent new ones 
according to the needs. In experiment III the aikido classes employing the “general-to-
specific” method resulted in a better mastering of aikido techniques than the ones based on 
the “specific-to-general” method – as is confirmed by Group A’s higher average score for the 
execution of aikido techniques, compared with Group B. Thus, the synthetic way of teaching 
the execution of the techniques gave better results than the analytic teaching of successive 
moves involved in a particular technique [2,7,21]. With Group A, an experimental 
interpretation of the laws of mechanics, describing rotary and translatory motion of the  
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human body, was used. In this case the interpretation relied mainly on using the partner 
to explain the laws of physics governing translatory and rotary motion. Performing a 
particular aikido technique with a partner gives one an opportunity to feel the effects of 
the force exerted on the partner and vice versa. Such a possibility to experiment has been 
noted by Kalina [22]. According to him, what X aikido student experiences from Y aikido 
student, will in a moment be Y’s experience from X . Such participation in mechanical 
motion may help one understand mechanics - in compliance with a pedagogical 
permanence principle of ‘stimulating most of a learner’s senses’ [2,7]. The instruction 
based on the use of the knowledge of physics in martial arts may not only be used with 
techniques, but also to teach safe falling. Simple falling experiments with a notebook or a 
cushion [7] may explain the principles of safe falls in judo or aikido - by showing how a 
falls’ mechanical energy can be reduced by increasing the body surface that hits the 
ground [23, 24]. A show experiment may improve the child’s understanding of the 
importance of positioning oneself properly while falling. The method adopted for the 
needs of this experiment did not require the children to display motor abilities at a certain 
level because of the form of instruction, a presentation of the execution of techniques. This 
researcher’s assessment method applied to a slowed-down execution of aikido techniques, 
which was necessitated by the need to limit the effect of the subjects’ motor fitness upon 
the effectiveness of execution. Besides, in the process of movement management slow 
movements allow so-called “feedback”, the presence of which can be detected not only 
after the execution of a movement, but also during the execution [20,25,26]. This allows 
for managing movements during execution. Practising self-defence develops psychomotor 
abilities [27]. The basic psychomotor ability which depends on the knowledge of 
biomechanics is the ability to choose a proper method of defence. Coaches and PE 
teachers may have problems in requiring from their pupils to apply the mathematical 
apparatus (knowledge) in interpreting the rules of mechanics. This may be a result of the 
fact that the skills that pupils have acquired at school are not satisfactory and in addition 
they are reluctant to apply physics formulae. However, there is the possibility of using the 
knowledge of biomechanics in the teaching methodology of various sports disciplines. 
This type of the knowledge can be provided experimentally, as it was shown with aikido 
[2,7]. In the author’s opinion this knowledge is always decently applied by PE teachers. It 
is advisable to incorporate a biomechanical analysis of sports techniques into teaching and 
not only limit to giving instructions to a pupil to lift, for example, a certain limb. Teaching 
an infinite number of motor sequences requires learning about the rules managing the 
rotary and translatory motion [2,6]. The role of a teacher or educationalist is to know these 
rules, because they may facilitate mastering certain motor activities by exerting an effect 
of understanding them based on these rules. The results obtained in experiment III show 
that martial arts can develop children’s cognitive skills as well their motor skills [7]. In 
view of the above, the belief that martial arts can develop both body and mind seems 
justified. This, according to the author, supports Prof. E. Jaskólski’s suggestion to carry 
out more detailed research into the way martial arts could be used in education [7, 21]. 
Unfortunately, there is a tendency at the moment for some of the martial arts to develop 
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sports-wise, thus becoming ever more offensive rather than defensive [22,28]. Extreme 
offensiveness may border on aggression, which may result in abortion of judo philosophy 
and make martial arts less useful for pedagogical purposes. 

5.3. The most recent research  

The effect of the knowledge of mechanics on execution of aikido techniques was also 
analysed after testing PE students (university students, Mroczkowski A., unpublished). 
Similar correlations between this knowledge and aikido techniques execution as in the 
experiments referred to above were found. The experiment participants were also tested to 
find out whether understanding the rules of mechanics of a rotational movement can be 
related to applying aikido techniques in simplified forms of sports competition. The main 
objective of the experiment was to check if aikido practitioners are able to use the force of 
their opponents. Competition was based on similar rules to sumo, but in the apparel typical 
for judo competitions. Similarly to sumo, pushing a practitioner out of the bordered fight 
area or touching the surface with anything other than a foot body part, meant losing the 
game. A correlation between the knowledge of biomechanics acquired and success in the 
sports competition was not established (Mroczkowski A., unpublished). The results 
achieved could have been affected by several factors. Definitely, the short time of training, 
decided upon as in previous experiments [2,7], influenced the results. It is obvious that only 
knowledge of biomechanics is not enough for a correct execution of a certain technique with 
great speed and optimum dynamics. It is necessary to develop a child’s correct motor 
features and this requires a relatively long period of time. The final success in a fight, 
according to Starosta and Rynkiewicz [29] is also affected by “feeling” the opponent. Thus, 
according to the author, the aikido forms involving a certain sports competition, sometimes 
similar to judo forms, should be focused on [30]. This may give a certain control over 
development of motor features necessary for practising in the right time techniques 
depending on the changing, for example, attack of the opponent. The author is presently 
dealing with the analysis of the effect of understanding the rules of rotational motion 
mechanics on mastering motor activities in rotational techniques not only in aikido, but in 
various sports disciplines, such as sports gymnastics, break dance and trampoline. For this 
purpose a training rotational simulator was used [31] (patent pending). This device is 
composed of two platforms on which students experience rotational movement. They can 
assume various body positions, for example, standing or lying. The subjects simulate the 
body positions assumed in sports techniques. Figure 17 shows an example of applying this 
device. 

The whole platform on which a student is standing starts rotating. After gaining a certain 
velocity, the platform is no longer driven and the whole movement goes on almost without 
friction. A subject, for example, grabs the two bars (Fig. 17) which can imitate grasping 
certain parts of the opponent’s body or clothes. When changing the distance between the 
centre of mass and the axis of rotation of the training simulator, the subject gains a change in 
an angular velocity according to the second law of dynamics of rotational movement. The 
subject is feeling the changes in angular velocity when he is changing the distance between 
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human body, was used. In this case the interpretation relied mainly on using the partner 
to explain the laws of physics governing translatory and rotary motion. Performing a 
particular aikido technique with a partner gives one an opportunity to feel the effects of 
the force exerted on the partner and vice versa. Such a possibility to experiment has been 
noted by Kalina [22]. According to him, what X aikido student experiences from Y aikido 
student, will in a moment be Y’s experience from X . Such participation in mechanical 
motion may help one understand mechanics - in compliance with a pedagogical 
permanence principle of ‘stimulating most of a learner’s senses’ [2,7]. The instruction 
based on the use of the knowledge of physics in martial arts may not only be used with 
techniques, but also to teach safe falling. Simple falling experiments with a notebook or a 
cushion [7] may explain the principles of safe falls in judo or aikido - by showing how a 
falls’ mechanical energy can be reduced by increasing the body surface that hits the 
ground [23, 24]. A show experiment may improve the child’s understanding of the 
importance of positioning oneself properly while falling. The method adopted for the 
needs of this experiment did not require the children to display motor abilities at a certain 
level because of the form of instruction, a presentation of the execution of techniques. This 
researcher’s assessment method applied to a slowed-down execution of aikido techniques, 
which was necessitated by the need to limit the effect of the subjects’ motor fitness upon 
the effectiveness of execution. Besides, in the process of movement management slow 
movements allow so-called “feedback”, the presence of which can be detected not only 
after the execution of a movement, but also during the execution [20,25,26]. This allows 
for managing movements during execution. Practising self-defence develops psychomotor 
abilities [27]. The basic psychomotor ability which depends on the knowledge of 
biomechanics is the ability to choose a proper method of defence. Coaches and PE 
teachers may have problems in requiring from their pupils to apply the mathematical 
apparatus (knowledge) in interpreting the rules of mechanics. This may be a result of the 
fact that the skills that pupils have acquired at school are not satisfactory and in addition 
they are reluctant to apply physics formulae. However, there is the possibility of using the 
knowledge of biomechanics in the teaching methodology of various sports disciplines. 
This type of the knowledge can be provided experimentally, as it was shown with aikido 
[2,7]. In the author’s opinion this knowledge is always decently applied by PE teachers. It 
is advisable to incorporate a biomechanical analysis of sports techniques into teaching and 
not only limit to giving instructions to a pupil to lift, for example, a certain limb. Teaching 
an infinite number of motor sequences requires learning about the rules managing the 
rotary and translatory motion [2,6]. The role of a teacher or educationalist is to know these 
rules, because they may facilitate mastering certain motor activities by exerting an effect 
of understanding them based on these rules. The results obtained in experiment III show 
that martial arts can develop children’s cognitive skills as well their motor skills [7]. In 
view of the above, the belief that martial arts can develop both body and mind seems 
justified. This, according to the author, supports Prof. E. Jaskólski’s suggestion to carry 
out more detailed research into the way martial arts could be used in education [7, 21]. 
Unfortunately, there is a tendency at the moment for some of the martial arts to develop 
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sports-wise, thus becoming ever more offensive rather than defensive [22,28]. Extreme 
offensiveness may border on aggression, which may result in abortion of judo philosophy 
and make martial arts less useful for pedagogical purposes. 

5.3. The most recent research  

The effect of the knowledge of mechanics on execution of aikido techniques was also 
analysed after testing PE students (university students, Mroczkowski A., unpublished). 
Similar correlations between this knowledge and aikido techniques execution as in the 
experiments referred to above were found. The experiment participants were also tested to 
find out whether understanding the rules of mechanics of a rotational movement can be 
related to applying aikido techniques in simplified forms of sports competition. The main 
objective of the experiment was to check if aikido practitioners are able to use the force of 
their opponents. Competition was based on similar rules to sumo, but in the apparel typical 
for judo competitions. Similarly to sumo, pushing a practitioner out of the bordered fight 
area or touching the surface with anything other than a foot body part, meant losing the 
game. A correlation between the knowledge of biomechanics acquired and success in the 
sports competition was not established (Mroczkowski A., unpublished). The results 
achieved could have been affected by several factors. Definitely, the short time of training, 
decided upon as in previous experiments [2,7], influenced the results. It is obvious that only 
knowledge of biomechanics is not enough for a correct execution of a certain technique with 
great speed and optimum dynamics. It is necessary to develop a child’s correct motor 
features and this requires a relatively long period of time. The final success in a fight, 
according to Starosta and Rynkiewicz [29] is also affected by “feeling” the opponent. Thus, 
according to the author, the aikido forms involving a certain sports competition, sometimes 
similar to judo forms, should be focused on [30]. This may give a certain control over 
development of motor features necessary for practising in the right time techniques 
depending on the changing, for example, attack of the opponent. The author is presently 
dealing with the analysis of the effect of understanding the rules of rotational motion 
mechanics on mastering motor activities in rotational techniques not only in aikido, but in 
various sports disciplines, such as sports gymnastics, break dance and trampoline. For this 
purpose a training rotational simulator was used [31] (patent pending). This device is 
composed of two platforms on which students experience rotational movement. They can 
assume various body positions, for example, standing or lying. The subjects simulate the 
body positions assumed in sports techniques. Figure 17 shows an example of applying this 
device. 

The whole platform on which a student is standing starts rotating. After gaining a certain 
velocity, the platform is no longer driven and the whole movement goes on almost without 
friction. A subject, for example, grabs the two bars (Fig. 17) which can imitate grasping 
certain parts of the opponent’s body or clothes. When changing the distance between the 
centre of mass and the axis of rotation of the training simulator, the subject gains a change in 
an angular velocity according to the second law of dynamics of rotational movement. The 
subject is feeling the changes in angular velocity when he is changing the distance between 
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his body and the axis of rotation. This is a good situation in which to explain to him the 
analogy of this movement to the aikido technique executed. Two people can practise on the 
rotating platform at the same time. With this device it is possible to determine the moment 
of inertia of the subjects if their centre of mass is located on the axis of rotation of the 
training simulator. For this purpose the rotating platform is driven with a falling weight. 
This method was already used by Griffiths et al. [32]. The initial results (Mroczkowski A., 
unpublished) show that the method of the experimental explanation of the principles of 
mechanics of the rotational movement facilitated their quicker understanding by the 
subjects participating in the experiment. At the same time, exercising on this device 
quickened the process of mastering the correct motor habits necessary for executing some 
aikido, break dance, trampoline and sports gymnastics techniques.  

 
Figure 17. An example of applying the rotating training simulator 

The analysis of the tests covered by the experiment raise a question: ‘Isn’t it worth applying 
biomechanics in teaching mechanics as part of the school curriculum in physics?” 
Biomechanics is for the author a form of so-called “live mechanics”. It deals with a human 
being, his movements or his functioning in terms of mechanics. As the tests referred to in 
this paper show, this knowledge of mechanics provided in this form is well acquired by 
adolescents and children. It is advisable to consider whether it is possible to teach other 
parts of physics in this way. The author thinks that some parts of physics would prove to be 
useful here. For the majority of adolescents and children it would be interesting to explain 
the rules of their body functioning in terms of physics.  
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his body and the axis of rotation. This is a good situation in which to explain to him the 
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Figure 17. An example of applying the rotating training simulator 
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Biomechanics is for the author a form of so-called “live mechanics”. It deals with a human 
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this paper show, this knowledge of mechanics provided in this form is well acquired by 
adolescents and children. It is advisable to consider whether it is possible to teach other 
parts of physics in this way. The author thinks that some parts of physics would prove to be 
useful here. For the majority of adolescents and children it would be interesting to explain 
the rules of their body functioning in terms of physics.  
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1. Introduction 

Skull as a complicated mechanical construction, consists from 28 different bones, connected 
by sutures of different structural kinds - from smooth (face cranium) to teeth-like hardness 
(brain cranium). Basically, skull can be selected as face skull and brain skull. The last is 
composed from 8 bones with complicated connections between them, and namely brain 
skull will be described in the chapter presented. 

Structure of “brain skull” (or simply – skull) is the most complicated, it is changeable and 
individual depending on age, sex and race. The most pronounced mechanical changes of 
skull properties are observed in babies and juniors which are connected with brain growing. 
Later, structural changes of the skull are concerned with structure of bone sutures, which 
tissues loss their elasticity with age. Volume of internal cavity of the skull of adult persons is 
balanced closely with volume of intracranial media so precisely, that the internal relief of 
skull bones reflects the structure of the brain and its vascular system. This confirms the idea, 
that skull plays protector function for brain, and it is well known.  

However, this precisely high balance of internal skull volume and intracranial media 
volumes, due to natural variations of brain skull configuration, might be a reason of some 
diminishing of the skull internal volume to compare with intracranial media. Variations of 
the skull configuration, which actually diminish intracranial cavity, may be the most 
pronounced at middle ageing, when capabilities of the skull internal volume for adaptation 
also diminish due to decrease of the possibility of change of suture structure. Result of this 
may be some compressing of tissues, filled cranial cavity, first of all, liquid media blood and 
cerebrospinal fluid (CSF), which are responsible for circulatory-metabolic supply of brain 
functioning. As a consequence, some neurological symptoms may appear indicating that 
volume of intracranial cavity is really smaller, than optimal volume of intracranial media. 
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The most reasonable way to treat of such neurological disturbances is to increase of internal 
skull volume. That is why the first method to treat such neurological disorders was 
neurosurgical skull trepanation which was practiced for numerous Centuries. It is 
confirmed by archeological findings of human skulls with trepanation performed on living 
persons. The long history of skull trepanation since 2000 B.C. reviewed in many publications 
[1, 2, 3]. 

This method have been used also at middle centuries, which is confirmed by one of art 
master pieces, named “Treatment of foolishness” - painting of Bosch (1475), presented 
process of trepanation to remove “the stone of foolishness” from the skull. All these 
examples show, that the role of trepanation, as method of treatment of some neurological 
pathology, was reasoned to increase of intracranial volume, and this had been understood 
Centuries ago. 

It is well known, that one the most important physiological function of the skull is 
protecting brain from external mechanical disturbances. However, some negative role of 
close correspondences of brain and cranial cavity volumes may be the change of balance 
between these volumes in different living situation, and it becomes significant, when 
comparative increase of intracranial volume of media is taking place. Result of this, first of 
all, may be decrease of activity of Cerebro-Spinal Fluid (CSF) which compresses brain blood 
vessels and, in some cases, brain tissue, too. All these could evoke functional insufficiencies, 
as headache and some neurological symptoms. The high significance of balance between 
intracranial cavity volume and the media filled it, is critically important in connecting with 
fact, that brain at all situations needs intensive and stabile blood supply, because brain 
metabolism is founded on aerobic principle. For aging population, the limitation of 
intracranial volume becomes more important and could be reason of pronounced decrease 
of cerebral blood flow (CBF) resulted in dementia.  

Skull trepanation up to the present time is actively using when volume of intracranial media 
is increased by some reasons (closed brain injury, brain tumor), indicator of which is the 
increase of intracranial pressure.   

It is necessary to mention, that so strong restrictions of intracranial cavity volume limit also 
possibilities for ranges of adaptation to different living situations and, diminish living 
capabilities. Therefore, it is reasonable to predict, that in process of evolution of mammals 
some protecting accommodations of intracranial volume, which are not diminish its 
protector function have been developed. The basis of these mechanisms should be founded 
on the possibility of some increase of intracranial volume compensation of change of 
volume media, filled the skull. Investigations at this direction become appear from the 
beginning of XX Century.  

Primary, it was have shown, that some volume reserves is follows from the possibility of 
free replacements of CSF between cranial and spinal cavities and spinal cavity could accept 
some volume of cranial CSF due to elasticity of vertebral lumbal sack [4, 5, 6, 7]. In the 
middle of XX Century one more possibility, based on feature of the skull, have been 
discovered. It has been shown by palpation, that skull represents a complicated mechanical 
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moveable system. This skull feature found practical application in osteopathic medicine and 
is used for diagnostic purposes and evaluation of results of osteopathic treatment up to the 
present time [8, 9]. These observations have shown, that for the skull bones the slow 
periodics are of special. 

The next important finding have been made during  observation of neurosurgical patients, 
which  have been shown, that skull as structural unity is characterized by the special 
property – Cranial Compliance, which was studied by injection into the skull of 
neurosurgical patients of artificial (mock) CSF and dependence “Pressure/Volume” for skull 
has been established [10]. 

The next step in the evaluation of the role of skull in mechanism of cerebral circulation was 
made not physiologists or physicians, but mathematicians, who in process of mathematical 
modeling of the cerebra-circulatory system inside closed skull, have established, that only if 
skull will accept some additional volume of blood during systolic increase of central arterial 
pressure, cerebrovascular system in coupling with CSF system could function [11]. This 
study permits to predict, that brain circulatory support system include as active element 
skull bio-mechanics.  

Thus, this chapter will to describe the role of peculiarities of skull biomechanics as an active 
component of complicate physiological mechanisms, responsible for brain  physiological 
mechanism, responsible for circulatory-metabolic supply of brain functioning.  

2. The role of skull pulse expanding in mechanism of circulatory supply 
of brain function 

The system of cerebral metabolic supply is dependent on the interaction of a number of 
elements some of them are determined by the skull properties. One of the most significant in 
this direction is clarifying the role of CSF movement to this system inside cranium and 
significance at this process of the bio-mechanical properties of the skull. Critical position in 
the role of the skull in support of circulatory-metabolic supply of brain functioning 
determined by the ability of the skull to accept an additional volume of blood during the 
phase of systolic increase in central arterial pressure.  

Indeed, arterial blood pressure consists of two components. One is the steady state of flow 
through the brain, determined by the basal tone of the brain blood vessels. The second 
occurs with each heart- beat, which initiated by arterial pressure increases and so drives the 
pulse volume into the cranium. It is this component that is influenced by the level of cranial 
compliance, which in turn depends on the volume flexibility of the skull.  

This increase in arterial pressure is short – about 0.1s. This means that the cranium needs to 
accommodate the increase in systolic blood volume very quickly in order to use it to drive 
cerebral circulation. This possibility, predicted by mathematical simulation of the 
cerebrovascular system [12], should be follow from biomechanical properties of the skull as 
united bio-mechanical system.  
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That is important statements, because from the beginning of XIX Century up to the second 
part of XX Century the most of investigators belong to conception, named “Monroe-Kelly” 
doctrine, which on the base of majority of anatomical investigations, declare, that skull is 
fully rigid cavity. However, when this statement has been included to the model, it didn’t 
function. However, when some possibility for pulse change of intracranial volume has been 
included to the model, it starts to work. It was the first indicator, which shows the 
importance of pulse change of internal skull cavity. Some years later the presence of pulse 
dependence on “Pressure-Volume” relation for the skull have been shown by invasive 
technique [13].  

Follow this data, the skull could be accepted as a nearly rigid container with limited 
capabilities to accommodate internal volume changes in response to increases in arterial 
pressure. However, because investigations of Marmarou have been provided when 
comparative slow changes of intracranial pressure as respond to infusion to the skull 
artificial CSF, when volume compensation is provided also by CSF outflow to some spaces, 
connected with the skull by comparatively narrow gapes spinal cord, volumes, determined 
by arachnoid membranes of cranial nerves.  

Therefore, it was important to evaluate skull itself volume reserves, in other words dynamic 
skull volume capabilities. Really, it is important to have the possibility to accept by the skull 
an extra volume of blood following the systolic increase in arterial pressure, which is in 
addition to the steady state level of the brain blood flow. The most rapid component of 
change of arterial blood pressure is evoked in systolic phase duration about 0.1s. During this 
time any replacements of CSF inside skull couldn’t be provided [14]. 

There are skull expansions due to, perhaps, articular comparative mobility of skull bone in 
sutures of invisible value; investigations have shown, that these changes of articular bone 
position are less then 0.5 geometric degree [15], and this, as it follows from calculation, 
could increase internal volume of skull up to 3-6 ml. 

Calculation of additional – systolic blood volume, which should accept cranial cavity may 
be provided, taking into account, than brain “portion” of stroke volume is about 10 ml. That 
is means, that steady stroke volume is 5 -7 ml and pulse component is 5-3 ml (Fig.1). Namely 
this the last volume of blood should accepted by skull during systolic phase of cardiac cycle. 
Comparatively to total volume of cranial cavity this volume is very small. Averaged size 
human brain is about 1200 ml. This value should be closely to internal volume of the skull. 
This means, that expand of internal volume of skull about 0.3% of initial volume to accept 
systolic portion of blood, could give the additional blood, which is necessary for normal 
functioning of circulatory –metabolic brain supply. Taking into account, that heart rate is 
usually 60-70 beats per minute, this additional blood volume will be about pulse evaluation 
due to of skull expanding could be about 110-130 ml per minute. It is known, that normal 
brain blood made using some relatively simple calculations. As well it was established in 
the middle of the last Century, brain takes 50-65ml of blood volume flows through 100g of 
brain mass in 1 minute [16].  
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value of Tang. of angle of “Pressure-Volume” dependence in normalized coordinates. This 
dependence corresponds also to meaning “Cranial Compliance”, applied to systolic phase of 
cardiac cycle, or in other words, “Dynamic Cranial Compliance” (DCC). Direct evidence of 
the role of small increasing of intracranial volume to DCC have been received by 
observation on neurosurgical patients just before and after trepanation, provided for the 
next neurosurgery [19]. These investigation have shown, that small 6-10cm2 “window” in 
skull bone with saved brain cover membrane, when real intracranial volume increase to a 
few (3-6 ml) due to deformation of brain cover membrane, could change significantly DCC 
(Fig.3). The significance of this mechanism was confirmed during many years experience in 
skull trepanation, which is used for increase of intracranial volume up to the present time. 

 
Figure 2. Averaged changes of DCC for different age groups, showing the decline in CCe in the middle-
age group. 

 
Figure 3. Averaged DCC values before and after trepanation. Changes in the biomechanical elasticity of 
the skull allow the cranium to accept  additional blood with each pulse stroke. 

All above data permits to conclude, that without property of rapid expanding of the skull 
when DCC =0, brain blood flow will decrease with the same indices of arterial and venous 
central pressure to significant value – up to 15-20%., which is significant for brain 
functioning. The known data shows, that even some less significant decrease of DCC may in 
some cases reflect to brain activity. This suggestion is confirmed by observations, which 
shows, that DCC gradually decrease up to age 40-50 and, then increase again-Fig. 2b,c  [20]. 
That abnormal decrease of angle of normalized curve widely vary for different persons and 
its pronounced values are correlate with some neurological symptoms (headache, decreased 
working capabilities). It is important to mention, that an increase of DCC after 55-60 Years 
(Fig.2c) is not connected with the skull properties. It is determining by aging decrease of 

Age:   18-25                  40-50                65-75

∆P

∆V
1.0

0.5

0

0.5

0.5

0.5

0.5 0.51.0 1.0

1.0

1.0

1.0

00
 

∆V∆V

∆P ∆P
CCe=1,26±023 CCe=0,69±0,16             CCe=0,78±0,18

 
The Role of Skull Mechanics in Mechanism of Cerebral Circulation 69 

brain mass, which have been shown by MRI investigations [22]. Investigations, provided 
with aging persons, after 65-70 by comparing results of blood flow measurements, and DCC 
measurements and  determination level of dementia level by psychophysiological 
computerized method “Prognosis”,  show (Fig. 4), that level of decrease of cognitive brain 
function and DCC are proportional but not closely correlate with values of level of brain 
blood that even small [17]. It is possible to conclude, that biomechanical properties of the 
skull determine its expanding due to pulse increase of intracranial pressure permits to 
accept additional volume of blood during systolic increase of central arterial pressure, with 
play sometimes significant role in supporting circulatory-metabolic supply of brain 
functioning.  

 
Figure 4. Dependence between value of DCC , Cerebral blood flow and CSF – mobility in aging human 
groups  which are different by level of cognitive disfunction. 

During diastolic part of cardiac cycle biomechanical properties of the skull also play role in 
supporting of cerebral blood circulation due to energy, collected during systolic increase of 
central arterial pressure. In this phase the role of CSF replacements is increase. In the 
beginning, they, in coupling with skull biomechanics, provide the distribution of pulse 
blood volume inside skull and, then, support pulse outflow of venous blood from the skull.  

Thus, evaluation of DCC for the skull during each cardiac cycle is comprised of the initial  
interval as a rapid and nearly linear increase of arterial pulse pressure which lasts from 0.05 
- 0.15s and perfectly reflects “Pressure-Volume.” dependence, or DCC, which is determined 
by the equivalent elasticity of the cranium due to the biomechanical of the skull structure 
elements 
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It is important to emphasize that changes of the steady component of brain blood flow, 
determined by the perfusion pressure, are independent of the pulsatile component. The total 
brain blood supply is determined by the superposition of the steady state perfusion pressure 
(average level of arterial pressure) and the components of blood flow, which are in turn 
determined by the biomechanical properties of the skull and the mobility of cerebrospinal 
fluid within the skull.  

3. Slow fluctuation of skull bone motion 

Data, which could be predict, that there are slow fluctuations of skull bone have been 
known more than a Century. However, the first direct observation concerned skull bone 
motion has been received by palpation of human skull [23], and it developed the special 
branch of medicine, - “Osteopathy”, founded by Dr. A. Still, and actively spreading in USA 
since the end of XIX Century. This phenomenon consists in periodical with changeable 
amplitude and frequency skull bone movements, in range 6-12 cycles per minute. The high 
similarity of these fluctuations with respiratory movements was a reason to name these 
fluctuations as “Primary Respiratory Mechanism”, or PRM. Decades of studies of PRM by 
palpation permits to describe peculiarities and consequences of involving of particular skull 
bone to motion, which are regular at normal conditions and different for pathology. During 
this time a number of conceptions and hypotheses of physiological nature of PRM have been 
formulated to explain the origin of these phenomena [24, 9]. Some of them were unreal from 
positions of biophysics and physiology, but at the present time there are acceptable 
conceptions which could be regarded as working hypothesis. From classical osteopathic 
positions, initial point of PRM is liquids disturbances in cranium, which slightly move the 
brain and acts to brain membrane in region of occipital and basis bone. This initiates 
movements of other skull bones.  

One of the explanations of peculiarities PRM was based on reciprocal tension of brain 
membranes, which is popular up to the present time. However, brain membranes have no 
contractive elements  and this is a current problem to accept of this conception, but skull 
membranes could play the role of passive “modulator” [25], which determine connection 
between movements of particular skull bones. Summary, the acceptable the conception, 
founded on the fact, that for cerebrovascular system is typical periodical changes of  
vascular tone. The consequent of these changes is intracranial pressure fluctuations, which 
may be a real physical force for deformation of skull pattern as united biomechanical 
system. Combination of fluctuations of intracranial pressure with additional role of skull 
membranes as passive modulator looks at the present time the most acceptable conception 
for slow periodical skull bone motions. 

The experimental study of the skull bone motions started with cadaver observation, where 
skull bone motions were initiated by saline injection into the skull. These investigations give 
negative results. Later it was understood, that postmortem changes in sutures make skull as 
a solid body. Then instrumental investigations of living skull bone motion in animal 
experiments have been fulfilled [26, 27]. Human observation under physiological conditions 
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on the base of modern technology, have been appeared at the end of XX Century. Firstly, 
direct observations demonstrated, that skull represents a complicated mechanical moveable 
system. This suggestion is based on investigations, represented device with needles inserted 
through cover skull tissues in human head and fixed in skull bone. Invisible movements of 
upper end of the needle were registered by means of small mirror fixed there, which are 
deflected laser beam, focused to the mirror [28]. 

 
Figure 5. Principle of transforming individual regions of image series into the amplitude-time plot: (a) 
input of the image series into a computer and specification of the analyzed region; (b) collocation of 
images and creation of the intermediate image; and (c) transformation of the intermediate image into 
the amplitude-time plot. 
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Approximately at the same time investigations, based on skull bone image analysis have 
been provided, using method of image computer analysis of serial MRI or X-Ray pictures – 
30-45 single shots. Serial images of the skull were recorded by means of the Siemens-
PolyStar angiographic system in 23 patients Principle of this method have been based on 
inserting to computer memory a number of equal fragments of skull bone image and, after 
an increase of their contrast superposition, small deviations of position of these fragments in 
united skull it is possibly as time dependent graph.(Fig. 5) These passive observation have 
shown, that, for normal physiological conditions, movements of skull fragment images, 
selected at of both MRI and X-Ray pictures, are periodical with irregular amplitude, 
fluctuating in ranges about 0.1-0.4 mm and frequency 5-12 cycles per minute (Fig.3 and 
Fig.6a). 

However, skull bone motion should be recorded it in conditions, closely to real 
physiological experiment, when skull bone motions are evoked by some external procedure, 
which may be fixed by intensity of intervention and its duration. Such conditions could be 
provided by observation of skull bone movements during angiographic procedure, taking 
for analysis cases with absence of clear pathology in cerebrovascular tree. During 
angiographic procedure, when into the skull through Internal Carotid Artery 20 ml of X-Ray 
contrast solution during one sec. is injected with pressure significantly higher than arterial 
pressure. During such procedure, about 15-18 X-Ray shots were made, which permits to 
evaluate by image analysis of skull bone motions with amplitude up to 0.7-0.9 mm, at the 
end of the phase of increasing of intracranial volume evoked by injection of solution, and 
decrease after 2.5-3.0 sec, when X-Ray solution has passed through brain vascular tree, and 
intracranial volume normalized (Fig.6 ). Taking into account, that average volume of 
intracranial cavity is about 1200ml, its increase on  peak of X-Ray solution injection will be 
1.0-1.5%. Taking this value into account it is possibly to suggest, that slow skull bone 
articular periodic fluctuations, accepted firstly manually and later instrumentally, represent 
about 0.2 – 0.4% of intracranial volume. At the present time stages of these skull motions are 
described in details [29, 30]. The fact, that skull bone movements are reciprocal, have been 
confirmed by simultaneous recording of REG with “lobe-occipital”(REG1) and “bi-
temporal”(REG2) position of electrodes. How it follows from Fig 6 Graph, with REG1-REG2 
coordinates, that received two-dimensional pictures rather wide, which may be if 
comparative distance between electrodes is changed. That means, that every couple of 
electrodes moves reciprocally (Fig.7) 

Thus, at the present time is confirmed, than slow skull bone motion are taking place and 
their motions are reciprocal. Similar slow fluctuations involve spinal cavity, too. In PRM 
phase of increasing  volume of skull initiate to replacement of some volume of CSF to spinal 
cavity, which is possible, because volume-pressure changes are slow enough and CSF 
returned to the skull, when intracranial pressure decrease. The fact which confirmed this 
statement, have been received in experiments with animals [31] and demonstrated 
reciprocal slow volume changes in the skull and spinal cavity. Similar observations in 
humans have been received recently [21].  
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Figure 6. Fig.6 Cranial bone movements obtained by serial X-ray imaging (a) in a physiological state 
and (b) in the case of injection of radiopaque solution. The analyzed sections are shown in the center. 
(A) Consecutive image series showing changes in section shadows in the specified regions of cranial 
bones. (B) Changes in cranial bone positions in the specified sections shown in the amplitude-time plot. 
In all curves, the starting points of the time count are brought into coincidence and the time scale is the 
same. 
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Mechanism of slow skull bone fluctuations is complicated and its study needs to establish 
why intracranial pressure is fluctuating. A real force for this may be activity of contractive 
structure inside the skull. Between different tissues and structures, filled cranial cavity, only 
one is capable of active change its mechanical properties due to external source of energy – 
that is smooth muscles of brain blood vessels. Because two facts – the presence of slow 
intracranial fluctuations and the presence only one contractive element inside cranial cavity 
– blood vessels wall smooth musculature, are confirmed, it is necessary to find possible 
linkage between two these processes. 

 
Figure 7. Diagram of the experiment which demonstrates reciprocal skull bone motions. The 2-min 
recordings of REG by “cross” electrode position are represented on  two-demention diagram (dark 
violet). This gives an ellipse due to REG fluctuations superposition. The axes of the ellipse reflect pulse 
and respiratory waves (long  axe  a-a) and reciprocal skull bone movements (short axe  b-b). 

From the side of cerebrovascular system, the fact of its slow periodic contraction, which are 
reason for similar changes of intracranial pressure, have been established in the first part of 
XX Century [7]. Later, it was shown, that brain blood volume, recorded by REG method and 
oxygen availability in brain tissue periodically changes in low frequency band [32]. It was 
establish, that oxygen availability fluctuations are very local and reflect, perhaps, in nervous 
tissue metabolic processes, but REG fluctuations reflect comparative wide brain region and 
show changes of brain blood volume. With purpose to find the correlation between this and 
other slow fluctuations, which are special for intracranial media, simultaneous recordings of 
REG in both hemispheres, TCD and chest movements were provided at a group of healthy 
persons 20-30 Years. It has been shown, that spectrum of all these processes is characterized 
by three kind of fluctuations (Fig 8). The first, the most pronounced peak is heart pulsation. 
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REG changes during this peak are one more confirmation of the skull pulse expanding. The 
second peak is corresponds to respiratory movement of chest. One more peak – low 
frequency corresponds to similar fluctuations, recorded by TCD and corresponds to slow 
fluctuation of central arterial pressure – Traube-Hering-Mayer waves. Between this peak 
and peaks, reflect chest respiratory movements, only on REG spectrum it is possible to see 
some one – three peaks, which didn’t correspond to any peaks of respiratory and TCD 
records and belong to REG only. This is permits to think, that these peaks represent the origin 
of slow intracranial volume fluctuations, which corresponds to slow cranial bone motions, 
named as PRM. Generally, mechanism of slow fluctuation it is possible to present as scheme 
shown on Fig.9, which demonstrate, that very small, below one geometric degree comparative 
fluctuations of skull bone position could significantly change internal volume of cranial cavity 
and source of forces for these changes are fluctuations of intracranial pressure of different 
origin, mainly due to  vascular tone fluctuations. 

The next and perhaps the last question in analyzed chain is the origin of slow 
cerebrovascular fluctuations, depended mainly on vascular tone. It is not yet definite answer 
to this question. However, it looks real prediction, that the fluctuations reflect control 
processes in the cerebrovascular system, because to vascular wall continuously acts different 
factors, everyone of which could change vascular tone. This is, first of all, different kinds of 
innervation – adrenergic, cholinergic, peptidergic and purinoergic nature [33], different 
mediators, nonorganic ions, autocoids, change of intravascular pressure and others [34]. 
Simultaneous, under normal living conditions, acting to vascular wall of numerous factors is 
the most real reason of appearing of some non-regular fluctuating process, which could be 
reason of intracranial pressure fluctuating, evoked periodical skull bone movements.  

However, it is not only one reason for slow changes of intracranial pressure fluctuations, 
which may have connection with skull bone fluctuation. One of cranial osteopathy positions 
describes the special phenomenon, called crania-sacral rhythm. This is means the reciprocal 
movements of sacral section of vertebral column and the skull. Explanation of this 
phenomenon, given by osteopathy is not acceptable from point of view of biomechanics. 
Recently a new explanation, based on two facts has been appeared. One of these facts 
follows from MRI observation of pulse CSF movements in sagittal section of skull and neck. 
The second is the data of REG, taken from sacral region of vertebral column.  

If compare images, which have taken every 0.1s, it is possible to see that some portion of 
pulse CSF volume don’t return to the skull and moves along to vertebral cord to its lumbar 
sack. REG records show, that cranial and sacral pulsations have reverse phases and level of 
REG gradually change. These data permit to formulate hypothesis, that during every pulse 
cycle some amount of CSF fills lumbar sack and pressure increased. Because hydrostatic 
forces are strong, this increase of lumbar sack could slightly erect sacral region of vertebral 
column, which is possible to feel by palpation. The erection may stimulate around sacral 
section muscles, which return it to initial position and CSF is returning back to cranium. 
This is, may be not perfect but some, basing on observation explanation of crania-sacral 
rhythms, observation of which is “classical” method of osteopathy [35].  
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Figure 8. Spectral representation of healthy person, age 23, slow in range 0-1,6 Hz  and range 0.04 Hz of 
REG, TCD and Respiration. Arrow (RED) show off central arterial pressure, Arrow Green – fluctuations 
of intracranial origin and BUE arrow show component of chest respiratory movements. 
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Figure 9. Schematic representation of skull move motion, iniciated intracranial pressure , roun indicate 
physiological origin (BROW) but may be pathological origin – (BLUE). 

4. Conclusion 

All above presented data show, that skull, its brain part is a moveable system. For the skull 
bone two kinds of movement are special. The first is rapid, during 0.1-0.15s skull expanding 
by pulse increased arterial pressure. This is too short time to involve CSF to balance 
intracranial blood volume and increase of volume of arteries mainly on skull basement 
increase pressure into the skull, which causes deforming its pattern by articular movements 
of bones in sutures which totally increase internal volume of skull by not much value – 
about 0.2-0.3% to compare with total volume cranial cavity. However, it is enough to accept 
additional 3-6 ml of blood, which are extremely important for maintain circulatory-
metabolic supply of brain functioning. If this kind of skull mobility diminishes by some 
reason, brain circulatory insufficiently could appear, which may be reason of some such 
pathology situation, as brain dementia of circulatory origin. That is why on early steps of 
civilization, skull trepanation served as method of treatment. 

Other kind of the skull bone movements is based on slow fluctuation of skull bone position, 
evoked by internal forces, finally expressed as periodical changes of intracranial pressure, 
which include processes in vertebral cord also. Actually, cranio-spinal space is represented 
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as nearly united system. Intracranial liquid system is an initial movement of this slow 
fluctuation process. It is not yet final point of view how developing all connected with this 
processes and origin of this initial liquids movement is not clear yet. However, the fact of 
slow skull bone motions is looks definite confirmed. 

Although the current role in skull bone movements play mechanical properties of sutures, 
because separate bone of skull are mechanically too strong to be deformed by arterial 
pressure forces or other origin forces, which occur inside cranial cavity. Thus, final result of 
the skull expanding of slow skull bone motions are depends on not structure and 
biomechanics of some particular suture, but of skull, as united complicated bio-mechanical 
system. Biomechanical properties single elements composed skull as united moveable 
system and this is a new property, which is appeared on systemic level. Mechanical 
properties of the united mechanical system may be different, to compare with any single 
elements. 
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1. Introduction 

The femoral neck fracture is subjected to powerful shearing forces due to the angular, spiral-
like architecture of the proximal femur. Under the conditions of severe osteoporosis, the 
femoral neck consists of cortical walls, enveloping soft cancellous bone, having unimportant 
mechanical significance, and the neck can often be looked at as a hollow cylinder. If the 
condition of patient is not appropriate for total hip replacement (mental diseases or other 
risks), and a decision is made for a screw fixation, the implanted screws must be solidly 
fixed in the distal fragment in at least two points in order to provide resistance to the 
shearing forces in case of osteoporosis. The traditional screw fixation methods, however, do 
not meet the above-named requirement. Present-day popular traditional methods of femoral 
neck fixation, which are performed by three cancellous screws, placed parallel to each other 
and parallel to the femoral neck axis, are associated with poor results in 20 to 42% [1,2,3,4,5]. 
The high failure rate of traditional screw fixation methods can be explained by the presence 
of a number of related biomechanical imperfections. (1) Instability of the construction regarding 
varus stress. The entry points of the three screws in traditional screw fixation methods are 
located at the thin, fragile cortex of the greater trochanter or close to it. The screws are often 
placed in the soft cancellous bone near the axis of the femoral neck, with no cortical support 
[6]. Even if one or two of the distal screws are placed close to the distal cortex of the femoral 
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1. Introduction 
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condition of patient is not appropriate for total hip replacement (mental diseases or other 
risks), and a decision is made for a screw fixation, the implanted screws must be solidly 
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The high failure rate of traditional screw fixation methods can be explained by the presence 
of a number of related biomechanical imperfections. (1) Instability of the construction regarding 
varus stress. The entry points of the three screws in traditional screw fixation methods are 
located at the thin, fragile cortex of the greater trochanter or close to it. The screws are often 
placed in the soft cancellous bone near the axis of the femoral neck, with no cortical support 
[6]. Even if one or two of the distal screws are placed close to the distal cortex of the femoral 
neck, they lack any second solid point of support. A second point of support for them is the 
thin and fragile lateral cortex of the greater trochanter – their entry point. Such a 
construction can rely only on the interfragmental compression, generated by the 
intraoperative tightening of the screws, but the achieving of compression depends on the 
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solidity of the cancellous bone. This circumstance results in high failure rate in cases of 
osteoporosis. (2) Lack of sliding phenomenon. Upon body weight loading, in the process of the 
subsequent wedging of the osteoporotic cancellous bone in the fracture site, the screws of 
traditional methods of fixation, which lack two-point cortical support, cannot effectively 
slide distally and laterally keeping unchanged their angle towards the axis of diaphysis, and 
rather have expressed tendency to displace in varus, with fixation failure. (3) Inability to 
move the entry point of the screws distally into the solid diaphyseal cortex, and simultaneous placing 
of three parallel screws. In 1961 Garden [7], like other authors before, further developed the 
concept that the implants must have more vertical placement, similar to the direction of the 
medial compression lamellae of the femoral neck internal trabecular system, in order to 
provide resistance to the shearing  forces. However, when developing this concept, the 
classic authors used only one implant (a nail). Thus the implant successfully provided 
resistance to the shearing forces, but it did not create compression between the fragments, 
because it is not a screw and it is also not able to ensure reliable rotational stability of the 
head fragment, being only one [8,9,10]. 

The anatomy of proximal femur does not allow simultaneous placing of three screws, which 
are parallel to each other, and lie near the cortex in the periphery of the femoral neck and, at 
the same time, have their entry points positioned distally, in the solid cortex of the 
diaphysis, in order to avoid the fragile lateral metaphyseal cortex.   

When applying the conventional methods of positioning three parallel screws, in case 
movement of the screw entry point distally is attempted, the screws will be placed at a very 
obtuse angle towards the diaphysis and obliquely to the femoral neck. By increasing the 
angle of penetration, the surface of the femoral neck cross-section decreases geometrically, 
and in practice the placement of more than one or two screws is hard to be accomplished. 
However, a two-screw fixation does not provide reliable stability in all planes [10]. Both 
problems are resolved by the newly introduced method of Biplane Double-supported Screw 
Fixation trough the concept of biplane positioning of the implants.  

The Biplane Double-supported Screw Fixation Method in femoral neck fractures (BDSF-method), 
developed by O. Filipov, is a new method of screw fixation in femoral neck fractures, based to 
an original concept of the establishment of two supporting points for the implants and their biplane 
positioning in the femoral neck and head. The console-like proximal femur requires the fixation 
screws to have to support the weight-bearing head fragment, acting like a beam with an 
overhanging end, which must have two points of support in the distal fragment. The concept of 
the Biplane Double-supported Screw Fixation (BDSF) method is based on this principle. This 
method is original with the three screws being laid in two planes, which aspect allows the 
entry points of two of the implants to be placed much more distally, in the solid cortex of the 
proximal diaphysis, and also to lean onto the strong femoral neck distal cortex. Thus, we 
establish two points of support. The achieved by this method position of the distal screw and 
the middle screw as well, in view of statics, turns them into a simple beam with an overhanging 
end, loaded by a vertical force. This beam with an overhanging end successfully supports the 
head fragment, bearing the body weight and transferring it to the diaphysis.   
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2. Biplane double-supported screw fixation method - Operative 
technique 

Indications: Fractures of the Garden types from I to IV. The indications and contraindications 
for application of the BDSF-method are generally the same as of the conventional methods 
for fixation of the femoral neck fractures. The BDSF-method significantly expands the 
indications for application of screw fixation in terms of the bone, changed by osteoporosis. 
The method is most useful and has no reasonable alternative in adult patients above 80 
years with a high cardiopulmonary risk, as in patients with severe concomitant diseases, 
inclusively some mental diseases, patients with senile dementia, and others, for which the 
primary joint replacement may be contraindicated. 

Implants: 7.3 mm self-tapping cannulated screws 

Reduction: Mild traction, slight abduction and internal rotation of the limb are applied. Only 
anatomical reduction is acceptable. 

Approach. A straight lateral incision, starting at the level of the lower border of the greater 
trochanter, with distal length of 6 to 10 cm. A stripping of the periosteum of the lateral 
diaphysis at 6-7 cm is performed.  

Placement of the implants. When applying the BDSF-method, the three cannulated screws are 
placed in the frontal plane at a highly increased angle. Both the distal and the middle screws 
touch tangentially on the curve of the distal femoral neck cortex (Fig.1-a.). At internal 
rotation of the leg, in anteroposterior view, the projection of the distal screw usually crosses 
the projections of the other two screws, thus forming the letter F (F-technique). Via the 
concept of biplane positioning, developed by the BDSF-method, the three screws are placed in 
two vertical oblique planes (in lateral view). The two planes diverge towards each other in 
the direction of the femoral head, and are oblique towards the frontal plane. The distal 
screw is laid in the dorsal oblique plane. The middle and the proximal screws are placed in 
the ventral oblique plane (Fig.1-b.). 

First of all, we lay the guiding wire for the distal cannulated screw. Its tip is placed at 5-7 cm 
distally from the lower border of the greater trochanter in the anterior one-third of the 
surface of the stripped off diaphysis. It is directed proximally at an angle of 150 – 165° 
towards the diaphyseal axis, with inclination from anterodistally to posteroproximally, so 
that after it touches tangentially on the curve of the distal femoral neck cortex, the wire goes 
into the dorsal third of the femoral head.   

The middle guiding wire is placed secondly. The entry point is at 2 to 4 cm proximally from 
the entry point of the distal wire, but in the dorsal one-third of the stripped off surface of the 
diaphysis. This wire is placed at an angle of 135-140° towards the diaphyseal axis and 
inclined from posterodistally to anteroproximally, so that after it touches tangentially on the 
curve of the distal femoral neck cortex, the wire goes into the front one-third of the femoral 
head. In the frontal plane (anteroposterior view) the tip of this guiding wire goes into the 
distal one-third of the femoral head.  
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the same time, have their entry points positioned distally, in the solid cortex of the 
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angle of penetration, the surface of the femoral neck cross-section decreases geometrically, 
and in practice the placement of more than one or two screws is hard to be accomplished. 
However, a two-screw fixation does not provide reliable stability in all planes [10]. Both 
problems are resolved by the newly introduced method of Biplane Double-supported Screw 
Fixation trough the concept of biplane positioning of the implants.  

The Biplane Double-supported Screw Fixation Method in femoral neck fractures (BDSF-method), 
developed by O. Filipov, is a new method of screw fixation in femoral neck fractures, based to 
an original concept of the establishment of two supporting points for the implants and their biplane 
positioning in the femoral neck and head. The console-like proximal femur requires the fixation 
screws to have to support the weight-bearing head fragment, acting like a beam with an 
overhanging end, which must have two points of support in the distal fragment. The concept of 
the Biplane Double-supported Screw Fixation (BDSF) method is based on this principle. This 
method is original with the three screws being laid in two planes, which aspect allows the 
entry points of two of the implants to be placed much more distally, in the solid cortex of the 
proximal diaphysis, and also to lean onto the strong femoral neck distal cortex. Thus, we 
establish two points of support. The achieved by this method position of the distal screw and 
the middle screw as well, in view of statics, turns them into a simple beam with an overhanging 
end, loaded by a vertical force. This beam with an overhanging end successfully supports the 
head fragment, bearing the body weight and transferring it to the diaphysis.   
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for fixation of the femoral neck fractures. The BDSF-method significantly expands the 
indications for application of screw fixation in terms of the bone, changed by osteoporosis. 
The method is most useful and has no reasonable alternative in adult patients above 80 
years with a high cardiopulmonary risk, as in patients with severe concomitant diseases, 
inclusively some mental diseases, patients with senile dementia, and others, for which the 
primary joint replacement may be contraindicated. 
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anatomical reduction is acceptable. 

Approach. A straight lateral incision, starting at the level of the lower border of the greater 
trochanter, with distal length of 6 to 10 cm. A stripping of the periosteum of the lateral 
diaphysis at 6-7 cm is performed.  

Placement of the implants. When applying the BDSF-method, the three cannulated screws are 
placed in the frontal plane at a highly increased angle. Both the distal and the middle screws 
touch tangentially on the curve of the distal femoral neck cortex (Fig.1-a.). At internal 
rotation of the leg, in anteroposterior view, the projection of the distal screw usually crosses 
the projections of the other two screws, thus forming the letter F (F-technique). Via the 
concept of biplane positioning, developed by the BDSF-method, the three screws are placed in 
two vertical oblique planes (in lateral view). The two planes diverge towards each other in 
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screw is laid in the dorsal oblique plane. The middle and the proximal screws are placed in 
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First of all, we lay the guiding wire for the distal cannulated screw. Its tip is placed at 5-7 cm 
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Figure 1. Radiography. a. Anteroposterior view; b. Lateral view.  

Last to be laid is the proximal guiding wire, with its entry point at 1-2 cm proximally from 
the entry point of the middle wire, in the dorsal one-third of the stripped off diaphysis, close 
to the lower border of the greater trochanter. Placed parallel to the middle wire, the 
proximal wire also goes into the front one-third and into the proximal one-third of the 
femoral head.  

Afterwards we drill and place the screws one by one. Before placing the middle and distal 
screws, we overdrill their holes in the thick lateral cortex by using a 7.0 mm cannulated 
reamer. 

The middle and the proximal screws are placed first, because they are perpendicular to the 
fracture surface. Next we release the foot traction, and a repeated impaction of the fracture 
with an additional tightening up of the screws follows. We perform the impaction gently by 
hammering on a plastic impactor on the diaphyseal cortex. Finally, the distal screw is 
placed.  

The guiding wire easily changes its initial direction when passing through the thick 
diaphyseal cortex, therefore its tip is guided into the necessary direction by the surgeon’s 
free hand with the help of a cannulated instrument.  

When we place the two distal guiding wires tangentially over calcar femorale, if we 
suddenly feel resistance, it indicates that the tip has got into the medial diaphyseal cortex 
distally from the femoral neck. In such a case we change the direction by increasing the 
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angle of penetration. For this purpose we use the same hole in the lateral cortex, by taking 
out the wire completely and after a change in the direction of the wire, we try by the high-
speed rotating trocar tip to change the direction of the channel in the cortical hole, in order 
to achieve the necessary angle of the wire through the bone. Sometimes, it is necessary to 
leave the old hole and to bore anew next to it. Sometimes, although very rarely, that is not 
sufficient and release from the thick lateral cortex is required, by reaming around the placed 
in poor position guiding wire by the 4.5 mm cannulated reamer. Thus the wire is freed from 
its contact with the lateral cortex in the created opening of 4.5 mm and is easily directed in 
the necessary direction.  

The placing of screws under very oblique angle requires following of the principle for their 
two-plane positioning and none of the screws must be placed in the central part of the 
femoral neck and head (in profile projection). If some of the screws are placed in the central 
part of femoral neck, it will be an obstacle for placing of the other two screws. The distal 
screw, which is more obliquely placed, must be located in the posterior part of the femoral 
neck and head. If in violation of BDSF-technique it is placed in the anterior part of the 
femoral head, then because of the physiological anteversion of the femoral neck, it will be 
difficult or impossible for the other two screws to be placed in the posterior part of the 
femoral neck, because there is a tendency to find them too marginally at the cortex of the 
femoral head. 

Radiographic time: from 0.2 to 0.3 minutes  

Mean operative time: 39 min (30 to 45 min) 

Postoperative period. Limited weight bearing for 4-6 months, by using two crutches would be 
perfect, if the patient is cooperative. 

3. Biomechanical basis of the BDSF-method 

This method’s innovation is laying of the three screws in two planes, which allows for the 
entry points of two of the implants to be placed much more distally, in the solid cortex of the 
proximal diaphysis, and also to lean onto the femoral neck distal cortex. Thus we establish 
two points of support. The solid distal cortex of the femoral neck acts as a medial supporting 
point for the screws, which works under pressure - supporting point A. The entry points of 
two of the screws (the distal and the middle one) in the thick cortex of the diaphysis, ensure 
a second solid supporting point for the screws – a lateral one, which works under tension 
(or pressure in proximal direction) - supporting point B. The position of the distal screw as 
well as of the middle screw, which are achieved by the method, in terms of the statics, turns 
them into a simple beam with an overhanging end, loaded by a vertical force. This beam with an 
overhanging end successfully supports the head fragment, bearing the body weight and 
transferring it to the diaphysis. Furthermore, due to the biplane placement, enough space 
for a third screw is provided, unlike the classic authors’ models, where just one or 
maximum two implants are placed at an obtuse angle [7,11]. Another advantage of the 
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hammering on a plastic impactor on the diaphyseal cortex. Finally, the distal screw is 
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The guiding wire easily changes its initial direction when passing through the thick 
diaphyseal cortex, therefore its tip is guided into the necessary direction by the surgeon’s 
free hand with the help of a cannulated instrument.  
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angle of penetration. For this purpose we use the same hole in the lateral cortex, by taking 
out the wire completely and after a change in the direction of the wire, we try by the high-
speed rotating trocar tip to change the direction of the channel in the cortical hole, in order 
to achieve the necessary angle of the wire through the bone. Sometimes, it is necessary to 
leave the old hole and to bore anew next to it. Sometimes, although very rarely, that is not 
sufficient and release from the thick lateral cortex is required, by reaming around the placed 
in poor position guiding wire by the 4.5 mm cannulated reamer. Thus the wire is freed from 
its contact with the lateral cortex in the created opening of 4.5 mm and is easily directed in 
the necessary direction.  

The placing of screws under very oblique angle requires following of the principle for their 
two-plane positioning and none of the screws must be placed in the central part of the 
femoral neck and head (in profile projection). If some of the screws are placed in the central 
part of femoral neck, it will be an obstacle for placing of the other two screws. The distal 
screw, which is more obliquely placed, must be located in the posterior part of the femoral 
neck and head. If in violation of BDSF-technique it is placed in the anterior part of the 
femoral head, then because of the physiological anteversion of the femoral neck, it will be 
difficult or impossible for the other two screws to be placed in the posterior part of the 
femoral neck, because there is a tendency to find them too marginally at the cortex of the 
femoral head. 

Radiographic time: from 0.2 to 0.3 minutes  

Mean operative time: 39 min (30 to 45 min) 

Postoperative period. Limited weight bearing for 4-6 months, by using two crutches would be 
perfect, if the patient is cooperative. 

3. Biomechanical basis of the BDSF-method 

This method’s innovation is laying of the three screws in two planes, which allows for the 
entry points of two of the implants to be placed much more distally, in the solid cortex of the 
proximal diaphysis, and also to lean onto the femoral neck distal cortex. Thus we establish 
two points of support. The solid distal cortex of the femoral neck acts as a medial supporting 
point for the screws, which works under pressure - supporting point A. The entry points of 
two of the screws (the distal and the middle one) in the thick cortex of the diaphysis, ensure 
a second solid supporting point for the screws – a lateral one, which works under tension 
(or pressure in proximal direction) - supporting point B. The position of the distal screw as 
well as of the middle screw, which are achieved by the method, in terms of the statics, turns 
them into a simple beam with an overhanging end, loaded by a vertical force. This beam with an 
overhanging end successfully supports the head fragment, bearing the body weight and 
transferring it to the diaphysis. Furthermore, due to the biplane placement, enough space 
for a third screw is provided, unlike the classic authors’ models, where just one or 
maximum two implants are placed at an obtuse angle [7,11]. Another advantage of the 
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method is that due to the increase in the distance between the two supporting points, the 
weight borne by the bone is significantly reduced (see the static analysis). An advantage of the 
BDSF-method is that the entry points of the screws are positioned wide apart from each 
other, which ensures that upon weight bearing, the tensile forces spread over a greater 
surface of the lateral cortex and thus the risk of its fracturing decreases significantly. 
Another advantage with the BDSF is that the screw, placed at a highly increased angle, 
works in a direction close to the direction of the loading force, which guarantees better 
results for the screw in its role as a beam because the influence of its sagging decreases. 

4. Static analysis 

With the conventional methods of femoral neck fixation - by three cancellous screws, placed 
parallel to each other and parallel to the femoral neck axis, the entry points of the three 
screws are placed at the thin, fragile cortex of the greater trochanter or close to it. The screws 
are often located near the axis of the femoral neck in the soft cancellous bone, without any 
cortical support. According to my previous investigations [12], with conventional methods, 
due to the lack of two solid supporting points, the implant acts statically like a beam on an 
elastic foundation. The elastic foundation is implemented by the soft cancellous bone (Fig.2).  

 
Figure 2. Static model of the conventional methods of fixation – the implant acts statically like a beam 
on an elastic foundation. F = load; 

In contrast to the conventional methods, when the Biplane double-supported screw fixation - 
method is applied, the implant is additionally supported at points A and B of the cortex. The 
interaction between the implant and the cancellous bone is neglected, because of the 
comparatively small stiffness of the cancellous bone. In this way, with enough practical 
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accuracy, with the BDSF-method, the static model is considered to be a simple beam with an 
overhanging end (Fig.3). This beam is supported at points A and B only.  

 
Figure 3. Static model of the new BDSF-method of fixation – the implant acts like a simple beam with 
an overhanging end. F = load; L = length of beam; a = distance between points A and B 

Applying the well-known equilibrium equations for a beam, we obtain the forces acting on 
the cortex at supporting points A and B.  

The load acting at point A is pressure in a distal direction and it equals to FLA
a

 ; 

The load acting at point B is pressure in a proximal direction and it equals to B = A – F.  

At the BDSF-method, due to the increase in the distance between the two supporting points, 
the weight borne by the bone is reduced. If we look at two cases of equal vertical weight but 
different distances between the supporting points, we will see that the greater the distance, 
the smaller the weight at each of the two supporting points.  

The average anatomical distance from the tip of the screw to the distal femoral neck cortex 
curve (point A) is 3.5 cm (Fig. 4.).   

With conventional methods (case 1.) the average distance from point A to the entry point of 
the screws in the lateral cortex (point B) is 5.5 cm (a = 5.5 cm). In order to make a 
comparison with the BDSF, when body weight of 100 kg is given, with conventional 
methods the load acting on the curve of the femoral neck distal cortex (if the screws lean on 
this support at all) is estimated as  
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method is that due to the increase in the distance between the two supporting points, the 
weight borne by the bone is significantly reduced (see the static analysis). An advantage of the 
BDSF-method is that the entry points of the screws are positioned wide apart from each 
other, which ensures that upon weight bearing, the tensile forces spread over a greater 
surface of the lateral cortex and thus the risk of its fracturing decreases significantly. 
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results for the screw in its role as a beam because the influence of its sagging decreases. 
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cortical support. According to my previous investigations [12], with conventional methods, 
due to the lack of two solid supporting points, the implant acts statically like a beam on an 
elastic foundation. The elastic foundation is implemented by the soft cancellous bone (Fig.2).  

 
Figure 2. Static model of the conventional methods of fixation – the implant acts statically like a beam 
on an elastic foundation. F = load; 

In contrast to the conventional methods, when the Biplane double-supported screw fixation - 
method is applied, the implant is additionally supported at points A and B of the cortex. The 
interaction between the implant and the cancellous bone is neglected, because of the 
comparatively small stiffness of the cancellous bone. In this way, with enough practical 
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accuracy, with the BDSF-method, the static model is considered to be a simple beam with an 
overhanging end (Fig.3). This beam is supported at points A and B only.  
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Applying the well-known equilibrium equations for a beam, we obtain the forces acting on 
the cortex at supporting points A and B.  

The load acting at point A is pressure in a distal direction and it equals to FLA
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The load acting at point B is pressure in a proximal direction and it equals to B = A – F.  

At the BDSF-method, due to the increase in the distance between the two supporting points, 
the weight borne by the bone is reduced. If we look at two cases of equal vertical weight but 
different distances between the supporting points, we will see that the greater the distance, 
the smaller the weight at each of the two supporting points.  

The average anatomical distance from the tip of the screw to the distal femoral neck cortex 
curve (point A) is 3.5 cm (Fig. 4.).   

With conventional methods (case 1.) the average distance from point A to the entry point of 
the screws in the lateral cortex (point B) is 5.5 cm (a = 5.5 cm). In order to make a 
comparison with the BDSF, when body weight of 100 kg is given, with conventional 
methods the load acting on the curve of the femoral neck distal cortex (if the screws lean on 
this support at all) is estimated as  
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A equal to 1.63 kN (163.63 kg). The load on the fragile lateral cortex (point B) is estimated as 
B equal to 0.63 kN (63.63kg), directed in the opposite direction (proximally).     

With the BDSF method (case 2.), with increasing the angle of the implant towards the 
diaphysis, the distance between points A and B increases by 4 cm to reach up to 9.5 cm (a = 
9.5 cm). That is why, the load on the cortex decreases significantly. Given the same body 
weight of 100 kg, the load acting on the medial supporting point is estimated as A equal to 
1.36 kN (136.84 kg) or with 16.38% less than conventional methods, and on the lateral 
supporting point the load is estimated as B equal to 0.36 kN (36.84 kg) or with 42.11% less 
than conventional methods. The distal screw normally applied with the BDSF method has a 
length of 13 cm.  

The lateral cortex stress state around point B is complex. It is subjected to compressive stress 
in a proximal direction, and to horizontal tensile stress as well. In the lower part of the 
cortex the stress is mainly tensile.  

 
Figure 4. Fixation of the femoral neck: a. Conventional method;  b. The  BDSF-method. [12] 

These forces of tension are responsible for the occurrence of subtrochanteric fracture as a 
complication of the screw fixation. As it was mentioned, these forces of tension are 
decreased by 42% with the BDSF-method, compared to the conventional methods of 
fixation. Besides, with the BDSF-method the entry points of the screws are located wide 
apart from each other (from 2 to 4 cm), which leads to dispersion of the tension stress on the 
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lateral cortex over a wide surface and decrease of the fracture risk, contrary to the 
conventional methods, with which the entry points of the screws are at a distance less than 1 
cm from each other and the forces of tension are concentrated over a small surface. 

5. Clinical results of the BDSF-method 

The BDSF-method was introduced in 2007 and it was applied by different surgeons since 
than. From a series of  178 patients, who underwent surgical treatment, 88 were studied [12]. 
Inclusion criteria was having late control x-rays and examinations after discharge with 
questionnaires filled-in. Out of the 88 studied patients, 27(30.68%) were male and 61(69.31%) 
- female patients; the average age was 76.9 (with the youngest patient at the age of 38 and 
the eldest at the age of 99). Grouping patients by age: 18 patients (20.45%) were at the age of 
under 69; 27 patients (30.68%) were at the age of 70 to 79; 37 patients (42.04%) were at the 
age of 80 to 89; 5 patients (5.68%) were at the age of 90 to 95 ; 1 patient (1.13%) was aged 95 
to 100. More than one concomitant disease, which influences the results of Harris Hip Score, 
was found in 21 patients (23.86%). The average follow-up period is 8.06 months.  

The Garden classification was used for classifying of the fractures as follows:  

Garden type I: 3 (3.41%); Garden type IІ: 1 (1.14%); Garden type IІІ: 9 (10.23%); Garden type 
IV: 75 (85.02%).  

Results. From the studied 88 patients fracture union was registered in 87 patients (98.86%) 
and failure in 1 patient (1.13%).  

Assessment according to the Harris Hip Score (modified): Poor results – in 10 patients 
(11.36%). Fair results – in 20 patients (22.72%). Good results – in 21 patients (23.86%). 
Excellent results – in 37 patients (42.04%).  

The average Harris Hip Score is 84.26 points [13].  

6. Unusual and difficult cases 

Difficult for management are the unstable fractures and the fractures with vertical fracture 
line Pauwels type III. 

Unstable fractures. In the elderly patients, at the age above 80, the preoperative reduction is 
usually achieved easily because of the fact that the fracture occurs upon low-energy trauma 
and although it seems displaced at a diagnostic X-rays (Garden III and IV), the fracture is 
usually stable and in the process of reduction there is a good control over the head 
fragment.  

In younger and active patients the fracture usually occurs with more severe traumatic 
influence, for example falling over slippery surface, falling from a greater height (from 
stairway or in road accidents). In these cases more severely expressed tearing of soft tissues 
around the fracture occurs frequently and the fracture is severely displaced. Following the 
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A equal to 1.63 kN (163.63 kg). The load on the fragile lateral cortex (point B) is estimated as 
B equal to 0.63 kN (63.63kg), directed in the opposite direction (proximally).     
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weight of 100 kg, the load acting on the medial supporting point is estimated as A equal to 
1.36 kN (136.84 kg) or with 16.38% less than conventional methods, and on the lateral 
supporting point the load is estimated as B equal to 0.36 kN (36.84 kg) or with 42.11% less 
than conventional methods. The distal screw normally applied with the BDSF method has a 
length of 13 cm.  

The lateral cortex stress state around point B is complex. It is subjected to compressive stress 
in a proximal direction, and to horizontal tensile stress as well. In the lower part of the 
cortex the stress is mainly tensile.  
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complication of the screw fixation. As it was mentioned, these forces of tension are 
decreased by 42% with the BDSF-method, compared to the conventional methods of 
fixation. Besides, with the BDSF-method the entry points of the screws are located wide 
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lateral cortex over a wide surface and decrease of the fracture risk, contrary to the 
conventional methods, with which the entry points of the screws are at a distance less than 1 
cm from each other and the forces of tension are concentrated over a small surface. 

5. Clinical results of the BDSF-method 

The BDSF-method was introduced in 2007 and it was applied by different surgeons since 
than. From a series of  178 patients, who underwent surgical treatment, 88 were studied [12]. 
Inclusion criteria was having late control x-rays and examinations after discharge with 
questionnaires filled-in. Out of the 88 studied patients, 27(30.68%) were male and 61(69.31%) 
- female patients; the average age was 76.9 (with the youngest patient at the age of 38 and 
the eldest at the age of 99). Grouping patients by age: 18 patients (20.45%) were at the age of 
under 69; 27 patients (30.68%) were at the age of 70 to 79; 37 patients (42.04%) were at the 
age of 80 to 89; 5 patients (5.68%) were at the age of 90 to 95 ; 1 patient (1.13%) was aged 95 
to 100. More than one concomitant disease, which influences the results of Harris Hip Score, 
was found in 21 patients (23.86%). The average follow-up period is 8.06 months.  

The Garden classification was used for classifying of the fractures as follows:  

Garden type I: 3 (3.41%); Garden type IІ: 1 (1.14%); Garden type IІІ: 9 (10.23%); Garden type 
IV: 75 (85.02%).  

Results. From the studied 88 patients fracture union was registered in 87 patients (98.86%) 
and failure in 1 patient (1.13%).  

Assessment according to the Harris Hip Score (modified): Poor results – in 10 patients 
(11.36%). Fair results – in 20 patients (22.72%). Good results – in 21 patients (23.86%). 
Excellent results – in 37 patients (42.04%).  

The average Harris Hip Score is 84.26 points [13].  

6. Unusual and difficult cases 

Difficult for management are the unstable fractures and the fractures with vertical fracture 
line Pauwels type III. 

Unstable fractures. In the elderly patients, at the age above 80, the preoperative reduction is 
usually achieved easily because of the fact that the fracture occurs upon low-energy trauma 
and although it seems displaced at a diagnostic X-rays (Garden III and IV), the fracture is 
usually stable and in the process of reduction there is a good control over the head 
fragment.  

In younger and active patients the fracture usually occurs with more severe traumatic 
influence, for example falling over slippery surface, falling from a greater height (from 
stairway or in road accidents). In these cases more severely expressed tearing of soft tissues 
around the fracture occurs frequently and the fracture is severely displaced. Following the 
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incident some patients try to get up and step on the limb, thus causing additional 
displacement of the fracture or additional fragmentation, which turns one banal fracture of 
the femoral neck into a an unstable fracture. When there is a severe displacement of the 
fracture, clinically the patients are with more expressed external rotation and shortening of 
the limb and have a history of more severe traumatic influence, or patients report for 
attempts of getting up and stepping, followed by repeated falling. At a diagnostic X-ray the 
usually registered grade according to Garden is type ІV+ with severe external rotation of the 
distal fragment. In these cases frequently is found that the distal fragment “hangs” at the 
fracture table on the lateral view under its own limb weight. In such cases the reduction and 
fixation can turn to be extremely difficult and a doubtful prognosis of the femoral head 
survival can be assessed. It is reasonable in such patients if they are not at a young age a 
decision to be made for a primary joint replacement. In the presence of contraindications for 
joint replacement, if, nevertheless, a decision is made for metal fixation, we try the usual 
preoperative reduction: traction, abduction and internal rotation or sometimes a reposition 
by Leadbetter. If the preoperative reduction is not successful, we use frequently the 
intraoperative reduction, as under the conditions of sterility, the hanging distal fragment is 
lifted by the surgical assistant or by a special attachment of the fracture table. With 
achieving of reduction we use the guiding wires for temporary fixation of the fracture, 
followed by screw fixation. The intraoperative reduction is a procedure with a high risk for 
failure and the beginning of the surgery without a successful preoperative reduction of the 
femoral neck fracture frequently is followed by an open reduction.  

There exists a group of unstable fractures, with which the proximal fragment is too rotated 
and stands in valgus position, with fracture surface directed laterally. A frequent cause for 
this is the V-shaped fracture surface with presence of a spicule, which is obstructive to the 
reduction. If after an attempt for reduction on the fracture table by abduction, traction and 
internal rotation, the fracture reduction remains unsatisfactory, we apply a developed by the 
author method for reduction by traction, abduction, external rotation, release of traction, 
internal rotation and adduction.  

Filipov's technique: The traction is increased, the limb is abducted and externally rotated in 
order to wedge away the fragments of the vicious position; next a complete release of the 
traction is applied and thus the distal fragment skips the obstacle and comes into contact 
with the head fragment placed in valgus in a new mode. Then internal rotation is applied 
and adduction of the limb, with the distal fragment reaching the head fragment in 
anatomical position or achieving reduction.  

Sometimes the unstable fractures of the femoral head require open reduction. 

The fractures with vertical fracture line (Pauwels type ІІІ) are difficult for metal fixation. If the 
patient is with contraindications for primary joint replacement (young age) and it however 
requires metal fixation, the popular method of choice are the implants with fixed angle [14]. 
In these fractures the curve of the femoral neck distal cortex is included to the proximal 
fragment and it makes inefficient the fixation with screws alone.  In vertical fracture line a 
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good fixation is achieved with the 130º blade-plate, placed low in the distal one-third of the 
femoral neck. In order to be avoided fracture displacement during the placing of the blade 
of the plate, I recommend, following placing of the guiding wire for the blade of the plate, to 
be performed preliminary fixation of the fracture with one cannulated 7.3 mm screw, placed 
in the upper one-third of the femoral neck, parallel to the guiding wire for the blade of the 
plate. The fixed angle of the blade of the plate successfully counteracts to the shearing forces 
and its double-L cross-section counteracts to the torsion forces until reaching of healing. An 
alternative technique is a valgus accomplishing osteotomy at the level of lesser trochanter, 
with fracture surface placed into more horizontal plane and shearing forces turned into 
compressive. The fixation is with a DHS-plate or with 130º blade-plate. For the Pauwels type 
ІІІ fractures in the present are used successfully locking plates.  

7. Other popular methods for fixation of the femoral neck 

The present methods for fixation of the femoral neck are two types: fixation with cancellous 
screws and fixation with massive implants with fixed angle. 

Methods for fixation of the femoral neck with cancellous screws. At present different 
methods for screw fixation are used, with typical for the conventional methods placement 
of the screws parallel to each other and parallel to the axis of the femoral neck. The most 
popular are the methods with three parallel screws, placed in a configuration of a triangle 
– two screws distally and one screw proximally; the inverted triangle configuration; the 
configuration of four parallel screws, placed with square-like form; configuration of three 
parallel screws, situated in one plane vertically. The main goal in all of these methods is 
achievement of compression between the fragments. Besides there is a striving of placing 
the screws with divergence in the femoral head. It is recommended the screws to be 
placed as far as possible in the periphery, close to the cortex, in order to be achieved 
maximum stability of fixation. Fixation with screws is also popular, connected with a 
small side plate.   

The presented new method of Biplane Double-Supported Screw Fixation of the femoral neck 
provides new opportunities in biomechanical and clinical regard, which surpasses all 
known up to now methods of screw fixation for this fracture. 

Alternative implant systems. Massive implants with a fixed angle.    

DHS (AMBI)-plate. The fixation with DHS (AMBI)-plate is considered as an alternative method 
for screw fixation in fractures of the femoral neck. An advantage of the DHS-plate is the fixed 
angle, which ensures support of the femoral head in regard to the varus stress. Disadvantages 
of the femoral neck with DHS (AMBI-plate), especially in the presence of osteoporosis are as 
follow: (1.) The DHS-screw fixes the fracture only in one point and usually requires placing of 
one additional, antirotational screw, which severely increases the volume of metal, implanted 
in the femoral neck; (2.) Upon loading, the 135-degree DHS implant not always ensures 
effective sliding-phenomenon, and with severe osteoporosis the body weight loading 
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incident some patients try to get up and step on the limb, thus causing additional 
displacement of the fracture or additional fragmentation, which turns one banal fracture of 
the femoral neck into a an unstable fracture. When there is a severe displacement of the 
fracture, clinically the patients are with more expressed external rotation and shortening of 
the limb and have a history of more severe traumatic influence, or patients report for 
attempts of getting up and stepping, followed by repeated falling. At a diagnostic X-ray the 
usually registered grade according to Garden is type ІV+ with severe external rotation of the 
distal fragment. In these cases frequently is found that the distal fragment “hangs” at the 
fracture table on the lateral view under its own limb weight. In such cases the reduction and 
fixation can turn to be extremely difficult and a doubtful prognosis of the femoral head 
survival can be assessed. It is reasonable in such patients if they are not at a young age a 
decision to be made for a primary joint replacement. In the presence of contraindications for 
joint replacement, if, nevertheless, a decision is made for metal fixation, we try the usual 
preoperative reduction: traction, abduction and internal rotation or sometimes a reposition 
by Leadbetter. If the preoperative reduction is not successful, we use frequently the 
intraoperative reduction, as under the conditions of sterility, the hanging distal fragment is 
lifted by the surgical assistant or by a special attachment of the fracture table. With 
achieving of reduction we use the guiding wires for temporary fixation of the fracture, 
followed by screw fixation. The intraoperative reduction is a procedure with a high risk for 
failure and the beginning of the surgery without a successful preoperative reduction of the 
femoral neck fracture frequently is followed by an open reduction.  

There exists a group of unstable fractures, with which the proximal fragment is too rotated 
and stands in valgus position, with fracture surface directed laterally. A frequent cause for 
this is the V-shaped fracture surface with presence of a spicule, which is obstructive to the 
reduction. If after an attempt for reduction on the fracture table by abduction, traction and 
internal rotation, the fracture reduction remains unsatisfactory, we apply a developed by the 
author method for reduction by traction, abduction, external rotation, release of traction, 
internal rotation and adduction.  

Filipov's technique: The traction is increased, the limb is abducted and externally rotated in 
order to wedge away the fragments of the vicious position; next a complete release of the 
traction is applied and thus the distal fragment skips the obstacle and comes into contact 
with the head fragment placed in valgus in a new mode. Then internal rotation is applied 
and adduction of the limb, with the distal fragment reaching the head fragment in 
anatomical position or achieving reduction.  

Sometimes the unstable fractures of the femoral head require open reduction. 

The fractures with vertical fracture line (Pauwels type ІІІ) are difficult for metal fixation. If the 
patient is with contraindications for primary joint replacement (young age) and it however 
requires metal fixation, the popular method of choice are the implants with fixed angle [14]. 
In these fractures the curve of the femoral neck distal cortex is included to the proximal 
fragment and it makes inefficient the fixation with screws alone.  In vertical fracture line a 
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good fixation is achieved with the 130º blade-plate, placed low in the distal one-third of the 
femoral neck. In order to be avoided fracture displacement during the placing of the blade 
of the plate, I recommend, following placing of the guiding wire for the blade of the plate, to 
be performed preliminary fixation of the fracture with one cannulated 7.3 mm screw, placed 
in the upper one-third of the femoral neck, parallel to the guiding wire for the blade of the 
plate. The fixed angle of the blade of the plate successfully counteracts to the shearing forces 
and its double-L cross-section counteracts to the torsion forces until reaching of healing. An 
alternative technique is a valgus accomplishing osteotomy at the level of lesser trochanter, 
with fracture surface placed into more horizontal plane and shearing forces turned into 
compressive. The fixation is with a DHS-plate or with 130º blade-plate. For the Pauwels type 
ІІІ fractures in the present are used successfully locking plates.  

7. Other popular methods for fixation of the femoral neck 

The present methods for fixation of the femoral neck are two types: fixation with cancellous 
screws and fixation with massive implants with fixed angle. 

Methods for fixation of the femoral neck with cancellous screws. At present different 
methods for screw fixation are used, with typical for the conventional methods placement 
of the screws parallel to each other and parallel to the axis of the femoral neck. The most 
popular are the methods with three parallel screws, placed in a configuration of a triangle 
– two screws distally and one screw proximally; the inverted triangle configuration; the 
configuration of four parallel screws, placed with square-like form; configuration of three 
parallel screws, situated in one plane vertically. The main goal in all of these methods is 
achievement of compression between the fragments. Besides there is a striving of placing 
the screws with divergence in the femoral head. It is recommended the screws to be 
placed as far as possible in the periphery, close to the cortex, in order to be achieved 
maximum stability of fixation. Fixation with screws is also popular, connected with a 
small side plate.   

The presented new method of Biplane Double-Supported Screw Fixation of the femoral neck 
provides new opportunities in biomechanical and clinical regard, which surpasses all 
known up to now methods of screw fixation for this fracture. 

Alternative implant systems. Massive implants with a fixed angle.    

DHS (AMBI)-plate. The fixation with DHS (AMBI)-plate is considered as an alternative method 
for screw fixation in fractures of the femoral neck. An advantage of the DHS-plate is the fixed 
angle, which ensures support of the femoral head in regard to the varus stress. Disadvantages 
of the femoral neck with DHS (AMBI-plate), especially in the presence of osteoporosis are as 
follow: (1.) The DHS-screw fixes the fracture only in one point and usually requires placing of 
one additional, antirotational screw, which severely increases the volume of metal, implanted 
in the femoral neck; (2.) Upon loading, the 135-degree DHS implant not always ensures 
effective sliding-phenomenon, and with severe osteoporosis the body weight loading 
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sometimes leads to cutting of the DHS-screw through the soft cancellous bone of the femoral 
head with migration of the implant in proximal direction, accompanied by displacement in 
varus of the fracture; (3.) Increase of the percentage of aseptic necrosis with fixation with DHS, 
compared to the screw fixation. (4.) In the presence of osteoporosis, the compression upon the 
fracture, created by the DHS-screw is very weak, compared to the three cancellous screws, 
which fix in the head subchondrally in three different points.  

Proximal femoral locking plates. These implants represent a modification of the traditional 
methods for fixation with cancellous screws, placed almost parallel in the cancellous bone of 
the femoral neck. Here the screws are fixed in the plate at the level of the lateral cortex, 
which solves the problem with the fragile lateral cortex of the greater trochanter and creates 
a stable construction. However it fixes the fracture statically, not allowing creation of 
compression, because of the locking of the screws and also lacks the sliding-phenomenon, 
which is helpful for the process of healing. 

Intramedullary nails. In the presence of femoral neck fracture, combined with other fracture, 
located in a lower segment of femur, at present we use different types of intramedullary 
systems of the type of the reconstructive nail and PFN.  

Other alternative types of implants, most of which have only historical significance, are the 
130° blade-plates. Their inconvenience is that they cannot create compression as the screw 
systems and having at the same time imperfections with their outdated surgical 
technique. However, having a fixed angle the blade-plate ensure excellent fixation of the 
fracture regarding the varus stress and torsion and combined with one additional screw is 
probably the most effective method for fixation in fracture with vertical fracture line – 
type Pauwels III.  

8. Conclusion 

The provision of two steady supporting points for the implants and the obtuse angle at 
which they are positioned, allows transferring of the body weight successfully from the 
head fragment onto the diaphysis, owing to the strength of the screws, with the patient’s 
bone quality being of least significance. The position of the screws allows them to slide 
under stress at minimum risk of displacement. The achieved results with the BDSF-method 
in terms of fracture consolidation are far more successful than the results with conventional 
fixation methods. The BDSF-method ensures reliable fixation, early rehabilitation and 
excellent long-term outcomes, even in non-cooperative patients. BDSF is mainly addressed 
to patients, who have contraindications for arthroplasty, as well as for conventional screw 
fixation. 
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sometimes leads to cutting of the DHS-screw through the soft cancellous bone of the femoral 
head with migration of the implant in proximal direction, accompanied by displacement in 
varus of the fracture; (3.) Increase of the percentage of aseptic necrosis with fixation with DHS, 
compared to the screw fixation. (4.) In the presence of osteoporosis, the compression upon the 
fracture, created by the DHS-screw is very weak, compared to the three cancellous screws, 
which fix in the head subchondrally in three different points.  

Proximal femoral locking plates. These implants represent a modification of the traditional 
methods for fixation with cancellous screws, placed almost parallel in the cancellous bone of 
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which solves the problem with the fragile lateral cortex of the greater trochanter and creates 
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fracture regarding the varus stress and torsion and combined with one additional screw is 
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8. Conclusion 
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bone quality being of least significance. The position of the screws allows them to slide 
under stress at minimum risk of displacement. The achieved results with the BDSF-method 
in terms of fracture consolidation are far more successful than the results with conventional 
fixation methods. The BDSF-method ensures reliable fixation, early rehabilitation and 
excellent long-term outcomes, even in non-cooperative patients. BDSF is mainly addressed 
to patients, who have contraindications for arthroplasty, as well as for conventional screw 
fixation. 
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1. Introduction 

Traumatic brain injury (TBI) is a leading cause of death in the United States. The brain is 
among the most essential organs of the human body. From a mechanical stand point, different 
scenarios where a head comes in contact with a media has evolved a number of integrated 
protection devices. The scalp and skull, but also to a certain extent the pressurized 
subarchnoidal space and the dura matter, are the natural protections for the brain. However, 
these structures are not adapted to the dynamic loading conditions involved in modern road 
and sports accidents as well as blast injury scenarios. The consequence of this extreme loading 
is often moderate-to-severe TBI [1-15]. Injuries to the head constitute one of the major causes of 
death. Brain injury disables or kills someone in the United States every two and half minutes 
[2]. The annual hospitalization and rehabilitation cost has been estimated to be $33 billion per 
year in the US alone [14]. In the United States TBI is a leading cause of death for persons under 
age 45 [15].  TBI occurs every 15 seconds, see Figure 1. Approximately 5 million Americans 
currently suffer some form of TBI disability. The leading causes of TBI are motor vehicle 
accidents, falls, sports injuries and from blast injuries [12]. Thus, preventing these head injuries 
will not only enhance safety and quality of life but also save healthcare dollars. 

Over the last 40 years, biomechanical research has been gaining attention to fully 
understand the mechanism of the head injury. Understanding and thus protecting the brain 
from injury. This can only be achieved by: 1) understanding mechanics of the impact and 2) 
the biomechanical response of the head to a variety of the loading conditions [2]. A cost-
effective alternative method using the finite element modeling was used to investigate TBI 
of human head subject to impact loadings [3]. 

A brief review of TBI performed below and injury parameters compiled for model validation. 
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Figure 1. Scope of traumatic brain injury in comparison to other modalities [13] 

2. Head injuries 

The human head consists of three components [9], 

1. The bony skull - Cranial and facial bones 
2. The skin and other soft tissue covering the skull. Which consists of layers known as the 

SCALP (Skin, Connective Tissue, Aponeurosis (Galea), Loose connective tissue and 
Periosteum 

3. The contents of the skull. Most notably the brain, but also including the brain's 
protective membranes (meninges) and numerous blood vessels, shown in Figure 2 

Injuries to the skin may be categorized as superficial or deep, and include contusion 
(bruise), laceration (cut), and abrasion (scrape). Injuries to the skull may break one or more 
of the bones of the skull in which case the skull is said to have been fractured (broken). Two 
aspects of a skull fracture are 1) whether it is open, or 2) depressed [10]. Injuries to the brain 
and associated soft tissue are the result of either head impact or abrupt head movement 
(e.g., deceleration injury) or some combination of the two.  Injuries may be due to the skull 
fracturing and being pushed inward (a depressed fracture), or from the brain impacting the 
interior of the skull, or from internal stressing of the brain (i.e., shear, tension and/or 
compression). The complexities of the head and brain systems are reflected in head injury 
consequences, Figure 3. 
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Figure 2. Anatomy of the human head [10] 

 
Figure 3. Flowchart of TBI injury assessment criteria development 
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The injury to the brain may be categorized in terms of, 1) The cause of injury, either contact 
vs. non-contact, 2) The type of injury, either primary in which the injury occurs at the time 
of initial injury producing event, or secondary where the injury results from some injury 
producing event but does not develop until somewhat later (through an intermediate 
process such as a metabolic effect), and 3) the type of injury, either focal (i.e. fairly localized) 
or diffuse (rather distributed) as shown in Figure 3. 

In injury producing events, there are generally 3 collisions which occur [2]: 

1. The "first collision" is where injury producing event occurs, e.g. the vehicle strikes 
another car or object and as a result the vehicle is rapidly decelerated and/or rotated. 

2. The "second collision" is the movement of the occupants in the vehicle and their 
subsequent contact with the vehicle interior. 

3. The "third collision" is when the internal organs of the occupant collide and/or move 
within the occupant. 

2.1. Parameters that control head injury 

A number of publications [17-43] discuss modeling and analyses of TBI using specific tools [44-
45]. Gong [16] recently proposed a simple head-striker model to simulate the contact between a 
human head and a foreign-object striker. Based on the head-striker model, they formulated a 
contact force function, which is a function of time, impact mass, contact stiffness, impact 
velocity, and material properties of the head and neck. The contact force function was used for 
the estimation of the contact force between the human head and the foreign striker [5, 16].  

2.1.1. Force 

The contact force can be approximated [16] from the equation below. Then the estimated 
contact force may be used in two ways: 1) for the assessment of the exterior head injury, 
such as scalp damage, skull fracture, and 2) as input to the head model to predict the inner 
head injury, such as hematoma and brain injury [5]. 
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2.1.2. Time duration 

An analytical model [17] was proposed the impact of a fluid-filled spherical shell of mass 
(msh), thickness (h) and outer radius (Rsh) with a solid homogeneous isotropic elastic sphere 
of mass (msol) and outer radius (Rsol) at a relative velocity( Dv) as shown in Figure 4. 
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The shell was assumed to be filled with an inviscid fluid of density (f) and Bulk modulus 
(B) [5]. The impact mass, contact stiffness, impact velocity, angular velocity, accelerations, 
young’s modulus, poison’s ratio, time duration, height of the head(projectile) and an 
impactor influence severity of external forces were incorporated in the model.  Effect of 
impact mass, contact stiffness and impact velocity on pressure-time histories have been 
described in [6]. 

 
Figure 4. Illustrative representation of the analytical shell model.  

(Rf- inviscid fluid of density, B- Bulk modulus, Esol; Esh and nsol; nsh are the Young’s 
moduli and Poisson’s ratio of solid and shell (Sphere), respectively. At occipital side of skull 
msh-mass of spherical shell-1.96 kg, h - thickness -0.00561, Rsh- radius of spherical shell-
0.0725m,   Msol- mass of solid,  Rsol- outer radius of solid, Dv- velocity)[5] 

2.1.3. Accelerations 

The maximum acceleration of either projectile or head, assuming a quasi-static global 
response of the system, can be obtained by dividing the maximum force transmitted by the 
mass of the projectile or head, respectively [5]. For t>6ms impact time duration, neck force 
also needs to be considered, Figure 5, while calculating the resultant head accelerations. For 
short duration impacts (<6ms), the neck does not influence the kinematic head response [35, 
43]. 

2.1.4. Contact area  

Load or force to fracture/failure of the skulls of 12 unembalmed cadavers heads were 
reported by Yoganandan [19]. Using a hemispherical impactor with a 48 mm radius, they 
carried out impacts to various locations on the skull at a rate of 7.1–8.0 m/s. Failure loads 
ranged between 8.8 and 14.1 kN, with an average of 11.9 kN. Allsop [20] carried out 
temporo-parietal impacts on 31 unembalmed cadaver heads with two types of flat rigid 
impactors––one circular and 2.54 cm in diameter, the other a rectangular plate 5x10 cm. 
Fracture force for the small circular plate ranged between 2.5 and 10 kN with an average of 
5.2 kN. Fracture force for the rectangular plate ranged between 5.8 and 17 kN with an  
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Figure 5. Force mechanism for head-neck [48] 

average of 12.4 kN. The authors concluded that there is a significant relationship between 
contact area and fracture force. Thus, impacts with the ground are likely to require higher 
forces than with a smaller impactor [4]. 

2.2. Head injury criteria  

Prior experiments on the capability of the human brain to hold impact forces were 
performed at Wayne State University using human cadavers and animal models [21, 22] as 
shown in Figure 6. This work led to the publication of the Wayne State Tolerance Curve [23, 
24], a generally logarithmic curve that describes the relationship between the magnitude 
and duration of impact acceleration and the onset of skull fractures [7]. 

 
Figure 6. Wayne  State Tolerance Curve [23, 24] 

The relationship is nonlinear – the head can tolerate high accelerations for very brief periods 
but a longer exposure to a lower acceleration level may be damaging as well, Fig. 6. For a 

mhead a = FI + FN

So, a = (FI/ mhead) + (FN/ mhead ) 
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given degree of injury the logarithmic slope of the exposure time and acceleration graph is 
approximately –2.5. This relationship proposes the Severity Index (SI) as a measure of the 
injury potential of an impact [25]. SI is the integral of the acceleration time curve, weighted 
by the 2.5 factor observed in the Wayne State Tolerance Curve and calculated as 
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Where a (t) is the acceleration-time pulse of the impact and T is its duration. An SI score of 
1000 approximates the limit of human tolerance. Impacts with a higher score have a non-
zero probability of causing a life-threatening brain trauma [7]. 

Severity Index SI [25] calculates distress of an impact in a way that quantifies the risk of 
head injury. In practice, SI scores are logical predictors of the injury potential of impacts that 
produce focal brain injuries. For impacts of lower intensity but longer duration, the SI 
calculation produces unreasonably high values that predict more severe injuries than those 
actually observed in cadaver experiments. The Head Injury Criterion (HIC) is an alternative 
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Where t0 and t1 are the beginning and end times of the portion of the acceleration-time pulse 
being examined. The integral account for the duration of the acceleration and an iterative 
search found the time interval (t0, t1) to maximize the HIC score [7], Figure 7.   

 
Figure 7. Example of SI and HIC calculations [7] 

(A) Acceleration-time pulse from an 
impact between a surrogate head and an 
artificial turf surface, showing the peak 
value or gmax score. 
(B) The same pulse with acceleration 
values 
exponentiated to power 2.5. The SI score is 
the area under the curve 
(C) As (B) but showing the time limits, t0 
and t1, that maximize the HIC score. 
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Figure 5. Force mechanism for head-neck [48] 

average of 12.4 kN. The authors concluded that there is a significant relationship between 
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2.2. Head injury criteria  

Prior experiments on the capability of the human brain to hold impact forces were 
performed at Wayne State University using human cadavers and animal models [21, 22] as 
shown in Figure 6. This work led to the publication of the Wayne State Tolerance Curve [23, 
24], a generally logarithmic curve that describes the relationship between the magnitude 
and duration of impact acceleration and the onset of skull fractures [7]. 

 
Figure 6. Wayne  State Tolerance Curve [23, 24] 

The relationship is nonlinear – the head can tolerate high accelerations for very brief periods 
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mhead a = FI + FN

So, a = (FI/ mhead) + (FN/ mhead ) 
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given degree of injury the logarithmic slope of the exposure time and acceleration graph is 
approximately –2.5. This relationship proposes the Severity Index (SI) as a measure of the 
injury potential of an impact [25]. SI is the integral of the acceleration time curve, weighted 
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A HIC score of 1000 represents the “safe” limit of human tolerance, above which the risk of 
a serious head injury is non-zero. In the sports surfacing world, HIC scores are the primarily 
determinant of playground surfacing, shock attenuation performance. Other terms of 
surfacing shock attenuation use a 200 g max limiting performance criterion, on that basis it 
approximates the HIC limit [7]. 

Empirically determined relationships between HIC scores and the probability of head injury 
[26, 27] are widely used in the automotive industry to estimate the risk of injury.  Figure 8 
shows examples of Expanded Prasad-Mertz Curves. Each curve estimates the possibility 
that an impact with a given HIC score will result in a specified level of head trauma [7].  
Figure 8, also shows the relationship between the HIC score of a head impact and the 
probability of an injury. 

 
Figure 8. Expanded Prasad-Mertz Curves [7] 

Computational simulation of real life head injury accidents has been used for various 
purposes. Some have compared AIS (abbreviated injury scale) scores for real life injuries to 
HIC scores or other indices of injury calculated from the reconstruction [4, 30-32].  HIC and 
tolerance levels have been explained [46-47] and tabulated in Table 1. Also, moderate and 
severe neurological injuries can only be distinguished with a criterion that is computed 
using intracranial variables and not with the sole global head accelerations [1]. More 
recently, there has been a move away from this approach of looking for a parameter that 
correlates well with overall severity of injury, and many are now focusing on determining 
tolerance limits of the head to specific lesion types, for example, acute subdural hematoma 
(ASDH), diffuse axonal injury (DAI) or skull fracture [4]. 
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Head Injury Criteria AIS Code Level Of Brain Concussion And Head Injury 
135 – 519 1 Headache or dizziness
520 – 899 2 Unconscious less than 1 hour – linear fracture 
900 – 1254 3 Unconscious 1 – 6 hours – depressed fracture 
1255 – 1574 4 Unconscious 6 – 24 hours – open fracture
1575 – 1859 5 Unconscious greater than 25 hours – large haematoma 
> 1860 6 Non survivable

Table 1. Levels of Consciousness In Relation To Head Injury Criteria [46] 

2.2.1. Injury criteria for Subarachnoid haematoma, contusion and skull fracture 

Tolerance curves for ASDH due to rupture of bridging veins were experimentally produced 
in monkeys [28] and compared with human clinical data. It was concluded that bridging 
veins are highly sensitive to strain-rate and tend to rupture during impacts associated with 
high rates of increasing acceleration. As the duration of the pulse increases, higher levels of 
angular acceleration will be required in order to maintain the high strain rate necessary for 
rupture of bridging veins. Figure 9 shows tolerance curves for rhesus monkeys. For humans, 
a fall resulting in head acceleration of over 200 g and pulse duration of 3.5 ms or less would 
create conditions necessary for the production of bridging vein ASDH [4]. 

 
Figure 9. Injury tolerance curve for ASDH in rhesus monkeys [4] 

Figure 10 shows the tolerance curves [29], derived for 5% critical strain, below which there is 
no axonal injury, and 10% critical strain, below which mild injury such as concussion could 
be expected and above which DAI can be expected. For impacts with very stiff contacts and 
short durations, the brain will move relative to the skull at impact, and thus a change in 
angular velocity of the skull will be of prime importance and causation of injury, Fig. 10. 
However, for impacts with softer structures, the brain will tend to move with the head, and 
will thus be subjected to the same accelerations [4]. 
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Figure 10. Tolerance curves for DAI and cerebral concussion [4, 29] 

Tolerance of the head to skull fracture is much easier to determine than tolerance to 
intracranial injury. This is because of the definite relationship between force applied to the 
skull, and failure of cranial bone. Applied maximum force can be calculated from the 
equations discussed in the background section of head injury. Also from the Wayne State 
Tolerance Curve [23-24], tolerance of the head to skull fracture can be determined [4]. 

Tolerance limits to specific types of head injury were from reconstructing accidents and 
comparing the injuries sustained with parameters calculated from the reconstructions. For 
example, Auer [33] reconstructed 25 fatal pedestrian accidents using various methods, 
including computer simulations.  Head acceleration and impact duration were calculated, 
and from these, the upper tolerance limit (lowest level of loading above which the specific 
injury is always observed) and the lower tolerance limit (highest value below which the 
injury never occurs) for various kinds of brain injury were determined, shown in Figure 11 
[4]. 

 
Figure 11. Upper and lower tolerance curves for ASDH, subarachnoid haematoma, and contusion [4] 
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The types of lesions examined were subdural haematoma, subarachnoid haematoma and brain 
contusions. While the authors did not elaborate on the relationship between the mechanical 
parameters and the lesions observed, they concluded that reconstructing pedestrian accidents 
could be a useful means of estimating tolerance limits for discrete brain injuries. However, due 
to lack of certainty about input variables, these are still very approximate estimations [4]. 

Since all head injury criteria are generally explained in terms of the resultant head accelerations, 
the resultant head acceleration are determined by placing an accelerometer to the desired 
points. The impact mechanisms are related with stresses, strain and pressure induced by the 
impact in the head which produce injury. Besides all these parameters affecting TBI with the 
resultant head accelerations, the following human head injury mechanisms and tolerance limits 
(stress, strain and pressure) were derived from accidents reconstruction [36-37].  

A brain pressure reaching 200 kPa is an indicator for brain contusions, oedema and 
hematoma.  

A brain Von Mises stress reaching 18 kPa is an indicator for moderate neurological injuries.  
A brain Von Mises stress reaching 38 kPa is an indicator for severe neurological injuries.  
A global strain energy of the brain skull interface reaching 5.4 J is an indicator for subdural 

hematoma and subarachnoidal bleeding.  
A global strain energy of the skull reaching 2.2 J is an indicator for skull fractures.  

3. Computational model validation 

Finite element modeling and simulation of the human head biomechanics remain scarce in 
the literature. Only models that exist in the literature were reported by Ruan [18], and 
Willinger [35] and validated with limited experimental data. As FEM of the head finds 
wider applications in a diversity of fields, experimental validation is a critical key element 
[3]. Therefore, one of the objectives of this paper was to construct a 3D model of the head 
from Magnetic Resonance Imaging and validate FE analysis with available experimental 
data on stress induced by frontal and lateral impacts. Two sets of experimental data were 
used, from Nahum [42] and [34]. 

Previous research used various computational software: ULP models, ScanFE/RP 
(Simpleware Ltd.), FEA packages MSC/PATRAN; MSC/DYTRAN; ABAQUS; LS-DYNA3D 
(LS-DYNA3D, LSTC), MADYMO (Mathematical Dynamic Models) - may combine both 
multibody and FEM techniques, Test dummy- human body models to reconstruct the 
accident especially vehicle/car crash, Vtk and SUDAAN (based on CT scan sets). 
Methodology used in this paper is discussed below. 

3.1. Methodology 

3.1.1. Software 

MIMICS software used in this study allows user to process and edit 2D image data (CT, 
μCT, MRI, etc.) to construct 3D models with accuracy, flexibility and user-friendliness, 
Figure 12. Besides smoothening, FEA, wide variety of boolean functions, the powerful 
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segmentation tools allow user to segment the medical CT/MRI images, and take 
measurements. The designs can be modified based on the simulation outcomes and can be 
exported to the FEA/CFD packages [44]. Additional steps like assigning material properties, 
part sections, assemblies, load, boundary conditions and analysis for head models then 
exported into the ABAQUS [45].  

3.1.2. FE Model properties 

After exporting all four models in to ABAQUS, further simulation was done on randomly 
selected one of the four models. Tables 2-3 provide the subject specific dimensions and 
mechanical properties of the cadaver heads (computational models) used in this study. All 
four meshed-head models after exporting into the ABAQUS are shown in Figure 13. Further 
smoothening to reduce distorted elements was performed. 

Skull: Total no of nodes: 51988 and total no. of elements: 210938 

Brain: Total no of nodes: 36585 and total no. of elements: 145151 

Young modulus, poisson’s ratio and density are described in section 2.2 

 
Material Young modulus E(Mpa) Poisson’s ratio (ν) Density ρ (kg/m3) 

Skull    

        Outer table 7300 0.22 3000 

        Dipole 3400 0.22 1744 

        Inner table 7300 0.22 3000 

CSF 2.19 0.489 1040 

Brain 2190 0.4996 1040 

Table 2. Young modulus, density and poison’s ratio of the head [3] 

 

 
Table 3. Volumes, surfaces and number of elements (triangles) of four skulls 

Elastic properties were assigned to brain. As per the [3, 35] viscoelastic or elastic properties 
do not make any fundamental change to the FEM response. Boundary condition details 
were provided in Figure 14. 
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Figure 12. Use of Mimics to create 3D models of human head 

 
Figure 13. Four meshed skulls in ABAQUS 

 
Figure 14. Blue/purple markers show the spots on at neck-head junction where boundary conditions 
were applied 



 
Injury and Skeletal Biomechanics 106 

segmentation tools allow user to segment the medical CT/MRI images, and take 
measurements. The designs can be modified based on the simulation outcomes and can be 
exported to the FEA/CFD packages [44]. Additional steps like assigning material properties, 
part sections, assemblies, load, boundary conditions and analysis for head models then 
exported into the ABAQUS [45].  

3.1.2. FE Model properties 

After exporting all four models in to ABAQUS, further simulation was done on randomly 
selected one of the four models. Tables 2-3 provide the subject specific dimensions and 
mechanical properties of the cadaver heads (computational models) used in this study. All 
four meshed-head models after exporting into the ABAQUS are shown in Figure 13. Further 
smoothening to reduce distorted elements was performed. 

Skull: Total no of nodes: 51988 and total no. of elements: 210938 

Brain: Total no of nodes: 36585 and total no. of elements: 145151 

Young modulus, poisson’s ratio and density are described in section 2.2 

 
Material Young modulus E(Mpa) Poisson’s ratio (ν) Density ρ (kg/m3) 

Skull    

        Outer table 7300 0.22 3000 

        Dipole 3400 0.22 1744 

        Inner table 7300 0.22 3000 

CSF 2.19 0.489 1040 

Brain 2190 0.4996 1040 

Table 2. Young modulus, density and poison’s ratio of the head [3] 

 

 
Table 3. Volumes, surfaces and number of elements (triangles) of four skulls 

Elastic properties were assigned to brain. As per the [3, 35] viscoelastic or elastic properties 
do not make any fundamental change to the FEM response. Boundary condition details 
were provided in Figure 14. 

 
Comparison of Intracranial Pressure by Lateral and Frontal Impacts – Validation of Computational Model 107 

 
Figure 12. Use of Mimics to create 3D models of human head 

 
Figure 13. Four meshed skulls in ABAQUS 

 
Figure 14. Blue/purple markers show the spots on at neck-head junction where boundary conditions 
were applied 



 
Injury and Skeletal Biomechanics 108 

As shown in the fig., boundary conditions were defined at the four points around the head-
neck junction to restrict all transactional movement. Short duration impacts (<6ms), the neck 
does not influence the kinematic head response [35]. 

3.2. Validation 

Validation of the model with experimental data was carried out while keeping the 
properties and load applications same. In order to reproduce the impact conditions, 
~8000kN load was applied to the frontal side of the head, same as in Nahum’s experiment 
[42]. Figure 15 shows pulse duration was kept 2 ms to reduce the time step cycles. Also, to 
compare the results for skull fracture with the prior experimental data [34], 8kN-16kN loads 
were applied.  

3.2.1. Simulation versus experiment 

To simulate the lateral impact, except the impact side on the head, all the other parameters 
were kept same, load was applied on the lateral side (left side) of the head as shown in 
Figure 14. 

 
Figure 15. Comparison of impact force- time curve between Nahum’s experiment and current 
simulation 

4. Results and discussion 

The frontal impact on the head model predicted the same pressure on coup side as predicted 
in Nahum’s Experiment [42]. This result validates the calibration runs as shown in Figure 
16. The model duplicated the experimental response reasonably well, the only minor 

Nahum Experiment [42, 2] This simulation 
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differences attributable to one or more of the following factors: the mesh fineness, reduced 
frame time steps, or by the material properties. An autopsy did not reveal any visible injury 
as a result of the Nahum experimental test and, therefore, based on this observation the 
brain tolerance thresholds were: compression: 234 kPa, tension: 186 kPa.  

A 16kN load applied to the frontal side of the head while other parameters kept same. 
Analysis ran 1.1E-3 seconds due to large number of damaged volumes created after that 
instance. This was consistent with the Yoganandan [19] and Allsop [20] that fracture occurs 
because of applied force range of 8.8-17 kN.  The intracranial pressure reached 200 kPa 
which was an indicator for brain contusion, oedema, and haematoma, but the pressure 
exceeded 200 kPa and reached 249 kPa, which was only slightly higher than the threshold 
limit of brain (234kPa), see Figure 17. 

 
 

 
 

Figure 16. Frontal pressure- time curve results for comparison with Nahum’s experimental results.  

The history output of strain energy of the model also seemed to be at 2.2 J consistent with 
indications of skull fracture Figure 17.  Also, from Newton’s second law, the resultant 
acceleration of head can be calculated as a=16kN/4.5kg (sample of patients were of male 
adults in the age range of 30-50 and the mass of head was considered nearly ~ 4.5 kg). 

A fall resulting in head acceleration of over 200 g and pulse duration of 3.5 ms or less would 
create conditions necessary for the production of bridging vein ASDH [4, 28]. Also, a= 
355.5g is > 150g represents the HIC > 2000 which is non-survival head injury. Thus, these 
results depict that the model is valid for the further analysis in injury biomechanics. 
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Figure 17. Frontal pressure- time curve and history output of whole strain model after applying 16kN 

 
Figure 18. Comparison of pressure-time curves at coup and countercoup sides between lateral and 
frontal impact 
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Simulation result shows that the relative risk and severity of TBI in lateral impacts are 
higher than in the frontal impacts. Figure 18 shows the pressure-time history for coup and 
countercoup (at and opposite side of the impact, respectively) sides of the model. It shows 
quite similar pressure-time curve compared to frontal one. However, the lateral impact 
produces 6.67% more pressure at coup side as compared to frontal impact. The results of 
countercoup side support the prior analysis predicting only 14% higher tensile stress by 
lateral as compared to frontal impacts.  

Statistical analysis carried out on 1115 occupants who were the victims of lateral and non-
lateral automobile impacts [40-41], TBI occurred from lateral impacts were more severe than 
those resulting from non-lateral impacts. 
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The paper reviewed the head injury mechanisms and criteria.  A computational framework 
was developed to biomechanical parameters to assess the injury, and validate the finite 
element models of the human head.  The comparison of the stress/pressure incurred by 
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model has been validated against the two sets of experimental results: one obtained in 
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Although the results obtained from the study involved a degree of inaccurateness (i.e., 
model had around 6500 distorted elements, 3 layers of skull was assigned as a one layer 
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average of those 3 layers), they do nonetheless confirm that through proper sets of MRI 
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is imperative that victims of lateral impacts are at more risk for TBI than the frontal impacts. 
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1. Introduction 

As of mid 2001, out of the 34000 spinal injuries that took place in the previous year, over half 
(55%) were cervical spine injuries [18]. Additionally, out of all the cervical spinal injuries 
incurred by patients in the United States every year, 15% of those injuries are fatal [7]. Motor 
vehicle crashes are the leading cause of death for persons under 45 years of age, and the 
number one cause of head and spinal cord injury [1]. This study compiles and analyzes data 
that may be used to assess risk of cervical injury.  

The cervical spine is a very complex anatomical structure. Any neck injury can have 
debilitating, and sometimes life threatening consequences. Although spinal cord injuries 
vary significantly from the injuries of the vertebral column, they result from structural 
deformities and were therefore studied prior to this analysis [21]. For both spinal cord 
injuries and vertebral body fractures, motor vehicle accidents are the most common causes 
of neck injuries in both Canada and the United States (Figure 1). Out of the 1.4 million 
annual American spinal cord injuries, approximately 280,000 of those are motor vehicle 
induced. One out of every five drivers are involved in a traffic accident each year [1]. Figure 
1 illustrates the most common mechanisms for cervical spine injuries. Another interesting 
aspect is the increase in violence, which in turn could impact the number of violence related 
spinal injuries and incidents (shooting, stabbing, etc.) [21]. 

Sports and leisure activities account for a significant amount of neck trauma. They can be 
broken down by both the activities most likely to cause injury, as well as the injuries 
accounted for in specific sports. Understanding what particular actions and motions within 
each activity actually contribute to the risk of injury, has helped improve sporting 
equipment and decrease the number of neck injuries associated with various sports. Table 1 
lists the most common leisure activities associated with neck injuries [20]. Diving and 
surfing involve more injuries than football (Table 1). This is most probably because football 
has grown in popularity since 1989, when this data was originally compiled. 
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Figure 1. Frequency of Activities Causing Cervical Injuries, in Percentage [7] 

From Table 1, it can be seen that many common everyday activities offer the potential for 
serious injury. In diving, fractures and dislocations are the most commonly seen. Not only 
are the diver’s form and function important, but depth of water, angle of entry and head 
velocity also prove crucial to injury severity. Degrees of participation within the various 
sports also play a role in the frequency of injury. Today, more athletes participate in football, 
making the likelihood of injury higher than it was in 1989. 
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2. Research background: Analysis of cervical spinal tolerances and 
injuries 

With motor vehicle accidents being the leading mechanism behind both spinal cord and 
vertebral fracture injuries, significant research has focused on improving the design and 
safety of automobiles [14]. Vertebral fractures can occur at any level to any degree, and can 
be caused by various types of loading. Figure 2 illustrates the frequency of injury to various 
levels of the cervical spine as well as the type of loading that causes that injury. 

 
Figure 2. Frequency of Fractures per Level, Based on Type of Impact Loading 

This data is also represented by use of the Abbreviated Injury Scale (AIS). Especially in 
the case of automobile and motorcycle accidents, the victim is usually injured because of 
some form of head contact with another object. Many factors contribute to the severity of 
the injury: position of the head and neck, the impact site, the nature of the impacted 
surface and the direction of the cervical spine loading. Determining the relationship 
between all of these variables is very complex and until recently has been based on 
frequency of occurrence data. Table 2 is a summary of the AIS scale characteristics. Figure 
3 illustrates the amount of injuries that occurred in over 100 automobile accidents, in 
which a passenger attained a neck injury of some degree [25]. The degree of the injury is 
indicated by the AIS score.  

With respect to frequency, the 5th and 6th vertebrae of the cervical spine see the most 
injury, and have the most critical injuries (AIS 5). This is the most significant score one 
can achieve and still survive, meaning that the ability to minimalize the chance of injury 
through improved vehicles and vehicle interior is crucial to assessing and preventing 
risk. 
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Figure 1. Frequency of Activities Causing Cervical Injuries, in Percentage [7] 
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making the likelihood of injury higher than it was in 1989. 
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Table 2. AIS Scoring Details [12] 

 
Figure 3. Automobile Injuries by Cervical Spinal Level and Their Associated AIS Scores 

To assess the potential for injury, the loads that the cervical spine can withstand during 
various activities must first be understood. This can be broken down into the type of loading 
seen during the various activities. There are 5 main types of loading incurred by the cervical 
spine: Flexion-Extension, Compression, Tension, Torsion and Horizontal Shear. The main 
injury mechanisms are shown in Figure 4, while all are described in succeeding sections. 

 
Figure 4. Injury Mechanisms of the Cervical Spine 
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2.1. Flexion-extension 

A lower bound for the risk of injury of the neck under flexion-extension is based on the 
bending moment at the occipital condyle. For extension, noninjurious loading occurs at 35 
ft-lbs (47.3 Nm), with ligamentous injury occurring above 42 ft-lbs (56.7 Nm). For flexion, 
pain can be felt at a load of 44 ft-lbs (59.4 Nm) and the risk of significant structural damage 
occurs around and above 140 ft-lbs (189 Nm). Bending moments of 24 Nm and resultant 
forces of 130 N can be felt without injury, but anything beyond that will most likely result in 
injury [10, 12, 15]. 

2.2. Compression 

This is the most researched type of loading, as a large amount of data can be found on 
compressive load analysis until failure is reached. The type of axial loading and the degree of 
constraint imposed on the contacting surfaces causes the results to vary among investigators. It 
has however been proven that compression-flexion and compression-extension injuries occur 
under smaller axial loads than pure compressive injuries. Bilateral facet dislocations can occur 
at loads of 1720 ± 1230 N, with flexion injuries occurring at approximately 2000 N. When 
dealing with pure compression, injuries have been reported under loads of 4810 ± 1290 N of 
loading. The average peak head and neck loads that can be reached before structural injury 
occurs are 5.9 ± 3.0 kN and 1.7 ± 0.57 kN, respectively [10, 14].  

2.3. Tension 

Tension loading is not a commonly studied area of research. Past studies have indicated that 
the cervical spine has a tensile loading tolerance of 1135 N. With respect to automobile 
accidents, the average cranial accelerations are usually between 40 and 50 g [11]. This results 
in an estimated traction load of the Atlas (C1) of 1600 – 2000 N [3]. These types of loads 
produce disc damage, joint capsule tears and skull and vertebral fractures. The mean force 
at failure of intervertebral discs is 581 ± 220 N, but much still needs to be identified with 
respect to the amount of tensile force the vertebral bodies, and the entire cervical spine can 
withstand [19].  

2.4. Torsion 

The estimated lower bounds of axial torsional tolerance are between 13.6 ± 4.5 Nm and 17.2 
± 5.1 Nm [13]. This amount of torque produces upper cervical spinal injuries. It has also 
been estimated that the cervical spine can withstand approximately 114 ± 6.3⁰ of rotation 
before injury occurs [6, 24]. 

2.5. Horizontal shear 

Another area not too commonly researched is the amount of horizontal shear needed to 
produce cervical spinal injury. Most of this research is conducted to learn more about the 
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2.1. Flexion-extension 

A lower bound for the risk of injury of the neck under flexion-extension is based on the 
bending moment at the occipital condyle. For extension, noninjurious loading occurs at 35 
ft-lbs (47.3 Nm), with ligamentous injury occurring above 42 ft-lbs (56.7 Nm). For flexion, 
pain can be felt at a load of 44 ft-lbs (59.4 Nm) and the risk of significant structural damage 
occurs around and above 140 ft-lbs (189 Nm). Bending moments of 24 Nm and resultant 
forces of 130 N can be felt without injury, but anything beyond that will most likely result in 
injury [10, 12, 15]. 

2.2. Compression 

This is the most researched type of loading, as a large amount of data can be found on 
compressive load analysis until failure is reached. The type of axial loading and the degree of 
constraint imposed on the contacting surfaces causes the results to vary among investigators. It 
has however been proven that compression-flexion and compression-extension injuries occur 
under smaller axial loads than pure compressive injuries. Bilateral facet dislocations can occur 
at loads of 1720 ± 1230 N, with flexion injuries occurring at approximately 2000 N. When 
dealing with pure compression, injuries have been reported under loads of 4810 ± 1290 N of 
loading. The average peak head and neck loads that can be reached before structural injury 
occurs are 5.9 ± 3.0 kN and 1.7 ± 0.57 kN, respectively [10, 14].  

2.3. Tension 

Tension loading is not a commonly studied area of research. Past studies have indicated that 
the cervical spine has a tensile loading tolerance of 1135 N. With respect to automobile 
accidents, the average cranial accelerations are usually between 40 and 50 g [11]. This results 
in an estimated traction load of the Atlas (C1) of 1600 – 2000 N [3]. These types of loads 
produce disc damage, joint capsule tears and skull and vertebral fractures. The mean force 
at failure of intervertebral discs is 581 ± 220 N, but much still needs to be identified with 
respect to the amount of tensile force the vertebral bodies, and the entire cervical spine can 
withstand [19].  

2.4. Torsion 

The estimated lower bounds of axial torsional tolerance are between 13.6 ± 4.5 Nm and 17.2 
± 5.1 Nm [13]. This amount of torque produces upper cervical spinal injuries. It has also 
been estimated that the cervical spine can withstand approximately 114 ± 6.3⁰ of rotation 
before injury occurs [6, 24]. 

2.5. Horizontal shear 

Another area not too commonly researched is the amount of horizontal shear needed to 
produce cervical spinal injury. Most of this research is conducted to learn more about the 



 
Injury and Skeletal Biomechanics 120 

mechanisms that cause occipito-atlantoaxial injuries. Transverse ligament rupture has been 
seen to occur at a load of 824 N, with anterior shear of the atlas [5]. Odontoid fractures 
reportedly occur at 1510 ± 420 N of shear force [4]. Additional, higher tolerances have been 
reported up to 5500 ± 2500 N when the shear force is applied at the chest [2].  

3. Methods – Assessing the probability of injury 

In this section graphical presentation of risk of injury presented. Envelops pertaining to risk 
free and high risk injury needs to be established. Based on the data compiled here, and by 
others [14] the succeeding curves have been developed to establish the amount of existing 
risk associated with various types of cervical spinal loading. The first set of curves in Figure 
5 illustrate the tolerance of tensile loads of 5 different human body types, (mannequins were 
used to test and extract data for each of these body types), based on the amount of time the 
load is applied. The Hybrid III Family of Mannequins is a well established group used for 
testing the effects of various types of loading on different sized bodies. Within this family 
are five mannequins: (i) A 3 Year Old, (ii) a 6 Year Old, (iii) a Small Adult, (iv) a Midsize 
Adult and (v) a Large Adult. Table 3 displays the characteristics of each particular 
mannequin. 

 
Figure 5. Tension Loading of Five Different Body Types Retrieved from Dummy Data [13] 

No height is given for the 3 and 6 year old mannequins because their development was 
based largely in part on estimates and approximations. This remains a difficult parameter to 
analyze because so little data exists on the effects of accidents on children. Figure 5 displays 
the Axial Tension (Newtons) Tolerance of the mannequins with respect to time 
(milliseconds). 
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Anything above each individual curve in Figure 5 indicates the potential for significant neck 
injury due to tension loading, while anything below indicates that significant neck injury 
due to loading is highly unlikely. Compression and shear data was analyzed and compiled 
in a similar fashion, to develop the curves in Figures 6 and 7, respectively. Anything above 
each individual curve indicates the potential for significant neck injury due to compression 
loading, while anything below means that significant neck injury due to loading is highly 
unlikely. 

 
Figure 6. Compression Loading on the Neck [13] 

 
Figure 7. Shear Neck Loading Data [13] 
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Anything above each individual curve in Figure 5 indicates the potential for significant neck 
injury due to tension loading, while anything below indicates that significant neck injury 
due to loading is highly unlikely. Compression and shear data was analyzed and compiled 
in a similar fashion, to develop the curves in Figures 6 and 7, respectively. Anything above 
each individual curve indicates the potential for significant neck injury due to compression 
loading, while anything below means that significant neck injury due to loading is highly 
unlikely. 
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Each of the curves for compression, tension and shear loading were analyzed. From these 
curves, specific data points were extrapolated and both standard deviations and standard 
error for each point were calculated. The extrapolated data for compression, tension and 
shear loading are illustrated in Figures 8, 9, and 10 respectively.  

 
Figure 8. Extrapolated Compression Loading Data 

 
Figure 9. Extrapolated Tension Loading Data 
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no/minor injury in this analysis refers to an injury that rates from 0 to 1 on the AIS scale. 
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Similarly, a moderate injury refers to AIS 2-5 and an unsurvivable injury, to AIS 6. These 
three scenarios were plotted for compression, tension and shear loading for the five different 
body types previously mentioned. 

 
Figure 10. Extrapolated Data for Shear Loading 
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the 3 “Injury Zones” were tested against the simulation means to determine the probability 
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Each of the curves for compression, tension and shear loading were analyzed. From these 
curves, specific data points were extrapolated and both standard deviations and standard 
error for each point were calculated. The extrapolated data for compression, tension and 
shear loading are illustrated in Figures 8, 9, and 10 respectively.  
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Similarly, a moderate injury refers to AIS 2-5 and an unsurvivable injury, to AIS 6. These 
three scenarios were plotted for compression, tension and shear loading for the five different 
body types previously mentioned. 

 
Figure 10. Extrapolated Data for Shear Loading 

4. Probability of risk 
With the assistance of an Excel Add-In called RiskAmp, numerous Monte Carlo Simulations 
were set up to study the probability of the five different dummy types being exposed to 
various compressive, tensile and shear forces. Because of their reliance on repeated 
computation of random or pseudo-random numbers, these methods tend to be used when it 
is unfeasible or impossible to compute an exact result with a deterministic algorithm [22]. 
Applied forces were randomly generated for 1000 simulations. The simulation means and 
standard deviations were studied. Ranges of force values known to produce responses in 
the 3 “Injury Zones” were tested against the simulation means to determine the probability 
of exposure to the varying degrees of compressive, tensile and shear forces.  

The risk of injury of being exposed to a force that would place the dummy in each of the 
three previously discussed injury zones (No Injury Likely, Moderate Injury Likely and 
Unsurvivable Injury Likely) were developed thereafter. 

5. Results 
Axial loading, whether tension or compression, can pose a significant risk of injury as seen 
by the ISO-13232 (Figure 11) testing and analysis procedures [23]. Figure 12 shows the axial 
neck force time responses as measured in a laboratory head impact test and computer 
simulation. In figure 12, it can be seen that after only 5 milliseconds, the largest compressive 
force is exerted on the neck of the rider. After only 15 milliseconds, the rider is then exposed 
to the highest tensile forces; a direct result of the neck rebounding from compression. And 

0

500

1000

1500

2000

2500

3000

3500

4000

4500

0 10 20 30 40 50 60

Shear Extrapolated Data

3YrOld

6YrOld

SmallAdult

MidSize

LargeMale



 
Injury and Skeletal Biomechanics 124 

finally, after approximately 30-35 milliseconds, the reactive forces level off. This plot 
illustrates that the majority of force exposure in impact scenarios occurs within the first 30 
milliseconds. It is thus important to focus on the risk of injury during that time frame.  

 
Figure 11. ISO-13232 Axial neck Force Time Responses Measured in a Laboratory Head Impact Test 
and Computer Simulation [23] 
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Trends are apparent when the five mannequins are all compared under the same type of 
loading. Under compression, they all exhibit a linear tolerance to loading. For the mid size 
adult, an instantaneous force between 3700 and 4300 N indicates a significant injury is likely. 
Anything above 4300 N, illustrates a higher risk of an unsurvivable injury. The linear 
descending trend remains apparent throughout the first 32 milliseconds of force duration. 
At 32 milliseconds, it only takes a force between 1000 N and 1600 N to expose the adult to a 
risk of significant injury. At 1600 N, applied for 32 ms means that an adult is at very high 
risk of an unsurvivable injury. As the applied compressive load increases with respect to 
time, the probability of injury linearly increases.  

When exposed to tension, a descending, “bi-linear” relationship is seen. Instantaneous 
forces below 3900 N pose no significant risk of injury. Anything between 3900 N and 4500 N 
indicates a considerable risk of injury. Finally anything above 4500 N illustrates a dangerous 
risk of unsurvivable injury. A slightly decreasing linear trend occurs between 0 and 35 ms. 
At this point in load duration, the linearity changes, the decreasing slope becomes 
aggressive and the risk of injury becomes more severe. At 35 ms, it takes between 3500 N 
and 4100 N to see a significant risk of injury, but as time increases to 60 milliseconds, only a 
force of 1100 N is needed to generate a significant risk of moderate injury. In the first half of 
the plot, a very gradual decrease in load tolerance with respect to time is evident, but after a 
load duration of 35 milliseconds, the slope of linearity significantly decreases, indicating 
that a much higher probability of injury exists.  

The shear loading relationship increases in complexity, as it is “tri-linear” in nature. The first 
third of the plot demonstrates a strong descending linear relationship. An instantaneous 
force of 2900 N poses a good chance for a moderate to severe injury. Any force above 3300 N 
instantaneously applied shows a very high risk for an unsurvivable injury. Initially, as with 
all the mannequin types, a gradual decrease in shear loading tolerance is evident. After 
approximately 25 milliseconds, the tolerance to shear force plateaus. From 25 to 35 
milliseconds of load duration, a force of only 1300 N is needed to substantiate the chance for 
a moderate injury. Anything above 1800 N indicates that the risk of an unsurvivable injury 
occurring is quite high. Any load duration beyond 35 ms, sees another decreasing linear 
trend. It is at the point of 45 ms, that a force of only 900 N is needed to pose significant 
threat of injury on the neck. This curve behavior illustrates the neck’s ability to resist 
twisting just prior to complete fracture. 

Because the probability of injury trends for the five mannequins were similar, only the 
loading curves for the mid size adult are shown (Figures 12).  

Injury due to shear loading seems to happen at much smaller loads for all body types 
than injuries caused by the other types of loading. For example, the 3 year old 
experiences instantaneous injury from a tension or a compression load of approximately 
1400 N; however the shear load needed to induce injury is only approximately 1000 N. 
As age and physique increase, a body’s tolerance to loading also increases. For example, 
the 6 year old mannequin does not experience instantaneous injury due to compressive 
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finally, after approximately 30-35 milliseconds, the reactive forces level off. This plot 
illustrates that the majority of force exposure in impact scenarios occurs within the first 30 
milliseconds. It is thus important to focus on the risk of injury during that time frame.  

 
Figure 11. ISO-13232 Axial neck Force Time Responses Measured in a Laboratory Head Impact Test 
and Computer Simulation [23] 
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Trends are apparent when the five mannequins are all compared under the same type of 
loading. Under compression, they all exhibit a linear tolerance to loading. For the mid size 
adult, an instantaneous force between 3700 and 4300 N indicates a significant injury is likely. 
Anything above 4300 N, illustrates a higher risk of an unsurvivable injury. The linear 
descending trend remains apparent throughout the first 32 milliseconds of force duration. 
At 32 milliseconds, it only takes a force between 1000 N and 1600 N to expose the adult to a 
risk of significant injury. At 1600 N, applied for 32 ms means that an adult is at very high 
risk of an unsurvivable injury. As the applied compressive load increases with respect to 
time, the probability of injury linearly increases.  

When exposed to tension, a descending, “bi-linear” relationship is seen. Instantaneous 
forces below 3900 N pose no significant risk of injury. Anything between 3900 N and 4500 N 
indicates a considerable risk of injury. Finally anything above 4500 N illustrates a dangerous 
risk of unsurvivable injury. A slightly decreasing linear trend occurs between 0 and 35 ms. 
At this point in load duration, the linearity changes, the decreasing slope becomes 
aggressive and the risk of injury becomes more severe. At 35 ms, it takes between 3500 N 
and 4100 N to see a significant risk of injury, but as time increases to 60 milliseconds, only a 
force of 1100 N is needed to generate a significant risk of moderate injury. In the first half of 
the plot, a very gradual decrease in load tolerance with respect to time is evident, but after a 
load duration of 35 milliseconds, the slope of linearity significantly decreases, indicating 
that a much higher probability of injury exists.  

The shear loading relationship increases in complexity, as it is “tri-linear” in nature. The first 
third of the plot demonstrates a strong descending linear relationship. An instantaneous 
force of 2900 N poses a good chance for a moderate to severe injury. Any force above 3300 N 
instantaneously applied shows a very high risk for an unsurvivable injury. Initially, as with 
all the mannequin types, a gradual decrease in shear loading tolerance is evident. After 
approximately 25 milliseconds, the tolerance to shear force plateaus. From 25 to 35 
milliseconds of load duration, a force of only 1300 N is needed to substantiate the chance for 
a moderate injury. Anything above 1800 N indicates that the risk of an unsurvivable injury 
occurring is quite high. Any load duration beyond 35 ms, sees another decreasing linear 
trend. It is at the point of 45 ms, that a force of only 900 N is needed to pose significant 
threat of injury on the neck. This curve behavior illustrates the neck’s ability to resist 
twisting just prior to complete fracture. 

Because the probability of injury trends for the five mannequins were similar, only the 
loading curves for the mid size adult are shown (Figures 12).  

Injury due to shear loading seems to happen at much smaller loads for all body types 
than injuries caused by the other types of loading. For example, the 3 year old 
experiences instantaneous injury from a tension or a compression load of approximately 
1400 N; however the shear load needed to induce injury is only approximately 1000 N. 
As age and physique increase, a body’s tolerance to loading also increases. For example, 
the 6 year old mannequin does not experience instantaneous injury due to compressive 
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loading until a load of 1700 N is applied. This is higher than the load that a 3 year can 
forebear, but much less than the 4400 N needed to cause compressive injury to a large 
adult.  

The risk of injury has been presented graphically with respect to the types and 
magnitudes of forces that are more likely to cause injury, based on age and load 
duration. The succeeding tables depict the average probability of injury, based on body 
and loading types. For each Monte Carlo Simulation performed, probability of injury 
was calculated for a variety of time steps, starting with 0 milliseconds and concluding 
with a time value known to cause serious injury (i.e. for compressive loads, a concluding 
time of 32 milliseconds was used for all five mannequin types). The probabilities listed in 
Tables 3-6 were calculated by averaging the results of the Monte Carlo Simulations for 
each time step. These values were averaged for the purpose of data consolidation. As can 
be seen in Tables 4-6, the bigger the mannequin, or human body type, the higher the 
probability that no injury will occur, and the less likely that an unsurvivable injury will 
take place. 

 

Table 3. The Hybrid III Family of Mannequins Data 

 

Table 4. Probability of Injury Caused by Compression 

Mannequin Height
(ft, in) (lbs) (kg)

3 Yr Old -- 33 15
6 Yr Old -- 47 21
Small Adult 5'0'' 110 50
Midsize Adult 5'10'' 170 77
Large Adult 6'2'' 223 100

Weight

Hybrid III Family

Dummy No Injury Injury Likely Unsurvivable

3 Yr Old 27/100 9/100 64/100
6 Yr Old 32/100 11/100 57/100

Small 29/100 12/100 59/100
Midsize 45/100 17/100 38/100

Large 49/100 18/100 32/100

Probability of Compressive Injury
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Table 5. Probability of Injury Caused by Tension 

 

Table 6. Probability of Injury Caused by Shear Force 

6. Discussion 

In each of the five cases, for the five different body types, data was compiled from 
previously published loading curves to determine what type of loading has the chance to 
cause a significant cervical spinal injury. Shear loading produces a much higher risk of 
injury on the neck at much lower loads when compared to compressive and tensile loading. 
If, for example, a compressive load were instantaneously applied to a mid size adult, but 
wasn’t maintained, it takes approximately 3600 N to even enter the region that indicates 
there is a potential for significant injury. If that force were, however, a shear force, it only 
takes approximately 2900 N to enter that region (Figure 12). In each of the five body types, 
the safe and seriously injured regions are well defined. The middle regions, however are 
those most uninvestigated. They illustrate that injury is fairly likely to occur, but do not 
illustrate the severity of the injury depending on where one lies within that region. The 
probability definitions (Tables 4-6) supplement these risk injury curves by providing some 
scenarios in which various compressive, tensile and shear forces can cause significant injury.  

It was important to recognize that not all body types are commonly subjected to forces of 
dangerous magnitude. For example, a 3 year old would most likely be secluded from 

Dummy No Injury Injury Likely Unsurvivable

3 Yr Old 39/100 7/100 54/100
6 Yr Old 41/100 11/100 49/100

Small 61/100 12/100 27/100
Midsize 67/100 11/100 23/100

Large 79/100 7/100 14/100

Probability of Tensile Injury

Dummy No Injury Injury Likely Unsurvivable

3 Yr Old 24/100 9/100 67/100
6 Yr Old 30/100 10/100 60/100

Small 35/100 11/100 55/100
Midsize 45/100 15/100 40/100

Large 48/100 14/100 38/100

Probability of Shear Injury
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situations that could cause him or her to endure such forces, unless the situation was 
unexpected such as an automobile accident. A large adult, however might perform 
everyday lifting and pushing tasks that make him or her more likely to encounter high 
compressive, tensile or shear forces. To take this form of exposure into consideration, Pert 
distributions (instead of normal distributions) were utilized in the Monte Carlo simulations. 
Pert distributions help identify associated risk and the likelihood of particular situations 
occurring, such as various types of people enduring any of a combination of applied loads. 
This made the results of the simulations more accurate and appropriate for this particular 
study. 

Verifying these Monte Carlo simulations with experimental data was the next step with 
respect to this research. Cadaveric data was obtained from the literature to validate the 
accuracy of the Monte Carlo models [9]. As can be seen in Figure 12, the higher the 
applied force, the greater the probability of injury. Probability of injury was therefore 
plotted with respect to applied force for all five mannequin types under all three types of 
loading. A relationship was developed that indicated how probability of injury changed 
with respect to applied force. To relate the mechanisms of injury to a more common 
means of risk evaluation, equations were developed relating the applied force to the 
Abbreviated Injury Scale (AIS). The probability of achieving an injury with an AIS score 
between 2 and 5 can now be determined simply by knowing the applied force and using 
the following equations:  

�(��� � �) � � 1
1 � �(������������(���)� � 1��� 

�(��� � �) � � 1
1 � �(�����������(���)� � 1��� 

�(��� � �) � � 1
1 � �(�����������(���)� � 1��� 

�(��� � �) � � 1
1 � �(�����������(���)� � 1��� 

In the above equations, Nij refers to the normalized force. For the purposes of risk analysis, 
the normalized force is identified as the applied force, divided by the critical force, or forced 
deemed as having the minimum magnitude needed to induce injury. 

Both cadaveric and mannequin data of applied force and the resulting probability of various 
AIS scores was plotted for each type of force. The results of these plots can be seen in 
Figures 13-15 for compression, tension and shear loading, respectively. In Figure 13, it can 
be seen that it takes approximately 4000 N of compressive force to generate a 30% risk of an 
AIS≥2 injury.  

Comparatively, from Figure 15, it only takes approximately 3000 N of shear to generate that 
same 30% risk of an AIS≥2 injury. This again confirms that shear force poses a much higher 
probability of significant injury over the other types of forces at much lower magnitudes. 
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This collection of plots sets a solid foundation for understanding what types of loading 
over what periods of time can injure someone, as well as the probability of someone 
experiencing different magnitudes of force over different time intervals. It is evident in 
the comparison of mannequin to cadaver data that mannequin testing does supply an 
accurate representation of a body’s response to the various types of loading. Additionally 
it provides a more realistic means for studying a person’s tolerance to force. The graphic 
schemes defined in this research have helped to identify the most common mechanisms of 
cervical spine injury.  

 
Figure 13. Figure 13: Cadaver and Mannequin Compression Loading Data 

 
Figure 14. Figure 14: Cadaver and Mannequin Data for Tension Loading 
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situations that could cause him or her to endure such forces, unless the situation was 
unexpected such as an automobile accident. A large adult, however might perform 
everyday lifting and pushing tasks that make him or her more likely to encounter high 
compressive, tensile or shear forces. To take this form of exposure into consideration, Pert 
distributions (instead of normal distributions) were utilized in the Monte Carlo simulations. 
Pert distributions help identify associated risk and the likelihood of particular situations 
occurring, such as various types of people enduring any of a combination of applied loads. 
This made the results of the simulations more accurate and appropriate for this particular 
study. 

Verifying these Monte Carlo simulations with experimental data was the next step with 
respect to this research. Cadaveric data was obtained from the literature to validate the 
accuracy of the Monte Carlo models [9]. As can be seen in Figure 12, the higher the 
applied force, the greater the probability of injury. Probability of injury was therefore 
plotted with respect to applied force for all five mannequin types under all three types of 
loading. A relationship was developed that indicated how probability of injury changed 
with respect to applied force. To relate the mechanisms of injury to a more common 
means of risk evaluation, equations were developed relating the applied force to the 
Abbreviated Injury Scale (AIS). The probability of achieving an injury with an AIS score 
between 2 and 5 can now be determined simply by knowing the applied force and using 
the following equations:  
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In the above equations, Nij refers to the normalized force. For the purposes of risk analysis, 
the normalized force is identified as the applied force, divided by the critical force, or forced 
deemed as having the minimum magnitude needed to induce injury. 

Both cadaveric and mannequin data of applied force and the resulting probability of various 
AIS scores was plotted for each type of force. The results of these plots can be seen in 
Figures 13-15 for compression, tension and shear loading, respectively. In Figure 13, it can 
be seen that it takes approximately 4000 N of compressive force to generate a 30% risk of an 
AIS≥2 injury.  

Comparatively, from Figure 15, it only takes approximately 3000 N of shear to generate that 
same 30% risk of an AIS≥2 injury. This again confirms that shear force poses a much higher 
probability of significant injury over the other types of forces at much lower magnitudes. 
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Figure 15. Cadaver and Mannequin Data for Shear Loading 

7. Conclusions 
This research presents a summary of various conditions under which the cervical injury takes 
place. The automobile accidents proved the most frequent cause of cervical injury in both 
Canada and the United States. Data from these countries was analyzed and envelopes where 
injury takes place graphically presented. Five different body types were used to help illustrate 
what types of loading are most likely to cause injury when they are applied over varying 
amounts of time. In all cases, shear loading causes the most risk for injury at smaller loads 
when compared to tensile and compressive loads. Although injury curves establish a good 
starting point for identifying risks, more research is needed to fully understand to what degree 
someone can be injured when exposed to these types of loads. Monte Carlo Method was used 
to simulate the probability of someone being exposed to different magnitudes of forces and 
different types of loading and their representative AIS scores in terms of new mathematical 
equations. These models were then developed to relate applied force to probability of injury at 
differing levels on the AIS. For all body types, the shear force mechanism posed the highest 
probability of injury, needing far less force to generate the potential for serious damage. It was 
also determined that the comparison of mannequin and cadaveric data, that mannequin testing 
provides an accurate means for assessing a person’s probability of injury for all body types. 
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Figure 15. Cadaver and Mannequin Data for Shear Loading 
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1. Introduction

The sit to stand (STS) analysis and particularly the 5-repetition sit-to-stand test (FRSTST)
introduced by Bohannon [1] are widely used measurements of functional strength and
disability level of young and elderly subjects. For example in rehabilitation and orthopedics,
these tests are mainly used for the functional evaluation of :

• children with cerebral palsy, for which the FRSTST was found a reliable and valid test to
measure functional muscle strength in children with spastic diplegia in clinics [2, 3];

• older adults, for which the FRSTST test-retest reliability can be interpreted as good to high
in most populations and settings [1];

• subjects with Parkinson’s disease [4];

• paraplegic subjects [5];

• subjects with multiple sclerosis [6];

• above knee amputees [7] and unilateral transtibial amputees [8];

• subjects with rheumatoid arthritis [9] or alterations in advanced knee osteoarthritis [10];

• post-stroke subjects [11].

The STS analysis also currently helps to develop :

• STS assistive device for the elderly and disabled [12];

• STS and gait support system for elderly and disabled [13], and also handrail positions and
shapes that best facilitate STS movement [14];

• car cockpits taking into account the comfort analyzes of subject seated in a car [15, 16] or
on a simple seat [17, 18].

©2012 Raison et al., licensee InTech. This is an open access chapter distributed under the terms of the
Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0),which permits
unrestricted use, distribution, and reproduction in any medium, provided the original work is properly
cited.
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2 Biomechanics

Usually, the functional strength and the disability level during STS are evaluated by
calculating the total forces of hip and knee extensors [1] and the center of mass (COM)
accelerations [19]. Nevertheless, it is known that determining with accuracy the kinematics
(including the COM) and dynamics (including the joint forces and torques) in the human
body is still a great challenge in biomechanical modeling [20]. Consequently, the aim of the
present study consists in presenting a rigorous methodology for the non-invasive assessment
of joint efforts and the associated kinematic variables during STS movement. This method
is based on a three-dimensional dynamical inverse model of the human body. Like other
classical dynamical inverse analyzes [21–25] in biomechanics of motion, the model proposed
here [18] uses measurements of external interactions (forces Fext and torques Mext) between
the body and its environment, and also measurements of the system configuration xexp. The
corresponding joint coordinates q are numerically determined by a kinematic identification
process, and the corresponding velocities q̇ and accelerations q̈ are presently estimated from
the q, using a numerical derivative. Finally, the model provides the joint interactions with the
use of a symbolically generated recursive Newton-Euler formalism [26, 27].

Figure 1. Principle of the inverse dynamical model: from the experiment to the vector Q of the joint
efforts.

This model is applied to experiments of STS : the subject, initially seated, is asked to get up
without moving the feet, and without arm or hand contact with the environment or with any
part of the body. In this paper, both postural behaviors of slow and fast STS are analyzed and
compared.

2. Material and methods

First, this section summarizes the features of the proposed human body model and describes
the corresponding experimental set-up and process. Second, a preliminary calculation defines
the centers of mass and centers of pressure of the model, and also develops the relation
between their local and global components: these variables are known as diagnostic tools
in rehabilitation and physical ergonomics [28–30], and useful for the present model analysis.
Third, the theoretical investigation will develop both kinematic and dynamical analyzes
related to this model, and both analyzes will be applied to the STS.

2.1. Model features and hypotheses

The proposed human body model is composed of 28 position sensors (Fig. 2), defining 13 rigid
bodies: the head, both upper arms, both lower arms, the trunk, the pelvis, both thighs, both
shanks, and both feet. Each of the 13 bodies is defined by three position sensors, in order to
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know the three-dimensional configuration of each body. Further, these bodies are linked by
spherical joints corresponding to 12 anatomical landmarks (referring to [31]): the C7 vertebra,
both shoulders (acromioclavicular joints), both elbow joint centers, the sacrum, both greater
trochanters, both knee joint centers, both lateral heads of the malleolus. Consequently, the
system is fully described by a total of 13 (bodies) × 6 variables - 12 × 3 spherical joint constraints
= 42 generalized coordinates, representing the 42 degrees of freedom of the model. As shown in
Fig. 1, the inverse dynamical model provides the column vector Q of joint forces and torques,
using three sets of inputs:

1. The external forces and torques.

2. The inertia parameters.

3. The joint coordinates, velocities and accelerations.

Figure 2. Human body model, featuring the 28 optokinetic sensors that define the 13 articulated rigid
bodies, each defined by three points, articulated via 12 spherical joints.

A few characteristics and assumptions must be formulated about these three sets of inputs:

• The external forces Fext and torques Mext between the body and its environment are
measured by a dynamometric device. The external pure torques are not considered.

• The body inertia parameters, i.e. the masses mi, moments of inertia Ii and center of
mass positions

−−→
OMi of the ith body member (i = 1,. . . ,13) are taken from the inertia

tables of de Leva [31] (1996) readjusted from the Zatsiorsky-Seluyanov’s mass inertia
parameters [32] (1990). The inertia parameter identification is not part of this research:
indeed, previous investigations [33] showed that non-invasive in-vivo identifications of
the body parameters are presently inappropriate to the human body dynamics, because
the resulting body parameters have significant errors due to experimental errors in the
input data, such as the body configuration, or the external force and torque measurements.

• The system configuration, i.e. the experimental absolute coordinates xexp of the reference
points, are measured by the 28 optokinetic sensors. The corresponding joint coordinates
q are numerically determined by a kinematic identification process and the corresponding
velocities q̇ and accelerations q̈ are presently estimated from the q by a numerical derivative
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using finite differences. Considering the joint kinematics, we are aware that more adequate
joint models could be used: in particular, previous studies [34, 35] have developed more
complex three-dimensional joints for the knee and the shoulder. The present model has
been implemented with spherical joints but will be extended to include more involved
joints in the future. Further, the results of the kinematic analysis for this experiment show
that the spherical joints considered here sufficiently fit the considered motion (see Section
3.1).

2.2. Experimental set-up and procedure

Let us consider the system reference frame [ Î], located at a fixed point O on the laboratory
floor (Fig. 3). In this reference frame, the motion measurement set-up consists of optokinetic
sensors and six infra-red cameras (Elite − BTSTM), that estimate the coordinate vectors−→
OXexp,n = [ Î]�xexp,n) of the joint reference points, i.e. of the optokinetic sensors. Further,
the interaction measurement set-up consists of two force platforms at the feet contact and
one force platform at the seat, for the determination of the horizontal and vertical interaction
forces Fext = [ Î]�Fext and torques Mext = [ Î]�Mext between the body and these platforms.
The three independent platforms are composed of four force sensors [36], designed by our
laboratory, and located at the edges of these platforms. The device provides a total number of
3 platforms × 4 force sensors × 3 force components = 36 force components. All data are sampled at
100 Hz, using an adaptive low-pass numerical filter (implemented by Elite− BTSTM).

Figure 3. Experimental set-up, related to the system reference frame [ Î], located at a fixed point O on the
laboratory floor.

−→
OXexp,n represents the coordinate vectors of the optokinetic sensors.

The experiments were performed by one person related to our laboratory, who gave his
informed consent to perform the experiments. Note that further experiments of STS are
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presently performed in order to discuss the repeatability of the data and results for several
subjects and several behaviors of STS.

At the beginning of each test, the subject is seated as shown in Fig. 3. Then the subject is asked
to get up from the seat. During the whole experiment, the observers check that:

• the subject do not move feet, in order to obtain a good repeatability of the initial and final
body configurations;

• the subject has neither arm nor hand contact with the environment or the rest of the body.

Two behaviors of STS are analyzed and compared in this paper, in order to compare a "slow"
and a "fast" STS. For both tests, the time evolution of the body motion permits the definition
of three phases:

1. The initial phase: the subject is seated, it is assumed that the subject is at an equilibrium
state, i.e. the subject is only performing forces necessary to maintain his initial posture.

2. The transient phase, composed of two sub-phases: a first transient sub-phase when the
subject begins to get up and the subject thighs are still in contact with the seat; a second
transient sub-phase, when the subject continues to get up without seat contact.

3. The final phase: the subject maintains his standing-up position; it is assumed that this is
the second equilibrium state of the subject during the test.

2.3. Center of mass and center of pressure

This section defines the centers of mass and centers of pressure of the proposed model, and
also develops the relation between their local and global components [29, 30].

2.3.1. Centers of mass

The position of the global center of mass (GCOM) of the human body can be written as follows:

−−→
OM =

∑13
i=1 mi

−−→
OMi

∑13
i=1 mi

(1)

where

•
−−→
OMi is the position vector of the local center of mass LCOM of the ith body member
(i=1,. . . ,13); the values of

−−→
OMi are estimated from the human body configuration and the

inertia tables of de Leva [31];

• mi is the mass of the ith member (i=1,. . . ,13); the values of mi are estimated from the inertia
tables.

Remember that the integration of the platform force data provides more accurate values of
the GCOM variations [37], which are used as diagnostic tools in rehabilitation and physical
ergonomics. However, the GCOM calculated by this method is equal to the actual GCOM
plus one undetermined constant value. Further, it was shown for instance that the differences
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between the GCOM estimated by these two methods are less than 0.3% height in all 3
components for able bodied subjects [37]. Consequently, the upper definition of the GCOM is
preferred to estimate the actual GCOM value of the present human body model.

2.3.2. Centers of pressure

For each force platform, the local center of pressure (LCOP) components, related to the system
referential point O, can be determined from the platform force data, using the following
definition:

−→
OPj = (XPj , YPj , ZPj) =

(− MYj

RPj,z

,
MXj

RPj,z

, Hj
)

(2)

where

• the index j indicates the platform: j = 1, 2 or 3 for the left foot platform, the right foot
platform or the seat platform, respectively;

• RPj,z is the vertical component of the force on the jth platform;

• MXj and MYj
are anterior-posterior and lateral components, respectively, of the resulting

moment on the jth platform, related to the reference O;

• Hj is the measured height of the jth platform; Hj is the assumed to be constant during the
experiment.

The global center of pressure (GCOP) [29, 30] is defined as the weighted sum of the LCOP on
every contact platform. Its expression related to the system referential point O is given by :

−→
OP =

∑3
j=1 RPj ·

−→
OPj

∑3
j=1 RPj

(3)

where, for the platforms from j = 1 to 3 (i.e. j = 1 for the left foot platform, j = 2 for the right
foot platform and j = 3 for the seat platform) :

• the index j indicates the platform;

•
−→
OPj is the vector of position of the LCOP on the jth platform;

• RPj is the global force data on the jth platform.

Let us note that
−→
OPi and RPj are totally estimated from the platform force data. In particular,

during the second part of the transient phase and the final phase, when there is no contact
between the subject thighs and the seat, RP3 = 0 and

−→
OP does not take into consideration OP3,

which is undetermined from Equation (2).

Finally, both centers of mass and centers of pressure will be presented in the ’Results’ Section,
because these are useful in rehabilitation and physical ergonomics. However, only the
LCOMs, estimated from the system configuration and the tables of inertia, are essential for
the implementation of the musculoskeletal analysis presented in Fig. 1.

140 Injury and Skeletal Biomechanics Methodology for the Assessment of Joint Efforts during Sit to Stand Movement 7

2.4. Theoretical investigation

The theoretical investigation of the model is developed in two steps :
- First, the joint coordinates q are numerically determined by an identification process that
estimates the joint coordinates of the multibody model that best fit the experimental joint
positions xexp,n.
- Second, the dynamical model provides the vector Q of joint torques during the experiments,
using a symbolic generated recursive Newton-Euler formalism. Let us note that this vectorial
formulation allows the results to be independent of the angle variable in the spherical joints,
whose choice and sequence are rather defined for a methodical implementation than for
physiological reasons.

2.4.1. Kinematic analysis

The joint coordinates q are numerically determined by an identification process that estimates
the joint coordinates of the multibody model that best fit the experimental joint positions
xexp,n. As proposed by Ref. [20], the optimization problem can be formulated as a nonlinear
least-square problem applied for each body configuration, at each time instant tk, k = 1, . . . , T,
where T is the last time sample of each test. Consequently, the cost function fcost(tk) can be
written at each time instant tk as follows:

fcost(tk) =
28

∑
n=1

|xmod,n(q(tk))− xexp,n(tk)|2 (4)

where

• the index n = 1, . . . , 28 indicates the optokinetic sensor;

• q(tk) is the joint coordinate vector at the time instant tk, and is the variable of the
optimization process;

• xmod,n(q(tk)) is the cartesian coordinate of the nth optokinetic sensor at the time instant tk,
obtained from the q(tk), using the forward kinematic model;

• xexp,n(tk) is the cartesian coordinate of the nth optokinetic sensor at the time instant tk,
provided by the experimental set-up.

Fig. 4 schematically outlines the identification process, which involves two consecutive steps:

1. A pre-process calculates the mean distances li between the joints for each of the ith body
member, using the experimental joint cartesian coordinates xexp,n(tk). The reason is that
the approach is based on a multibody model, composed of rigid bodies, for which a
variable size of the bodies would be irrelevant.

2. The model joint cartesian coordinates xmod,n are given by a forward kinematic model using
the li distances and an initial value (set to zero) of the joint coordinates q(tk) that we want to
determine. The cost function of this least-square optimization is defined as the sum of the
square components of the absolute error vector between xexp,n(tk) and xmod,n(q(tk)) of the
n optokinetic sensors at the time instant tk. In order to improve the process convergence,
the optimal value of xmod,n(q(tk)) becomes the initial condition of the next iteration at the
time instant tk+1.
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components for able bodied subjects [37]. Consequently, the upper definition of the GCOM is
preferred to estimate the actual GCOM value of the present human body model.

2.3.2. Centers of pressure

For each force platform, the local center of pressure (LCOP) components, related to the system
referential point O, can be determined from the platform force data, using the following
definition:

−→
OPj = (XPj , YPj , ZPj) =

(− MYj

RPj,z

,
MXj

RPj,z

, Hj
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(2)
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(3)
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using a symbolic generated recursive Newton-Euler formalism. Let us note that this vectorial
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• the index n = 1, . . . , 28 indicates the optokinetic sensor;

• q(tk) is the joint coordinate vector at the time instant tk, and is the variable of the
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• xmod,n(q(tk)) is the cartesian coordinate of the nth optokinetic sensor at the time instant tk,
obtained from the q(tk), using the forward kinematic model;

• xexp,n(tk) is the cartesian coordinate of the nth optokinetic sensor at the time instant tk,
provided by the experimental set-up.

Fig. 4 schematically outlines the identification process, which involves two consecutive steps:

1. A pre-process calculates the mean distances li between the joints for each of the ith body
member, using the experimental joint cartesian coordinates xexp,n(tk). The reason is that
the approach is based on a multibody model, composed of rigid bodies, for which a
variable size of the bodies would be irrelevant.

2. The model joint cartesian coordinates xmod,n are given by a forward kinematic model using
the li distances and an initial value (set to zero) of the joint coordinates q(tk) that we want to
determine. The cost function of this least-square optimization is defined as the sum of the
square components of the absolute error vector between xexp,n(tk) and xmod,n(q(tk)) of the
n optokinetic sensors at the time instant tk. In order to improve the process convergence,
the optimal value of xmod,n(q(tk)) becomes the initial condition of the next iteration at the
time instant tk+1.
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Figure 4. Identification process for a body configuration, at a time instant tk, as proposed by Ref. [20].

The corresponding velocities q̇ and accelerations q̈ are presently derived from the joint
coordinates q(tk) and approximated by finite differences. The noise in q(tk) could be a
significant source of error in the q̇ and q̈ estimations, and thus in the dynamical analysis.
Consequently, an optimization of q̇ and q̈ will probably be suggested in the future.
Nevertheless, the fact that the xexp,n are measured using an adaptive low-pass numerical filter
and that the q(tk) are obtained using a kinematic optimization largely improves the q̇ and q̈
accuracy.

2.4.2. Dynamical analysis

As proposed by Ref. [39], the system dynamical equations are obtained from a Newton-Euler
formalism [26, 27]: this algorithm provides the vector Q of internal interaction torques and
forces at the joints for any configuration of the multibody system, in the form of an inverse
dynamical model (Equation 5), a semi-direct dynamical model (Equation 6) :

Q = f (q, q̇, q̈, Fext, Mext, g) (5)

= M(q)q̈ + G(q, q̇, Fext, Mext, g) (6)

where

• q (42 × 1) is the vector of the human body joint coordinates, i.e. successively the three
angular coordinates for each of the 13 members (3 (translations for the first member LCOM
position) + 13 (members) × 3 (angular coordinates) = 42 components); the three angular
coordinates per member represent the spherical joint; let us note that three translations
per joint have been introduced and locked in order to permit the joint force calculations
without interfering with the model [26, 27];

• q̇ and q̈ (42 × 1) are the joint velocities and accelerations, respectively;

• Fext and Mext (42 × 1) are the three-dimensional components of the global external forces
and torques applied to each of the body members;

• g (1 × 3) is the gravity;
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• M(q) (42 × 42) is the positive-definite symmetric mass matrix;

• G(q, q̇, Fext, Mext, g) (42× 1) is the dynamical vector containing the gyroscopic, centrifuged
and three-dimensional terms resulting from the system configurations, velocities, and also
the external forces and torques and gravity applied to the system.

3. Results

In this section, the model is applied to two behaviors of STS, as follows :

• At each time instant tk, the kinematic optimization problem provides the human body joint
coordinates q(tk) that best fit the experimental joint positions xexp,n(tk). From these results,
a error analysis of the fitted model and a short joint kinematic analysis are developed for
two behaviors of STS, defined as a slow and a fast motion, respectively.

• The inverse dynamical model provides the vector Q of the joint forces and torques for the
slow and fast motions, respectively.

Furthermore, segment animations have been developed in order to present the kinematics
and dynamics results on the model in a convenient manner. These animations are available
on Ref. [40], and a few samples are described in this section.

3.1. Kinematic analysis

In terms of CPU time performance, the kinematic identification process, using MATLABTM

on a Pentium IV 530, 3 GHz processor, requires ca. 30 CPU seconds per 100 experimental
samples, i.e. per second of studied motion. Further, the data reconstruction for the
animation requires ca. 25 CPU seconds per second of studied motion. Consequently, the
total optimization and display process requires ca. 55 CPU seconds per second of studied
motion, i.e. in practice, this approximately requires 11 minutes for 10 seconds of motion data
recording. Finally, let us note that the identification process time was reduced by 60% using a
mexfunction from MATLABTM to C++.

At each time instant tk, the model joint cartesian coordinates xmod,n(q(tk)) of one behavior
(here, the fast motion) can be recalculated in order to build the fitted model (blue in Fig. 5).
This fitted model, using purely rigid bodies, can be compared to the purely experimental
model (red in Fig. 5), based on the experimental joint cartesian coordinates xexp,n(tk).

Further, an error analysis provides the global relative errors between xmod,n(q(tk)) and
xexp,n(tk) for the two behaviors of STS, in percentage of the corresponding xexp,n(tk) at each
time instant tk (Fig. 6). For the fast motion (resp. the low motion), the maximal value of the
global relative error is equal to 11.46% (resp. 8.27%) of the corresponding xexp,n(tk), and the
mean value of the global relative error is equal to 0.31% (resp. 0.33%), corresponding to a
mean absolute error equivalent to 3.8mm (resp. 3.9mm) in each direction at each joint. In both
cases, the error peaks occur during the transient phase of the motion.

Finally, selected results of joint kinematics are presented as follows :

1. The GCOM trajectories are presented (Fig. 7) during the slow a fast motions.
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The corresponding velocities q̇ and accelerations q̈ are presently derived from the joint
coordinates q(tk) and approximated by finite differences. The noise in q(tk) could be a
significant source of error in the q̇ and q̈ estimations, and thus in the dynamical analysis.
Consequently, an optimization of q̇ and q̈ will probably be suggested in the future.
Nevertheless, the fact that the xexp,n are measured using an adaptive low-pass numerical filter
and that the q(tk) are obtained using a kinematic optimization largely improves the q̇ and q̈
accuracy.

2.4.2. Dynamical analysis

As proposed by Ref. [39], the system dynamical equations are obtained from a Newton-Euler
formalism [26, 27]: this algorithm provides the vector Q of internal interaction torques and
forces at the joints for any configuration of the multibody system, in the form of an inverse
dynamical model (Equation 5), a semi-direct dynamical model (Equation 6) :

Q = f (q, q̇, q̈, Fext, Mext, g) (5)

= M(q)q̈ + G(q, q̇, Fext, Mext, g) (6)

where

• q (42 × 1) is the vector of the human body joint coordinates, i.e. successively the three
angular coordinates for each of the 13 members (3 (translations for the first member LCOM
position) + 13 (members) × 3 (angular coordinates) = 42 components); the three angular
coordinates per member represent the spherical joint; let us note that three translations
per joint have been introduced and locked in order to permit the joint force calculations
without interfering with the model [26, 27];

• q̇ and q̈ (42 × 1) are the joint velocities and accelerations, respectively;

• Fext and Mext (42 × 1) are the three-dimensional components of the global external forces
and torques applied to each of the body members;

• g (1 × 3) is the gravity;
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• M(q) (42 × 42) is the positive-definite symmetric mass matrix;

• G(q, q̇, Fext, Mext, g) (42× 1) is the dynamical vector containing the gyroscopic, centrifuged
and three-dimensional terms resulting from the system configurations, velocities, and also
the external forces and torques and gravity applied to the system.

3. Results

In this section, the model is applied to two behaviors of STS, as follows :

• At each time instant tk, the kinematic optimization problem provides the human body joint
coordinates q(tk) that best fit the experimental joint positions xexp,n(tk). From these results,
a error analysis of the fitted model and a short joint kinematic analysis are developed for
two behaviors of STS, defined as a slow and a fast motion, respectively.

• The inverse dynamical model provides the vector Q of the joint forces and torques for the
slow and fast motions, respectively.

Furthermore, segment animations have been developed in order to present the kinematics
and dynamics results on the model in a convenient manner. These animations are available
on Ref. [40], and a few samples are described in this section.

3.1. Kinematic analysis

In terms of CPU time performance, the kinematic identification process, using MATLABTM

on a Pentium IV 530, 3 GHz processor, requires ca. 30 CPU seconds per 100 experimental
samples, i.e. per second of studied motion. Further, the data reconstruction for the
animation requires ca. 25 CPU seconds per second of studied motion. Consequently, the
total optimization and display process requires ca. 55 CPU seconds per second of studied
motion, i.e. in practice, this approximately requires 11 minutes for 10 seconds of motion data
recording. Finally, let us note that the identification process time was reduced by 60% using a
mexfunction from MATLABTM to C++.

At each time instant tk, the model joint cartesian coordinates xmod,n(q(tk)) of one behavior
(here, the fast motion) can be recalculated in order to build the fitted model (blue in Fig. 5).
This fitted model, using purely rigid bodies, can be compared to the purely experimental
model (red in Fig. 5), based on the experimental joint cartesian coordinates xexp,n(tk).

Further, an error analysis provides the global relative errors between xmod,n(q(tk)) and
xexp,n(tk) for the two behaviors of STS, in percentage of the corresponding xexp,n(tk) at each
time instant tk (Fig. 6). For the fast motion (resp. the low motion), the maximal value of the
global relative error is equal to 11.46% (resp. 8.27%) of the corresponding xexp,n(tk), and the
mean value of the global relative error is equal to 0.31% (resp. 0.33%), corresponding to a
mean absolute error equivalent to 3.8mm (resp. 3.9mm) in each direction at each joint. In both
cases, the error peaks occur during the transient phase of the motion.

Finally, selected results of joint kinematics are presented as follows :

1. The GCOM trajectories are presented (Fig. 7) during the slow a fast motions.
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Figure 5. Fast STS: kinematic fit for four time instant tk; superimposition of the fitted model coordinates
xexp,n(tk) (in blue) and the experimental model coordinates xmod,n(q(tk)) (in red).
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Figure 6. Error analysis: time evolution of the global relative error between xmod,n(q(tk)) and xexp,n(tk),
during the slow (green) and fast (blue) getting-up motions.

2. As an example, the model joint kinematics are compared during the slow a fast motions,
for two joints : the consecutive angular coordinates R3, R1 and R2 are described at the
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sacrum (Fig. 8), i.e. from the pelvis member to the trunk member, and also at the right
elbow (Fig. 9), i.e. from the upper arm to the lower arm.
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Figure 7. Trajectory of the GCOM during the slow (green) and fast (blue) getting-up motions.
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Figure 8. Time evolution of the three consecutive angular coordinates R3, R1 and R2, respectively, at the
sacrum: comparison of the slow (green) and fast (blue) getting-up motions.

3.2. Dynamical analysis

On the basis of the reference frame defined in Fig. 3, the dynamical analysis provides the
time evolution of the global joint torques (Fig. 10) and forces (Fig. 11), for the slow and fast
behaviors.
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xexp,n(tk) (in blue) and the experimental model coordinates xmod,n(q(tk)) (in red).
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2. As an example, the model joint kinematics are compared during the slow a fast motions,
for two joints : the consecutive angular coordinates R3, R1 and R2 are described at the
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sacrum (Fig. 8), i.e. from the pelvis member to the trunk member, and also at the right
elbow (Fig. 9), i.e. from the upper arm to the lower arm.
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sacrum: comparison of the slow (green) and fast (blue) getting-up motions.

3.2. Dynamical analysis

On the basis of the reference frame defined in Fig. 3, the dynamical analysis provides the
time evolution of the global joint torques (Fig. 10) and forces (Fig. 11), for the slow and fast
behaviors.
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Figure 9. Time evolution of the three consecutive angular coordinates R3, R1 and R2, respectively, at the
elbow: comparison of the slow (green) and fast (blue) getting-up motions.

Furthermore, body segment animations have been developed in order to show the evolution
of the joint positions, the corresponding global joint torques, and also the local and global
centers of mass and pressure. Samples of this animation are presented in Fig. 12, at four time
instants tk during the fast STS behavior.

4. Discussion and conclusion

This section presents the benefits and limitations of this methodology, and also the
perspectives for future studies.

4.1. Benefits and limitations

The present inverse dynamical model of the human body coupled with a kinematic
identification of the model configurations (Fig. 1) is proposed as an accurate method to
estimate the joint efforts in dynamical contexts, as presented from Fig. 1. Nevertheless, three
main limitations of the present inverse dynamical model must be discussed.

1. The geometrical limitation, due to the use of spherical joints : The results of the kinematic
analysis for this experiment show that the spherical joints considered here sufficiently fit
the considered motion, with xmod,n(q(tk)) errors corresponding to a mean absolute error
inferior to 3.9mm in each direction at each joint. However, using previous investigation
results, the present model will be extended to include more involved joints in the future,
particularly for the knees [34] and the shoulders [35].
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Figure 10. Time evolution of the global joint torques: superposition of the global joint torques at each
joint, during the slow (green) and fast (blue) getting-up motions.
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Furthermore, body segment animations have been developed in order to show the evolution
of the joint positions, the corresponding global joint torques, and also the local and global
centers of mass and pressure. Samples of this animation are presented in Fig. 12, at four time
instants tk during the fast STS behavior.

4. Discussion and conclusion

This section presents the benefits and limitations of this methodology, and also the
perspectives for future studies.

4.1. Benefits and limitations

The present inverse dynamical model of the human body coupled with a kinematic
identification of the model configurations (Fig. 1) is proposed as an accurate method to
estimate the joint efforts in dynamical contexts, as presented from Fig. 1. Nevertheless, three
main limitations of the present inverse dynamical model must be discussed.

1. The geometrical limitation, due to the use of spherical joints : The results of the kinematic
analysis for this experiment show that the spherical joints considered here sufficiently fit
the considered motion, with xmod,n(q(tk)) errors corresponding to a mean absolute error
inferior to 3.9mm in each direction at each joint. However, using previous investigation
results, the present model will be extended to include more involved joints in the future,
particularly for the knees [34] and the shoulders [35].
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Figure 10. Time evolution of the global joint torques: superposition of the global joint torques at each
joint, during the slow (green) and fast (blue) getting-up motions.
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Figure 11. Time evolution of the joint forces: superposition of the three components of joint forces at
each joint, during the slow (green) and fast (blue) getting-up motions.
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Figure 12. Samples of the fast STS, at four time instants tk : the fitted model (in blue), featuring the
global torques (in black) at each model joint, and also the GCOM (red point) and the GCOP (green star).

2. The kinematic limitation, due to the rigid multibody system assumption : Like other classical
dynamical inverse analyzes [21–25] in biomechanics of motion, the proposed model is
composed of linked rigid bodies. However, in reality, the body is not composed of a set of
rigid bodies. Rather, each body member consists of a rigid part (bone), and a non-rigid part
(skin, muscle, ligament, tendon, connective tissue, and other soft tissue structures) [38]:
during any motion, the skeletal structures of the body experience accelerations, whereas
the soft tissue motion is delayed, due to damped vibrations of the member. Consequently,
the errors in the optimized joint coordinates q may introduce errors in the velocities q̇ and
accelerations q̈, and thus introduce errors in the estimation of the internal efforts.

3. The dynamical limitation, due to the approximation of the body inertia parameters : The body
inertia parameters, i.e. the masses mi, moments of inertia Ii and center of mass positions−−→
OMi of the ith body member (i = 1,. . . ,13) are approximated, using inertia tables [31].
Consequently, the errors in the estimated internal efforts Q increase if the corresponding
body member accelerations increase. This is the reason why the present model is only
proposed for rather small dynamics, such as the STS experiment, walking experiments
or other motions without significant impact. Further, let us remember that previous
investigations [33] showed that the non-invasive body parameter identifications during the

149Methodology for the Assessment of Joint Eff orts During Sit to Stand Movement



14 Biomechanics

0 1 2 3 4 5
0

100

200

300
Right greater trochanter

F
or

ce
 (

N
)

0 1 2 3 4 5
0

500

1000
Left greater trochanter

F
or

ce
 (

N
)

0 1 2 3 4 5
0

500

1000
Right knee

F
or

ce
 (

N
)

0 1 2 3 4 5
0

1000

2000
Left knee

F
or

ce
 (

N
)

0 1 2 3 4 5
0

200

400
Right head of malleolus

Time (s)

F
or

ce
 (

N
)

0 1 2 3 4 5
0

200

400
Left head of malleolus

Time (s)

F
or

ce
 (

N
)

0 1 2 3 4 5
0

200

400

600
Sacrum

F
or

ce
 (

N
)

0 1 2 3 4 5
0

50

100
C7 vertebra

F
or

ce
 (

N
)

0 1 2 3 4 5
0

50

100
Right shoulder

F
or

ce
 (

N
)

0 1 2 3 4 5
0

50

100
Left shoulder

F
or

ce
 (

N
)

0 1 2 3 4 5
0

20

40
Right elbow

Time (s)

F
or

ce
 (

N
)

0 1 2 3 4 5
0

20

40
Left elbow

Time (s)

F
or

ce
 (

N
)

Figure 11. Time evolution of the joint forces: superposition of the three components of joint forces at
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2. The kinematic limitation, due to the rigid multibody system assumption : Like other classical
dynamical inverse analyzes [21–25] in biomechanics of motion, the proposed model is
composed of linked rigid bodies. However, in reality, the body is not composed of a set of
rigid bodies. Rather, each body member consists of a rigid part (bone), and a non-rigid part
(skin, muscle, ligament, tendon, connective tissue, and other soft tissue structures) [38]:
during any motion, the skeletal structures of the body experience accelerations, whereas
the soft tissue motion is delayed, due to damped vibrations of the member. Consequently,
the errors in the optimized joint coordinates q may introduce errors in the velocities q̇ and
accelerations q̈, and thus introduce errors in the estimation of the internal efforts.

3. The dynamical limitation, due to the approximation of the body inertia parameters : The body
inertia parameters, i.e. the masses mi, moments of inertia Ii and center of mass positions−−→
OMi of the ith body member (i = 1,. . . ,13) are approximated, using inertia tables [31].
Consequently, the errors in the estimated internal efforts Q increase if the corresponding
body member accelerations increase. This is the reason why the present model is only
proposed for rather small dynamics, such as the STS experiment, walking experiments
or other motions without significant impact. Further, let us remember that previous
investigations [33] showed that the non-invasive body parameter identifications during the
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motions are presently inappropriate to the human body dynamics, because the resulting
body parameters present large errors due to experimental errors in the input data, such as
the body configuration, external force and torque measurements.

4.2. Perspectives

Finally, in the context of the hardness to perform efforts, the perspectives of this research is to
quantify with a satisfying accuracy the main joint and muscle efforts of subjects in different
dynamical contexts, and to apply the model to:

• physical therapy, in order to analyze joint efforts of subjects in different motion contexts,
particularly for the evaluation, the follow-up and the treatment of patients in rehabilitation
and orthopedics;

• comfort analysis is vehicle and car occupant dynamics, in order to analyze the hardness of
going into and out of vehicles, and simulate the car occupant dynamics before crash.
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1. Introduction 

The human motor system benefits from remarkable muscular redundancies: A motor task is 
normally performed with the simultaneous involvement of more muscles than strictly 
necessary. Furthermore, this same task may be performed in multiple ways, with different 
muscle combinations. From the mechanical viewpoint the musculoskeletal system is 
indeterminate, whereby the number of unknown muscle forces exceeds the number of 
available equations. We address in this Chapter the biomechanics of the lower limbs in long-
distance running under conditions of developing fatigue. In long-distance running the 
running speed may result in more than 300 foot-strikes per leg per kilometer. Each such 
foot-strike evokes an impact loading that results in a vertical shock impulse transmitted 
upwards through the body and carries with it the potential for injuries in the bone and joint 
tissues.  

Fatigue, or stress, fractures occur in bones in response to repetitive stresses over multiple 
cycles, when the body’s ability to adapt is exceeded [1,2]. An important factor which affects 
the incidence of bone stress injury, is exposure to abrupt changes in the bone loading [1], 
and consequent alteration in the strain distribution [3] with insufficient recovery periods [4]. 
Other factors include footwear, terrain and intensity of activity or training [1]. 

Two of the major factors responsible for impulse attenuation at foot- or heel-strike are 
the shock absorption capacity of the active muscle in the lower limbs, and the cushioning 
effect of the foot heel-pad tissue. In previous reports we have shown that in long 
distance running the impact shock load on the lower limbs increases with progressing 
fatigue [5-8]. One additional question is whether, as a result of fatigue, an imbalance 
between the activities of the plantar and dorsi flexor muscles of the ankle develops. Such 
an imbalance would compromise the protective action provided by the muscles to the 
shank [9-11]. 
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1. Introduction 

The human motor system benefits from remarkable muscular redundancies: A motor task is 
normally performed with the simultaneous involvement of more muscles than strictly 
necessary. Furthermore, this same task may be performed in multiple ways, with different 
muscle combinations. From the mechanical viewpoint the musculoskeletal system is 
indeterminate, whereby the number of unknown muscle forces exceeds the number of 
available equations. We address in this Chapter the biomechanics of the lower limbs in long-
distance running under conditions of developing fatigue. In long-distance running the 
running speed may result in more than 300 foot-strikes per leg per kilometer. Each such 
foot-strike evokes an impact loading that results in a vertical shock impulse transmitted 
upwards through the body and carries with it the potential for injuries in the bone and joint 
tissues.  

Fatigue, or stress, fractures occur in bones in response to repetitive stresses over multiple 
cycles, when the body’s ability to adapt is exceeded [1,2]. An important factor which affects 
the incidence of bone stress injury, is exposure to abrupt changes in the bone loading [1], 
and consequent alteration in the strain distribution [3] with insufficient recovery periods [4]. 
Other factors include footwear, terrain and intensity of activity or training [1]. 

Two of the major factors responsible for impulse attenuation at foot- or heel-strike are 
the shock absorption capacity of the active muscle in the lower limbs, and the cushioning 
effect of the foot heel-pad tissue. In previous reports we have shown that in long 
distance running the impact shock load on the lower limbs increases with progressing 
fatigue [5-8]. One additional question is whether, as a result of fatigue, an imbalance 
between the activities of the plantar and dorsi flexor muscles of the ankle develops. Such 
an imbalance would compromise the protective action provided by the muscles to the 
shank [9-11]. 
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The goal of this research was to characterize the heel-strike shock propagation and 
attenuation in running by means of a biomechanical model, and to examine changes taking 
place as a result of running fatigue. 

2. Biomechanical modeling of the lower limb 

This section deals with the modeling of the heel-strike event. With the development of 
biomechanical models of human body motion, it has become possible to simulate vertical 
landing, such as occurring during running, in order to gain insight into intermuscular 
coordination and to elucidate control strategies of the musculoskeletal system. A common 
method to deal with this type of problems is to lump together elements of the human body 
e.g., muscles, tendons, ligaments, bones and joints so that the overall musculoskeletal 
system is represented as a damped elastic mechanism. Several models describing vertical 
landing can be found in the literature [12-18]. These models are usually characterized by the 
presence of elastic springs and viscous dampers, with constant properties and provide a 
reasonable prediction of the maximal vertical foot/ground reaction force. 

Indeterminacy of the locomotor system can be addressed by adopting the lumping method, 
whereby the material elements of the human body e.g., muscles, tendons, ligaments, bones 
and joints are lumped together so that the overall musculoskeletal system is represented as a 
multi-degree-of freedom damped elastic mechanism, interconnecting the masses of the body 
segments. 

The foot- or heel-strike period during landing from fall, during hopping or during the stance 
phase of running has been generally modeled using one-dimensional models along the 
vertical direction. [13-15,19-20]. 

In this study we represent the body segments during heel-strike by a four degree-of-
freedom elastically-damped uni-axial biomechanical model. The model thus includes 4 
masses connected by elastic stiffnesses with parallel damping elements, as shown in Figure 
1. In more details, the masses mj (j = 1..4) represent, respectively, the foot + shoe, the shank, 
the thigh and the rest of the body (including the non-supporting leg). Each of the stiffness kj 
and damping cj (j = 1..4) represent, respectively, the lumped effects of the heel-pad + sole, the 
ankle joint, the knee joint and the hip joint.  

3. Model equations  
For the above model, the force diagram, as presented in Figure 2, yields the following model 
equations. 
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with initial conditions: 
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 0(0) 0   ;   (0) 1   ,  1,2,3,4i ix x v m / s i          (2) 

and gravitational acceleration  

29.81 /m s g  

These values rely on reported landing velocities between -0.8 m/s to -1.2 m/s for running 
speeds of 3.5 m/s (comparable to the speeds of this study), while wearing various types of 
running shoes [21-23]. 

The above masses are expressible in terms of the total body mass from anthropometric data 
[24]. 
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From the simultaneous recording of the foot ground reaction forces and accelerations on the 
masses mj, information about the rise time of the peak acceleration can be obtained.  

 
Figure 1. Lumped model including 4 masses connected by elastic stiffnesses with parallel dampings. 
The masses mj (j = 1..4) represent, respectively, the foot + shoe, the shank, the thigh and the rest of the 
body (including the non-supporting leg). Each of the stiffness kj and damping cj (j = 1..4) represent, 
respectively, the lumped effects of the heel-pad + sole, the ankle joint, the knee joint and the hip joint.  
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Figure 2. The force diagram for the model elements presented in Figure 1. 

4. Experimental setup 

Information about the impulsive loading along the skeletal elements in long-distance 
running can be non-invasively obtained from the foot-ground reactive forces [25] and, more 
directly, by measuring the transient accelerations on the shank caused by impact. 

4.1. Impact accelerations 

Non-invasive in vivo measurements of acceleration and impact transmission along the 
human body were made by externally attaching light-weight, high-sensitivity 
accelerometers at strategic points including bony prominences, such as the tibial tuberosity 
below the knee area, the greater trochanter near hip level and the sacrum area at the lower 
back [13,15,22,26-29].  

In this study, each subject was instrumented with two light-weight (4.2 grams) uniaxial 
(Kistler PiezoBeam, type 8634B50, Kistler, Winterthur, Switzerland), skin-mounted 
accelerometers connected to a coupler (Kistler Piezotron, type 5122). One was attached on 
the tibial tuberosity, and the second - on the sacrum. To achieve good reliability of the 
measurements by means of bone-mounted accelerometers, the accelerometers were pressed 
onto the skin in closest position to the bony prominences of the tibial tuberosity and the 

 
Modeling the Foot-Strike Event in Running Fatigue via Mechanical Impedances 157 

sacrum, by means of two elastic belts passed in a horizontal plane around the shank and the 
waist, respectively. The tensions of the belts were well above the level in which the 
acceleration trace for a given impact force became insensitive to the accelerometer 
attachment force, thus ensuring stability of the accelerometer as well as consistency of the 
readings and reproducibility of the data [13,30]. 

The shank accelerometer was aligned with the axis of the tibia to provide the axial 
component of the tibial acceleration and the accelerometer on the sacrum was oriented 
along the spine. These accelerometers allowed us to acquire the shock accelerations 
propagated in the longitudinal directions of the tibia and the spine. As earlier reported, such 
attachment is suitable for faithfully measuring the amplitude of shock acceleration [5-8]. 

Force platforms, type Kistler Z-4035, were used for the simultaneous recordings of the foot-
ground reaction forces and acceleration.  

4.2. Running fatigue tests 

An overview of the experimental setup is shown in Figure 3. For examining the effect of 
global fatigue due to running, the subjects were asked to run on a Quinton Q55 treadmill.  

 
Figure 3. Description of the experimental apparatus with a subject running on a treadmill. Two 
accelerometers are attached , one on the tibial tuberosity (Tib. Tub.) and the other on the sacrum (Sac.) ; 
the accelerometers’ data are sampled through an amplifier and A/D converter to a PC. Likewise, the 
respiratory data are sampled and collected on-line. 

Global, or metabolic fatigue is associated with the development of metabolic acidosis 
following an endurance exercise and is accompanied by a decrease in the end tidal carbon 
dioxide pressure (PETCO2) [31]. In long distance running metabolic fatigue is reached when 
the running speed exceeds the anaerobic threshold [31]. 
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Running was thus for a duration of 30 min and at a speed exceeding the anaerobic 
threshold speed of each subject by 5%. Before the test a 15 min warming up running on 
the treadmill was performed. In this study, the average running speed for all 14 subjects 
was 3.53 m/s (SD, 0.19). It should be noted, however, that in addition to global fatigue, 
local fatigue in a muscle may also take place as a result of an intensive activity of this 
muscle. This type of fatigue is reflected by certain changes in its electromyogram (EMG) 
signal in the time and/or frequency domains [32]. Local fatigue was not considered in this 
study. 

Respiratory data were collected from a Sensor-Medics 4400 device and included 
2OV - 

Oxygen consumption, 
2COV - CO2 production, EV - minute ventilation, PETCO2 - end-tidal 

CO2 pressure, 2/VE VO  - ventilatory equivalent for oxygen, 2/VE VCO  - ventilatory equivalent 
for CO2. The anaerobic threshold was determined as the point of initial increase of 2/VE VO   
and 2/VE VCO  , which just precedes the initial decline of PETCO2 [31]. In a previous study, we 
have shown that 30 min running at a speed exceeding the anaerobic threshold is a sufficient 
time to induce general fatigue [8]. 

The respiratory data were evaluated at each of the 1st, 5th, 10th, 15th, 20th, 25th and 30th min of 
running and the accelerometer and force platform data were online sampled at 1667 Hz 
sampling rate. The model parameters were estimated, however, at the 1st, 15th and 30th min 
of running.  

The dynamics of acceleration build-up at heel-strike is shown in Figure 4 where the 
simultaneous recordings of the tibial tuberosity acceleration and the ground reaction force 
(GRF) are shown in two time scales: complete running cycle (panel a) and zooming-in on the 
heel-strike event (panel b). In this case the build-up time to the tibial tuberosity peak 
acceleration was ~ 30 ms. It is also noted that the ground reaction force exhibits two peaks: a 
smaller one shortly after heel-strike and a larger one (~ 2.5 body weights), towards the 
middle of the running cycle.  

 
Figure 4. Typical foot-ground reaction force (GRF) (transient curve) measured simultaneously with 
tibial tuberosity acceleration (spiky curve). a. complete stance phase; b. heel-strike period only. 

0 100 200 300 400 500
-10

-5

0

5

10

15

0

400

800

1200

1600

2000

time [ms]

A
cc

el
er

at
io

n 
[g

]

G
R

F 
[N

]

-200

200

600

1000

1400

G
R

F 
[N

]

5 15 25 35 45
-4

0

4

8

12

time [ms]

A
cc

el
er

at
io

n 
[g

]

a. b.

 
Modeling the Foot-Strike Event in Running Fatigue via Mechanical Impedances 159 

Typical accelerometer traces for the tibial tuberosity (right leg) and sacrum are shown in 
Figure 5, for a complete running cycle, i.e., from heel-strike of the right foot till the next heel-
strike of the same foot. Two major differences should be noted between the traces: (a) 
intensity of ~ 8 g in the tibial tuberosity versus less than 3 g in the sacrum; (b) while the 
tibial tuberosity exhibits one major peak within the first 50 ms of the running cycle from 
heel-strike and originating from the heel-strike of the right foot, the sacrum acceleration, due 
to its central location, exhibits two comparable positive peaks within the running cycle, 
reflecting each of the right and left heel-strikes. 

 
Figure 5. Typical accelerometer traces for the tibial tuberosity (T.T.) (right leg) and sacrum, for a 
complete running cycle, i.e., from heel-strike of the right foot till the next heel-strike of the same foot. 
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dependent. Specifically stiffness, in addition to its being non-linear e.g. strain dependent, 
often depends on the deformation rate. This is also the case with bones [33], tendons and 
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Running was thus for a duration of 30 min and at a speed exceeding the anaerobic 
threshold speed of each subject by 5%. Before the test a 15 min warming up running on 
the treadmill was performed. In this study, the average running speed for all 14 subjects 
was 3.53 m/s (SD, 0.19). It should be noted, however, that in addition to global fatigue, 
local fatigue in a muscle may also take place as a result of an intensive activity of this 
muscle. This type of fatigue is reflected by certain changes in its electromyogram (EMG) 
signal in the time and/or frequency domains [32]. Local fatigue was not considered in this 
study. 

Respiratory data were collected from a Sensor-Medics 4400 device and included 
2OV - 

Oxygen consumption, 
2COV - CO2 production, EV - minute ventilation, PETCO2 - end-tidal 

CO2 pressure, 2/VE VO  - ventilatory equivalent for oxygen, 2/VE VCO  - ventilatory equivalent 
for CO2. The anaerobic threshold was determined as the point of initial increase of 2/VE VO   
and 2/VE VCO  , which just precedes the initial decline of PETCO2 [31]. In a previous study, we 
have shown that 30 min running at a speed exceeding the anaerobic threshold is a sufficient 
time to induce general fatigue [8]. 

The respiratory data were evaluated at each of the 1st, 5th, 10th, 15th, 20th, 25th and 30th min of 
running and the accelerometer and force platform data were online sampled at 1667 Hz 
sampling rate. The model parameters were estimated, however, at the 1st, 15th and 30th min 
of running.  

The dynamics of acceleration build-up at heel-strike is shown in Figure 4 where the 
simultaneous recordings of the tibial tuberosity acceleration and the ground reaction force 
(GRF) are shown in two time scales: complete running cycle (panel a) and zooming-in on the 
heel-strike event (panel b). In this case the build-up time to the tibial tuberosity peak 
acceleration was ~ 30 ms. It is also noted that the ground reaction force exhibits two peaks: a 
smaller one shortly after heel-strike and a larger one (~ 2.5 body weights), towards the 
middle of the running cycle.  

 
Figure 4. Typical foot-ground reaction force (GRF) (transient curve) measured simultaneously with 
tibial tuberosity acceleration (spiky curve). a. complete stance phase; b. heel-strike period only. 
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Typical accelerometer traces for the tibial tuberosity (right leg) and sacrum are shown in 
Figure 5, for a complete running cycle, i.e., from heel-strike of the right foot till the next heel-
strike of the same foot. Two major differences should be noted between the traces: (a) 
intensity of ~ 8 g in the tibial tuberosity versus less than 3 g in the sacrum; (b) while the 
tibial tuberosity exhibits one major peak within the first 50 ms of the running cycle from 
heel-strike and originating from the heel-strike of the right foot, the sacrum acceleration, due 
to its central location, exhibits two comparable positive peaks within the running cycle, 
reflecting each of the right and left heel-strikes. 

 
Figure 5. Typical accelerometer traces for the tibial tuberosity (T.T.) (right leg) and sacrum, for a 
complete running cycle, i.e., from heel-strike of the right foot till the next heel-strike of the same foot. 

5. Parameter estimation of the model 

The mechanical properties of biological material are, in general, multiple variable-
dependent. Specifically stiffness, in addition to its being non-linear e.g. strain dependent, 
often depends on the deformation rate. This is also the case with bones [33], tendons and 
ligaments [34], cartilage [35] and muscle [36]. Damping too may be position-dependent.  
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Due to nonlinearity of the stiffness/damping properties of the joints of the leg [e.g. 20,37], we 
were not generally able to estimate the model parameters while assuming that they remain 
constant over the heel-strike period. Thus, the heel-strike period was divided into two equal 
periods (22 ms each) and the parameters were estimated separately for each of these 
periods, using the Gauss-Marquardt [38-39] method of non-linear estimation. For the first 
period the initial conditions were as prescribed in equation (2), and for the second period 
the initial conditions used were the values reached at the end of the first period.  

Figure 6 shows the model prediction of the shank mass (m2 in Figure 1) acceleration 
(continuous line) versus the experimentally measured tibial tuberosity acceleration (denoted 
as +). The results of two different subjects are demonstrated (vertical partition of the Figure) 
for two time points of running (horizontal partition): 1st min, fatigue-free, and 15th min of the 
running test. The subtle, brief, discontinuity in the traces at mid-cycle represents the 
transition between the two parameter estimation periods. 

 
Figure 6. The model prediction of the m2 acceleration (continuous line) versus the experimentally 
measured tibial tuberosity acceleration (denoted as +). The upper panels represent the solution for the 
1st min of running and the lower panels represent the solution for the 15th min of running. The subtle, 
short, discontinuity in the traces at mid-cycle represents the transition between the two parameter 
estimation periods, with piece-wise constant stiffness each. Each of the left and right panels represents a 
different subject. 
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6. Model results and model sensitivity analysis 

Table 1 shows the sample results of the stiffness and damping parameters for the two time 
zones. A sensitivity analysis can provide an indication to the quality of the estimation of 
parameters. Thus, sensitivity of the m2 and m4 model results to each of the estimated 
parameters was performed by two-fold multiplying and/or dividing each of the estimated 
parameters separately and for each time zone. The two-fold variation demonstrated a strong 
sensitivity of m2 to k1 and k2 in the first time zone and to parameters k1, k2, k3 and c3 in the 
second time zone. Small to medium sensitivity was obtained in the second time zone to 
parameters c1 and k4, repectively. The m4 acceleration was not sensitive in the first time zone 
to none of the parameters, while in the second time zone it demonstrated strong sensitivity 
to parameters k2 and k3 and small sensitivity to parameters k4 and c3.  

 
Table 1.  Summary of the sensitivity of the m2 and m4 accelerations to the model parameters. A twofold 
change up and down was checked in the two time solution-zones, separately for each parameter. 
Parameters for which the accelerations were not sensitive were checked also for a change in one order of 
magnitude (up and down). The results of this latter test are shown in parentheses (* = negligibly low effect; 
** = low to medium effect; *** = high effect, i.e. more than 10% change in peak acceleration of m2 or m4).  

In cases of low- or no-sensitivity the parameters were varied, up and down, by one order of 
magnitude with the results shown in parentheses. The one order of magnitude variation in 
the parameter values did not evoke sensitivity beyond that of the twofold variation, except 
for c1 on m2 and k1 on m4. 

Tested

Parameter 

ki [N/m] 

ci [NS/m] 

Initial parameter 
value 

sensitivity

m4 acceleration 

sensitivity  

m2 acceleration 

ZONE 1 ZONE 2 ZONE 1 ZONE 2 ZONE 1 ZONE 2 

k1 16720 265305 *** *** * (**) * (***) 

k2 14276 31563 *** *** * (*) *** 

k3 3946 16427 * (**) *** * (*) *** 

        k4    150000 150170 * (*) ** (**) * (*) ** (***) 

c1  34.4 250.6 * (***) ** (***) * (**) * (*) 

c2 1.1 1.1 * (*) * (*) * (*) * (*) 

c3  1.2 488 * (*) *** * (*) ** (**) 

c4 998 1000 * (*) * (*) * (*) * (*) 
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Due to the fact that the parameter estimation of the model coefficients was performed in 
short time intervals, fractions of the heel strike event, the damping coefficients disclosed a 
high variability. Better estimations would have probably resulted if the period of estimation 
was higher. Accordingly, the stiffness parameters k1 and k2, in the first time zone, and k1, k2 

and k3 in the second time zone, considered more reliably estimated, were reported in what 
follows.  

Difficulties in estimating the damping coefficients are not unusual due to their expected low 
values. It has been reported that in repetitive physical activity, such as in running, the 
subject bounces on the ground in a spring-like manner [17, 40-45]. Depending on the range 
of joint flexion and on the frequency of motion, a considerable amount of elastic energy can 
be stored and re-used. It has been shown that the dissipated energy in muscles increase 
when the amplitudes of joint movement are increased [46]. It has also been also commented 
that the utilization of stored elastic energy depended on the shortness in latency between 
the stretch and shortening phases of the muscles [47]. Accordingly, during the ground-
contact period of running, the leg was modeled as a one-dimensional four-degree-of-
freedom piece-wise linear spring, with no damping. During heel-strike, the joints did not 
have a damping effect, to contribute to energy dissipation.  

Summary of the values of these parameters for the two solution time zones is given in the 
rightmost column of Table 2. The values, averages for 10 subjects (SD), are calculated at 
each of the 1st, 15th and 30th min of running to evaluate the effect of fatigue. The asterisks 
indicate a significant change p < 0.05 between the values of zone 1 and zone 2. The 
differences between k1 in zone 1 and k1 in zone 2 were significant with p < 0.0007, for each 
of the 1st, 15th and 30th min of running. For the k2 parameter a statistically significant 
difference was obtained for the 1st min of running only, with p < 0.009. The differences in 
parameter values due to fatigue were not statistically different, despite the notable 
differences in the averages. The reason was the big variability among the tested subjects. 
On the individual level, though, the differences due to fatigue were statistically significant 
in most of the cases.  

It should be noted that the stiffness k1, relating to the heel-pad may be alternatively obtained 
from the ratio between the foot-ground reaction force and the heel-pad deformation. Past 
reports using this method have reported an increased stiffness with the heel-pad 
deformation, as occurs during heel-strike [27,48-52]. These studies have reported an 
approximately tenfold increase in heel-pad stiffness, i.e., from 6.6 – 135 kN/m to 77 – 1430 
kN/m, using different methodologies including actual running in conjunction with 
measurements of the heel pad by means of X-rays; heel-strike simulation by in vivo 
pendulum impact, or Instron measurements made on cadavers. Despite the differences with 
the method applied in this study, the stiffness k1 indicates similar values with those obtained 
by other methods. Our model provides further the fatigue effect on k1, which is found 
opposite in the first time zone, where the stiffness decreases with fatigue, to the second time 
zone where the stiffness is found to increase.  
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Table 2. Parameter means (S.D) of 10 subjects: k1, k2 in ZONE 1 (upper part of Table), and k1, k2, k3 in 
ZONE 2 (lower part of Table). Parameter-values are from 3 time points, i.e. at the 1st, 15th and 30th min of 
running. Parameter-means change with fatigue was significant with p>0.148. The asterisks in the lower 
part of Table signify significant changes (p<0.05) from ZONE 1 to ZONE 2. 

The m1 displacement obtained from our results revealed that the foot sinks about one cm in 
the first time zone of heel-strike, followed by a bouncing back phase. Previous reports also 
indicated a 1 cm deformation of the heel [e.g. 48]. The elastic properties of the heel-pad of 
various mammals were studied and it has been found that full up and down oscillations 
might result before actual settling down of the foot [53]. At cases, the foot may even 
temporarily lose contact with the ground during these oscillations. In our case, the 
oscillation phase would succeed the first time zone.  

The obtained average knee stiffness k3 of 15.8 kN/m was within the range of 6.89 – 112.0 
kN/m, previously reported [12-14,16,19,22,29,45,54-55]. 

Further exploration of the effect of fatigue in the course of running was performed by 
correlating, using linear regression, the tibial tuberosity peak acceleration to the 
parameter values obtained from the model results. Figure 7 shows the correlation for 
which the Pearson’s coefficient was statistically different from zero (with 95% 
significance). The parameters are k1 in the first and second zones, upper and middle rows, 
respectively, and k3 in the second time zone of stance. The 1st, 15th and 30th min of running 
are shown in the left, middle and right columns, respectively. Table 3 summarizes the 
regression results for the cases displayed in Figure 7. The results show the following: (a) 
For k1 in time zone 1, the Pearson correlation rp starts off by a low value of 0.26 in the 1st 
min of running but increases in the 15th (0.49) and the 30th (0.44) min of running, 
indicating that a higher peak in the tibial tuberosity acceleration is associated with a lower 
k2 in time zone 1; (b) there is a high correlation (0.86) between the peak tibial tuberosity 
acceleration and the k1 parameter in time zone 2 at the initial stage of running (1st min). 

Time in running [min]  

Stiffness [kN/m] 

 

30 15 1 

13.6 (4.7) 16.4 (16.1) 19.3 (28.2) k1  

ZONE 1 
19.8 (18.0) 14.7 (6.0) 11.4 (4.3) k2 

171.0* (73.2) 190.3* (53.8) 140.2* (90.1) k1  

ZONE 2 
23.1 (15.6) 17.8 (4.4) 17.1* (4.5) k2 

15.8 (9.4) 17.8 (7.3) 14.0 (9.3) k3 
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This correlation, however, was lower in the 15th min (0.27) and in the 30th min (0.49) of 
running, thus suggesting that high peak acceleration at the tibial tuberosity is associated 
with a higher k1 value in time zone 2; (c) a medium correlation (0.73) was found between 
k3 and peak acceleration at the tibial tuberosity in the 1st mi of running. But here too this 
correlation was decreased with the development of fatigue, suggesting that higher peak 
acceleration at the tibial tuberosity is associated with a high k3 parameter value in time 
zone 2.  

 
Figure 7. Simple linear-regression made to express the relationship between the tibial tuberosity peak 
acceleration and parameter values (results of 10 subjects). The regression was performed for the 1st min 
(leftmost panels), the 15th min (middle panels) and for the 30th min (rightmost panels). The correlation 
coefficient of the presented regression lines was significantly different from zero, at 95% significance 
level. The 3 upper panels - for k1 in ZONE 1 (Z1); 3 middle panels for k1 in ZONE 2 (Z2); and 3 lower 
panels - for k3 in ZONE 2. 

It has been shown that in running with shoes, the foot is restricted from bulging sideways, 
thus limiting the vertical deformation to an average of 5.5 mm, as opposed to 9 mm when 
running barefoot [48,56]. This explains the higher stiffness during the first time zone 
compared to bare foot running. It also explains the lower stiffness during the second time 
zone compared to bare foot running. It has also been shown by that better energy absorption 
and impact shock attenuation is associated with lower stiffness [51].  
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Table 3. Linear regression results (Y= aX+b) of Figure 7, at 95% confidence intervals for coefficients a 
and b ; rp = Pearson correlation coefficient ; and r2 = coefficient of determination. 

The correlation found between low stiffness in the first time zone to the high stiffness in the 
second time zone is obvious from the anatomy of the heel pad, which consists of nearly 
closed collagen cells filled with fatty cells [27,48]. The vertical orientations of these cells, 
together with the high viscosity of the fat tissue are the major factors responsible for the 
absorption of the impact energy at heel strike. Initially, the fat flows sideways and small 
loads result in high deformation (low stiffness). In the second time zone, after the heel pad 
has already considerably deformed, further increase in deformation provokes a high load, 
thus high stiffness. The effect of fatigue could be explained by means of the heating effect 
during the course of running. With nearly 80 heel-strikes per min, the whole running 
duration of 30 min results in some 2500 heel-strikes, each of which causing a rapid 
deformation of the heel pad and during which the fatty tissue frictions while squeezed out 
of the collagen cells. The accumulated heat due to friction reduces the viscosity and the 
vertical displacement is accelerated, causing a reduction in stiffness during the first zone of 
heel strike. In the second zone, however, the thinner remaining tissue together with the 
underlying bone evokes an increase in stiffness. 

7. Conclusion 

Stress fractures in long bones of the lower limbs are believed to originate from repetitive 
and/or excessive loading, such as may take place in long-distance running at a speed 
exceeding the anaerobic threshold. In the present study the average running distance per 
test was 6.30 km (30 min of running at the average speed of 12.6 km/h) in agreement with 
the definition of ‘long distance’ [57]. We have measured and analyzed the following: 
respiratory data to monitor global fatigue; and accelerometry, to provide quantitative 
information on loading of the major segments of the lower limb. While providing 
accelerometer boundary values for the model system, accelerometry is an advantageous 
method due to its being non-invasive.  

t30 t15 t1 
Regression 
coefficients

 

Tested 
parameter 

-0.560.16
18.771.85 

0.44 
0.19 

-1.100.29
25.233.27 

0.49 
0.24 

-0.410.23
14.031.86 

0.26
0.07 

a
b 
rp 
r2 
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7.942.02
89.9523.05 
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0.24 

3.261.70
153.1019.48 
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This correlation, however, was lower in the 15th min (0.27) and in the 30th min (0.49) of 
running, thus suggesting that high peak acceleration at the tibial tuberosity is associated 
with a higher k1 value in time zone 2; (c) a medium correlation (0.73) was found between 
k3 and peak acceleration at the tibial tuberosity in the 1st mi of running. But here too this 
correlation was decreased with the development of fatigue, suggesting that higher peak 
acceleration at the tibial tuberosity is associated with a high k3 parameter value in time 
zone 2.  

 
Figure 7. Simple linear-regression made to express the relationship between the tibial tuberosity peak 
acceleration and parameter values (results of 10 subjects). The regression was performed for the 1st min 
(leftmost panels), the 15th min (middle panels) and for the 30th min (rightmost panels). The correlation 
coefficient of the presented regression lines was significantly different from zero, at 95% significance 
level. The 3 upper panels - for k1 in ZONE 1 (Z1); 3 middle panels for k1 in ZONE 2 (Z2); and 3 lower 
panels - for k3 in ZONE 2. 

It has been shown that in running with shoes, the foot is restricted from bulging sideways, 
thus limiting the vertical deformation to an average of 5.5 mm, as opposed to 9 mm when 
running barefoot [48,56]. This explains the higher stiffness during the first time zone 
compared to bare foot running. It also explains the lower stiffness during the second time 
zone compared to bare foot running. It has also been shown by that better energy absorption 
and impact shock attenuation is associated with lower stiffness [51].  
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Table 3. Linear regression results (Y= aX+b) of Figure 7, at 95% confidence intervals for coefficients a 
and b ; rp = Pearson correlation coefficient ; and r2 = coefficient of determination. 

The correlation found between low stiffness in the first time zone to the high stiffness in the 
second time zone is obvious from the anatomy of the heel pad, which consists of nearly 
closed collagen cells filled with fatty cells [27,48]. The vertical orientations of these cells, 
together with the high viscosity of the fat tissue are the major factors responsible for the 
absorption of the impact energy at heel strike. Initially, the fat flows sideways and small 
loads result in high deformation (low stiffness). In the second time zone, after the heel pad 
has already considerably deformed, further increase in deformation provokes a high load, 
thus high stiffness. The effect of fatigue could be explained by means of the heating effect 
during the course of running. With nearly 80 heel-strikes per min, the whole running 
duration of 30 min results in some 2500 heel-strikes, each of which causing a rapid 
deformation of the heel pad and during which the fatty tissue frictions while squeezed out 
of the collagen cells. The accumulated heat due to friction reduces the viscosity and the 
vertical displacement is accelerated, causing a reduction in stiffness during the first zone of 
heel strike. In the second zone, however, the thinner remaining tissue together with the 
underlying bone evokes an increase in stiffness. 

7. Conclusion 

Stress fractures in long bones of the lower limbs are believed to originate from repetitive 
and/or excessive loading, such as may take place in long-distance running at a speed 
exceeding the anaerobic threshold. In the present study the average running distance per 
test was 6.30 km (30 min of running at the average speed of 12.6 km/h) in agreement with 
the definition of ‘long distance’ [57]. We have measured and analyzed the following: 
respiratory data to monitor global fatigue; and accelerometry, to provide quantitative 
information on loading of the major segments of the lower limb. While providing 
accelerometer boundary values for the model system, accelerometry is an advantageous 
method due to its being non-invasive.  
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We have addressed a major fatigue-related factor taking part in exposing the shank to stress 
fractures risk: the decline in end tidal carbon dioxide pressure, the latter expressing 
metabolic fatigue [31,58]. The mechanical consequence of fatigue in long-distance running is 
two-fold: enhanced impact acceleration due to global fatigue and muscle activity imbalance 
due to local fatigue before and during foot contact, resulting in the development of excessive 
shank-bone bending stresses and higher risk of stress injury [11].  

While departing from the stiffness constancy concept, the model revealed that a correct and 
sufficient variability of the joint stiffness is a two-region piece-wise constant stiffness 
indicating that a higher order of non-linearity is not necessary. This result should be 
considered meaningful in those problems where the constant stiffness representation is not 
sufficient and in cases where the system’s representation has to be improved. Joint stiffness 
is dominated by muscular activation [59-60] and as the joints stiffen, they undergo smaller 
angular displacements during the ground-contact phase, also resulting in smaller excursion 
of the hip and higher leg stiffness. Thus, since stiffness is related to muscle activation, the 
piece-wise constant stiffness obtained solution also provides, through the obtained stiffness 
profiles, an insight into the patterns of the muscular activation in the legs’ joints. 

The fact that the simple model of a piece-wise constant stiffness can predict major features 
of the running exercise makes it an effective tool for future designing of artificial legs and 
robots and also for the development of more accurate control strategies. 
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1. Introduction 

Advanced biomechanical models of biological tissues should be based on statistical 
morphometry of tissue architecture. A quantitative description of the microscopic properties 
of real tissue samples is an advantage when devising computer models that are statistically 
similar to biological tissues in physiological or pathological conditions. The recent 
development of X-ray microtomography (micro-CT) has introduced resolution similar to 
that of routine histology. The aim of this chapter is to review and discuss both automatic 
image processing and interactive, unbiased stereological tools available for micro-CT scans 
and histological micrographs. We will demonstrate the practical usability of micro-CT in 
two different types of three-dimensional (3-D) ex vivo samples: (i) bone scaffolds used in 
tissue engineering and (ii) microvascular corrosion casts. 

2. Principles of micro-CT  

This chapter covers the basic principles of micro-CT. Ex vivo specimens are typically placed 
on a rotating stage between the X-ray source and the microscope objective, which is 
followed by a detector (Fig. 1). For high resolution imaging, the sample size must be 
reduced to a minimum. The dimensions should not exceed 500-1000 times the resolution 
limit required. In large samples, the X-rays must penetrate more material, which results in a 
lower photon count and increased exposure time.  

Certain devices operate with geometrical magnification only, in which the resolution 
increases with the distance between the sample and the detector. Unfortunately, increased 
geometrical magnification can result in blurriness, depending on the X-ray source spot size.  
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Figure 1. Configuration of a micro-CT scanner with an ex vivo sample rotating within a stationary X-ray 
system (redrawn and modified according to Jorgensen et al., 1998). 

More sophisticated devices use microscope objectives for increased magnification and 
resolution. For optimal settings of the micro-CT scan, the spot size (SS) and the awaited 
pixel size (PS) are the parameters that set the source distance (SD) and detector distance 
(DD). When the SD and DD are smaller, higher photon counts can be achieved, thus 
reducing the time costs. The settings should fulfill equation 1; see also Fig. 2: 

 DDPS SS
SD

   (1) 

 
Figure 2. For optimal settings of the micro-CT scan, the spot size (SS) and the awaited pixel size (PS) are 
the parameters that set the source distance (SD) and detector distance (DD) (redrawn and modified 
according to Roth et al., 2010). 

The source SS is strongly dependent on the power of the X-ray tube used. In today’s machines, 
the source SS ranges between 1-10 µm. For high resolution scanning of biological samples, it is 
advisable to operate with a low accelerating voltage (the typical range for the Xradia XCT 400 
(Xradia, Pleasanton, CA, USA) is 20–60 kV used with a power of 4 W, at which the tube yields 
the lowest SS). The scanning time depends on the magnification and resolution required. For 
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details smaller than 1 µm, 24 hours or more might be necessary, whereas an overview scan 
with a pixel size of approximately 10 µm can be achieved within an hour. Sample drifting 
might be an issue during a long scanning time. From the reconstructed images, the objects of 
interest are visualized, thresholded, traced and analyzed. 

3. Current applications of micro-CT in biomechanics and medicine 

Compared with standard human CT devices, which offer a resolution limit of 
approximately 0.4 mm, the micro-CT introduced a promising modality. However, the 
clinical use of this method is limited by its higher radiation exposure and longer scanning 
times. It is used either to visualize individual fine functional and anatomical structures of ex 
vivo human or animal organs (e.g., liver lobules or bone trabeculae) or for whole-body 
imaging of small animals (Schambach et al., 2010). In vivo micro-CT systems are based on a 
rotating system of X-ray tube and detectors. The construction of these devices is the same as 
in human CT, except that their dimensions are adapted to small animals (Bag, 2010). The 
minimal space resolution of in vivo micro-CT is from 100 to 30 µm. The imaging of living 
animals must be faster than in ex vivo micro-CT. It is enabled by, among other factors, the 
use of flat panel detectors that allow us to acquire an abundance of thin sections during one 
rotation. The examination is also limited by the necessity of using a radiation dose that does 
not harm the tested animal. In ex vivo micro-CT, the X-ray source and the detectors are 
stationary, and it is possible to adjust the distance between the X-ray tube and the detectors 
(based on the size of the examined object) to improve the spatial resolution and minimize 
artifacts. Moreover, in ex-vivo micro-CT, time resolution is not important; thus, the 
examination may take a very long time (hours), and any amount of radiation may be used. 
This technique enables us to acquire much higher spatial resolution than in vivo micro-CT 
(30 to 1 µm) (Zagorchev et al., 2010).  

Most organs have already been analyzed with micro-CT, including bones (Peyrin, 2011), 
heart and blood vessels (Schambach et al., 2010), lungs, kidney, liver, and cerebral structures 
(Schambach et al., 2010). Micro-CT devices can be used for the characterization of bone or 
vascular microarchitecture (Peyrin, 2011; Burghardt et al., 2011; Missbach-Guentner et al., 
2011). This method also allows the precise detection of the margins of tumors and their 
vascularity (Ma et al., 2011; Missbach-Guentner et al., 2011). Tissue composition (e.g., bone 
mineralization) can be directly linked to 3-D tissue morphometry (Burghardt et al., 2011). 
Thus, 3-D micro-CT analysis becomes a method of choice for describing the spatial 
complexity of organ segmentation and the relationships between morphological and 
functional units (e.g., hepatic lobules and portal acini) (Schladitz, 2011). Micro-CT can also 
link the imaging of anatomical structures with functional and molecular imaging, e.g., tissue 
and organ perfusion, the flow rate of exocrine secretions within parenchymatous organs and 
glands (Marsen et al., 2006), or heart movements (Badea et al., 2005).  

For the examination of soft tissues and vessels, contrast solutions are necessary. In in vivo 
imaging, such as in human medicine, standard iodinated contrast media or intravascular 
blood-pool contrast agents are used (e.g., contrast material covered by a polyethylene glycol 
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capsule and stabilized by lipoproteins or iodinated triacylglycerides). These blood-pool 
contrast media are able to remain in the blood circulation for a longer time and thus enable 
longer scanning times. They do not leave the blood circulation as do standard iodinated 
contrast agents, which pass into the extravascular interstitial space. Contrast substances 
labeled with antigens or other ligands (Ritman, 2011) may also be used for targeting and 
tracking specific structures, such as stem cells (Villa et al., 2010). For in vivo studies, 
nanoparticles can be used to enhance the soft tissue contrast (Boll et al., 2011). It is also possible 
to use nanoparticles that incorporate into, e.g., tumors and could remain there for longer 
periods (Boll et al., 2011). However, ex vivo micro-CT can utilize any contrast solution, 
including those that are toxic to living organisms. The only limitation is that they must not 
damage the examined tissue. In ex vivo micro-CT imaging, it is recommended that contrast 
solutions be used that offer high contrast to the studied tissue, that have a low viscosity to fill 
the smallest vessels and that do not diffuse out of the blood vessels. In practice, the substances 
used include silicon rubber (Savai et al., 2009), polymethylmethacrylate with added lead 
pigment, and gelatin with bismuth or barium sulfate (Zagorchev et al., 2010).  

Other modifications of CT applicable in medical experiments are the mini-CT devices (voxel 
size 10-3 mm3, used for scans of whole organs or small animals) and the nano-CT devices 
(voxel size of 10-7 mm3) (Ritman, 2011; Müller, 2009).  

The greatest progress in micro-CT exploration was acquired in the exploration of tumor 
microvascularization and the study of neoangiogenesis. The latter phenomenon is also 
important for the understanding of tumor growth and could be used in oncological treatment 
strategies, especially in patients treated by biological therapy with antibodies against vascular 
endothelial factor A (bevacizumab), which inhibits neoangiogenesis (Ma, 2011). Micro-CT 
imaging of pathological vascularity can provide new information, e.g., about changes in vessel 
walls in atherosclerosis or other pulmonary vascular diseases (Razavi, 2012). 

A promising trend in experimental work is using hybrid methods that combine detailed 
anatomical information from micro-CT with information about cellular metabolism and 
structure from methods of nuclear medicine (micro-SPECT/CT and micro-PET/CT) (Ritman, 
2011). Therefore, it is appropriate to combine or compare the results of micro-SPECT or 
micro-PET with, e.g., microscopic analysis of a specimen to estimate the correct anatomical 
orientation and acquire a satisfactory interpretation of the results. The new suggested tools 
would be able to use higher energy examination from more X ray sources and thus obtain 
results on the cellular or subcellular level. The development of new tissue-specific contrast 
solutions could also be promising for future research activities using micro-CT or its hybrid 
methods. 

4. Micro-CT imaging of biological samples ex vivo 

4.1. Biomechanics of bone scaffolds 

The aim of this chapter is to illustrate the application of micro-CT in tissue engineering and 
in assessing the biomechanics of biocompatible collagen/hydroxyapatite bone scaffold 
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samples (Prosecká et al., 2011). Tissue engineering is a promising interdisciplinary research 
field that aims to develop biological substitutes for the repair of damaged tissue. The typical 
strategy involves either the delivery of isolated and expanded cell populations within a 
tissue engineering construct or the recruitment of host cells local to the site of damage 
through the use of conductive scaffolds and inductive biological signals. The question of 
how to optimize the design of scaffolds for different tissues remains unsolved. To assess the 
suitability of polymer tissue scaffolds for use in regenerative medicine, methods to 
characterize scaffolds are needed (Renghini et al., 2009). The bone scaffolds should be stiff 
enough to withstand high forces in the bone after implantation but, conversely, should also 
be flexible enough to enable growth of the cells and changing of the original shape of the 
graft to meet the needs of the bone complex. Therefore, it is important to perform 
mechanical measurements and 3-D imaging of bone scaffolds before the seeding of 
mesenchymal stem cells.  

Generally, bones and bone scaffolds can be mechanically tested using various types of 
techniques: tensile or torsion tests used for strip- or block-shaped tissue specimens; a 
pressure test used for block-shaped or cylindrical specimens; a ring test in which a ring of 
given thickness is cut from a tubular organ (typically a blood vessel), clamped into the jaws 
of special measurement devices and loaded by tension; and an intraluminal pressure 
inflation-deflation test of tubular organs. The choice depends on the physiological loading of 
the tissues. The aim is to be as close as possible to the real loading and thus to the real 
mechanical properties. In any case, regardless of the chosen technique, the result given by a 
measurement device is of the same nature: a stress-strain (tensile, pressure, ring test) or 
pressure-outer diameter (inflation-deflation test) curve. The stress-strain curve has a mostly 
nonlinear shape showing the tissue stiffening as loading increases. The stiffening is caused 
by various tissue components as they subsequently contribute to the tissue response. The 
soft component, mostly elastin, contributes to the mechanical response at low loading and is 
connected with the low stiffness of the tissue, whereas the curly and stiff collagen fibers are 
straightened as loading progresses and contribute to stiffening at high loading. The relevant 
portions of a stress-strain curve could be approximated (e.g., by a line), and thus, the 
mechanical parameters, such as Young's modulus of elasticity at small deformations (low 
loading) and at large deformations (high loading), the pressure-strain elastic modulus, the 
initial modulus of compression, the limit stress and the strain in the case of loading until 
tissue rupture, could be obtained.  

To emulate the loading of bones, in which most of their parts are under pressure and only a 
small fraction of the tissue is under tension, pressure loading was applied to collagen/ 
hydroxyapatite composite bone scaffolds. Cylindrical specimens (approximately 12 mm in 
diameter and in height) of composite scaffolds containing various amounts of collagen and 
hydroxyapatite prepared according to Prosecká et al. (2011) underwent pressure mechanical 
loading with a loading velocity of 1 mm/min. The resultant stress-strain curves, and 
particularly the regions between 2% and 10% of the original specimen's height, were 
approximated by linear regression, and thus the initial moduli of compression were 
determined. (for details of the measurements and their evaluation, see Prosecká et al., 2011).  
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From a biomechanical point of view, the shape of the stress-strain curves was identical for 
all compositions of scaffolds. The beginning of each stress-strain curve was linear with low 
stiffness, and increasing loading led to scaffold stiffening. This stiffening was likely caused 
by the fact that, with increasing deformation of the porous specimens, the originally high 
amount of free space filled by air became smaller, and the stiff components became closer 
together and started to contribute more to the mechanical response. The decreasing porosity 
caused by the increasing pressure loading could thus be connected with the higher stiffness 
of the scaffold. The initial modulus of compression increased rapidly with an increase in the 
collagen concentration. From these two results, we can conclude that not only the 
composition but also the porosity may play crucial roles in the mechanical properties of 
collagen/hydroxyapatite composite bone scaffolds.   

4.2. Imaging and biological applications of bone scaffolds 

The 3-D porous structure and sufficient mechanical stiffness of the bone scaffolds are 
necessary conditions for the attachment, growth, and progress of mesenchymal 
osteoprogenitor stem cells (Prosecká et al., 2011); see Fig. 3.  

 
Figure 3. Micro-CT scans of a bone scaffold manufactured from collagen/hydroxyapatite matrix. A – a 
single section acquired with a 4× objective; the scanning time was 9 hours. B – an image reconstruction 
based on 3376 sections. The scale bars indicate 1 mm. 

Traditional methods for evaluating the osseointegration of tissue-engineered scaffold/cell 
constructs are based on 2-D histological and radiographic techniques. Sectioning followed 
by histology can image the scaffold interior but is destructive, lengthy and only semi-
quantitative (Ho & Hutmacher, 2006). Fluorescence microscopy can be quantitative when 
high-throughput approaches are applied, e.g., producing 3-D images with confocal 
fluorescence microscopy (Tjia & Moghe, 1998). Colorimetric and fluorometric soluble assays 
are available for cell components, such as enzymes, protein or DNA (Ho & Hutmacher, 
2006). However, these soluble assays are quantitative but do not provide information on cell 
distribution. In contrast to these methods, by micro-CT we can non-destructively obtain 3-D 
images that penetrate deep into the scaffold interior and produce inherently quantitative 
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results (Tjia & Moghe, 1998). Micro-CT currently appears to be the most suitable approach 
for this task (Ho & Hutmacher, 2006; Mather et al., 2007; Mather et al., 2008; Cancedda et al., 
2007). Clearly, in a structure as complex as bone, micro-CT provides a distinct advantage 
over conventional microscopy. Structures can be followed continuously, from the level of 
osteon to gross bone morphology.  

Dorsey et al. (2009) explored the use of X-ray microcomputed tomography for observing cell 
adhesion and proliferation in polymer scaffolds. The ability of micro-CT to detect cells in 
scaffolds was compared with those of fluorescence microscopy and a soluble DNA assay. 
The researchers demonstrated that fluorescence microscopy had better resolution than 
micro-CT and that the soluble DNA assay was approximately 5 times more sensitive than 
micro-CT. However, by micro-CT, they were able to reveal the interiors of opaque scaffolds 
and to obtain quantitative 3-D imaging and analysis via a single, non-invasive modality. 
They observed that for quantitative micro-CT volume analysis, a cell density of more than 1 
million cells/ml is required in the scaffolds. The results demonstrate the benefits and 
limitations of using micro-CT for the 3-D imaging and analysis of cell adhesion and 
proliferation in polymer scaffolds. Various bone engineering groups have noted the 
importance of micro-CT analyses in tissue engineering. Among them, Müller and 
Rüegsegger have investigated, and quantified, the architecture of cancellous bone using 
micro-CT (Müller, 1994; Müller et al., 1996, 1998;  Rüegsegger, 2001).   

In addition to these analyses, a number of morphological measures are being investigated, 
such as volume fractions of tissues, directivity of calcifying tissue, porosity, pore 
connectivity, putative vascularization, curvature and surface-to-volume measure (Bentley et 
al., 2002; Jorgensen et al., 1998). 

Despite the advantages of using micro-CT, there are still several issues with both image 
segmentation and resolution that are exacerbated by the low image contrast due to the low 
X-ray attenuation of the materials being used (Mather et al., 2008). Morris et al. (2009) 
studied a method for the generation of computer-simulated scaffolds that resemble foamed 
polymeric tissue scaffolds. They showed that the quality of the images (and hence the 
accuracy of any parameters derived from them) may be improved by a combination of pixel 
binning and by taking multiple images at each angle of rotation. However, micro-CT is 
considered to be a standard technique in tissue-engineered bones (Cancedda et al., 2007). 

5. Three-dimensional imaging of microvascular corrosion casts 

5.1. Corrosion casting 

Anatomical corrosion casts provide 3-D insights into the arrangement of hollow structures 
and organ cavities at both the macro- and microscopic levels. The most frequently used are 
vascular corrosion casts (Giuvărăşteanu, 2007), which, in combination with scanning 
electron microscopy, constitute the primary application of corrosion casting describing the 
morphology and anatomical distribution of blood vessels (Lametschwandtner et al., 2004; 
2005). Many other examples are found in the literature - the airways (Hojo, 1993), bile ducts 
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results (Tjia & Moghe, 1998). Micro-CT currently appears to be the most suitable approach 
for this task (Ho & Hutmacher, 2006; Mather et al., 2007; Mather et al., 2008; Cancedda et al., 
2007). Clearly, in a structure as complex as bone, micro-CT provides a distinct advantage 
over conventional microscopy. Structures can be followed continuously, from the level of 
osteon to gross bone morphology.  

Dorsey et al. (2009) explored the use of X-ray microcomputed tomography for observing cell 
adhesion and proliferation in polymer scaffolds. The ability of micro-CT to detect cells in 
scaffolds was compared with those of fluorescence microscopy and a soluble DNA assay. 
The researchers demonstrated that fluorescence microscopy had better resolution than 
micro-CT and that the soluble DNA assay was approximately 5 times more sensitive than 
micro-CT. However, by micro-CT, they were able to reveal the interiors of opaque scaffolds 
and to obtain quantitative 3-D imaging and analysis via a single, non-invasive modality. 
They observed that for quantitative micro-CT volume analysis, a cell density of more than 1 
million cells/ml is required in the scaffolds. The results demonstrate the benefits and 
limitations of using micro-CT for the 3-D imaging and analysis of cell adhesion and 
proliferation in polymer scaffolds. Various bone engineering groups have noted the 
importance of micro-CT analyses in tissue engineering. Among them, Müller and 
Rüegsegger have investigated, and quantified, the architecture of cancellous bone using 
micro-CT (Müller, 1994; Müller et al., 1996, 1998;  Rüegsegger, 2001).   

In addition to these analyses, a number of morphological measures are being investigated, 
such as volume fractions of tissues, directivity of calcifying tissue, porosity, pore 
connectivity, putative vascularization, curvature and surface-to-volume measure (Bentley et 
al., 2002; Jorgensen et al., 1998). 

Despite the advantages of using micro-CT, there are still several issues with both image 
segmentation and resolution that are exacerbated by the low image contrast due to the low 
X-ray attenuation of the materials being used (Mather et al., 2008). Morris et al. (2009) 
studied a method for the generation of computer-simulated scaffolds that resemble foamed 
polymeric tissue scaffolds. They showed that the quality of the images (and hence the 
accuracy of any parameters derived from them) may be improved by a combination of pixel 
binning and by taking multiple images at each angle of rotation. However, micro-CT is 
considered to be a standard technique in tissue-engineered bones (Cancedda et al., 2007). 

5. Three-dimensional imaging of microvascular corrosion casts 
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Anatomical corrosion casts provide 3-D insights into the arrangement of hollow structures 
and organ cavities at both the macro- and microscopic levels. The most frequently used are 
vascular corrosion casts (Giuvărăşteanu, 2007), which, in combination with scanning 
electron microscopy, constitute the primary application of corrosion casting describing the 
morphology and anatomical distribution of blood vessels (Lametschwandtner et al., 2004; 
2005). Many other examples are found in the literature - the airways (Hojo, 1993), bile ducts 
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(Gadžijev & Ravnik, 1996), urinary tract (Marques-Sampaio et al., 2007) and lymphatic 
system (Fujisaka et al., 1996) have been visualized by means of corrosion casting. The steps 
for obtaining the corrosion casts are as follows: perfusion of the hollow target structures to 
remove the contents (in the case of vascular casts, prior heparinization is required for the 
maintenance of blood fluidity), injection of the casting media, its polymerization in the fully 
filled cavities and the subsequent removal of the surrounding tissues by a highly aggressive 
corrosive solution. The corrosion casting method has been known since the beginning of the 
16th century, when Leonardo da Vinci injected dissolved wax into bovine cerebral chambers 
(Paluzzi et al., 2007). Over the following centuries, all of the steps in the method have been 
improved. However, the aim has remained the same – to obtain the most accurate replica of 
the biological structure. 

5.2. Casting media 

Because the highest authenticity is required in the proportions of 3-D corrosion casts, casting 
media must have sufficient viscosity (to pass through but not to penetrate); they must be 
capable of even, rapid polymerization with minimal shrinkage and of physicochemical 
resistance to the subsequent corrosion and dissection procedures. All of these properties are 
combined in methylmethacrylate (MMA) resin. The MMA polymerizing fluid can be 
produced by warming the MMA monomer with a catalyst, benzoyl peroxide. MMA easily 
penetrates the capillary network and flows out via the opposite vessels (Kachlík & Hoch, 
2008). A polyurethane pigment paste of various colors can be added into the mass along 
with the X-ray contrast medium, e.g., barium sulfate (BaSO4) or mercury sulfide (HgS) 
(Gadžijev & Ravnik, 1996). There are also commercially produced, partially polymerized 
MMAs (e.g., Mercox or Dentacryl), but these products vary considerably in their rheological 
properties. Dentacryl was used mainly in the last century, originally in dental prosthetics. 
This compound is a commercially produced, colorless, partially polymerized MMA that is 
not, due to its high viscosity, suitable for casts of the microvasculature (Kachlík & Hoch, 
2008). The greatest advantage of this casting medium is its low cost; thus, Dentacryl is used 
for more spacious casts, such as those of the bronchial tree (Havránková et al., 1989) or 
paranasal sinuses (Hajnis, 1988). Painting clays can be used to color Dentacryl. Mercox is a 
low-viscosity acrylic resin, a MMA monomer stabilized solution. Mercox II (Ladd Research, 
Williston, Vermont, USA) is commercially offered in two colors (blue and red); the kit 
contains an MMA resin and a catalyst (benzoyl peroxide). The Mercox II system combines 
excellent permeability through the entire vascular bed, excellent infiltration properties, short 
time of preparation and polymerization, minimal shrinkage and high chemical resistance. 
Although its price is rather high, it is a method of choice for the vascular corrosion casts 
(Bartel & Lametschwandtner, 2000; Minnich et al., 2002; Lametschwandtner et al., 2004; 
Kachlik & Baca, 2006, Kachlík & Hoch, 2008).  

In our experience with obtaining corrosion casts of porcine liver vascular trees, it is helpful 
to administer 50,000 IU of heparin in 1 liter of saline and subsequently rinse the vascular bed 
with 5 liters of Ringer´s solution prior to sacrificing the animal. We found that even the 
lowest Mercox dilution recommended by the manufacturer (20 ml resin/0.4 g of 40% 
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benzoylperoxide) polymerizes within a very short time (approximately 5 min), which makes 
it difficult to fill the complicated liver vasculature (Eberlová, 2012, unpublished results). 
After 5 minutes of stirring the resin with the catalyst, it was possible to fill a volume of 
approximately 20 ml before the Mercox started to harden. To prevent any vascular lesions 
and artifacts, the use of an infusion pump appears to be warranted (Minnich et al., 2002).  

Unfortunately, Mercox does not offer sufficient X-ray-opacity for micro-CT. To fill and 
opacify microvessels ex vivo, the silicone rubber Microfil MV (Flow Tech, Inc., Carver, 
Massachusetts) appears to be a substance of choice (Gössl et al., 2003). The Microfil MV kit is 
available in five radio-opaque colors and comprises MV-Diluent, MV compound and MV 
Curing Agent. The working time of Microfil is approximately 20 minutes. However, Microfil 
MV is not suitable for conventional corrosion casting techniques using potassium 
hydroxide. Two alternative techniques for the subsequent tissue clearing are offered instead: 
alcohol-methyl salicylate clearing, which produces a stiffer tissue useful for gross 
observation, and glycerin clearing, which yields a more flexible tissue and vessels.  

6. Automatic image processing, topology analysis and measurement of 
statistical features 

This chapter describes an approach to automatic micro-CT image processing using 
computer vision techniques and the Mercox vascular corrosion casts of the intestinal mucosa 
described in the previous chapter. The input data were acquired with Xradia XCT 400 
(Xradia, Pleasanton, CA, USA) by scanning Mercox vascular corrosion casts. The resulting 
data set consisted of a DICOM stack of approximately 1000 slices, each 1000 times 1000 
pixels, such that the scanned volume contained 109 volume elements (voxels), each 
represented by a 16-bit signed number. The depicted volume in reality was a cube with an 
edge of approximately 35 mm, whereas the voxel edge was 36.53 µm. For image processing, 
we used the Insight Toolkit library for C++ (www.itk.org) and MATLAB with its Image 
Processing Toolbox (The MathWorks, Inc., Natick, MA, USA). The first step of the image 
processing was an analysis of the density distribution of the data, using a density histogram; 
see Fig. 4. 

Segmentation is a process in computer vision that divides the voxels of the source image 
into two subsets – foreground and background – depending on their affinity to the objects of 
the real world (Sonka et al., 1998). In our case, the foreground was formed by the vascular 
corrosion cast, whereas all of the other data were considered to be background.  

Thresholding is a common and widely used image segmentation method in machine vision. 
This technique outputs a binary image g(i,j,k) that classifies the voxels of the source image 
f(i,j,k), in which i, j, k represent the spatial indices of the data, according to equation 2: 
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In our experience with obtaining corrosion casts of porcine liver vascular trees, it is helpful 
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benzoylperoxide) polymerizes within a very short time (approximately 5 min), which makes 
it difficult to fill the complicated liver vasculature (Eberlová, 2012, unpublished results). 
After 5 minutes of stirring the resin with the catalyst, it was possible to fill a volume of 
approximately 20 ml before the Mercox started to harden. To prevent any vascular lesions 
and artifacts, the use of an infusion pump appears to be warranted (Minnich et al., 2002).  

Unfortunately, Mercox does not offer sufficient X-ray-opacity for micro-CT. To fill and 
opacify microvessels ex vivo, the silicone rubber Microfil MV (Flow Tech, Inc., Carver, 
Massachusetts) appears to be a substance of choice (Gössl et al., 2003). The Microfil MV kit is 
available in five radio-opaque colors and comprises MV-Diluent, MV compound and MV 
Curing Agent. The working time of Microfil is approximately 20 minutes. However, Microfil 
MV is not suitable for conventional corrosion casting techniques using potassium 
hydroxide. Two alternative techniques for the subsequent tissue clearing are offered instead: 
alcohol-methyl salicylate clearing, which produces a stiffer tissue useful for gross 
observation, and glycerin clearing, which yields a more flexible tissue and vessels.  

6. Automatic image processing, topology analysis and measurement of 
statistical features 

This chapter describes an approach to automatic micro-CT image processing using 
computer vision techniques and the Mercox vascular corrosion casts of the intestinal mucosa 
described in the previous chapter. The input data were acquired with Xradia XCT 400 
(Xradia, Pleasanton, CA, USA) by scanning Mercox vascular corrosion casts. The resulting 
data set consisted of a DICOM stack of approximately 1000 slices, each 1000 times 1000 
pixels, such that the scanned volume contained 109 volume elements (voxels), each 
represented by a 16-bit signed number. The depicted volume in reality was a cube with an 
edge of approximately 35 mm, whereas the voxel edge was 36.53 µm. For image processing, 
we used the Insight Toolkit library for C++ (www.itk.org) and MATLAB with its Image 
Processing Toolbox (The MathWorks, Inc., Natick, MA, USA). The first step of the image 
processing was an analysis of the density distribution of the data, using a density histogram; 
see Fig. 4. 

Segmentation is a process in computer vision that divides the voxels of the source image 
into two subsets – foreground and background – depending on their affinity to the objects of 
the real world (Sonka et al., 1998). In our case, the foreground was formed by the vascular 
corrosion cast, whereas all of the other data were considered to be background.  

Thresholding is a common and widely used image segmentation method in machine vision. 
This technique outputs a binary image g(i,j,k) that classifies the voxels of the source image 
f(i,j,k), in which i, j, k represent the spatial indices of the data, according to equation 2: 
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In this equation, T is the threshold value; g(i,j,k)=1 for image elements of objects and g(i,j,k)=0 
for image elements of the background (Sonka et al., 1998). The threshold value 32,768, used 
for segmentation in our case, is highlighted in red in Fig 4. 

 
Figure 4. A density histogram of the source image data. In this histogram, which has been smoothened 
for visualization, we can observe a local minimum prior to a peak representing the density of desired 
vessel voxels. According to the histogram, the segmentation methods based on density values appear to 
be suitable for the current image data set.  

After segmentation was performed, it was necessary to further pre-process the binary image 
to eliminate artifacts, e.g., holes and bays caused by irregular spreading of the casting 
material, and measurement errors. These errors were resolved by applying the 
morphological operation of hole filling, which converts cavities inside of objects into object 
voxels. The next step of the data analysis used the labeling algorithm, which assigned a 
unique label to each contiguous region of a binary image (Sonka et al., 1998). This procedure 
gave us a large amount of useful information about object counts and sizes in the volume. 
Part of the label image histogram is shown in Fig. 5.  

The label histogram (Fig. 5) demonstrates that there are many objects of insignificant size 
that are produced simply by measurement noise. We can convert these objects into 
background and eliminate them from further processing. The size of the objects at which the 
segmentation of the blood vessel regions becomes unreliable, reveals also the resolution 
limits of the current micro-CT scan. Acquiring a reliable representation of all of the 
microvessels would therefore require another scan with a different objective and micro-CT 
settings. We can also deduct the count of dominant objects in the volume. For the purposes 
of visualization, in the subsequent processing steps, we will only work with the largest 
object. Fig. 6 demonstrates the difference between a 3-D model of the whole vessel system 
(Fig. 6A), and the largest continuous object only (Fig. 6B). 

The volumetric image (Fig. 6) is useful for visualization. However, it is not desirable for 
topological investigation. A shape simplification is needed that would preserve the tree 
connectivity and geometric conditions. In this study, we used the algorithm introduced by 
Lee et al. (1994). This algorithm is based on parallel 3-D binary image thinning, which is  
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Figure 5. A label image histogram. The object labels each stand for voxels belonging to a single 
contiguous object, i.e., the count of each label denotes the size of the object it represents, and the number 
of unique labels corresponds to the number of contiguous objects in the volume. Object labels higher 
than 100 were omitted for a better overview. There were 1,967 unique objects within the image data set 
under study. 

 
Figure 6. A three-dimensional reconstruction of the entire vessel system (A), and of the largest 
continuous object (B).  

suitable for large data sets and produces a 1-voxel-thin 3-D skeleton. The topology analysis 
of the skeleton involves identifying the node and terminal points of the tree. The points are 
located based on their 26-connectivity to neighboring voxels. Based on the properties of the 
skeletonization algorithm, we can find nodes of valence 3 (i.e., nodes at which three 
microvascular segments join). Existing nodes of valence 4 are decomposed into two nodes of 
valence 3. Fig. 7 shows the resulting skeleton with located node points. In this sample, 149 
nodes were detected. Using the number of branching points with a known valence, the 
numerical density of the microvessels NV(cap/ref) can be estimated, as described by 
Lokkegaard et al. (2001).  
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than 100 were omitted for a better overview. There were 1,967 unique objects within the image data set 
under study. 

 
Figure 6. A three-dimensional reconstruction of the entire vessel system (A), and of the largest 
continuous object (B).  

suitable for large data sets and produces a 1-voxel-thin 3-D skeleton. The topology analysis 
of the skeleton involves identifying the node and terminal points of the tree. The points are 
located based on their 26-connectivity to neighboring voxels. Based on the properties of the 
skeletonization algorithm, we can find nodes of valence 3 (i.e., nodes at which three 
microvascular segments join). Existing nodes of valence 4 are decomposed into two nodes of 
valence 3. Fig. 7 shows the resulting skeleton with located node points. In this sample, 149 
nodes were detected. Using the number of branching points with a known valence, the 
numerical density of the microvessels NV(cap/ref) can be estimated, as described by 
Lokkegaard et al. (2001).  
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Figure 7. Vessel skeleton with branching node points. 

Currently, we are able to segment a vessel tree formed by a corrosive cast. In the example 
analyzed in this study, continuous regions of the volumetric model were counted to detect 
the number of individual objects within the volume. The volume of each individual object 
was estimated. Using skeletonization, the number of branching nodes was counted, and the 
number of vascular segments between the nodes was estimated, as was the length of each 
segment. Knowing the vessel length and volume, it is also possible to compute the average 
diameter of the vessel. However, there are still challenges for future work, such as 
estimating the vessel diameter in each voxel of the skeleton using a distance transform. With 
this information, the diameter distribution with respect to the vessel length or the vessel 
volume could be acquired. With a known diameter, the surface area of the vessels can also 
be computed. Tracking the skeleton leading its binary graph construction determines the 
spatial distribution of the branching nodes from the proximal vascular segments to the 
periphery of the vascular tree. 

The approach presented in this chapter is based on several assumptions that deserve to be 
discussed, as they also represent the limitations of this study. We assume, for our 
computation, that the vessels are in the form of generalized cylinders, which means that the 
cross-section orthogonal to the medial axis is a circle. The voxels in our data set were 
cubical; however, a data set with unequal voxel edges may be resampled into cubical voxels.  

An important question is the choice of the threshold value. The segmented vessel diameter 
is partially linearly dependent on the chosen threshold value. Setting an excessively low 
threshold causes too many artifacts to appear and objects to merge into each other; 
contrariwise, an excessively high threshold makes vessels very thin, such that small vessels 
disappear. This effect implies that the threshold value influences the absolute diameter of 
the vessels and biases statistical markers. However, the construction of the skeleton and the 
topological analysis do not appear to be affected by the selection of the threshold.  
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Let us summarize the advantages and disadvantages of our automatic image processing 
approach. Compared with stereological methods currently in use (see the next chapter), 
automatic image processing requires virtually no user interaction. This approach is able to 
compute the distributions of the volumes, surfaces and lengths of vessels of given diameters 
with a high precision. Moreover, the stereological methods may be applied to our 
volumetric model to achieve results comparable to those of stereological measurements 
performed by a human, but with no interaction at all. A disadvantage is the necessity of the 
choice of the threshold used for the segmentation, due to the sensitivity of certain results to 
the threshold settings. As stated before, the threshold value does not greatly influence the 
topology of the vessel tree but strongly correlates with the diameters of the vessels. A 
proposed solution to this issue is to compute the skeleton with a higher threshold and the 
diameters with a lower one. 

7. Quantitative micro-CT, histology and stereology 

Current micro-CT devices are typically bundled with sophisticated software packages that 
offer a number of automated quantification procedures. However, correlating the micro-CT 
results with quantitative histology favors the use of unbiased stereological methods, which 
are highly standardized and widely accepted in biomedical microscopy research (Howard 
and Reed, 1998; Mouton, 2002). This chapter illustrates the stereological assessment of 
micro-CT scans of bone scaffolds and microvascular corrosion casts, including the 
quantification of the volume fraction (VV, dimensionless), surface density (SV, m-1), length 
density (LV, m-2), orientation and anisotropy of microvessels (Kochová et al., 2011). 

In bone tissue samples, the micro-CT resolution is currently capable of providing images 
that can be used for both analysis of bone vascular canals, and counting individual osteocyte 
lacunae. Quantification of bone microporosities is used for testing their effect on the 
viscoelastic properties of bone tissue (Tonar et al., 2011). The microporosity has at least two 
functional levels, the vascular porosity (related to the vascular canals; the order of 
magnitude is 10–1000 µm) and the lacunar-canalicular porosity (surrounding the osteocytes; 
the order of magnitude is 0.1–10 µm). Mechanical experiments clearly demonstrated that the 
hierarchical organization of bone architecture is crucial and that bone structural 
heterogeneity varies with the scale of magnification. Whereas Fig. 8 demonstrates two-
dimensional sections of compact bone produced by histology and micro-CT, Fig. 9 shows 
the results of 3-D micro-CT reconstruction of cancellous bone.  

The vascular corrosion casts described in section 4 and used in section 5 also can be assessed 
with spatial stereological methods. Image data acquired by micro-CT are demonstrated in 
Fig. 10. 

After manually tracing the microvessel profiles within a series of consecutive two-
dimensional micro-CT sections (software Ellipse, ViDiTo, Košice, Slovak Republic), a three-
dimensional system of oriented lines can be acquired (Fig. 11). 
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Figure 8. Comparing a histological ground bone section stained with basic fuchsin (A, human femur) 
with a micro-CT image of compact bone (B, human tibia). In the compact bone, two types of 
microporosities can be quantified – the osteocyte lacunae and the vascular canals. Both levels of 
microporosities are clearly visible in either method. The volume fraction of the vascular canals can be 
quantified stereologically with a point counting method, whereas the numerical density of the osteocyte 
lacunae can be assessed by the 3-D counting method called disector, which is not biased by the variation 
in size and orientation of the lacunae (Sterio, 1984; Tonar et al., 2011). The scale bars indicate 60 µm (A) 
and 200 µm (B). 

 
 

 
 

Figure 9. Micro-CT reconstruction of cancellous bone (human tibia) – an overall view (A) and a detail of 
the surface of bone trabeculae (B). The density and 3-D arrangement of bone trabeculae can be easily 
assessed with micro-CT. In contrast to scanning electron microscopy of bone surfaces, micro-CT is not 
biased by perspective or the depth of the 3-D sample. A dry bone sample does not require any 
laboratory processing prior to micro-CT scanning. The scale bars indicate 1 mm (A) and 200 µm (B). 
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Figure 10. A micro-CT image (A) and a 3-D reconstruction (B) of a vascular corrosion Mercox cast of 
human intestinal mucosa. The scale bars indicate 300 µm (A) and 100 µm (B). 

 
Figure 11. Tracing the microvessel profiles in serial micro-CT sections (Fig. 10A) results in oriented 
lines, which can be visualized either as linear structures (A) or as rods (B). The blood microvessels are 
abstracted as having one dimension only (the length), whereas the spatial orientation is retained. The 
thickness of the rods (B) has been set for better visualization only and does not represent the real 
thickness of the original microvessels.  

Next, the orientation of each skeletonized vessel can be described using a spherical 
coordinate system (Fig. 12). Each blood vessel segment is described as a vector connecting 
the center of the coordinate system with the surface of the sphere. This vector is described 
by its length and a combination of azimuth ranging between [0, 2π] and elevation [0, π/2].  

Next, the combinations of vessel lengths and their 3-D orientation can be assessed using 
various 2-D plots (Fig. 13). These plots are very useful when assessing the directionality and 
anisotropy of the vascular segments. Should the anisotropy be quantified, several methods 
are available, such as the ellipsoidal anisotropy, fractional anisotropy, or a chi-square 
method comparing the observed length densities of lines with the discrete uniform 
distribution of an isotropic line system (Kochová et al., 2011). 
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Figure 12. The angular description of the directions of vascular line systems using a spherical 
coordinate system. Each blood vessel segment is represented by a vector with a known length and a 
combination of azimuth (longitude) and elevation (latitude). This figure was redrawn and modified 
according to Kochová et al. (2011).  

 
Figure 13. Polar plots can be constructed (A) using the Lambert azimuthal equal area projection. Radial 
lines are azimuths and concentric lines are elevations, whereas the arrows indicate individual 
directions. Color histograms can also be used (B) with a color scale corresponding to the microvessel 
lengths in the given combination of elevation and azimuth (a dark color represents a high value of the 
microvessel length). In this example, the prevailing directions demonstrate the anisotropy of the 
microvessels, as both plots exhibit preferential combinations of azimuth and elevation.  

Using the skeletons of the microvessels, their lengths L within a reference volume V(ref) can 
be expressed as the length density LV; see equation 3: 

 V
LL

V(ref )
 . (3) 

The volume fraction occupied by the microvascular corrosion cast easily can be estimated 
using the Cavalieri principle (Howard & Reed, 2005), as shown in equation 4, 

 1 2 mestV T (A A ... A )     ,  (4) 

where estV is the estimated volume of the microvessels, T is the distance between the 
sections sampled for the estimation, and A is the area of the cast profiles in m individual 
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sections. When estimating the area A, the points hitting the profiles are counted, and their 
sum is multiplied by the area corresponding to each point. At least 200 points must be 
counted to obtain a reliable volume estimate (Gundersen & Jensen, 1987); see Fig. 14A.  

To simulate the histological measurement of microvessel density QA (Fraser et al., 2012), i.e., 
the number of microvessel profiles Q per area unit A, an unbiased counting frame can be 
applied (Fig. 14B), and the microvessel density can be expressed using equation 5, 

 A
QQ
A

 . (5) 

 
Figure 14. Estimating the volume fraction and the microvessel density. A - When estimating the area 
and volume of the microvascular cast, the points hitting the profiles (marked red) are counted, and their 
sum is multiplied by the area corresponding to each point. B – Counting the microvessel profiles per 
section area simulates the histological assessment of microvessel density. This procedure can be 
performed using the projection of an unbiased counting frame consisting of two admittance (green) and 
two forbidden (red) borders. Marked profiles of microvessels (red outlines) situated inside the frame or 
those touching admittance borders and not touching the forbidden lines are counted in the software 
Ellipse. 

The surfaces of the microvascular casts can also be estimated using stereological methods. 
However, several of these methods require isotropic uniform random sections or vertical 
uniform random sections. Randomized orientation of the sections cannot always be 
guaranteed in micro-CT, as the sample is typically oriented with its long axis perpendicular 
to the X-ray beam (Fig. 1). The section plane is often arbitrary and cannot be regarded as 
random. A suitable solution without randomizing the cutting plane is using an isotropic 
virtual test probe named fakir (Larsen et al., 1998; Kubínová & Janáček, 1998; Kubínová & 
Janáček, 2001); see Fig. 15. The ratio between the surface area S and the reference volume 
V(ref) is called the surface density SV; see equation 6:  

 V
SS

V(ref )
 . (6) 
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Figure 15. Estimating the surface in a series of micro-CT sections with arbitrary orientation using an 
isotropic triple spatial grid of orthogonal lines with a random initial orientation (fakir probe). The test 
lines of the fakir probe are green. The violet points denote intersections between the test lines and the 
current section. The left window shows a 3-D view, the right window shows the current section. Only 
one third of the triple line system is shown (software Ellipse).  

8. Conclusion 

This chapter reviews the current approaches in micro-CT imaging and the quantitative 
evaluation of the resulting image data sets. Both automatic image processing methods and 
interactive stereological methods are applied for the quantification of the volume fraction, 
surface density, length density, numerical density, orientation and anisotropy. Micro-CT 
imaging of bone tissue, tissue-engineered bone scaffolds, and microvascular corrosion casts 
is quantified using unbiased methods that are already acknowledged in quantitative histology. 
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1. Introduction 
Articular Cartilage (AC) is a poro-elastic biological material that allows the distribution of 
mechanical loads and joint movements. As a biphasic material, in the presence of load, the 
articular cartilage deforms its solid matrix and modifies the fluid hydrostatic pressure 
within. The aim of this chapter is to present a mathematical model that predicts the 
mechanical behavior of articular cartilage, taking into account the duality between the solid 
matrix and articular liquid, and its poro-elastic characteristics. Using a finite element 
method approach, the response of a piece of articular cartilage in one and two dimensions 
has been simulated, with tensile, compressive and oscillatory mechanical loads. The analysis 
of the results allows a qualitative validation of the poro-elastic behavior of the model due to 
the solid matrix deformation and the fluid outflow that causes variations of pressures inside 
the articular cartilage in accordance with reported trials. The mathematical model allows for 
prediction of articular cartilage’s biomechanical behavior. These results contribute to the 
research processes in fields of study such as biomechanics and tissue engineering. 

2. Background  
One of the pathologic entities that most often affect quality of life of individuals is 
osteoarthrosis (OA), which is caused by the deterioration of cartilage in synovial joints. In 
the U.S. in the early nineties it was estimated that 37.9 million people (which constituted 
15% of the population) suffered from one of the various existing musculoskeletal diseases. 
OA was present in 21 million individuals (Lawrence et al., 1998).  

OA compromises skeletal muscle function, causing pain and difficulty in basic activities of 
daily living. Several studies have shown that the forces exerted on cartilage can modify its 
structure and composition, resulting in a change in the biomechanical behavior of the same 
(Wu & Kirk, 2001). The onset and progression of OA are commonly affected by mechanical 
factors associated with either joint loading or local contact stress (Andriacchi et al., 2004). 
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The mechanical environment of cartilage cells (chondrocytes) is an important factor 
influencing joint health and function. Chondrocytes in articular cartilage utilize mechanical 
signals in conjunction with other environmental, genetic, extrinsic and intrinsic hormonal 
and/or paracrine or autocrine factors to regulate their metabolic activity. This capability 
provides the means by which articular cartilage may alter its structure and composition to 
meet the physical demands of the body (Boschetti et al., 2004). 

The permeability of cartilage contributes to many tissue functions such as transport of food 
to the chondrocytes, the ability to withstand high loads, and maintaining a fluid film to 
lubricate opposing joint surfaces (Guilak et al., 1999). Measuring the cartilage permeability 
considering its depth, by the behavior of a fluid flow induced by the application of a 
pressure gradient, can show a decrease in permeability in relation to depth for each level of 
the applied pressure difference. 

Here is a review of the anatomy, morphology and physiology of articular cartilage for the 
purpose of more clearly understanding its responses to load and its relationship to the 
deformation processes and the changes of fluid pressure within. 

2.1. Biological tissues  

Biological materials are generally multiphase, coexisting in a solid and a fluid phase 
(Hubertus Frijns, 2000; Doblaré, 2005; Haider & Schugart, 2006). They also have a strong 
microstructure that gives them a clear heterogeneous and anisotropic condition and, in 
addition, its mechanical behavior is strongly nonlinear nonlinear (Wilson et al., 2004; 
Ateshian et al., 1997; Chan et al., 2004). All of this, without taking into account important 
aspects such as the strong dependence on age, sex, metabolism, and in particular history 
and diseases and, ultimately, cell activity and its interaction with the particular environment 
in which it develops. 

In this sense, it can be seen as soft biological tissues in which the elastic modulus is 
approximately equal to the stresses to which they are subjected. Some typical cases 
correspond to the arteries and veins, cartilage, ligaments, tendons, muscles or skin. In 
general, they are composites, made up of organic matrix reinforced by fibers of collagen and 
elastin. Its behavior again depends on its structural composition, especially the percentage 
of fibers, their characteristics and the type of grouping. Thus, tissues specialized for tensile 
strength (e.g. ligaments) are rich in fiber and their orientation essentially coincides with the 
direction of stress to which they are subjected, while the elastic absorbing the compressive 
forces (e.g. cartilage) are rich in proteoglycans and fibers distributed in various directions. 
The cartilage then can be referred to as hydrated tissue, which has a highly compressible 
behavior corresponding to a saturated biphasic material (if one considers the four-phase ion 
diffusion) with the possibility of the escape of the fluid inside. The main purpose of this 
behavior is to provide optimum synovial joint lubrication conditions, friction, wear, shock 
absorption and load distribution. Interstitial fluid flow in these tissues is crucial both in their 
viscoelastic properties as well as in the lubrication mechanism; contemplating this is 
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necessary to model the behavior of such tissues. Furthermore, they are again heterogeneous 
and anisotropic due to the preferred orientation of collagen fibers (Wilson et al., 2004). 

Understanding the importance of in-depth knowledge of the composition and behavior of 
articular cartilage, in the next section this tissue will be described. 

2.2. Articular cartilage 

Cartilage is categorized as an avascular, aneural and alinfatic tissue. It’s composed of cells 
called chondrocytes, surrounded by an extracellular matrix (ECM) that they secrete. It’s 
formed by an abundant extracellular matrix in which the chondrocytes are located in spaces 
called gaps (See Fig 1). The chondrocytes synthesize and secrete the organic components of 
the extracellular matrix, which are essentially collagen, hyaluronic acid, proteoglycans and 
glycoproteins. Hyaline and fibrous cartilage are distinguished by the characteristics of the 
matrix. There is also elastic cartilage, in which the elastin is a part of the extracellular matrix 
(Koenig, 2011; Sopena-Juncosa et al., 2000; Nordin & Frankel, 2004). 

 
Figure 1. Representation of a fragment of Articular Cartilage. (Sopena-Juncosa et al., 2000) 

For a better understanding, each of the structures mentioned above will be defined. Initially 
chondrocytes will be described, then subsequently the ECM and each of its components. 

2.2.1. Chondrocytes 

They are cells sparsely distributed in the tissue. They constitute approximately 10 percent of 
cartilage volume. They are located in some gaps within the ECM, to which they adapt. They 
produce the adjacent ECM, but they are also capable of depolymerizing and removing it to 
broaden its gaps. (This fact is very evident in the process of endochondral ossification) The 
key feature of the intercellular substance is its hyper-hydration state (80 percent), and 
combined with proteoglycans, it forms a gel. Greater or lesser elasticity of the cartilage 
depends on its water content (Koenig, 2011; Sopena-Juncosa et al., 2000; Nordin & Frankel, 
2004). 
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2.2.2. Extracellular Matrix - ECM 

This consists of an organized and dense network of thin collagen fibers embedded in a 
concentrated solution of proteoglycans. It is responsible for the mechanical properties of 
cartilage (Koenig, 2011; Sopena-Juncosa et al., 2000; Nordin & Frankel, 2004). This matrix is 
composed of: 

Water: (60-80 percent) Water is the main component of cartilage, which contributes to its 
damping properties, cartilage nutrition and the articular lubrication processes. It allows for the 
deformation of the cartilage in response to mechanical loads, flowing inside and outside them.  

Collagen: (10-20percent). Predominantly type II (90-95 percent), giving the cartilage great 
tensile strength. 

Proteoglycans: (PGs) (10-15 percent). These are complex macromolecules, responsible for 
the resistance to compression of the cartilage. They are secreted by chondrocytes and 
composed of subunits called glycosaminoglycans (GAGs). The most common GAG is 
chondroitin-sulfate (of which there are 2 subtypes, the chondroitin-4-sulfate and the 
chondroitin-6-sulfate), then the keratan-sulphate (or keratin-sulfate) and the dermatan-
sulphate. Chondroitin-4-sulphate is the most abundant and decreases over the years; 
chondroitin-6-sulfate remains constant; and keratan-sulphate increases with age. The PGs 
have an average lifespan of three months and have a great capacity for retain water which 
gives elasticity to the tissue. They are attached to collagen and are responsible for the 
"porous" structure of cartilage (See Fig.1) 

Extracellular Glycoproteins: (anchorite CII, fibronectin, laminin, integrin). They serve a 
binding function between the ECM and chondrocytes. The most important, integrin, 
interacts with cell receptors and regulates the migration, proliferation and differentiation of 
the chondrocytes (Sopena-Juncosa et al., 2000). 

At present it is believed that collagen has a different orientation in articular cartilage in 
relation to its depth, as described by Benninghoff in 1925 in the Arcade model (Wilson, 
2005): Packets of primary fibrils extend perpendicular to the sub-chondral bone; the fibrils 
are separated near the joint surface presented by the curve of the horizontal; each packet of 
the vertical surface is assumed to be subdivided into two different directions in the 
curvature of the radial direction (See Fig. 2). It was assumed that the orientation of the 
secondary fibrils is random and that on the uppermost, fibers are distributed horizontally. 

 
Figure 2. Representation of collagen distribution in articular cartilage.  
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2.3. Architecture of articular cartilage 

Some studies like those reported by Martin, 2002; Sopena et al., 2000; Wilson, 2005 and 
Meyer & Wiesmann, 2010; mention that with electron microscopy it can be determined that 
cartilage has a multilayered arrangement with layers of different thickness and composed of 
fibrils irregularly cross-linked into a plane parallel to the surface. Using the electron 
microscope, the following layers of articular cartilage were described: 

2.3.1. Superficial, tangential or sliding layer 

This is adjacent to the joint cavity. The chondrocytes adopt an elongated or ellipsoid shape 
and they are oriented parallel to the surface. The cells have low activity and poor protein 
synthesis. This layer possesses few PGs and a high concentration of fine collagen fibers 
distributed perpendicularly to one another and parallel to the surface in order to withstand 
the shear forces during joint movement. 

2.3.2. Intermediate or transitional layer 

Cells adopt a rounded morphology and are larger than those of the previous layer. The 
chondrocytes are irregularly arranged and show a greater presence of PGs and less collagen 
with thicker fibers arranged obliquely and randomly in all three planes of space. This layer 
has high metabolic activity and supports compression forces. 

2.3.3. Radial or deep layer 

The cells are rounded and have the same characteristics as layer 2 but adopt a columnar 
arrangement. They present a high protein synthesis. The collagen fibers are thick and they 
are distributed parallel to each other and perpendicular to the articular surface to provide 
resistance to compressive forces. The water content is less than in the previous layers and 
proteoglycans are most abundant. 

2.3.4. Calcified layer 

This is adjacent to the bone and separated from the previous layer by a basophilic line 
called tidal or "tidemark", which is a bar wavy tangential arrangement of its fibers and 
can withstand shear forces. The cells are small and scarce. The matrix is rich in 
hydroxyapatite crystals. Cartilage anchoring to the sub-chondral bone occurs in this layer 
(See Fig 3). 

The most common tests used for explaining the behavior of articular cartilage under load, 
expressed in computer models, that include the behavior of swelling or anisotropic 
properties of the collagen structure for determining the mechanical quality of articular 
cartilage are: confined compression, the unconfined compression, indentation and swelling 
(Wilson, 2005). This can be reviewed extensively in the literature. 
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Figure 3. Architectural layout of the articular cartilage according to its various layers. Note the 
anisotropic distribution of the tissue in relation to the depth thereof. (Sopena-Juncosa et al., 2000)  

2.4. Biphasic behavior of articular cartilage 

Mechanical properties of articular cartilage are attributed to their complex structure and 
composition of the extracellular matrix that is comprised of a fluid phase (water containing 
dissolved ions) and a solid matrix that consists mainly of a fibrous network of collagen type 
II and aggregates of proteoglycans as well as other type of proteins, lipids, and cells (Wilson 
et al., 2004). 

With the mechanical load, the interstitial fluid is redistributed through the pores of the 
permeable solid matrix, resulting in predominantly viscoelastic behavior (See Fig 4). This 
highly viscoelastic behavior of articular cartilage is mainly due to two mechanisms: (a) the 
frictional drag force of interstitial fluid flow through the porous solid matrix (i.e., the flow-
dependent mechanism), and (b) the function of the time-dependent deformability of the 
solid matrix (i.e. the flux-independent mechanism) (Garzón, 2007). 

 
Figure 4. Different forms of lubrication in articular cartilage given by the load applied to the tissue. 
This lubrication and nutrition takes various forms but mainly by the displacement of the fluid. (Terada 
et al., 1998).  
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Mechanical behavior of cartilage is then described by the biphasic or continuous poro-elastic 
model that describes the mechanical interactions of the different phases (Donzelli & Spilker, 
1998). 

From the mechanical standpoint, the most important components of articular cartilage are 
strong and highly organized as a network of collagen together with the load of 
proteoglycans. Due to the fixed charges of proteoglycans, the cation concentration within 
the tissue is higher than in the surrounding synovial fluid. This excess of ion particles leads 
to an osmotic pressure difference, which causes swelling tissue. The fibrillar collagen 
network resists pressure and swelling. This combination makes cartilage a unique, highly 
hydrated and pressurized tissue, reinforced by the tension of the collagen network (Wilson, 
2005). 

2.4.1. Mixtures theory 

Articular cartilage can be described by the mixtures theory as a mixture of four elements: a 
fibrous network (collagen fibres and proteoglycans), a fluid and a positively and negatively 
charged particle. However, it’s important to differentiate between components and phases. 
Hubertus, 2000; defines a component as a group of particles with the same properties and a 
phase as a set of miscible components. Thus in theory the four components can be separated 
into only two phases: a solid and a fluid phase. In this case the fluid is comprised of three 
components: the liquid, the cations and anions. 

Many authors such as Haider & Schugart, 2000; Wilson et al., 2004; Haider & Guilak, 2007; 
Meng et al., 2002; Wu et al., 1997; Terada et al., 1998; Donzellie et al., 1999 and Donzelli & 
Spilker, 1998; among others, have conducted their research, viewing cartilage from this 
biphasic behavior. This has allowed its analysis as a material with a porous-viscoelastic 
behavior, in an attempt to better understand its response to loads, forces and overload. 

2.5. Computational analysis of articular cartilage 

Continued use of simulation in medicine has allowed important data to be obtained about 
the biological, mechanical and chemical behavior of the organs and tissues using 
mathematical formalization and subsequent numerical simulation of complex biological 
processes. Various medical problems related to surgery, trauma and rehabilitation have 
been identified, conceptualized and solved systematically and numerically (Garzón, 2007). 

Computer mechano-biology determines the quantitative rules governing actions for cellular 
expression, differentiation and maintenance of biological and mechanical stimuli, which can 
be simulated by numerical methods. The procedure for finding such rules is usually through 
the process of "trial and error" (Van der Meulen & Huiskes, 2002). The computational tests 
are simulated usually from problems in the contour value by which the mechanical loads on 
the boundary are transferred to local mechanical variables (stress and strain). On the 
biological side, these local mechanical or biophysical variables stimulate cell expression to 
regulate, for example, the composition of the matrix and the expression of molecular 
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Figure 3. Architectural layout of the articular cartilage according to its various layers. Note the 
anisotropic distribution of the tissue in relation to the depth thereof. (Sopena-Juncosa et al., 2000)  
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substances. Both biological and mechanical parts are combined in a computational model, 
which considers the application of forces, mechano-transduction, cellular expression, 
genetics and the transformation of the characteristics of the extracellular matrix. The typical 
method of numerical implementation of these mechano-biological problems is the finite 
element method (FEM) (Garzón, 2007). 

Finite element computational analysis has been used as an approach to diverse biological 
processes including the biomechanical behavior of articular cartilage (Wilson et al., 2004; 
Ateshian et al., 1997; Chan et al., 2004; Wilson, 2005; Donzelli et al, 1999; Donzelli & Spilker, 
1998; Almeida & Spilker, 1998; Wu & Herzog, 2000; Levenston et al., 1998). Using the 
material representation of the continuum phase of cartilage, results have indicated that local 
intermittent hydrostatic pressure promotes cartilage maintenance (Carter & Wong, 2003). 

3. Mechanical behavior of articular cartilage (AC):  

Mechanical properties of articular cartilage (AC) are attributed to its complex structure and to 
composition of its ECM including a fluid phase (water with dissolved ions), and a solid matrix 
(collagen type II, aggregates of PGs, proteins, lipids, and cells) (Haider & Guilak, 2007). With 
the mechanical load, the interstitial fluid is redistributed through the pores of the permeable 
solid matrix, resulting in predominantly poro-elastic conduct. This behavior of the AC is 
mainly due to two mechanisms: (a) the frictional force due to drag flow of interstitial fluid 
through the porous solid matrix (flow-dependent mechanism), and (b) the deformability of the 
matrix strong function of time (flow-independent mechanism) (Wilson, 2005). 

4. Mathematical model for articular cartilage  

Several authors (Mow, 1980 ; Haider & Schugart, 2006; Wilson et al., 2005; Haider & Guilak, 
2007; Meng et al., 2002; Wu et al., 1997; Terada et al., 1998; Donzelli et al., 1999; Donzelli & 
Spilker, 1998); have conducted their research on cartilage from biphasic behavior that this 
tissue exhibits. This allowed analysis of the same material as a poro-elastic behavior capable 
of supporting loads. The mathematical model of the AC as a biphasic material, analyzes the 
displacement u (t, x) of the solid (matrix) and pressure p (x) of the fluid displaced by the 
load, thanks to its characteristic of poro-elasticity. This model is described by the equations 
(1) and (2): 

 .(2 (u) .u I ) p 0 ens s        
  

 (1) 

 ( .u) .(k p) 0 en
t 


    


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Equation (1) is derived from the law of conservation of momentum and corresponds to the 
linear elasticity equation (term 1a) coupled with a term that represents fluid pressure (term 
1b). The term (u)

 
  corresponds to the strain tensor acting on the surface enclosed by. 

s sy   are the “Lame elastic constants” for the solid, related to Young's modulus and 
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Poisson's ratio (E, ν). For its part, the equation (2) refers to the change of the dilation of the 
solid matrix (term 2a) due to the mechanical load created by the divergence of the gradient 
of the pressure of fluid contained in the domain  (term 2b) (Frijns, 2000). In this equation, 
k is a constant representing the permeability of solid module.  

4.1. Boundary conditions 

Boundary conditions of the model are defined in  domain and may be dependent on time. 
The mathematical expression of these conditions is (3-6): 
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A widely used method for solving partial differential equations in complex geometries is the 
finite element method (Garzón, 2007). This method allows implementing the numerical 
model presented in equations (1) and (2) simply and with low computation cost. The 
method consists of using a vectorial function W or weighting function and a scalar function of 
q, which minimizes the terms of the equations (1) and (2). Multiplying (1) by W and (2) by q, 
and performing integration by parts in the   domain, we obtain a variational of the form 
(Frijns, 2000): 
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substances. Both biological and mechanical parts are combined in a computational model, 
which considers the application of forces, mechano-transduction, cellular expression, 
genetics and the transformation of the characteristics of the extracellular matrix. The typical 
method of numerical implementation of these mechano-biological problems is the finite 
element method (FEM) (Garzón, 2007). 

Finite element computational analysis has been used as an approach to diverse biological 
processes including the biomechanical behavior of articular cartilage (Wilson et al., 2004; 
Ateshian et al., 1997; Chan et al., 2004; Wilson, 2005; Donzelli et al, 1999; Donzelli & Spilker, 
1998; Almeida & Spilker, 1998; Wu & Herzog, 2000; Levenston et al., 1998). Using the 
material representation of the continuum phase of cartilage, results have indicated that local 
intermittent hydrostatic pressure promotes cartilage maintenance (Carter & Wong, 2003). 

3. Mechanical behavior of articular cartilage (AC):  

Mechanical properties of articular cartilage (AC) are attributed to its complex structure and to 
composition of its ECM including a fluid phase (water with dissolved ions), and a solid matrix 
(collagen type II, aggregates of PGs, proteins, lipids, and cells) (Haider & Guilak, 2007). With 
the mechanical load, the interstitial fluid is redistributed through the pores of the permeable 
solid matrix, resulting in predominantly poro-elastic conduct. This behavior of the AC is 
mainly due to two mechanisms: (a) the frictional force due to drag flow of interstitial fluid 
through the porous solid matrix (flow-dependent mechanism), and (b) the deformability of the 
matrix strong function of time (flow-independent mechanism) (Wilson, 2005). 

4. Mathematical model for articular cartilage  

Several authors (Mow, 1980 ; Haider & Schugart, 2006; Wilson et al., 2005; Haider & Guilak, 
2007; Meng et al., 2002; Wu et al., 1997; Terada et al., 1998; Donzelli et al., 1999; Donzelli & 
Spilker, 1998); have conducted their research on cartilage from biphasic behavior that this 
tissue exhibits. This allowed analysis of the same material as a poro-elastic behavior capable 
of supporting loads. The mathematical model of the AC as a biphasic material, analyzes the 
displacement u (t, x) of the solid (matrix) and pressure p (x) of the fluid displaced by the 
load, thanks to its characteristic of poro-elasticity. This model is described by the equations 
(1) and (2): 
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Poisson's ratio (E, ν). For its part, the equation (2) refers to the change of the dilation of the 
solid matrix (term 2a) due to the mechanical load created by the divergence of the gradient 
of the pressure of fluid contained in the domain  (term 2b) (Frijns, 2000). In this equation, 
k is a constant representing the permeability of solid module.  

4.1. Boundary conditions 

Boundary conditions of the model are defined in  domain and may be dependent on time. 
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finite element method (Garzón, 2007). This method allows implementing the numerical 
model presented in equations (1) and (2) simply and with low computation cost. The 
method consists of using a vectorial function W or weighting function and a scalar function of 
q, which minimizes the terms of the equations (1) and (2). Multiplying (1) by W and (2) by q, 
and performing integration by parts in the   domain, we obtain a variational of the form 
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The solution method is based on dividing the domain  (continuum) in which are defined 
equations (1) and (2) in their integral form in a series of non-intersecting subdomains e 
called finite elements. The set of finite elements forms a partition of the domain called 
discretization which together are described by equations (14) and (15): 

 h h h h N h
u h h n u ha(u ,W ) b(W ,p ) (g ,W )   (14) 

 h h h h h N h
n n n 1 pb(u ,q ) tc(p ,q ) b(u ,q ) t(g ,q )      (15) 

In (15) the n 1  subscript indicates the value of a parameter at a t 1  time, while the 
subscript n  indicates the value in the next time, n n 1t t t    (Frijns, 2000). Using the 
Galerkin method, the functions W and q are approximated by the matrix expression (16) 
where the N vector contains shape functions standard (,) which allow interpolation within 
each element of the domain. 
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In (16), the shape functions correspond to the case of one-dimensional element with three 
nodes (See Fig. 5a). For two-dimensional case four node elements are used, whose standard 
shape functions are shown in matrix form (17) and in Figure 5b.  

If the integration space (x,y) is changed to (, ) by the Jacobian of the transformation and 
vector notation is adjusted, the equations (1) and (2) can be reduced to a matrix system of 
elementary type of the form (18) which corresponds to the algebraic discretization in e 
domain of an element, with k elementary stiffness matrix, m the unknowns and f the 
independent term. Joining the result of (18) for total elements in , a general matrix system 
is obtained defined as (19) where K is the global matrix of stiffness, M is the vector of 
unknowns and F is the global vector entries. 
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 k m f  en e  (18) 

 K M F  en   (19) 

 
Figure 5. Representation of the shape functions standard. a) Case 1D, 3 nodes per element. b) Case 2D 
elements with four nodes (Radi, 2007). 

4.2. Model implementation  

Solution of these equations for both u and p are implemented using a routine programmed 
in Fortran and a desktop PC with 2.4 GHz AMD processor and 1.0 GB of RAM  

4.3. Computer simulation  

Conditions for the simulation were based on experiments by Frijns, 2000 and Wu et al., 1999. 
Simulations were performed for 1D and 2D looking tissue response to the application of: (a) 
compression, (b) tensile and (c) oscillating or cyclical loads. The simulation time is 45 
seconds of load in all cases. The loads applied in 1D and 2D simulations were performed 
with the parameters shown in Table 1. The tests considered the AC as a continuous and 
homogeneous material with the chondrocytes being part of the continuum. 

 E  K 

Matrix 0.40 Mpa 0.1 1.0 x10-2mmN-1s-1 

Chondrocyte 1.0 kPa 0.2 1.0 x10-5mmN-1s-1 

Table 1. Parameters for the homogeneous material characteristics (Wu et al., 1999). 

4.3.1. Meshing  

For the 1D simulation a mesh was performed that represents a fragment of 0.3 mm AC. 
From this mesh 641 nodes and 320 elements of 3 nodes were obtained. In the 2D simulation 
a mesh was performed that represents a fragment of articular cartilage 0.09 mm2 (0.3 mm 
x 0.3 mm). In this case 10,201 nodes were obtained, equivalent to 10,000 elements of 4 
nodes. 
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In (16), the shape functions correspond to the case of one-dimensional element with three 
nodes (See Fig. 5a). For two-dimensional case four node elements are used, whose standard 
shape functions are shown in matrix form (17) and in Figure 5b.  

If the integration space (x,y) is changed to (, ) by the Jacobian of the transformation and 
vector notation is adjusted, the equations (1) and (2) can be reduced to a matrix system of 
elementary type of the form (18) which corresponds to the algebraic discretization in e 
domain of an element, with k elementary stiffness matrix, m the unknowns and f the 
independent term. Joining the result of (18) for total elements in , a general matrix system 
is obtained defined as (19) where K is the global matrix of stiffness, M is the vector of 
unknowns and F is the global vector entries. 
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4.2. Model implementation  

Solution of these equations for both u and p are implemented using a routine programmed 
in Fortran and a desktop PC with 2.4 GHz AMD processor and 1.0 GB of RAM  
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seconds of load in all cases. The loads applied in 1D and 2D simulations were performed 
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For the 1D simulation a mesh was performed that represents a fragment of 0.3 mm AC. 
From this mesh 641 nodes and 320 elements of 3 nodes were obtained. In the 2D simulation 
a mesh was performed that represents a fragment of articular cartilage 0.09 mm2 (0.3 mm 
x 0.3 mm). In this case 10,201 nodes were obtained, equivalent to 10,000 elements of 4 
nodes. 
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4.3.2. Boundary conditions  

Simulation was performed so as not to allow displacement at the bottom. Load was applied 
on the upper edge, allowing the fluid outlet only at the bottom of the tissue fragment, as 
shown in Figure 6a. For 2D, a condition of tissue confinement was simulated, as shown the 
Figure 6b, so as to present only flow at the bottom. The burden was placed at the top and 
lateral and bottom movement were restricted, similar conditions to those reported in several 
experimental studies, including that of Ateshian et al, 1997; Frijns, 2000 and Wu et al, 1999. 

 
Figure 6. AC scheme for the confinement conditions in (a) 1D and (b) 2D. 

4.3.3. Loading conditions  

Calculations to simulate the applied load were performed from the data for the AC reported 
by Wu et al. For the 1D simulations, a load was applied of -2.033 N/m in compression, 2.033 
N/m in tension and cyclic loading with frequency equal to 0.1 Hz. In 2D simulations a load 
was applied on the upper face of cartilage fragment corresponding to the value -4.0397e-6 
N/m in compression, 4.0397e-6 N/m in tension. For cyclic loading, it was applied at a 
frequency equivalent to 0.1 Hz 

5. Results obtained 

5.1. 1D simulations 

5.1.1. Compression loads response 

Responses from the evidence to compressive loads can be seen in Figure 7. Figure 7a shows the 
negative shift of the solid component that increases its value negatively with increasing 
loading time. The time initially is zero (0) for t = 0.67s and reaching figures of -15x10-4mmN-1s-1 
at the time of maximum loading, t = 45s for x = 0.3. As the liquid flows, the behavior is similar 
to a linear elastic behavior, because the only component that supports the load is solid.  

Figure 7b shows the decrease in pressure due to the fluid outlet presented by the 
compression of the tissue. For an initial time t = 0.67s the pressure exerted on the fluid in the 
tissue is 2 MPa, but as the permanence of the compressive, the pressure decreases and takes 
values close to 0 MPa, thereby external pressure is balanced, also zero. 
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Figure 7. Response of tissue to compression forces. a. Displacement of solid matrix. b. Changes in the 
fluid pressure in the tissue in presence of the displacement of the same. 

5.1.2. Tensil loads response  

Figure 8 summarizes the results obtained for tensile strength. Figure 8a shows the positive 
displacement of the solid component in response to tensile load imposed on tissue. The 
figure shows how the displacements are positive in presence of tension maintained over 
time. From an initial value of 0 mmN-1s-1 at t = 0.67s, displacement increases up to a 
maximum of 16x10-4 mmN-1s-1 at a maximum load time t = 45s. 

 
Figure 8. Response of tissue to tensile forces. a. Displacement of solid component tissue upward. b. 
Change in the fluid pressure generated by the redistribution of fluid in the tissue.  

Figure 8b shows the increase of fluid pressure generated by the entry thereof into the tissue 
due to the pressure difference between the internal and external environment (fluid 
suction). This pressure difference is caused by displacement of the solid component in the 
positive direction in response to imposed tensile load. It is shown that this progression of 
the increase of pressure manifests over time, creating a redistribution of the fluid in the 
tissue. 
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Figure 8b shows the increase of fluid pressure generated by the entry thereof into the tissue 
due to the pressure difference between the internal and external environment (fluid 
suction). This pressure difference is caused by displacement of the solid component in the 
positive direction in response to imposed tensile load. It is shown that this progression of 
the increase of pressure manifests over time, creating a redistribution of the fluid in the 
tissue. 
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5.1.3. Oscillating loads response 

Responses obtained in the simulation of oscillating charges can be seen in Figure 9. Figure 
9a shows the alternating displacement presented at each oscillation. 

 
Figure 9. Response to cyclic load. a. Alternate displacement of the solid component. b. Changes in the 
fluid pressure in oscillate form. c. Delay between the solid deformation and fluid pressure variation. 

Initially the movements of the solid are small, close to 0 mmN-1s-1 for t = 0.67s. However, 
they increase over time reaching a value of 6x10-4 mmN-1s-1 or -6x10-4mmN -1s-1, at t = 45s, 
according to the tissue load, tension or compression respectively. Figure 9b shows the 
development of the process of oscillation in the fluid pressures in response to movement 
that the solid matrix undergoes upon perceiving the cyclic loading. Initially the pressure 
lowers and then makes an adjustment that increases, being in inverse phase with the 
evolution of the deformation of the solid phase of the tissue. I.e., once the solid is deformed 
in the positive direction, the pressure changes, becoming more negative and vice versa. 

The obvious alternating deformation processes of the solid in the face of the application of 
cyclic loads shows that the displacements are caused by the loads exerted on the tissue and 
the mobilization of fluid from or into the interior as applied tension or compressive loads 
respectively. These loads, in turn, generate alternation with respect to each instant of time 
between the variation of the pressure pattern and the variation of the displacement pattern. 
However, this action is not in complete phase with displacement. One can appreciate the 
presence and delay of alternating processes described above, because the equation that 
represents the displacements is elliptical and corresponds to a displacement equation in 
space while the equation that represents the pressure corresponds to a parabolic equation 
and represents a much slower diffusion process than the process of displacement (See Fig. 
9c). 
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5.2. 2D simulations  

5.2.1. Compression loads response  

Figure 10a corresponds to the displacement of the solid in the y axis for each time instant. The 
displacements are small in the first moments of the load and it can be seen that as the load 
increases, the time of displacement increases toward more negative values, demonstrating a 
greater deformation of the solid phase of the tissue. These displacements are produced by the 
fluid outlet in response to the maintained compression load and it is observed that the greatest 
displacement occurs in the upper layers of the tissue responsible for receiving the load 
directly, while the displacement transference is less at a greater tissue depth. 

 
Figure 10. 2D - Response to compressive load. a. y displacements during 45 seconds. b. Behavior of the 
fluid pressure p due to its outflow in presence of the load. 

Figure 10b shows the behavior of the fluid pressure at each instant of time. It is observed 
that the pressure decreases rapidly in all tissue layers reaching values close to 0 MPa in a 
very short time. This variation of fluid pressure corresponds to the decrease of the same in 
function of the load exerted over the time and poro-elastic tissue behavior which allows the 
fluid outlet. 

5.2.2. Tensil loads response 

Results obtained from the tensile simulation are shown in Figure 11. Figure 11a shows the 
displacement of the solid in the y axis for different time instants. There are major shifts in the 
early stages of loading (t = 0.67s) and displacement decreases with increasing load time. It is 
further noted that with a sustained tensile load at a given time, the greater displacement or 
elongation occurs in the upper layers of the tissue where the stress is felt in the first instant, 
which is why the transfer of deformation is smaller at a greater depth of tissue. In this case the 
fluid pressures tend to increase because the tissue seeks to balance the inside and the outside 
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displacement of the solid in the y axis for different time instants. There are major shifts in the 
early stages of loading (t = 0.67s) and displacement decreases with increasing load time. It is 
further noted that with a sustained tensile load at a given time, the greater displacement or 
elongation occurs in the upper layers of the tissue where the stress is felt in the first instant, 
which is why the transfer of deformation is smaller at a greater depth of tissue. In this case the 
fluid pressures tend to increase because the tissue seeks to balance the inside and the outside 
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environment. Then displacement occurs in response to stress and produces a reorganization of 
the fluid within the tissue, interfering with the variation in the pressure thereof. 

 
Figure 11. 2D-tensile load response. a. y displacements. b. . Behavior of the fluid pressure p due to its 
inflow in presence of the load. 

Figure 11b shows the behavior of the fluid pressure p for different time instants. It is 
observed that the fluid pressure is increased by small amounts in response to sustained 
tensile load. This action is due to the compensation of the tissue in response to deformation 
in elongation by the solid phase of the tissue that requires a redistribution of fluid into the 
tissue. However, it is evident that at the end of the tensile load time (approximately at t = 
27s), the tissue can’t undergo greater deformation in elongation and hence the fluid pressure 
also tends to stabilize at the inside thereof, causing a steady pressure maintained close to 
zero which balances with the external pressure. 

5.2.3. Oscillating loads response  

Figure 12a corresponds to the displacement of the solid in the y axis at different time 
instants. It is noted that the displacements or deformations occur alternately; at the times 1, 
3 and 5 (t = 0.67s, t = 27s = 6.57s respectively) the displacements are made positive, behavior 
similar to that observed during exposure to stress loads. Conversely, at the times 2, 4 and 6 
(t = 3.37s, t = 16.5 s and t = 45s respectively) the displacements are negative, consistent with 
the behavior exhibited by the matrix to compressive loads.  

Figure 12b shows the behavior of the fluid pressure p. Similar to what happened with the 
deformations of the solid phase, the pressure oscillation in response to cyclic loading 
imposed on the tissue is evident. Note that at times 1, 3 and 5 (t = 0.67s, t = 6.57syt = 27s 
respectively) the pressure tends to decrease due to the redistribution of fluid in response to 
perceived stress loads. Because the loads are not maintained, the tissue can’t compensate 
with fluid inlet from the outside which is why the pressure is not increased. Thus, at times 2, 
4 and 6 (t = 3.37s, t = 16.5 s and t = 45s respectively), the pressure tends to increase in 
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response to the compression of the tissue. This is due to the rapidity with which 
compressive and tensile loads are alternated, loads which prevent the behavior of cartilage 
during the cyclic loading from exhibiting the behavior that corresponds exclusively to the 
case of tension or compression. 

 
Figure 12. 2D - Response to oscillate load. a. y displacements. b. Oscillation of the pressure p within the 
tissue according to the load. 

6. Final discussion  
There are several theories explaining the behavior of AC in the presence of load conditions, 
summarized in computational models that include the swelling process and the properties 
of the anisotropic structure of collagen. The most frequently used tests to determine the 
mechanical qualities of the AC are the confined compression, the unconfined compression, 
the indentation and the swelling tests (Wilson, et al., 2005), carried out using numerical 
approximation tools. 

For purposes of meeting the stated objectives, we simulated a condition of confinement of 
the tissue that allows the flow at the bottom to restrict lateral and bottom movement. 
Conditions were similar to those reported in practical experiments as the papers presented 
by Ateshian et al., 1997; Frijns, 2000 and Wu et al., 1999; among others. The data obtained 
from the simulations confirm the theory of biphasic articular cartilage, first proposed by 
Mow et al., 1980; and supported by several authors as Haider et al., 2006; Wilson et al., 2005, 
Haider & Guilak , 2007; Meng et al., 2002; Wu et al., 1997, Terada et al., 1998, Donzelli et al., 
1999 and Donzelli & Spilker, 1998; among others. 

Results allow us to conclude that articular cartilage exhibits a displacement response of the 
solid component (matrix) and a variation in the pressure of fluid component due to the exit 
or entrance thereof, with decreases in pressure in response to compressive loads and 
increases at the same tensile loads. The displacement is caused by outflow of fluid in 
response to the maintained compressive load. However it is important to note that once the 
tissue reaches its maximum displacement, it behaves as a solid rather than as a poro-elastic 
material. From this point the fluid can’t flow out of the tissue because the pressure is 
balanced with the external fluid begins to bear part of the load. 
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response to the compression of the tissue. This is due to the rapidity with which 
compressive and tensile loads are alternated, loads which prevent the behavior of cartilage 
during the cyclic loading from exhibiting the behavior that corresponds exclusively to the 
case of tension or compression. 
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If this pressure is maintained for prolonged periods dehydration of the tissue may result 
and cause changes in normal behavior, making it temporarily or permanently more 
sensitive to injury. These findings support the conclusion that a load consistently 
maintained for long periods of time or an excessive load that exceeds the characteristics of 
the tissue once it has reached the maximum possible displacement, can make one more 
vulnerable to overuse injuries.  

The data reported are the beginning of broader work in the study of cartilaginous tissues 
which can incorporate the cellular component differentially and cartilage’s own 
biochemistry in the model. The results obtained motivate the efforts that currently seek to 
simulate the production and destruction of the matrix in the presence of mechanical loads, 
to simulate the restructuring of the same after an injury, to apply mathematical models in 
the study of cartilage growth and to study their behavior in vitro and in vivo. These lines of 
research aim to provide a solid foundation for the development of AC experiments in vivo 
and in vitro that expands the range of applications of numerical simulation techniques and 
techniques used in tissue engineering. 
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