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Preface

Global competition has caused fundamental changes in the competitive environment
of the manufacturing and service industries. Firms should develop strategic objectives
that, upon achievement, result in a competitive advantage in the market place. The
forces of globalization on one hand and rapidly growing marketing opportunities
overseas, especially in emerging economies on the other, have led to the expansion of
operations on a global scale. The subject matter is fascinating and timely. This book
aims to cover the main topics characterizing operations management including both
strategic issues and practical applications. A global environmental business including
both manufacturing and services is analyzed. Among the topics are safety, product
and service design, decision making, maintenance, and supply chain management.
The book contains original research and application chapters from many different
perspectives. It is enriched through the analyses of case studies.

Chapter 1, “The Analytic Functional Resonance Analysis to Improve Safety Management”,
proposes the Functional Resonance Analysis Method (FRAM) to analyze the complexity
of safety in industrial plants. This research integrates FRAM with the Analytic Hierarchy
Process (AHP), a multicriteria technique, to overcome the limits of the FRAM. The result
is a proposal of an alternative approach to risk assessment based on principles of resilience
engineering. A real case study in a petrochemical company is analyzed.

In the awareness that accelerating digitization of critical infrastructures is increasing
interconnection and interdependence among high-reliability subsystems, in Chapter 2,
“The Modulus of Resilience for Critical Subsystems”, the authors provide a scenario
agnostic method to quantify resiliency by applying concepts from materials science in a
generalized form. This new formulation resulted from a mapping of constructs used in
tensile testing to characteristics of protracted subsystem disruptions.

Chapter 3, “Condition-Based Maintenance for Data Center Operations Management”,
proposes preventive and predictive maintenance (PPM), which determines the CBM as
a systematic strategy of data center operations and maintenance. Use case examples of
power distribution systems (PDS) of a data center have been examined to ensure their
proper functionality and to reduce their deterioration rate.

It is clear that, in the digital space, the computer-based operating systems (CMMS’s)
enable quick and effective communication between stakeholders, facilitate improved
planning, easy access to historical data, reporting and performance improvements of the
maintenance function. However, success in the use of CMMS’s depends on the human
capacity of the users of the system, as it is explained in Chapter 4 “Harnessing the
Multiple Benefits of a Computerised Maintenance Management System”.

A novel adaptation of the MAX-MIN Ant System algorithm for the Quota Traveling
Salesman Problem with Passengers, Incomplete Ride, and Collection Time is proposed in
Chapter 5 “Multi-Strategy MAX-MIN Ant System for Solving Quota Traveling Salesman
Problem with Passengers, Incomplete Ride and Collection Time”. The algorithmic
components proposed to consider vehicle capacity, travel time, passenger limitations,
and a penalty for delivering a passenger deliverance out of the required destination.



The ant-based algorithm incorporates different sources of heuristic information for the
ants and memory-based principles. Computational results are reported, showing the
effectiveness of this ant-based algorithm.

Chapter 6 is entitled “System of Data Transfer from and to Social and Economic
Processes via Creative Economy Networks Created Based on Cultural Heritage
Administration Processes and Vice Versa” and it presents an interesting point of view
on this topic. The aim of Chapter 7, “Conceptualization, Definition and Assessment
of Internal Logistics through Different Approaches Using Artificial Intelligence”, is to
develop a new concept of internal logistics, its components parts, and how to evaluate
it. To quantify the level of performance of the internal logistics of a company is an

important issue to gain competitiveness.

It is also important to note that the business activities provided within any firm or
company should be checked and controlled continuously, while two principal approaches
should be applied: (a) qualitative monitoring, (b) quantitative evaluations, while KPI
indicators play a role of the utmost importance within business quantitative evaluation in
order to make adequate decisions. However, adequate applications from KPI creation and
further processing seem to be very significant and important. Thus, Chapter 8, “Business
Process Linguistic Modeling: Theory and Practice Part I: BPLM Strategy Creator”, and
Chapter 9, “Business Process Linguistic Modeling: Theory and Practice Part II: BPLM
Business Process Designer”, presents a conceptual model of application denoted as BPLM
Strategy Creator in the form of an expert system (ES). The contribution contains such
application descriptions from the qualitative, quantitative, and design point of view.

A different issue is analyses in Chapter 10, “Project Management Concepts”. The chapter
covers the fundamentals of project management. It introduces project management
concepts and provides a systemic view of project management plans and the processes
with which they are implemented. The knowledge areas include scope, time, cost,
quality, and risk. In addition, the authors emphasize the interrelated nature of these
knowledge areas.

Chapter 11, “A Modern Approach for Maintenance Prioritization of Medical Equipment”,
presents document-based methods to evaluate every aspect of the medical equipment
maintenance process and to provide a correct, objective, and standardized approach that
supports clinical engineering activities. Following the analysis, the results show that the
combination of the use of the two methods provides an overview, in a periodic manner,
of maintenance performance that indicates the use of the most appropriate procedures.

A critical issue in our world is that the aging population of the western world poses a
medical challenge for the society of today and of the future. The pressure on healthcare
and its organization is increasing as the demand for healthcare is growing at the same
time as the costs are continuously rising. Thus, Chapter 12, “Operations Knowledge
Management in Health Care’, aims to analyze knowledge management mechanisms in
the infrastructure of a healthcare organization. The analysis shows how mechanisms have
significant impacts on the knowledge management practice in operations management. A
learning and knowledge creation culture, together with an organizational architecture for
adaptive and exaptive capacity, and a business model for knowledge capitalization, could
support the production of smooth and effective healthcare of high quality in society.

A point of view on services is analyzed in Chapter 13, “Artificial Intelligence and Bank
Soundness: A Done Deal? - Part 17, and Chapter 14, “Artificial Intelligence and Bank
Soundness: Between the Devil and the Deep Blue Sea - Part 2”. In detail, a conceptual
analysis with the aim to provide a deeper understanding of the opportunities parted by
Al from a service provider and customer perspective in the bank sector is presented.

XIvV



Nowadays, productivity improvement is the concern of all industries in spite of the type
of product and number of recourses or production systems that are followed by the
industries. So far, productivity has been achieved by implementing various methodolo-
gies exclusively computerized maintenance and management systems. In this scenario,
Chapter 15, “Implementation of Computerized Maintenance and Management System
in Wine Factory in Ethiopia: A Case Study”, emphasizes the effective maintenance
strategy and management system as the solitary way of improving the productivity

of the cause company. The foremost intention of the study is to enhance productivity
through a smart maintenance management system (strategy and management tool).

Maintenance issues are well defined and analyzed in Chapter 16, “Maintenance Decision
Method Based on Risk Level”, which presents a framework for maintenance decision
method based on risk level for mechanical equipment in the petrochemical industry.

Finally, the problem of the supply chain is explored in the last chapter, “Exploring
Constituents of Short Food Supply Chains”, which provides a holistic exploration of
Alternative Food Networks (AFNs), which contribute to the further mobilization
of locally produced products.

This book is intended to be a useful resource for anyone who deals with innovation
and smart manufacturing problems. Furthermore, we hope that this book will provide
useful resources ideas, techniques, and methods for further research on these issues.

As editors of this book, we very much thank the authors who contributed with their
invaluable research as well as the referees who reviewed these papers for their effort,
time, and invaluable suggestions. Our special thanks to Ms. Sandra Maljavac, Author
Service Manager, for her precious support and her team for this opportunity to serve as
guest editors.
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Chapter1

The Analytic Functional
Resonance Analysis to Improve
Safety Management

Antonella Petrillo, Fabio De Felice and Laura Petrillo

Abstract

Complex industrial plants are characterized by digitalization and innovation.
In this context it is strategic to ensure the systematic design, implementation,
and continuous improvement of all processes (operations management). One of
the most obvious ways to improve operations performance is to reduce the risk of
accidents and human errors. In this pilot study the Functional Resonance Analysis
Method (FRAM) is proposed to analyze the complexity of safety in industrial
plants. This research integrates FRAM with Analytic Hierarchy Process (AHP), a
multi criteria technique, to overcome the limits of the FRAM. The result is a pro-
posal of an alternative approach to risk assessment based on principles of resilience
engineering. A real case study in a petrochemical company is analyzed.

Keywords: AHP, FRAM, resilience engineering, performance variability,
human error, operations management

1. Introduction

Although over the years, industrial plants have improved their safety manage-
ment processes, it is evident that safety systems need to be further improved [1].
This need is underlined by the many accidents that have occurred in industrial
plants over recent years, arising from human causes, technical causes, or natural
causes. Traditional safety management models are designed to identify negative
factors and develop systems to mitigate their impact. These models allow to analyze
different critical situations, but they seem ineffective for today’s business needs [2].
Particularly, in modern industrial plants, only a few functions are independent of each
other. Thus, analyzing them individually may not be the best model. In general, due
to the complexity of the systems it is necessary to analyze all functions and tasks. In
this perspective, Resilience Engineering (RE) is a useful approach to manage complex
systems. This approach is a new way to think about safety and risk management [3].
Unlike the classic risk management approaches that are based on the analysis of a
posteriori causes by adopting a linear cause-and-effect approach, the RE adopts a
perspective that refers to the theory of complexity. RE aims to revise the analysis
models to create processes that are flexible and robust. Functional Resonance
Analysis Method (FRAM) proposed by Hollnagel defines complex systems through
their functions and studies the interactions between these functions [4]. The main
strength of FRAM method is based on the principle that a variation in the conditions
in which an action takes place can lead to improvements or worsening that ultimately

1 IntechOpen



Operations Management - Emerging Trend in the Digital Era

lead to its success or failure. However, this approach leads to a qualitative result
aimed at highlighting how multiple variables combined can change the outcome
of an action in a dynamic environment. The points in favor of this method and of
resilience engineering are evident, but they still pose obstacles, sometimes even
technical ones to overcome.

Thus, in the present research the FRAM method is used in conjunction with
Analytic Hierarchy Process (AHP) to overcome the limits of the FRAM. AHP is
a well-known multi-criteria decision support technique developed in the 1970s
by the Prof. Thomas L. Saaty [5]. The proposed model overcomes the qualitative
limits of the resilience engineering models proposed in the literature. The AHP
helps to assess the subjective probability of an event or trigger cause. Furthermore,
through the integration of the AHP it allows to evaluate the strength of relation-
ship between the variability of human performance and influence of the external
environment. The preset study is a pilot research. The proposed process will be
tested in other situations and industrial settings. In fact, the model is extremely
flexible and can be applied in different scenario.

The rest of the paper is organized as follows. Section 2 presents a general over-
view on resilience engineering approach and a brief state of art. Section 3 describes
the proposed model based on FRAM and AHP. Section 4 describes a real case study
in a petrochemical industry and its results. Finally, in Section 5 conclusion of the
proposed “model” and the future research are summarized.

2. General overview on resilience engineering approach

Resilience Engineering (RE) is a multidisciplinary field of study dealing with
safety in complex systems that have several interdependent elements from an
economic, human, and social point of view [6]. RE is the intrinsic ability of a
system to modify its functioning before, during and following a change or disrup-
tion, in order to be able to continue the necessary operations both under foreseen
and unforeseen conditions [7]. In general, safety is defined as a condition that
minimizes the number of negative outcomes. Thus, it is possible to understand
the functioning of a system by analyzing its parts. Therefore, in this view the aim
is to reduce the number of accidents by reducing their causes. This is the so-called
Safety I. In opposition to this vision was developed Safety II. This approach not
only focuses on adverse events, but also analyzes everyday work situations in
which things are going well [8]. In this perspective, safety is defined positively
as an effective daily operating situation, rather than negatively as the absence of
accidents. Unlike the classic risk analysis and risk management approaches that are
based on the analysis of a posteriori causes by adopting a linear cause-and-effect
approach, the RE adopts a perspective that refers to the Theory of complexity [9]. It
aims to revise the analysis models to create processes that are flexible and robust
Therefore, for the RE, risk management is not aimed at reducing sources of risk,
but at strengthening the ability to reduce the variability of performance both in
expected and unexpected conditions [10]. In this context, Functional Resonance
is a characteristic of a complex system that explains how serious consequences can
arise from small variations in the performance of its parts or the environmental
conditions in which it operates [11]. The Functional Resonance Analysis Method
(FRAM) is a recent method developed to explore how functional variability affects
the overall system [12]. An investigation on the SCOPUS, one of the most accredited
databases in the scientific community (Scopus is updated periodically and offers
around 25,000 articles from more than 5000 international publishers), pointed out
that 47 documents have been published from 2010 to 2020. The search query used
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on Scopus was (TITLE-ABS-KEY (resilience AND engineering) AND TITLE-
ABS-KEY (functional AND resonance AND analysis AND method)). the survey
result includes only articles in which the string was found in 1) title, or in 2) abstract
or in 3) key words. As can be seen from Figure 1 there is a growing interest in this
topic. It is interesting to note that there are no publications on Scopus before 2010.
This means that it is a new and promising topic.

A country where there is greater scientific interest is Italy (27,6%), followed
by Brazil (17%), as it is shown in Figure 2. The publications are mostly articles
published in international journals (63,8%) and conference paper (31,9%).
Furthermore, the survey pointed out that most of the research is in the engineering
area (36,3%) as shown in Figure 3.

A recent study developed by Patriarca et al. [13] highlighted that aviation is by
far the most investigated domain with the FRAM with a percentage equal to 24,87%.
This is not a surprising result since FRAM was developed in the aeronautical field.
Other emerging sectors are healthcare (13,99%) and industrial operations (12,44%)
as demonstrated by several publications [14-16]. Furthermore, some authors
pointed out that FRAM does not assess the human behavior and the human perfor-
mance to analyze the human error [17, 18].

Other publications demonstrated how FRAM is a qualitative approach for
accident, risk and system analysis and it does not support quantification [19-21].
Definitely, FRAM is a qualitative method. Furthermore, it does not support quanti-
fication. To overcome this issue, FRAM is used together with the Analytic Hierarchy
Process (AHP). Thus, it is possible to measure the subjectivity in establishing the
potential variability of functions as suggested by Rosa et al. [22]. The integration of
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FRAM-AHP is proposed also in other two works. Both applied the hybrid to evaluate
construction sustainability [23, 24].

3. Materials and methods
3.1 Functional resonance analysis method (FRAM)

FRAM methodology aims to analyze how the variability of one or more functions
can be combined between them and how to prevent their resonance, which could
lead to unwanted results [25]. For this purpose, FRAM method studies the system
first under normal conditions, after FRAM analyzes the variability that cause to
the event unwanted. The aim is obviously to be able to issue recommendations that
prevent the repetition of the event. FRAM consists of four steps: 1) Identify system
functions; 2) Characterize the potential variability of the functions; 4) Determine
the dependencies among functions and 4) Monitor the variability. Some more
details about each step are provided below [26].

Step#1 “Identification of the essential functions”. The present step aims to
identify the functions or the specific action that are needed to carry out a specific
task [27]. Each function is described using the six aspects (as shown in Figure 4):
INPUT (I); OUTPUT (O); TIME (T); CONTROL (C); PRECONDITIONS (P) and
RESOURCES (R). Functions can have links to each other. They can typically have
multiple links and dependencies. From a practical point of view, to represent the
variability it is possible to use the FRAM Model Visualiser (FMV). FMV allow to
build a graphical representation of a FRAM model.

Step#2 “Identification of variability”. The present step identifies the vari-
ability of functions in order to understand how functions can become coupled
and how this can lead to unexpected outcomes [28]. The FRAM assume that there
are characteristic differences in the variability of technological functions (T), of
human functions (M), and of organizational functions (O).

Step#3 “Aggregation of variability and define functional resonance”. This
step aims to analyze the variability of functions and how they interacted with each
other [29]. The variability of a function depends on couplings among functions.

It is not enough to evaluate the variability for the single function. It is necessary to
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understand how variability can be combined. This is achieved using the upstream-
downstream functional coupling. The variability of the function can be the result
of couplings of upstream functions that influence downstream functions. Each
upstream variable can be connected to its downstream variable using the 5 available
inputs (showed in Figure 4). Depending on the type of connection, different vari-
ability occurs (see Table 1 as example).

Step#4 “Monitor and manage the variability”. The step aims to propose ways
to manage the possible occurrences of uncontrolled performance variability — or
possible conditions of functional resonance - that have been found by the preceding
steps [30]. The purpose is to find critical combinations and reinforce the barriers.
The problems of complex systems cannot be eliminated, eliminating the variability
of the performances, because this is essential to ensure the reliability of the systems.
A sensitivity analysis is performed to evaluate different solutions.

3.2 Analytic hierarchy model

The main feature of Analytic Hierarchy Process (AHP) is to break down a
decision-making problem in a hierarchy [31]. AHP uses a mathematical approach

That which supervises or
ad justs a function. Can be
plans, proacedures,

Control guidelines or other
functions.

Time available: This can
be a constraint but can
also be considered asa
kind of resource. TiMe T

That which is used or y That which is
transformed o Activity, produced by
produce the output. LNPUT | Function 0 ) Output function, Constitute
Constitutes the link to links To subsequent
previous fuhctions, functions.
P R

- That which is needed
Precondition Resource e consumed by

System conditions that

must be fulfilled
before a function can
be carried out.

Figure 4.

function to process
input (e.g, matter,
energy, hardware,
software, manpower).

FRAM hexagon: The six aspects used to characterize functions.

Output variability of upstream function

Possible effects on downstream function

Time Too early False start (V+)
Possible damping (V-)
In time Possible damping (V-)
Too late Delayed activities (V+)
Omission Start imprecision (V+)
Accuracy Inaccurate Waste of time (V+)
Acceptable No change (V=)
Accurate Possible damping (V-)
Table 1.

Example of aggregation of functions (output — input).
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based on matrix algebra to “measure” decisions [32]. AHP is characterized by three
main phases as described below.

Phase #1 “Define hierarchy”. The aim of the first step is to define the goal and
the hierarchy of the decision problem. The decision maker or the experts team identi-
fies a set of criteria for evaluating the # decision alternatives and assigns a percentage
weight to each criterion; then assigns a score that is the impact of the criterion on the
decision. The score of each decision alternative is the weighted average of the scores
of each criterion on the decision by the weight assigned to each criterion. The top of
hierarchy represents the goal of the decision problem. Lower levels represent criteria
and sub-criteria in which the decision-making model is broken down. The bottom
level represents all alternatives to evaluate in terms of the criteria [33].

Phase #2 “Perform pairwise comparison and relative weight estimation”.
After defining the hierarchy, the criteria are compared in pairs, the sub criteria
and alternatives are compared in pairs by assigning a score of relative importance
to the other. The sum of the weights must be 100%. Saaty suggested an increas-
ing scale of values form 1 (equal importance) to 9 (extreme importance) when
comparing two components [34]. The result of the comparison is the so-called
dominance coefficient a; that represents the relative importance of the component
on row (i) over the component on column (j), i.e., a;; = wi/w;. The pairwise com-
parisons can be represented in the form of a square matrix (n x n), symmetric
and diagonal. The number of pairwise comparisons grows quadratically with the
number of criteria and alternatives. The score of 1 represents equal importance
of two components and 9 represents extreme importance of the component i
over the component j. [35].

Phase#3 “Perform consistency index”. Saaty (1990) proposed utilizing
consistency index (CI) to verify the consistency of the comparison matrix [36]. The
CI could then be calculated by: CI = (Apax — n)/n — 1. In general, if CI is less than
0.10, satisfaction of judgments may be derived. Figure 5 shows a summary of the
main steps and phases of the study.

4. Scenario modeling: a case study on a petrochemical plant

The model was applied in a real case study concerning the management of
an emergency in a petrochemical company (see Figure 6). The plant consists of

Step#3 Step#2
Step#1 Step#2
— ficat A Aggregation of variability Monitor and
D:::r?;;:n Ida‘:\::iah“::; o and define functional manage the
resonance variability
GOAL Characterization of - .
definition functions AHP Model Sensitivity Analysis

Expert team definition Def::lta ifejtalrdly
Model Building and Phase #2
Visualisation Perform pairwise comparison

and relative weight estimation

Phase#3
Perform consistency index

Figures.
Summary of the main steps and phases of the study.
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Figure 6.
Petrochemical plant.

process and service plants. Plant processes include: Predistillation unit; Propane
unit; Distillation unit; Catalytic hydrogenation unit and Diesel oil purification.
While service facilities include: Diathermic oil system; Steam and hot water pro-
duction unit; Refinery torch; Hydrogen production unit; Cooling water system and
Refinery storage area. The plant preserves extremely dangerous substances in quan-
tities equal to or greater than the limits. Thus, it is a plant with a high risk activity,
where it is necessary to analyze all the deviations from the operating standards
(emergency conditions) such as: gas leakage, hydrocarbon release, fire, earthquake,
flood, sabotage, pollution, etc.

STEP#1 “Identification of the Essential Functions™. The case study analyzes
the emergency generated by the loss of propane gas during the transfer from tanker
to tank. The goal of the model was to evaluate the variability of performance
between upstream activities and downstream activities. An expert team was
formed. The expert team consisted of 1 safety manager, 1 AHP expert, 1 chemical
engineer, 1 mechanical engineering and 1 risk manager. The expert team analyzed
the scenario and summarized the main activities are carried out during emptying
the propane from the vehicle and placing it in the treatment plant. In fact, propane
is a very dangerous hydrocarbon as the compound appears as a colorless and odor-
less gas, which can however be easily liquefied by compression and therefore highly
flammable. Table 2 describes the activities carried out during the emergency and
the responsibilities.

Figure 7 shows the FRAM of the emergency management activity. FRAM Model
Visualiser (FMV) was used to create a graphical representation of a FRAM model
((https://functionalresonance.com/FMV/index.html).

STEP#2 “Identification of variability”. In the second step the variability of
the functions was characterized and highlighted in red in Figure 7. In the scenario
analysis, the human functions revealed more criticality, which could present differ-
ent variability. In particular, the analysis focused on two main activities and related
emergency scenarios:

e Scenario A “activate ESD control”;

* Scenario B “activate hydro-foam cannon”.
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# Operations

Responsible

1 Activate Electrostatic discharge (ESD) control from the control room to stop
the transfer and close the cut-off valves

Desk operator

2 Activate the shower cooling system on the truck through the 10HC1V system Desk operator
3 If possible, intercept the ATB side valve Truck driver
4 Disconnect the unloading arms Internal
operator
5 Turn away truck Internal
operator
6 Alternatively, continue the unloading operations until the tanker is emptied, Internal
and the gas is depressurized operator
7 Activate hydro-foam cannon Internal
operator
8 Turn off furnace and cool surrounding equipment Internal
operator
Table 2.
Functions of the system.
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According to the analysis, the expert team characterized the environmental
conditions in which the operators work. Historically, human performance is investi-
gated through specific performance shaping factors (PSFs), as described below:

* PSF#1 Training and Experience. It refers to the experience and training of the

operator(s) involved in the task.

e PSF#2 Procedures and Administrative Controls. It refers to the existence and

use of formal operating procedures.
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* PSF#3 Ergonomics and Human Machine Interaction. It refers to the adequacy
or inadequacy of machine (i.e. computer).

» PSF#4 Time Available. It refers to the adequacy or inadequacy of the time
available to complete a task.

* PSF#5 Complexity. It refers to the difficult of the task to perform (simple, easy,
difficult, very difficult, difficult beyond standards).

e PSF#6 Workload, Stress and Stressors. It refers to mental stress or excessive
workload.

* PSF#7 Work Processes. It refers to the adequacy or inadequacy of safety
culture, management policies/support, etc.

STEP#3 “Aggregation of variability and definition of functional resonance”.
The AHP hierarchical structure created for characterizing the variability and
define functional resonance is shown in Figure 8. AHP model was created using
Super Decision Software (http://www.superdecisions.com/). When two items of
the “Performance Shape Factor” level are compared with respect to the main goal,
the expert answers the question “Which PSF is more important?”. The AHP helps to
assess the subjective probability of an event or trigger cause.

Table 3 summarized the weights of variability in which operators are involved
according to PSFs. The weights of the factors are defined through AHP. More
specifically, it emerges that PSF#1, PSF#4 and PSF#6 present a higher probability
of occurrence.

A graphic representation of Table 3 is shown in Figure 9.

Furthermore, the AHP model allows to define the probability of occurrence
of the most critical scenario or, as the results show in Figure 10, the most critical
scenario is scenario B: Scenario A (47%%) and Scenario B (53%).

=] GOAL |3

Evaluate the variability of performance ne.wI

N
™,
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Figure 8.
AHP model.
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PSFs Weighting of variability
PSF#1 0,29,448
PSF#2 0,14,892
PSF#3 0,04571
PSF#4 0,15,991
PSF#5 0,10,006
PSF#6 0,18,167
PSF#7 0,06925
Table 3.

Weighting of output variability.

0,13
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Figure 9.
Probability of occurrence of the most critical PSFs.
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Figure 10.
Probability of occurrence of the most critical scenario.

STEP#4 “Monitor and manage the variability”. From the numerical analysis
FRAM emerges a critical value (considering the values shown in table n) for the
“activate hydro-foam cannon” function which must be analyzed to limit its vari-
ability, which affects the downstream variable. While the “Activate ESD control”
function presents a lower variability.

Considering the most critical PSF or PSF#1 a sensitivity analysis was performed
to evaluate the variability of this factor and the robustness of the model. As shown
in Figure 11 it emerges that if the vertical line is at 0.5 shows the scenario A is more
likely. For any PSFs greater than that, the Scenario B is the more likely.

The general result or PSF#1 highlights that Training and Experience is a critical
point. It is an unsurprising result. In fact, it is clear that training is essential to taught
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Sensitivity analysis.

workers to manage complex scenarios at achieving those skills that allow them to work
both by reducing risks and protecting personal and community safety. Safety training
is the only “measure” that can be validly opposed to situations of residual risk.

5. Conclusions

This is a pilot study that is based on the awareness that the increasingly
complexity of industrial plants and the need to analyze safety systems lead
researchers to develop new methodological approach. In the present research the
main gap of the qualitative approach of FRAM method was overcome with the
integration of a multi-criteria decision-making method. The research proposes
the integration of the traditional FRAM method with AHP. The integration of
AHP with FRAM allows to investigate a new perspective in the field of risk man-
agement. The model was applied in a real case study to evaluate the performance
of emergency operations in a petrochemical company. Considering the variability
of each system function, the research numerically shows the level of variability
generated by an upstream function on a downstream function. The results
obtained are aimed at identifying function couplings that could generate high
variability. Future development of research is the integration technological and
organizational aspects, beyond human ones. Moreover, the model can be applied
in different socio-technical systems where a high level of complexity requires the
use of innovative tools. Thus, the proposed model will be tested in other situa-
tions or industrial settings.
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Chapter 2

The Modulus of Resilience for
Critical Subsystems

Evic Easton, Mario Beruvides and Andrea Jackman

Abstract

Accelerating digitization of critical infrastructures is increasing interconnection
and interdependence among high-reliability subsystems. The resulting dependen-
cies create new challenges in preventing underinvestment in high impact, low
probability (HILP) events which can have disastrous consequences for society’s
critical subsystems. These more impactful events highlight the differences between
reliability and resiliency, with the latter applicable to black swans. A number of
approaches for quantifying resiliency have been proposed; however, a review of
literature identified conceptual gaps when applied to empirical event data. This
chapter provides a scenario agnostic method to quantify resiliency by applying
concepts from materials science in a generalized form. This new formulation
resulted from a mapping of constructs used in tensile testing to characteristics of
protracted subsystem disruptions. Based on the mapping and gap analysis, a
resiliency index calculation was developed and applied using examples based on
empirical data from high impact events.

Keywords: resiliency, critical infrastructures, high impact, low probability (HILP),
reliability, digital systems

1. Introduction

Digitization is occurring in many industries in many different forms; however,
regardless of the application, a common set of enablers are employed. As the
proliferation of digital transformation continues, decision makers will need to dis-
tinguish between reliability and resiliency in the planning, design, and operation of
these subsystems. Tightly coupled common hardware and software platforms
potentially increase the breadth of accidental failures as well as the impact of
intentional sabotage. Beyond end use applications is an overall reliance on electric-
ity which these digital subsystems require to function. Hardware, software, and
electricity form the foundation upon which digitalization rest. The increased
interdependence and interconnection can lead to common failure modes of previ-
ously isolated subsystems, resulting in increased probability of high impact events.
Interconnection results in the establishment of a singular system with all other
structures existing as subsystems. Evaluation of subsystems will need to include
internally and externally initiated disruptive events. Highly impactful events,
sometimes termed black swans, cannot only disrupt subsystems but fundamentally
change their structure. Impactful as they are, rarity can make these events prone to
underinvestment due to heuristics and biases, most prominently the availability
heuristic. A quantifiable metric can aid in our ability to appropriately allocate
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resources to study, adapt, and mitigate these high impact, low probability events
before they unexpectedly fracture the established subsystems we rely on. The
avoidance of fracture is central to the application of the modulus of resilience in
critical subsystems. The chapter will review the differences between the reliability
and resiliency as well as the importance of distinguishing between the concepts.
Additionally, ideals related to resilience are identified and expressed in a concise
operational definition. The research utilized the progression shown in Figure 1 for
the investigation.

Borrowing concepts from materials science allows for an isomorphic application
where analogous structures are leveraged to represent HILP event scenarios. In this
chapter, the isomorphic application is presented to provide a method of quantifying
resiliency or its absence based on the intended aim of the subsystem. This concept is
consistent with select portions of previous literature, but divergent in others.
Following a review of previous research, a gap analysis was completed to identify
opportunities for new considerations in quantifying resiliency. Lastly, an example
in applying the modulus of resilience for critical subsystems is provided to
demonstrate the computational process.

2. The increasing case for resiliency

Reliability and resiliency are sometimes discussed in a similar context with
respect to subsystem performance; however, they differ conceptually in both the
events they measure and the characteristics they quantify. The measures which
define reliability provide insights as to the context of the metrics use. Many of the
most common reliability metrics utilize mean-based calculations from reoccurring
failures over time. These metrics include mean time between failure (MTBF), mean
time to failure (MTTF), and mean time to repair (MTTR). These metrics require
successive failures in order to quantify subsystem performance. Mean time between
failure (MTBF) is used in reliability to provide the number of failures per million
hours for a subsystem. Mean time to repair (MTTR) is the time needed to repair a
failed subsystem. Mean time to failure (MTTF) measures reliability for a subsystem
which cannot be repaired. It is the mean time expected until the first failure of a
subsystem. MTTF is a statistical value and represents the mean over a long period of
time and a large number of operations. The reliability metrics can effectively rep-
resent common cause events which produce reoccurring failures; however, these
calculations are less applicable to low probability special cause events. A special
cause is something special, not part of the system of common causes. It is detected
by a point that falls outside the control limits [1]. Often, subsystems have an
allowable level of tolerance to minor disruption preventing sustained impairment in
accomplishing the aim of the subsystem. Plotting the number of events by type
versus percent of subsystem output disrupted graphically displays the relationship
between common cause and special cause events. The allocation of events is closely
represented by a pareto distribution Figure 2.
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Comparison J ! .| Examination . | complete i P | | Apelication
f resili , | Reviewof |__ fmethods |l = new B ofthe
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Figure 1.
Research phases.
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Representative plot of event type distribution.

Resiliency events reside at the tail of the distribution as rare events resulting
from extraordinary scenarios. Such events have been produced by multiple failures
within a single subsystem as discussed in the book Normal Accidents by Charles
Perrow. His work examined failures in highly complex operating environments.
The increasing interdependence results in an interconnected ecosystem where a
failure in a single subsystem can create failures in multiple subsystems. When
interactive complexity is joined with tight coupling, the risk of a system accident is
considerably increased. Interconnectedness and complexity among contemporary
subsystems is increasing at a rapid pace as technologies develop faster than assess-
ments can be made regarding their risks. As we move away from individual events
and account for the larger system, we find the “eco-system accident,” an interaction
of systems that were thought to be independent but are not because of the larger
ecology [2]. As systems grow in size and in the number of diverse functions they
serve, and are built to function in ever more hostile environments, increasing their
ties to other subsystems, they experience more and more incomprehensible or
unexpected interactions [2]. Common mode failures, first included in analytical
models in 1967, can contribute to unexpected actions from complex systems. In
addition to common mode failures, proximity and indirect information sources are
two additional indications of interconnectedness. Ultimately, the probability of a
subsystem being subjected to significant disruption is dependent on the cumulative
probability of both internal and external risks. Inevitably, the probability of signif-
icant disruption will increase as interdependence increases. While increases in
events causing significant disruption are expected, their count is not expected to be
significant enough for the application of mean-based reliability metrics. Therefore,
resiliency-based metrics are needed which match the periodicity and scale of high
impact, low probability events.

3. Quantifying high impact, low probability events

HILP events require a subsystem to bounce back to normalcy following major
disruption. The goal is to regain pre-disruption levels of output as quickly as possible;
however, recovery time is not the only metric of importance. The shape of the
recovery curve is also of significance. Resiliency aids in defining a disaster response
paradigm which differs from previous approaches such as resistance and sustainability
by emphasizing return to normal. Nonetheless, the literature frequently uses the
concept of resilience to imply the ability to recover or bounce back to normalcy after a
disaster occurs [3]. Review of scholarly work related to the resiliency concept identi-
fied three main ideals: no assumption that disaster prevention is always possible,
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recognition of the need to include social variables, and the necessity to include disci-
plines outside the physical sciences and engineering. The term resiliency has increased
in usage over the past decades. A multitude of definitions have been proposed whose
interpretations can align with either resistance or sustainability. Although the resil-
ience construct offered advantages in many areas relative to competing paradigms, the
ambiguity associated with its meaning and scope hindered consensus. The multiplicity
of definitions is a reflection of the philosophical and methodological diversities that
have emerged from disaster scholarship and research [4].

Resilience first came to prominence in the English language in the early 19th
century when Tredgold used the term to describe a property of timber [5]. In his
essay “On the transverse strength and resilience of timber,” Tredgold tested the
properties of timber to be used in ship making. Tredgold cites resilience as the
power of resisting a body in motion [5]. The statement is foundational in
establishing the concept of resilience as more than recovery but instead as an ability
to first withstand an applied force. Furthermore, Tredgold varied the weight and
height of objects dropped on the test samples and recorded the effects to different
forces on various wood pieces. These effects ranged from no effect, broke to curved.
A second reference to the consideration of force can be found in the 1858 work, “On
the Physical Conditions Involved in the Construction of Artillery, and on Some
Hitherto Unexplained Causes of the Destruction of Cannon in Service,” by Robert
Mallet. He states the modulus of resilience of other writers, referred to hereafter,
depends, is much greater for gunmetal, and hence a given force produces a
greater proportional distortion of form [6]. The modulus of resilience was further
formalized by materials science using stress/strain testing.

4. Methods in quantifying resilience

The range of methods for defining resilience include qualitative, quantitative
and probabilistic. A quantitative method can be used to compare outcomes using
data from different actual events. A number of researchers have explored quantify-
ing resilience to move beyond qualitative representations. Henry and Ramirez-
Marquez [7] proposed a quantitative approach for system resilience as a function of
time. The formulation was a ratio of the recovery and losses using a figure-of-merit
function. A disruptive event (&) at time, t., impacts the system until time, tq.

¢(tle’) — p(tale’)
(o) — @(tale’)

S, (tle’) = (1)

As shown, the numerator relates to the recovery until time t and the denomina-
tor represents the total loss due to disruption. Hosseini et al. [8] reviewed defini-
tions and measures of system resilience. Their literature review was based on
multiple domains including organizational, social, economic, and engineering using
papers published between 2000 and April 2015. The major categories of assessment
approaches are qualitative and quantitative with quantitative measures further
defined as either probabilistic or deterministic.

The intent to analyze protracted subsystem disruptions leads to a focus on
quantitative deterministic methods of calculating resiliency. The literature review
by Hosseini et al. [8] included 11 deterministic methods of quantification. Bruneau
et al. [9] utilized a method of integration based on the degradation in quality of
infrastructure during recovery period of Eq. (5). Larger RL values indicate lower
resilience while smaller RL imply higher resilience. Hosseini et al. [8] RL is calcu-
lated based on the formulation in Eq. (2).
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RL = r [100 — Q(¢)]dt (2)

to

Zobel [10] proposed a method based on the total possible loss over some suitably
long-time interval (T*), percentage of functionality lost after disruption (X), and
time required for full recovery (T). An effort was made to analyze different com-
binations of X and T which result in the same level of resilience as shown in Eq. (3).

T* — XT/2

RX,T) = —3 (3)

This metric is based on a linear recovery making it unrealistic for some scenarios.

Alternative methods were proposed by Cox et al. [11] based on economic resil-
ience using the difference in disruption (%ADY™**) between the expected disrup-
tion (%AY) and maximum potential disruption (%AY™). Therefore, an estimate
of performance degradation is required. Such an estimation may be a challenge to
precisely develop; however, the formulation is shown in Eq. (4).

 BAY" — pAY

%ADY™* )

Alternatively, Rose [12] considered time effects using a concept of dynamic
resilience. The quantification of dynamic resilience is the difference in system
recovery with hastened system recovery (SOyr) and without hastened system
recovery (SOwr). This calculation is utilized over the total number of time steps
(N) considered. The dynamic resilience calculation is shown in Eq. (5).

N
DR = ZSOHR(ti) - SOWR(t,‘) (5)
=1

1

Wang et al. [13] explored resilience in information systems based on the number
of operations in the enterprise information system (m). The ratio of the demand
time (d;) and completion time of operation (c;) are weighted by the importance of
operation (z;).

R = max Zziiﬁ (6)
i=1 i

The larger the value of the metric the more resilient the system is determined to
be. The calculation requires the assignment of a weight and assumes the number of
operations is known. When attempting to quantify unknown events the number of
operations can be difficult to estimate.

Chen and Miller-Hooks [14] quantifies the “post-disruption expected fraction of
demand that, for a given network, can be satisfied within pre-determined recovery
budgets” (Hosseini et al.). The measure was based on transportation networks and
compares the maximum demand that can be satisfied before disruption (Dy,) and
after disruption (d,,) for pair (w).

Resilience = E ( Z dw/ Z Dw> ()

wew wew

Orwin and Wardle [15] considered the instantaneous and maximum disturbance
in the quantification of resilience. The maximum absorbable force without
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upsetting system function (Ep..) and effect of the disturbance on safety (E;) at a
given time (T;j) are used to define resilience.

Resilience = M -1 (8)
|Epma| + |E;|

Frameworks for local and global resilience were introduced by Enjalbert et al. [16]
for modeling system safety in public transportation systems. A safety indication func-
tion (S(t)) is used to calculate resilience either instantaneously or over time,
representing local and global, respectively. Global resilience is calculated from the time
of disturbance (t},) to the end of the disturbance (t.). The calculations are as follows:

Local resilience = as() 9
dt
L,
Global resilience = J dS_(t) (10)
g, dt

Francis and Bekera [17] introduced a metric for dynamic resilience. The calcu-
lation uses the speed of recovery (S,), original performance level (F,), performance
level at new stable level (F,) and performance level immediately after disruption
(Fq). The speed of recovery variable assumes exponential growth for a maximum
acceptable recovery time (ts), total recovery time (t,) to a new equilibrium state,
time to complete initial recovery (¢,"), and a decay in resilience (a). The resilience
metric is calculated using Eq. (11).

pi =Sy }Fi% (11)
Sy = (ts/t) ) exp [—a(t, — )] for t, >t} (12)

Otherwise,
S, = (t5/1)) (13)

Cimellaro et al. [18] utilized quality of service to represent resilience. The
method uses before disruption quality of service (Q4(t)), post disruption quality of
service (Qy(t)), a control time (TLc) and a weighting factor () in developing a
healthcare resilience metric.

R=a J U 4y 41— a)J' L) 4 (14)
T,

.« TLc Tie TLC

Aside from the works investigated by Hosseini et al. [8], Dessavre et al., [19]
introduced a new model and visual tools adding a stress dimension representing the
force and stress of disruptive events. Defining the stress of the events is not a trivial
task and completely domain dependent [19].

A review of the concepts found in literature was completed for elements consis-
tent with the modulus of resilience. Methods were limited to quantitative
approaches which could be utilized with empirical data sets. Although the use of
scaling factors was identified in literature [13, 18], such methods are not desired in
the development of subsystem-based methods due to the subjectivity associated
with them. A ratio-based approach has merit in its ability to normalize event effects
and resulting recovery. Area-based calculations using integration are preferred to
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point calculations based on their ability to compensate for nonlinear restoration
curves; however, complexity beyond the resilience triangle [9] would be necessary
to capture differences in event magnitude and restoration response in disparate
events.

The concept of a yield point was not identified in existing literature. A return to
normal operation was typically used to identify the end of the restoration time
period; however, this approach does not set the time based on the aim of the
subsystem. Evaluations of subsystems beyond a critical point with respect to use of
the subsystem output could lead to poor decision-making. One of the main weak-
nesses of the current resilience metric is that they do not relate the effects of a
disruptive event to any of the event characteristics, unlike materials science [19].
Materials science utilizes a change in length for evaluation of stress and strain;
however, the difference in recovery response to a common cause and special cause
event was not found in the literature review. These distinctions serve to highlight
the differences between reliability for normally occurring events and resiliency to
low frequency events. Additionally, the need for utilizing subjective variables
[10, 11, 12, 14, 15] does not lend well to empirical study.

The ability to normalize responses to different events is beneficial for evaluating
the resiliency of different subsystems or different events on the same subsystem.
The literature reviewed began analysis of the event from the start of restoration [7]
or by treating the entire curve from time of event to the completed restoration as a
single integral [16]. This approach can confuse the quantities of force, stress and
strain. An equal force can result in different stress and strain based on the
subsystem being reviewed. As a result, the descending slope and associated area
prior to the start of recovery may prove informative of stress. Strain is more
associated with the total area under the curve. The review of literature did not
identify a bifurcation of the curve to delineate stress (prior to start of recovery) and
strain (total area). Therefore, the assumption of instantaneous loss and exponential
recovery [17] are not representative of many empirical cases.

In reviewing the concepts of resilience, a force is applied to a subsystem, the
subsystem absorbs a portion of the force, experiences stress, and adapts to recover to
a pre-disruption state. These references highlight an importance of considering the
stress on the subsystem in determining the resiliency of a subsystem. Three primary
points of measure for use in quantifying resiliency were identified including; stress,
total area of event and change in length. Stress is a foundational variable of resiliency,
as the term resiliency implies a response to a significant disruption. Therefore, only
events of significance from a subsystem level are commonly referred to in terms of
resilience. Additionally, the ability to compare resiliency events needs some level of
normalization based on the associated stress for each event. Force continues to be
applied until the subsystem decay ceases, allowing for subsystem assessment and
initiation of recovery. The rate of subsystem decay influences the stress applied to the
subsystem and the subsystem ability to bounce back. This connection exists due to the
role of adaptation in the resiliency process. A slow evolving scenario (i.e., slow
subsystem decay) presents the subsystem opportunity to adapt, resist, and recover in
ways an acute decay will not. Therefore, when considering the normalization process
of resiliency both the decay (i.e., stress proxy) and recovery portion of the resiliency
curve must be independently considered. The delayed decay provides an opportunity
for improved response from the subsystem.

Total area of recovery best quantifies recovery and resiliency by compensating
for the nonlinearity in the response function. As the subsystem attempts to recover,
disruptions in the recovery process may cause discontinuities not captured by linear
slope calculations. Similarly, time to recovery (i.e., 3 days to recovery) calculations
may fail to represent intermediate progress in recovery.
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Consideration of a failure point based on the aim of the subsystem aids in
representing real-world scenarios. Recovery which occurs after a critical point of
the subsystem would indicate a lack of resiliency. As an example, if a water
subsystem requires 10 days to restore operation post contingency but the con-
sumers of the water can only survive 4 days without water; the subsystem lacks
resiliency. Attempts to quantify the subsystem’s resilience should stop at 4 days.
Calculations beyond the 4-day time period no longer support the aim of the
subsystem or the practical operation of the subsystem.

Lastly, change in length was included in the materials science calculation of the
modulus of resilience. The change in length from the original length to the length
under stress could be translated to a subsystem resilience construct to allow consid-
eration of how subsystem recovery under lower stress common cause events and
high stress special cause events are related. The consideration of a change in length
may aid in joining concepts associated with reliability in the quantification of
resilience.

Comparing these constructs with the reviewed literature results in the identifi-
cation of conceptual gaps. The resulting resiliency values should reflect the
subsystem performance for practical cases. Units are required based on subsystem
parameters. The x-axis utilizes units of time, while the y-axis measures the units
associated with the aim of the subsystem.

The methods of quantification reviewed begin the process of quantification at
the point of recovery or assume no time delta between the initiating event and start
of recovery. To support the incorporation of stress in the quantification of resil-
ience, a bifurcation of the event curve is used as shown in Figure 3.

The use of ratio methods may provide consistency in scenarios of similar char-
acteristics. When disparate characteristics are present, computed values may prove
inconsistent with event outcomes. Depending on the event characteristics, either
ratio methods or area-based methods may identify a less resilient subsystem
response as more resilient. Figure 4 depicts the concept of less recovery time for
less disruption. The scenario of Figure 4 is representative of a minor difference in
subsystem response and would provide consistent rankings for resilience outcomes
in many cases, where less area is representative of increased resilience.

Conversely, cases may exist where a longer recovery results from a less impact-
ful initial event. The delayed recovery to a less impactful event could result from
many factors including a lack of preparedness, inability to adapt, etc. In such cases,
observation would assume that the subsystem which took longer to recover from a
less impactful event is less resilient. However, present formulations may suggest the
opposite. Figure 5 illustrates this scenario, where the smaller area is not represen-
tative of the more resilient outcome.
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Figure 3.
Bifurcation of event curve.
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The fracture point should be set based on the aim of the subsystem. For example,
if a drinking water subsystem failure requires a 7-day restoration period but 4 days
is the survival period without water; the calculation of subsystem resiliency should
be limited to a 4-day period. In some cases, the acknowledgement of a fracture
point will result in the calculation of resiliency stopping prior to the subsystem
returning to pre-disruption output levels. Figure 6 represents a case where the
subsystem recovery takes longer than the subsystem failure point.

Calculations to quantify resiliency which consider values beyond the failure
point are theoretical as opposed to practical in nature. The failure point should be
given priority in quantifying resiliency.

An operational definition is derived from the combination of literature review
and isomorphic adaptation of the modulus of resilience. Hence, resiliency is defined
as the ability to limit proportional stain from abnormal stress to less than the
subsystem yield point, through the achievement of recovery in less than the
subsystem critical timeframes. This definition allows the use of quantitative
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Recovery curves with similar characteristics.
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Recovery curves with dissimilar characteristics.
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measures in the calculation of resilience in a deterministic and normalized approach
based on concepts from materials science.

An evaluation between two groups can result in an isomorphic application of
findings from one structure to another. This mapping between groups can yield
opportunities to apply known methodologies in an inter-disciplinary manner. The
process of verifying an isomorphism requires the identification of elements in each
structure and evaluating their equivalence. If equivalence is identified an opportu-
nity for applying the computational framework may exist. The quantification of
subsystem resilience was compared to resiliency as used in materials science. Mate-
rials science’s definition of resiliency includes the concepts of per unit volume,
maximum energy, and integration from zero to the elastic limit. The modulus of
resilience (Ur) is found from the stress-strain curve measured during the tensile
test. Stress (o) in the stress-strain curve is “the applied force per unit original
undeformed cross-sectional area of the specimen” [20] as delineated in Eq. (15).

F

=2, (15)

o

where F = force; Ag = cross sectional area.

Young’s modulus (E) serves as a measure of stiffness for a solid material.
“Because of the difficulty in determining the elastic limit, it is commonly replaced
by the proportional limit, which is the stress at which the stress-strain curve is out
of linearity” [20].

_ F/A
"~ AL/Lg (16)
And,
F=0xA (17)

where F = force; A = actual cross-sectional area; AL = amount of change in
length; Lo = original length of the object.

“The modulus of resilience is the strain energy per unit volume absorbed up to
the elastic limit for a tensile test and equals the area under the elastic part of the
stress-strain curve” [20].

U, =1 (°/g) (18)

“This quantity indicates how much energy a material can absorb without
deforming plastically” [20]. Plastic deformation occurs when a material undergoes
non-reversible changes in response to applied forces. The use of the stress-strain
curve from materials testing is similar to conditions faced by disrupted subsystems
regardless of type. Stress is the impact to the material under test, while strain is the
resulting effects of the stress.

Based on the desire of applying a consistent methodology to quantify resilience
regardless of disruption magnitude or subsystem size, the percentage of subsystem
disrupted is proposed to achieve a per unit value. The area under the curve will then
be integrated from the beginning to end of the disruptive event. Calculus to deter-
mine area under the curve is shown in Eq. (19).

E;
Total Area under the Curve = J f(x)dx (19)
E;

where E; = Event initial; E, = Event restored.
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Materials
science.

Protracted subsystem disruption

Comparisons

Stress applied

Peak percent of subsystem out of
service

Percent out of service is equivalent to stress

Cross-sectional
area

Area under curve from the origin to
peak subsystem out of service

Area from zero to peak subsystem out of
service is point where curve loses linearity

Actual cross-
sectional area

Area under curve for entire disruptive
event

Represents total strain experienced by
subsystem

Change in Delta between subsystem’s average Use of change in duration accounts for the
length duration of disruptions and event change in length between average and
disruption duration protracted event
Original length ~ System’s average duration of Accounts for average non-protracted
disruptions disruptions events
Table 1.

Parallels between materials science test and protracted subsystem disruptions.

The area under the curve will then be applied to the maximum percentage of
subsystem disrupted.

1{ (SD)?
2 | SDxA)/Au
(D.—D,)/Da

Resiliency index (RI) = (20)

where SD = % of subsystem disrupted; A, = Area under the curve to
nonlinearity; A, = Total area under the curve; D, = Duration of average disruption;
D, = Duration of event disruption.

Protracted subsystem disruptions create stress and strain due to an inability to
complete the subsystem aim. The similarities between tensile strength test used in
materials science and the need to measure stress and strain subsystems create an
isomorphic relationship. Table 1 shows the parallels between materials science and
protracted subsystem disruptions.

The application of the modulus of resilience to a specific subsystem requires the
identification of an aim the subsystem exist to accomplish. “Without an aim, there
is no system” [21]. The aim should be quantifiable with metrics available for analy-
sis. The data must be accessible in order to serve as the basis for the resilience
calculations and will vary based on the subsystem under study. Examples include
percentage of successful operations or percentage of end users receiving service.
The next section provides an empirical example in applying the modulus of
resilience.

5. Application of the modulus of resiliency

The power industry was selected to provide an example for applying the modu-
lus of resiliency using empirical data. The aim of the electric subsystem is to deliver
electricity to all end use customers; therefore, data regarding the number of cus-
tomers out of service can be used to quantify subsystem performance. The use of
customers out of service in quantifying subsystem performance was supported by a
review of regulatory reliability metrics used by Public Utility Commissions. For
major electric utility disruptions, DOE situation reports provide customer outage
information for and are publicly available from the DOE website. One of the most
prominent events to challenge utilities is hurricane, and as a result, multiple
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hurricane events have data on the DOE website. Following data collection, plots can
be constructed of the electric utility response in restoring customers. The inflection
points were identified, and a yield point designated by reviewing disaster pre-
paredness data from the Capital Region Study [22]. The study indicated that 73% of
survey respondents had less than 10 days of food stored. Therefore, an event lasting
greater than 10 days would most likely result in scarcity from food spoilage and
diminished retail capabilities. With a known bifurcation and yield point, analysis
can be completed.

Hurricanes Wilma and Irma presented an opportunity to compare resiliency of
separate events in the same region. Following Wilma, the ability of several infra-
structures to recover from severe events was reviewed in the Florida region. “[M]
ore than $141.5 million has been obligated by FEMA for 119 Hazard Mitigation
Grant Program projects to build stronger, safer more resilient communities in
Florida” [23]. Florida was once again subjected to a hurricane when Irma came
ashore 12 years later. More than six million customers lost power as a result of Irma;
compared to 4 million from Wilma. Although more than a decade apart, these two
storms provide an opportunity to compare the recoveries following significant
investment in resiliency. The comparison of the two resiliency indices can present
an opportunity to calculate a cost per unit of resiliency and explore concepts such as
diminishing returns or optimization from multi-hazard investment. Multi-hazard
resiliency actions would provide an ability to address multiple HILP scenarios with
a single investment. A resiliency index for each of the scenarios would be computed
in order to create a composite change in resiliency for a given investment. The goal
of this composite approach is to provide a means for justifying highly adaptable
subsystem structures based on resiliency benefits.

The example demonstrates the process of calculating the resiliency index for a
power utility scenario and comparing the response before and after the investment
in resiliency. The values shown in Table 2 were extracted from United States
Energy Information Administration (EIA) data. The additional data points associ-
ated with 0.5 and 1.5 days were included due to nonlinearities in customer outages
associated with Hurricanes Wilma and Irma, respectively. Similarly, day 9 for
Hurricane Wilma was approximated for the purpose of this analysis. The data
required to calculate the change in length was available by collecting System

Day. % Out of service (Hurricane Wilma 2005) % Out of service (Hurricane Irma 2017)
0 0 0
0.5 34 20
1 35 40
15 34 64
2 31 56
3 28 40
4 21 31
5 18 20
6 12 11
7 10 7
8 9 4
9 6 1
Table 2.

Outages for Hurricanes Wilma and Irma.
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Hurricane Irma restoration plot.

Average Interruption Duration Index (SAIDI) data. SAIDI data provides a basis for
the average duration a customer faces and can be compared to the protracted
system disruption as a change in length.

Following the collection of empirical data, the total area under the curve was
calculated by dividing the outage curve into time steps and summing the areas of
each time step as shown in Figures 7 and 8, respectively.

The study region had a SAIDI of 60 minutes and a protracted outage duration of
12,960 minutes. Therefore, the resiliency index (RI) for Hurricane Wilma is deter-
mined as shown in Eq. (7).

1 0.35)”
( (12,960—-60),/60 )

The study region had a SAIDI of 57 minutes and a protracted outage duration of
12,960 minutes. Therefore, the resiliency index (RI) for Hurricane Irma is
determined as shown in Eq. (22) based on EIA data [24] (Tables 3 and 4).

(0.64)

1
2 ((0411><2.175)/0.56)
(12,960-57)/57

Resiliency index (RI) = =89.14 (22)
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Day. % Out of service (Hurricane Wilma 2005) Area
0 0 0.085
0.5 0.34 0.173
1 0.35 0.173
15 0.34 0.163
2 0.31 0.295
3 0.28 0.245
4 0.21 0.195
5 0.18 0.150
6 0.12 0.110
7 0.10 0.095
8 0.09 0.075
; 006 I
Total area under curve 1.758
Area under curve to nonlinearity 0.258
Maximum % of customers out 0.350
Table 3.
Resiliency index calculation for Hurricane Wilma.
Day. % Out of service (Hurricane Irma 2017) Area
0 0 0.050
0.5 0.20 0.150
1 0.40 0.260
15 0.64 0.300
2 0.56 0.480
3 0.40 0.355
4 0.31 0.255
5 0.20 0.155
6 0.11 0.090
7 0.07 0.055
8 0.04 0.025
; I
Total area under curve 2.175
Area under curve to nonlinearity 0.560
Maximum % of customers out 0.640
Table 4.
Resiliency index calculation for Hurricane Irma.
Change in resiliency is found by Eq. (3).
ARl — Rlfinat — Rlinitiat _ 89.14 —16.07 _ 455 (23)
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The determination of a change in resiliency allows for a quantitative measure-
ment related subsystem response. The use of resiliency indices can aid in quantify-
ing the efficacy of resiliency investment.

6. Conclusions

In this chapter, a comparison to mean-based reliability was contrasted with the
use of resiliency calculations for HILP events. Resiliency calculations are required,
given the infrequent nature of protracted subsystem disturbances. Following a
review of resiliency computations, a gap analysis was used to identify the opportu-
nities for ensuring a resiliency calculation can capture the nonlinearities observed in
empirical data. Parallels are provided between the modulus of resilience construct
from materials science and an isomorphic application defined. In conclusion, an
example is presented for the power utility sector demonstrating the methods of
collecting the inputs and completing the computations. These inputs include defin-
ing the aim of the system and failure point, data collection, determination of
bifurcation point, and the use of reliability data for calculating a change in length.

The ability to calculate resiliency regardless of the subsystem or scenario can
assist in the evaluation of resiliency actions already taken or planning for new
investment. The ability to compute resiliency on a common base may also offer
opportunities to optimize investment based on interconnectedness to the subsys-
tems which yield the greatest improvement. A more integrated approach may lead
to increased systemic resiliency as opposed to more common heuristics-based
subsystem specific approaches. The proposed method more closely adheres to the
ontological and conceptual frameworks associated with initial references of resil-
iency. Furthermore, subjective inputs are avoided increasing the replicability and
repeatability of associated research. By acknowledging a yield point specific to the
aim of the subsystem, results from the resiliency index better represent the out-
comes of real-world subsystems. Lastly, bifurcating the event curve allows the onset
characteristics of the disruptive event to normalize the resiliency performance
metric.

Further research on the distribution of events by type will be conducted to
validate the anecdotal evidence regarding common cause and special cause events.
This additional data will assist in the development of statistics for assessing the
correlation between increasing interdependence and HILP events for critical sub-
systems. In order to test a wider array of empirical data sets, resiliency indexes will
be calculated using both historical and future HILP event data. The results of these
analyses will be used to continually evaluate the efficacy of the metrics and identify
opportunities for enhancements.

Acronyms

HILP high impact, low probability

MTBF mean time between failure
MTTF mean time to failure
MTTR mean time to repair

DOE department of energy
FEMA Federal Emergency Management Agency

EIA energy information administration
SAIDI system average interruption duration index
RI resiliency index
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Chapter 3

Condition-Based Maintenance
for Data Center Operations
Management

Montri Wiboonrat

Abstract

This chapter presents data center operations management by giving four case
studies of power distribution systems (PDS) of data centers (Tier I, Tier II, Tier III,
and Tier IV). The four topologies of PDS have defined by the design of single points
of failure and redundant equipment and systems. The concepts of Mean Time
between Failures (MTBF) and Mean Time to Repair (MTTR) apply during PDS
design for reduced system downtime. Moreover, MTBF and MTTR use for estimat-
ing system availability of each Tier classification. Human factors consider as critical
part of data center operations that need to quantify and qualify on knowledge and
skills such as certified levels. For sustainable data center operations, the new soft-
ware for data center operations called Data Center Infrastructure Management
(DCIM) has deployed for monitoring and controlling entire system operations that
interact among system of systems and human interfaces by deployed condition-
based maintenance (CBM) as preventive and predictive conditions. Moreover,
CBM performs as long-term cost saving for total cost of ownership (TCO) and
energy efficiency.

Keywords: data center, condition-based maintenance, DCIM, power distribution
systems, operations management

1. Introduction

Any system fault of data center is decreasing in total system performance when
consider with the minimum requirements of system specification. Therefore, the
fault may incur from many reasons such as design error, erroneous installation,
machine malfunctions, device defectiveness, miss operations, human error, over
operating conditions, or an amalgamation of all of those incidents. In case if the
error is not detected within a timely manner and correct response, system failure
may happen. Mostly, data center downtime had occurred from cascading failure
from devices to sub-system and system. As the results, preventive and predictive
mechanism probe to detect the error before it become a failure. The best practice of
data center operations, corrective maintenance is not acceptable, for instance in
case of New York Stock Exchange in 2015, within the 4 hours downtime, after an
upgrade failed, at the stock exchange will result in the consequence of one’s action
at least $2.5 million per hour. The data center downtime is not only costly in
financial compensated but also ruin reputation that sometime cannot be evaluated.
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The research from Ponemon Institute [1] reports that the total average cost of data
center downtime soared by 38 percent in 2010 from $505,502 to $740,357 per
unplanned downtime in 2016. Thereby, to evade these costs of data center down-
time; they require deploying more procedures of intensive training and operations,
modern maintenance strategies, and experiencing data center’s operators.

Downtime costs are a part of operating expenditure (OPEX) subject to lawsuit or
penalty costs that result of any incident. The legal punishment can avoid by PPM
approach or called insurance investment, that help reduce TCO in long-term
operations. TCO consists of the sum total of operational and capital expenses
involved in erecting and maintaining a data center. PPM approaches is not just only
protecting downtime costs but also preventing reputation costs of the company that
may not be estimated.

The traditional approach to avoid a downtime is applying the action plan
through time-based maintenance (TBM). This means that the maintenance team
plan for maintenance or upgrade systems by monitoring and controlling up on the
schedule time of weeks, months, or annually based on the supplier’s recommend.
Moreover, TBM approach prevents the system downtime by following these main-
tenance schedules; regular inspection, easy to deployment, no condition monitoring
needed; decision-maker control (maintenance age or MTBF) maintenance
performed when the device reaches MTBF. On the other hand, the condition-based
maintenance (CBM) strategic approach relies on an online/offline data collection
and continuous measurable condition of devices or systems entirely during they are
executing. By applying sensor devices and tools, gathering information that can
perform to establish database system for trend analysis, gathering information
prediction, and estimated remaining useful lifetime (RUL) of a device or system.
The CBM takes action when reaches over the condition of the measurable point that
system performance is directly degrading or most likely failure. A prognostic
approach of online performance monitoring needs for the throughout degrading
processes, from the outset of the system design, installation, operations, and until
system failure. This difference approach from scheduled intervals recommends
with preventive maintenance.

Since 21st century, the technological advancement, data-driven approach to PDS
is predictable and precise. For this reason, many of these data center outages can
avoid or mitigate with the properly maintenance approaches and deploying sensing
technologies. Predictive maintenance is the complementary of preventive mainte-
nance. Predictive maintenance imposes on the device working condition and track-
ing operating environment before system breakdown happens. With online
condition monitoring system, the predictive maintenance takes action when the
deterioration level M reached. (Decision variable: M/threshold deterioration level).

In this research, researcher proposes the preventive and predictive maintenance
(PPM) which determines the CBM as systematic strategy of data center operations
and maintenance. Use case examples of PDS of data center had examined to ensure
their proper functionality and to reduce their deterioration rate. PPM approach can
insure devices, sub-systems and systems operating safety, operate as their func-
tional reliability and efficiency, reduce failure rates, and prevent unscheduled
downtimes.

2. Background

2.1 Preventive and predictive maintenance

Preventive maintenance implies to regular maintenance or TBM that maintains
devices and systems up and operating as normal condition, prevent any unplanned
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downtime, uneconomical costs from unpredicted system failure, and preserve the
operation running efficiency and effectiveness.

CBM comprehends as predictive maintenance. It is a useful mechanism of stra-
tegic approach for preventive maintenance that collaborates with monitoring and
controlling conditions of critical devices and equipment parameters. This process
will operate in order to predict device failure, to assess the RUL, and to avoid
system risks, which could be happened if minimum conditions are exceeded. This
strategy demonstrates the economical savings over observation of lessons or time-
based preventive maintenance, because exertion will execute only when
guaranteed.

A RUL defines based on the maintenance policy for single unit deteriorating
system that all conditions are continually monitoring with deploying A-B-C analysis
to device criticality build up on early successful diagnostics. The A-B-C analysis will
diagnose and categorized level of system maintenance into 3 groups; reactive main-
tenance and excessive repairs and failures; proactive maintenance; and excessive
PM and no failure and no repairs [2], as presented in Figure 1.

2.2 Condition-based maintenance

The CBM imposes as the predictive maintenance strategy, which executes device
or system maintenance based on setting up conditions, performance, parameter
monitoring and the subsequent actions before device or system failures happened.
The CBM is a maintenance pattern that advises for maintenance decisions refer to
the data and information collecting from condition monitoring system processes.
During operating condition, CBM is executing as monitoring appliance through
sensing device, which can gauge parameter based on various monitoring attribute s,
for example temperature, humidity, vibration, noise levels, contaminants, CO, and
CO scale, and lubricating oil concentration. The usefulness of CBM is the applica-
tion of the condition monitoring process, where the signals and data are online
monitoring by applying many types of sensors inform of wire and wireless technol-
ogies. The core of CBM is executing in a real-time assessment of devices and
systems conditions in order to analyze all data to perform the decision analysis for
maintenance conditions and solutions, while reduces an planned or unplanned
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downtime, eliminates unnecessary maintenance, and cuts related costs. Thereby,
maintenance activities require only when they need after the decision analysis for
maintenance conditions such as repairs or replacements before the failure [3].

There are various techniques and technology to implement for data collecting,
processing, diagnostics, and prognostics for performing CBM through the system
performance operations. Lee (1998) [4] describes CBM strategic approach into
three scenarios: data-driven, model-based, and knowledge-based.

First, the data-driven scenario has applied historical and statistical data to com-
prehend a numerical model of systematic determinants such as mean time between
failure (MTBF), mean time to repair (MTTR), and maximum tolerable period of
disruption (MTPD) [5]. However, this scenario has depended on the accuracy of
sensing devices, operational data, data interpretation, and perceived condition of
stressful situation.

Second, model-based scenario has deployed an analytical algorithm such as
simulation modeling to demonstrate the system reliability, system degradation, and
system efficiency. Mostly, this mOdel-based need high-level application software
for simulated models such as MATLAB or reliability block diagram (RBD).

Last, knowledge-based scenario has depended on human experience by applying
from the past real case based analysis or deriving data from the past project infor-
mation related to data collecting, gathering, analyzing, decision, and execution.
Moreover, they are systematic approach of engineering knowledge and mainte-
nance attention to system facilities to guarantee their proper functions and to
reduce their deterioration rate. Sometime knowledge-based can be perform through
machine learning or Al in the future.

CBM approaches provisioning load or trend profile the earliest probable predic-
tion of device or system failure, with optimal advantage by reduced maintenance
time, labor and inventory costs, eliminated downtime, increased device or system
life, and cut capital expenditures. The P-F Curve in Figure 2 depicts the perfor-
mance condition of device or system, which declines overtime series, this condition
leads to functional failure or potential failure. The CBM system is an on-line mon-
itoring, controlling, and inspecting that prepare the greatest P-F Intervals, which
are scarcely interrupting than traditional TBM. This helps inspector for a planning
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Figure 2.
Optimigation the P-F interval under CBM method [6].
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for downtime inspections. The process and routine of inspection defines as differ-
ence in the length of time manner, therefore it creates the utility of the P-F Interval.
The evasion of off-line inspections, which frequently cause of data center downtime
and ruin reputation, can apply CBM methods for economically feasibility. The most
usually applied techniques of CBM monitoring are:

* Lubricant Sampling and Analysis

* Corrosion Monitoring

* Motor Current Analysis

* Acoustic Emissions Detection (e.g., ultrasound)

* Vibration Measurement and Analysis

* IR Thermography

* Process Parameter Trending (e.g., flows, rates, pressures, temperatures, etc.)
* Process Control Instrumentation (measurement and trending)

* Visual Inspection (look, listen and feel).

2.3 Data center reliability

Data center reliability is reinforced by creating redundant topology to each
system such as utility supplies, backup power supplies (generators and UPSs), fiber
optic communication connections, networking connectivity, environmental con-
trols, and security devices. The report from Emerson [7], as presented in Figure 3,
is described some critical devices that related to system failure. The racking top 3
incidents are UPS battery, over capacity of UPS, and human error.

The prognostics method, the condition monitoring process can be performed
either continuously or periodically. Sensing devices and data collection systems may
be required for continuous monitoring through DCIM [8, 9]. Graphically, how the
prognostics method performs is demonstrated in Figure 4. The deterioration trend
of the device condition is represented via the horizontal and vertical axes, which
present the operating times, trend monitoring, condition levels, and forecast point
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UPS equipment failure | E——— 49%
Water incursion | I 35%
Heat related|CRAC failure I 33
PDU circuit breakes faiure D 33%
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Figure 3.
Root causes and failure analysis inside data center operations.
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The principle of the prognostics method.

respectively. The failure limit line determines the borderline between the operating
and failure zones. If the forecasted trend line reaches or exceeds the failure limit,
appropriate maintenance may be planned and scheduled ahead of time before the
forecast point [10]. The ability to predict the future deterioration trend is the core
of the prognostics method in the preventive maintenance strategy.

PPM can be defined as a strategic approach to improve the availability and
reliability performance of a particular data center device or system. CBM is one type
of PPM that extrapolates and predicts device or system condition over time, utiliz-
ing probability equations to assess and predict the downtime risks.

How to prevent those courses of data center failures? First, redundant system
design is the first solution to prevent primary failure while selected devices and
systems with highest MTBF rate is other best option. Uptime Tier Classification [11]
and BICSI-002 [12] are classified the solution to prevent against the causes of
failure. Figure 5 presents the level of prevention of Uptime that Tier 4 is the highest
level and Tier 1 is the lowest level of system protection while Table 1 represents
the level of prevention of BICSI 002 that Class FO is the lowest level and Class F4 is
the highest level of system protection respectively. The annual allowable planned
for maintenance is the crucial factor to prevent data center downtime.

Data Center Tiers

Small Businesses
99.671% Uptime
28.8 Hours Downtime Per Year
Mo Redundancy
TIER 1 12 Hours Engine-Generator Protection
Medium-size Businesses
99.749% Uptime
22 Hours Downtime Per Year
N Partial Redundancy in Power and
Cooling Critical Components
TIER 2 12 Hours Engine-Generator Protection

Large Businesses
99.982% Uptime
1.6 Hours Downtime Per Year
2N or N+1 Concurrent Maintenance
12 Hours Engine-Generator Protection
TIER 3
Enterprise Corporations
99.996% Uptime
2.4 Minutes Downtime Per Year
2(N+1) Fully Redundant with
Compartment and Automatic Fault
T Tolerance
TIER 4 12 Hours Engine-Generator Protection
12 Hours Continuous Cooling

Figure 5.
Uptime data center tier classification.
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System/ Class FO Class  Class F2 Class F3 Class F4
class F1
Description Single path without any ~ Single Redundant Concurrently Fault
one of the following: path  component/ maintainable and tolerant
alternative power source; single path operable
UPS; proper IT Grounding
Utility Single feed Single  Single feed 1 source with 2 inputs of =~ Dual feed
feed 1 source with single from
input electrically devise  different
from backup generator utility
input substations
Topology Nor <N N N+1 N+1 2N,2
(N+1)
Redundancy No requirement N N N+1 Greater
thanN + 1
Generator No requirement 8 hrs. 24 hrs. 72 hrs. 96 hrs.
fuel run time
Impact of Sub-local Local Regional Multi-regional Enterprise
downtime wide
Annual >400 100- 50-99 0-49 0
allowable 400
planned
maintenance
(hours)
Availability >99.00 99.00-  99.90- 99.99-99.999 99.999-
as % 99.90 99.99 99.9999
Table 1.

BICSI o002 system veliability classification.
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Condition failure mode of power distribution systems in data center.

41



Operations Management - Emerging Trend in the Digital Era

For reinforcement of system reliability, the Class F4 and Class F3 are designed for
system reliability of PDS for 2(N + 1) and 2 N or N + 1 topology respectively that
help more robust on CBM for tolerant maintaining operations with minimal down-
time effect to entire system.

Second, how deep to understand consequence of device/system protection of
power distribution system. The failure mitigation map illustrates, for each primary

D
Fire System, Control System,
Critieal Fags oF Pumps

ALALANLA LANA
A A4 A4
AN AN
9 e e e

Figure 7.
Zone preventive approach for CBM.
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failure, the extent to which that failure is mitigated by functional redundancy (or
some other design consideration) to prevent it from acting as a single point of
failure [13]. A protection design of system reliability for data center can be classified
to three stages, which imply as the sources of power protection, as demonstrated in
Figure 6.

Stage 1: On normal condition, data center is operating with power utility sources
as primary power.

Stage 2: On utility outage condition, at short duration with less than <0.5
millisecond to 15 second UPS with flywheel systems can capable handle critical IT
loads immediately, while the UPS with battery systems will continuous take action
to protect critical IT equipment after flywheel already discharged within 30 sec-
onds. The design capacity of batteries loads is depended on critical IT application
and equipment needs, mostly designer or consultant has designed for 15 to
30 minutes. This important information must be given for IT team and data center
consultant for calculation design for predicted solution for critical loads [14].

Stage 3: During operation of Stage 2, generator will start after detected utility
outage within 12-15 seconds, if the power utilities still not recover on normal
function, after generator control sensor detected utility outage within 15 seconds
power standby system is already to takeover load from Stage 2 (UPSs).

Last, power distribution system of data center designs for isolating and dividing
CBM into 4 groups or zones: Zone 0, Zone I, Zone II, Zone III, and Zone IV, as
presented in Figure 7, by:

Zone 0: Utilities (2 N) Preventive Approach, CBM can be performed to utility
service level agreement (SLA) and remote monitoring and controlling.

Zone I: Generators 2(N + 1) Preventive Approach, CBM can be performed to
software DCIM and main contractor SLA or 3rd parties contract for SLA.

Zone II: UPSs 2(N + 1) Preventive Approach, CBM can be performed to software
DCIM and main contractor SLA or 3rd parties contract for SLA.

Zone III: Dual Power Paths (2 N) Preventive Approach, CBM can be performed
to software DCIM and main contractor SLA or 3rd parties contract for SLA.

Zone IV: Load Shedding Preventive Approach, CBM can be performed to soft-
ware DCIM and in house training to handle load shedding (within 10 minutes),
main contractor SLA or 3rd parties contract for SLA.

3. Research methodology

The power distribution system (PDS) of data center has exanimated as case
studies for this research. They are 4 topology prototypes of Uptime (Tier I, Tier II,
Tier III, and IV) and 5 topology prototypes of BICSI (Class FO, F1, F2, F3, F4) of
demonstration on operations and maintenance management. Plan-Do-Check-Act
(PDCA) has been applied through PPM model. This process has established more
data collection from earlier cycles as the same time this process has certified data
training for fault diagnostics and prognostics. The fault diagnostics perform
through auto-discovery in DCIM software. StruxureWare software [15] had
deployed as auto-discovery subject to ability to detect a device, model it and mea-
sure that relevant data points of that equipment. PPM approach has examined by
system flow diagram (SFD), as depicted in Figure 8.

The SFD begins with data collection from sensing devices at condition monitoring
state; data processing and data analytic; feature selection to form statistic modeling
before pass through fault diagnostics and prognostics. Output of prognostic process
constructs data set and transfers to estimate RUL for input data for predictive main-
tenance [16]. Predictive maintenance and CBM are synchronized processing with the
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Figure 8.
PPM system flow diagram of data center operations management.

same data set from RUL and providing data set loopback to the outset of data
collection and condition monitoring as plan-do-check-act (PDCA) continuous pro-
cess. The PPM produces data set for CBM database at the first round and the next
rounds will generate data training for fault diagnostics, prognostics and predictive
maintenance. CBM can leverage as the strategic approach to guarantee the availability
of the entire PDS of data center by monitoring from the device level down as trans-
formers, generators, transfer switches, breakers and switches, UPSs, batteries, PDUs,
and PSUs. CBM will manipulate as recursive function of data collection process.

The PDS of data center Tier IV had deliberated as maintenance model manage-
ment (MMM) for constructing CBM of PDS, as illustrated in single line diagram of
Figure 9. The critical devices and systems, which simulate to MMM all data derive
from IEEE 493 Gold Book [17] and former research models of Wiboonrat [18, 19].

The devices and systems list, in Table 2, presents the quantifying characteristics
of unit produced per year, number of failure, failures rate per year, MTBF, and
MTTR. The following list of power devices in Table 2 (active and supported distri-
bution path) concentrates on the online monitoring data, which desire as input data
for CBM and prognostic process for RUL [20].

The power reliability assessment of PDS needs to measure throughout the over-
all statuses of the PDS devices and systems of data center that comprise as the
following [21]:

* Transformer

* Entrance switchgear

e Automatic transfer switch (ATS)
* Diesel generator

¢ Uninterruptable power supply (UPS)
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Figure 9.
Single line diagram of PDS of datacenter tier IV.

* Leaded acid batteries

* Distribution switchgear

¢ Power distribution unit (PDU)

* Rack-Power supply unit (PSU)

The capacity analysis of power systems has investigated to diagnose and analyze

of all power devices and systems as above list. The MMM designs to perform as
PPM of PDS of data center Tier IV. All critical devices have been derived data set of
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Category Class Unit/ Failures Failure rate MTBF (hrs.) MTTR
year (failures/ (hrs.)
year)
E38-113 Transformer, dry, air cooled,  840.20 0.00 0.00 14,432,242.40 0.00

>1500 kVA < =3000 kVA

E36-230 Switchgear, insulated bus, 732.50 3.0 0.00 2,139,024.00  37.33
>5KkV, all cabinets, ckt. bkrs.
not included

E34-110 Switch, automatic transfer, 690.30 22.00 0.03 274,853.50 1.64
>600A
E18-121 Diesel engine generator, 266.00 115.00 0.58 15,033.80 25.74
packaged, 250 kW to 1.5 MW,
continuous
E39-200 UPS, small computer room 426.40 4.00 0.01 933,708.00 2.00
floor
E2-120 Battery, lead acid, strings 3215.30 24.00 0.01 1,173,590.30 3213

E36-210 Switchgear, insulated bus, < 322.70 0.00 0.00158 5,543,247.10 0.00
=600V, all cabinets, ckt. bkrs.
not included

Table 2.
IEEE 493 active equipment MTBF.

MTBF and MTTR from IEEE 493 [17] for each category as represented in Table 1.
This method is defined the set-points of P-F curve according to the points where
failure starts to occur and point where operators can find out that devices or
systems are revealed the failing point (potential failure) because CBM is moving
point P (potential failure) to the earliest time possible, the condition is to maximize
the P-F interval [22].

4. Preventive and predictive maintenance

According to the data center operations and maintenance under PPM, online
condition-monitoring systems are the best scenario by deploying DCIM software.
The DCIM design of the PDS is option from reducing long-term operating costs and
complexity. The efficient DCIM is being evolution to the automatic processes as the
critical success factor for maintaining downtime. By self-diagnosis of DCIM, PDS
devices and systems can track age, operating hours, working statuses, warning
alarms, MTBF, MTTR, and the last modified or upgraded by who and when.

In this deliberation, researcher has installed StruxureWare [15], a DCIM soft-
ware from Schneider Electric as sensing instrument for data collection.
StruxureWare performs as points of online data collection by measuring all values
at set points on the devices or systems, as shown in Figure 10. These data are online
and real-time verifying with outset-determined data from CBM database to impose
the critical levels as basic criteria. Control levels (before critical level) are ordinarily
imposed for apprising automatic warnings before system shutdown. The types of
automatic warning are depending on the severe consequence of the cascading
failure. It has a process to send warning message to each personal mobile or e-mail
by configuration. The foundation of StruxureWare is relied on transducers, sensors,
networking and intelligent electronic devices (IED) for collecting data throughout
the PDS in data center devices [23].
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Figure 10.
Data collection from PDS of data center tier IV.

4.1 CBM model for StruxureWare (DCIM)

Tracking the increasing probability of future failure of device or system is
primary function of CBM. Extrapolating and predicting system condition over time
will help to analyze particular devices that could possibly to have defects requiring
repairs. A CBM method also diagnoses, through statistics and data, which devices or
systems most likely will remain in acceptable condition without the requirement for
maintenance.
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Since, Uptime Institute [11] and BICSI [12] have defined the data center
Tier IV and Class F4 as the standard design for the data center site availability at
99.995 percent. The investigation of system reliability of PDS data center is an
objective for this research model. Researcher has designed 12 sensor points by
installed IED devices for data collection points throughout the PDS of data center
[24]. The StruxureWare had installed and applied the concept of CBM to verify
PDS of data center in only one single line diagram. Each devices and systems are
differed functions in electrical and mechanical design proposes. Therefore, each
device and system needs different location for installing and collecting data at
the level of physical contact. All IED data collection must be measured in term
of instantaneous and trending of all electrical status such as voltage, amperage,
phase, total harmonic distortion (THD); and mechanical status; alarm,
vibration, noise, temperature, leakage, oil level or other status; equipment
aging, run-time, failure history, degradation percentage, abnormal events [25],
as presented in Figure 10.

This CBM design proposes for extending P-F interval. StruxureWare shows data
collecting from the last point at critical application server zone or Rack PSU, as
depicted in Figure 11.

This helps data center administrator realizes the current power conditions when
compares (Left PSU is 0.5 kW and Right PSU is 1.3 kW) to the maximum power
capacity of each rack (4 kW) such as voltage, ampere, frequency, phase balance,
temperature of the rack, space of rack available, and the last time audit. Moreover,
this monitor from the device level up, from PSUs of each server to discover idle
servers that are quietly draining power and taking up space.

The research presuppositions are:

1.If the failure status befall after device aging or MTBF and StruxureWare has
detected and the administrator team can repair it before component failure,
thereby system failure cannot be occurred

2.1f the failure status befall before device aging or MTBF and StruxureWare

detected and the administrator team can repair it before component failure,
thereby system failure cannot be occurred

T —
Extra Rack for Fivestep Design . -
. Extra Rack
a2
Z
Figure 11.

Data collection from rack PSU of data center tier IV by StruxureWare.
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3.Replacement of parts, changing lubrication or changing spare parts could be
executed during operations as supplier’s recommendation for critical devices
without interrupting system operations (Concurrent Maintenance)

4.Extending aging for non-critical devices benefits when move point P
(potential failure) to the earliest time possible maximizing the P-F interval
before it has failed (functional failure).

4.2 Value and status of data collections
4.2.1 Value and status from condition monitoving systems

Field data collection is the beginning of CBM process. As the single line diagram
of PDS of data center appointed 12 equipment installations for StruxureWare by
set-point value as specify in Table 1, and status monitoring as specify in Table 3.

The maintenance set-point value at the beginning refers from IEEE 493, MTBF,
plus condition of P-F interval. Mostly, device status condition comes from supplier
data sheet’s for maintenance. Both of data collection sources are sending to
StruxureWare, which intends for manipulating after; condition monitoring and
data collection process; and data processing and signal processing. DCIM will exe-
cute function selection as operator’s requirement and create statistic modeling for
fault diagnostics and prognostics for calculating RUL. All data collection will input
through the predictive maintenance function for setting up the new value and
status as the beginning of condition monitoring, PDCA process, as represented in
Table 3. Almost 12 months of data collection by StruxureWare and PPM model,
there are no blackout in PDS of data center Tier IV. No blackout does imply no any
device or system failure but Tier IV topology designs as fully redundancy 2(N + 1),
therefor, some devices or systems can be failure but the other still perform without
system interruption. The StruxureWare can detect and discover before sending
information to administrator team to repair it under MTTR condition. Because data
center Tier III is designed as 2 N and Tier IV is designed as 2(N + 1) topology. It
allows more fault tolerance to devices and systems failure. The system warning
occurs a few times but data center administrator can fix the problems by warning
instruction from StruxureWare monitor guides. The StruxureWare has designed for
easing to understand and predict any device or system failure and resolve it before it
fails, which implies CBM help decrease planned and unplanned downtime, labor
hours, and spare part inventory, while increases throughput of system productivity.
Moreover, CBM supports the provision and early warning system for all devices and
systems failure functions, StruxureWare has capable to controls inventory level
much more effectively and no need as many emergency spare parts [26].

4.2.2 Value and status from idle servers

Idle server is a physical server that is still running but has no perform any
computing resources or any transaction processing, that it consumes power but is
serving no useful purpose. The Uptime Institute survey reports around 30 percent
of global data center servers are either underutilization or completely idle. This
server can consume power an impressive 175 watts when it is idle mode. A survey of
server PSUs [27] reports the range of efficiency related to load of PSUs, as illus-
trated in Figure 12.

In the red zone, power loaded of PSU is lower than 20 percent the efficiency
drops off precipitously. In the yellow zone, 20-40 percent, PSU efficiency begins to
drop but typically exceeds 70 percent. In the green zone, the PSU operates above 40
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Figure 12.
Power supply efficiency.
Power supply size (Watts) 400 400 400 400 400
Idle power draw (kW) 0.6 0.6 0.6 0.6 0.6
Power waste (Watts) 240 240 240 240 240
Hours per year 8760 8760 8760 8760 8760
Cost of electricity per kW/hr ($) 0.08 0.1 0.12 0.14 0.15
Savings ($) 168.19 210.24 252.29 294.34 315.36
Table 4.

Idle server and electricity costs.

percent loaded, where their efficiency is at or above 80 percent. At idle mode,
current servers still draw power about 60 percent of peak load electricity. In normal
data center operations, average server utilization is only 20-30 percent [27]. Now
data center operators deal with growing cost restraints and energy efficiency goals,
it is become primal objective to identify and eliminate these severs promptly.
Table 4 shows the saving costs due to idle power draw of each server per year
compare to range of cost of electricity per kW/hour.

Locating and identifying an idle server is performed function through DCIM
solution. The DCIM applies database from field data collection is the beginning of
CBM process at device level of PSUs and PDUs. The DCIM and intelligent PDU can
give data center operator the insights which data need to gain complete control
of power usage, load profile or utilization of servers, and cost-efficiency IT
environment.

5. Results and discussion

After design the single line diagram of PDS, in Figure 10, all main devices and
systems had monitoring through IT sensing devices such as transformer, entrance
switchgear, automatic transfer switch (ATS), diesel generator, uninterruptable
power supply (UPS), leaded acid batteries, distribution switchgear, power distri-
bution unit (PDU), and rack-Power supply unit (PSU), for measurement of the
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instantaneous and trending of all electrical status; voltage, amperage, phase, total
harmonic distortion (THD); and mechanical status; alarm, vibration, noise, tem-
perature, leakage, oil level or other status. All data collection had recorded through
DCIM system for define set-point or condition-based maintenance (CBM) of each
critical device and system to prevent potential failure or P-F Curve. The results
from installed and operations data center with StruxureWare software show system
warning of DCIM reduce data center operator time in day-by-day to fine out root
causes of the problems such as location of devices or systems, history condition of
operations device, with device is broken first and cascading failure to which system,
and more easy for operator to make decision with completely information for future
provision.

6. Conclusions

Total cost of ownership (TCO) is an excellent measure of the value of data
center uptime. System uptime is momentous for the success of mission crucial for
data center business. More data center uptime defines lower operating costs and
higher customer satisfaction and trust. Data center downtime leads to high TCO due
to issues such as increased penalty costs, recovery data and systems costs, and
reputation costs. The data center Tier IV proposes for high system reliability by
applying fault tolerance topology or fully redundancy 2(N + 1) strategy. Conse-
quently, during operations and maintenance they needs fully fault protection from
system failure. Therefore, preventive and predictive maintenance (PPM) has con-
sidered for monitoring and detecting all possible potential devices and systems
failures before data center failure happened. In this research chapter, The
StruxureWare as a DCIM software has deployed for PPM model to eliminate PDS
downtime and trace the idle servers. The benefits of data center system mainte-
nance when deployed DCIM properly are reduced downtime costs, increased
uptime productivity, eased for online and real time management, reduced inven-
tory costs, reduced fix costs in long-term operations and maintenance. The
condition-based maintenance (CBM) has the advantage to deal with 2 crucial
determinants, detecting error or faults before devices or systems failure (MTBF)
and predicting the time between maintenance processes and time to repair (MTTR)
while impacts on saving penalty costs of downtime, saving labor hours, inventory
costs, increasing data center uptime, and reducing overall TCO.
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Chapter 4

Harnessing the Multiple Benefits
of a Computerised Maintenance
Management System

Edoghogho Ogbeifun, Patrick Pasipatorwa
and Jan-Harm C. Pretorius

Abstract

Those involved in maintenance operations are enjoying the benefits of information
and communication technology in the planning and management of maintenance
activities, resource management and planned production. In the digital space, the
computer-based operating systems, commonly referred to as computerised mainte-
nance management systems (CMMSs), enable quick and effective communication
between stakeholders, facilitate improved planning, easy access to historical data,
reporting and performance improvements of the maintenance function. However,
success in the use of CMMSs depends on the human capacity of the users of the
system. In practice, many organisations use the CMMS tool for planning, opera-
tions management and reporting, without the aid of detailed analysis of operational
information in the CMMS database. They fail to harness all the possible benefits.
Three case studies were used to illustrate the situation. Two of them refer to academic
institutions and the third is a manufacturing company. In the academic institutions,
the CMMS was used for maintenance planning, management and periodic reporting.
The manufacturing company included analysis of the information in the operational
database, which culminated in identifying the level of the reliability of machines in
the production network through benchmarking. The conclusion is that the quality of
the human capacity enables organisations to harness and make maximum use of the
potentials inherent in typical CMMS software.

Keywords: analysis of operational information, benchmarking,
computerised maintenance management systems, effective communication,
reliability of machines, reporting

1. Introduction

Maintenance operations have over time continued to evolve and, in the digital
age, are maximising the opportunities offered through the application of information
and communication technology. ‘Information systems that support maintenance
functions are referred to as Computerised Maintenance Management Systems
(CMMSs)’ ([1], p. 269). Some of the objectives of a ‘CMMS are effective maintenance
of machines, rational asset management, and consequently higher productivity
of a company’ ([2], p. 277). The application of CMMSs in maintenance manage-
ment allows the effective documentation of maintenance operations, planning
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and execution of maintenance operations, communication of periodic reports to
stakeholders, analysis of operational history and the development of performance
improvement strategies. Typical CMMS software contains different modules,

which enable the maintenance operatives to execute different activities. Some of the
operational modules include asset management, work order management, preventive
maintenance management and inventory control and report management [1]. Others
include service management, contract management, materials management and
procurement management [2]. Any or multiple modules can be activated, depending
on the quality of the human capacity of each organisation. They can be used for the
planning and execution of scheduled operations and the development of functional
periodic reports. It can also be used for the analysis of the operational history and for
the development of performance improvement strategies. Therefore, the continuous
explorative use of the content of a CMMS tool in maintenance operations enables

the maintenance unit to achieve the just-in-time’ (JIT) response to a maintenance
request, address the problem and restore the facility or machine to functional use [3].
Achieving JIT facilitates a reduction in the cost of maintenance, a reduced duration in
repair time and consequently the length of downtime, achieves improved customer
satisfaction and improvements in production. Improvements in JIT require the delib-
erate action of collecting and analysing the data of maintenance operational history
and the subsequent development of performance improvement strategies. This cycle
of operations is in tandem with the requirements of smart maintenance [4].

The focus of this chapter is to explore the vast potential of typical CMMS software
and to show that this vast potential can be harnessed in each module. The use of
CMMSs in three maintenance units serves as an illustration of how the potential of
CMMSs is being harnessed or neglected. The chapter covers the literature review in
Section 2, which highlights the use and potential of a typical CMMS, and progresses
to Section 3, which explores the place of the case study research strategy in qualitative
research. Section 4 provides information on the research findings and their discus-
sion, while Section 5 provides the synthesis of the content of the chapter in the form
of conclusions and recommendations.

2. Literature review

A literature review provides the platform for researchers to explore and evaluate
their efforts against previous research endeavours to harness existing information,
models and methodologies. The literature reviewed here provides general informa-
tion on CMMSs and its use in maintenance planning, operations, periodic reports,
performance improvements and benchmarking.

2.1 Computerised maintenance management systems

The concept of maintenance has transformed over time. In the past, mainte-
nance was the act of replacing a broken component in a process, machine, or facility
[5]. However, maintenance is now considered as a vital component in the complex
management process and is associated with several organisational processes like
production, quality, environment, risk analysis and safety [6]. Considering that
maintenance is an important function of organisations, maintenance management
requires a multidisciplinary approach with a business perspective and the use of
digital technology [7]. Adopting computer systems to support maintenance opera-
tions is commonly referred as Computerised Maintenance Management Systems
(CMMSs) [1]. CMMSs allow the effective documentation of maintenance opera-
tions, communication of scheduled activities, enhance the ability to develop and
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monitor the forward planning and execution of maintenance operations. Typical
CMMSs have assigned a set of functions and applications, including asset manage-
ment, work order management, preventive maintenance management, inventory
control and report management [1]. It also includes service management, contract
management, materials management and procurement management [2]. Each

of these functions is represented as specific modules in a typical CMMS software
package and each module is activated according to the need and human capacity
of the organisation. Many of the systems available in the market do not perfectly
match the specific requirements of some organisations. Therefore, they prefer to
develop their own software or buy commercial packages and activate the modules
of interest [1].

The introduction of CMMSs in maintenance operations facilitates the tracking
of progress in the execution of requests, the effective development and dissemina-
tion of periodic reports and the analysis of the operational history in the database
of each facility [8]. The outcome of the analysis allows maintenance operatives to
know the state of the facility, identify the causes of failure and develop suitable
maintenance and performance improvement strategies. Furthermore, the CMMS
enables the automation of maintenance procedures in terms of communicating
with maintenance units, planning and executing maintenance operations and
communicating (real time) with all relevant stakeholders [9]. The ease of use and
usefulness of CMMSs are influenced by the level of training of the user before
and during the implementation. The proposed training may end up with nega-
tive impacts if the focus of the training is on the technology itself and not on how
the technology enhances personal satisfaction, facilitates and supports the user’s
method of executing relevant tasks [10].

The maintenance unit of any organisation spends considerable time in the
development, operations and maintenance of the facilities that enable the perfor-
mance of the core functions of the organisation. They do not pay adequate attention
to documentation, reporting or providing extended information to the customer
from the operational history for each facility in its portfolio. However, in the digital
age, with adequate human capacity, the CMMS tools enable the maintenance unit
to communicate easily with all relevant stakeholders in a user-friendly format and
to include appropriate visual displays [11, 12]. Briefly, the CMMS documentation
enables senior management to know the state of the facilities in the portfolio or
production network. It helps to identify possible constraints to the effective perfor-
mance of the core function of the organisation, resources and financial manage-
ment. The details and structure of each report should reflect the hierarchy of the
recipient. The executive summary of report is useful for leaders at the strategic
level, but leaders at the tactical level require more details. The effective use of the
CMMS tools facilitates the production and dissemination of periodic information
to relevant stakeholders and the analysis of operational details, which guide senior
management in taking objective decisions [9, 11, 13, 14].

2.2 Analysis of the content of a computerised maintenance management system
(CMMS) database

The analysis of operational history is an extension of periodic reports over a
long period with the objective of determining the functional state of the whole
facility or its component parts. Unfortunately, the operational information about a
facility, in many maintenance organisations, is stored in their computer or files for
many years without objective analysis being done to determine the functional state
of the facility or its components [8]. The periodic analysis of a facility’s history
enables maintenance units to effectively educate its stakeholders, especially senior
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management, on the state of the facilities or machines, in the case of production
lines of manufacturing industries. The analysis provides the needed guidance

for the effective maintenance management and the development of performance
improvement strategies [15]. The progression in the analysis of a facility’s history
includes the identification of distress recorded against each facility; the classifica-
tion of the distress recorded according to the constituent component sections;
and determining the frequency of distress, the status of execution, outstanding
requests not attended to and cost incurred [8, 16]. Each periodic report and the
associated analysis should include explanatory notes to guide the customer and
senior management in decision-making [11, 17]. Furthermore, the adequate
archives of periodic reports, the analysis and accompanying notes form useful
background information for data collection when developing long-term plans for
maintenance, renovation, or rehabilitation exercises. Therefore, it enables senior
management to decide whether to continue to maintain or to replace parts or the
whole facility.

Detailed analysis of the CMMS database can save organisations from making
costly mistakes when deciding on the change of use of a facility, upgrade, renovate
or respond to legislative requirements. Research [15] cites the examples of two
universities where detailed operational analysis and assessment guided the decision
on change of use:

At a small urban university, officials wanted to add two stories to a historic
building. An assessment determined that the existing structure could not support
new floors; the work could be done, but it would require significant capital to do
so. In another institution, officials needed to know if a 1960s science building could
accommodate a program expansion. An assessment of the facility’s operational
history concluded that the best option was to build a new structure ([17], p. 311).

The detailed analysis of a facility’s history, which is disseminated to the relevant
stakeholders, is a useful tool for effective communication, facilitates timely decision-
making and enhances improved relationships between the customers and the
maintenance unit. It also provides an objective assessment of the performance of a
maintenance unit by their customers.

In a typical manufacturing industry, the analysis of the CMMS database enables
the maintenance unit to know the frequency of breakdowns of a specific machine or
machines in the production network and the delay before repairs are carried out and
the duration of machine downtime in the production network of the industry and
provides information for benchmarking [15]. The periodic analysis provides useful
information on the productivity, the profitability of the industry and the develop-
ment of performance improvement strategies.

2.3 Performance improvement

The continuous performance improvements in any endeavour, be it service or
manufacturing industries, can be enhanced through the practice of the discipline
of periodic analysis of operational records in the CMMS database. Such analysis
helps to validate the performance measurement (PM) system in place, identify fac-
tors responsible for low performance and helps to develop performance improve-
ment strategies. Performance assessment is the comparison of performance results
(assessment) against the expectations of the measuring system in operation [18].
The assessments should be timely, accurate and relevant. The exercise should be
undertaken in ways easily understood by the employees using the performance
measuring system being evaluated [18]. PM or its tools are not an end in themselves
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but road maps for more effective management. It requires the effective analysis of
results and honest attempts at improving performance [19]. The effective analysis
of the content of the CMMS database and the coordinated feedback from stake-
holders, facilitate the identification of the magnitude and source of variance, which
require improvements. The differences in measurements are harnessed in coor-
dinated feedback; this in turn is used to develop suitable strategies for improved
performance. The indicators (in PM) are designed to achieve the goals of the
organisation while the feedback from periodic observations (assessments) is used
to improve the production or work process.

To achieve performance improvement, the outcome of the analysis of the CMMS
database must be accompanied by action steps, according to reference [20]. These
action steps are summarised as follows:

1. After analysis of PM, develop broad areas of performance targeted for
improvement.

2. Continuously test the performance improvement strategies to confirm if they
are working, and if not, why.

3.Establish the right structure which facilitates the effective use of PM results.
4.Use the PM results to bring about change in the organisation.

The developed performance improvement strategies challenge the relevant
stakeholders to either confirm or change the current policy or ways of doing things
to meet the goals of the organisation and to progressively refine and improve its
operations [19].

The outcome of the analysis of operational history, which leads to the develop-
ment of performance improvement strategies, provides intelligent information
for decision-makers at all levels to assess the achievement of predetermined goals
[19]. It facilitates the tracking of past progress, helps to learn about the future and
challenges maintenance operatives to practise the art of continuous data collection,
analysis and the interpretation of feedback information [21]. It enhances oversight
and compliance activities, supports proposals for change and requests for additional
resources [21, 22]. The practice of performance improvement is reinforced through
contextual benchmarking.

2.4 Benchmarking and performance improvement

The general use of the word benchmark involves identifying a point of reference
(a benchmark) that serves as a standard against which relative performance may be
measured. The point of reference may be internal to an organisation or external in
relation to competitors or ‘best practice’ [23]. Benchmarking has been referred to
([24], p. 42) as the ‘continuous process of measuring one’s products, services and
business practices against the toughest competitors or those companies recognised
as industry leaders’. Benchmarking promotes superior performance by providing an
organised framework through which organisations learn how the ‘best in class’ do
things. In essence, ‘benchmarking is the process of borrowing ideas and adapting
them to gain competitive advantage’ ([24], p. 41). In a nutshell, benchmarking is
identifying ‘best buy’ or ‘best practice’ and making deliberate efforts to emulate
it, devoid of unhealthy practices [25]. The implications of benchmarking could
be summarised as a process of constantly comparing own performance against
superior performances within a peer group of best practice [26]. To achieve positive
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results from benchmarking requires commitment and investment from both senior
management and operations personnel of the maintenance unit. The requirements
of a successful benchmarking exercise include, but are not limited to the following

([26], p. 41):

* A clear understanding of organisational goals, knowing what needs improving

and by how much.

* Anauthentic and dynamic database for computation, analysis and comparison
with a peer group.

* A constant reminder that since ‘the best does not stand still, improvement
should be a continuous process.

* The selection of peer group members, which is critical to the success of the
exercise. The peer group must have identical features and be the best in the
chosen field from anywhere in the world.

* The selection of appropriate parameters for the benchmarking exercise.

It is worth noting that benchmarking is not a ‘quick-fix’ solution but an exercise
that requires commitment to succeed [27]. The success is influenced by the level
of competence, capacity and capabilities of the operating personnel, quality of the
data and commitment to their analysis [26].

Specifically, in the manufacturing industry, the effective analysis of a
CMMS database and benchmarking provide information for effective main-
tenance operatives. The information is used to monitor the impact of the
frequency of machine breakdowns, the length of time between repairs and
the duration of downtime on the availability and reliability of machines in the
production network. This in turn enhances the productivity and profitability of
the industry [28].

Literature is awash with the vast potential inherent in a typical CMMS tool. It
can be used for asset management, work order management, preventive mainte-
nance management, inventory control, report management, service management,
contract management, materials management and procurement management. The
benefits gained are influenced by the number of modules activated, the human
capacity and training provided to the operators of the system.

3. The research method

The qualitative research method was adopted for the case studies discussed in
this chapter. The case research strategy allows the detailed, in-depth and broad-
based investigation of situations or phenomena in its context [29, 30]. The approach
also enables the researcher to relate to the officials directly involved in the subject
matter being investigated. The population and samples used for the research were
‘purposively’ selected [31] from the maintenance operatives and other relevant
stakeholders associated with the operation of the maintenance units. The data were
collected using a semi-structured questionnaire used as an interview guide and
the detailed review (document analysis) of periodic reports emanating from the
maintenance units of the institutions and manufacturing industry were used for the
case study [30].
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3.1 Interviews

In qualitative research, the interview (one-on-one or in groups as in the case of
focus group sessions) is one of the methods of obtaining information from research
respondents [30]. The one-on-one interview approach was adopted in this study,
using a semi-structured (open-ended) questionnaire. A semi-structured question-
naire enables the researcher to ask follow-up questions, allowing respondents to
provide additional information to emphasise or add to information provided to the
lead questions. The transcribed information collected from each respondent was
returned to them for confirmation of accuracy and interpretation [30]. The principle
of content analysis was used for analysing the qualitative data, the synthesis of the
ideas generated, as answers to the survey questions, lead to the development of suit-
able themes discussed in the section for the discussion of findings [32].

3.2 Document analysis

Document analysis allows researchers to examine operational records, reports,
archival materials, or statutory information related to the subject of the research in
hard or soft copies. These records provide authentic historical information about
the research [33]. The documents analysed for this research were the periodic
reports on maintenance operations of the academic institutions and the operational
record in the CMMS database of the manufacturing company. The analysis of the
periodic reports from the academic institutions shows that the reports contain
generic information on maintenance operations, which do not serve as a tool of
effective communication with their customers. However, the analysis of the opera-
tional history in the CMMS database of the manufacturing industry facilitated
the identification of areas for improvement and the development of performance
improvement strategies through benchmarking.

The findings revealed that, while the academic institutions limited their use
of the CMMS to maintenance planning, operations and periodic reporting, the
manufacturing industry went a step further. They included the detailed analysis of
the operational history in the CMMS database. The analysis and benchmarking led
to the improvements on the reliability and availability of the machines in its pro-
duction network. The section on findings and discussion explains how the research
strategy was executed and presents the resulting outcomes.

4. Findings, analysis and discussion

The three case studies used for the discussion on harnessing the potential of
CMMS:s in maintenance operations involve two academic institutions and a manu-
facturing industry. In the academic institutions, the CMMS is used for maintenance
planning, operations and the development of periodic reports. The maintenance
operations at Institution 1 are executed by service contractors, while Institution
2 adopts the combination of using in-house personnel and service contractors.
Most of the maintenance operations in these institutions are executed through
the breakdown maintenance approach. The customers register their maintenance
requests through the call centre that assigns a unique code to the request according
to the facility’s fabric, component, or services. The maintenance request is sent to
the trade supervisor, who raises a work order and assigns the request to the appro-
priate personnel or service contractor. When the request is addressed (or closed),
the completed work order is signed off by the customer, returned to the supervisors
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and the call centre for record purposes. Similarly, the work requests that are not
addressed (or open) are also documented. The maintenance units, from these insti-
tutions, produce their periodic reports from the information in the CMMS database
and do nothing further.

In contrast, the maintenance unit in the manufacturing industry adopts the
combined approach of a planned and breakdown maintenance system. In this
regard, all machines in the production line are scheduled for maintenance at
predetermined times. Any breakdown or other maintenance requests are sent to
the maintenance unit for proper attention. Maintenance operations in this industry
are executed through in-house personnel and in limited cases, through specialist
service contractors. Many operational modules of the CMMS software are activated
in this industry. These allow the maintenance unit to work in synergy with the
stores department for inventory control of spare parts and the finance department
for timely purchase of necessary materials and services. In addition to the periodic
reports, the unit conducts detailed analyses of the information in the CMMS
database and sets benchmarks for measuring performance. The evidence from the
analyses brought to the fore the current performance, identified areas requiring
improvement and developed suitable performance improvement strategies; thus,
harnessing the vast potentials inherent in a CMMS, improving on the JIT principle
and approaching the practice of smart maintenance.

In some maintenance organisations, the same personnel manage maintenance
operations and the call centres, while they are separated in other organisations. The
quality of the human capacity in both units influences how the potential of a typical
CMMS can be harnessed.

Hereafter, this section presents, firstly, the use of the CMMS in the maintenance
units of the academic institutions, and secondly, the use of the CMMS in the
manufacturing industry followed by the discussion sub-section.

4.1 Operational report from institution 1

The development of periodic reports is the third component of the CMMS
module activated by the operatives of the maintenance unit of this institution.
The reports include the weekly report used for management meetings of the
campus managers and a monthly report produced for the director. The typical
weekly/monthly report contains the information about the work requests
received in the period under review, the status of execution and the cost
incurred. An excerpt of the format used for the development of these reports is
shown in Table 1. The information provided includes the code for the request,
reference number for the work order, description of the work request, date
the customer made the request, the service contractor assigned to execute the
request, date the work was completed and the cost incurred. The monthly reports
are usually produced on the first Monday of the following month. The report
of the work requests for March, examined for this research, was produced on 4
April 2010, and was made available in a 13-page document [34].

In Table 2, the analysis of the report shows that a total of 2995 requests were
lodged with the maintenance unit during March 2010, and 813 or 27.20% were
addressed by 4 April 2010. The report is silent about the over 70% of the work
requests not yet addressed. The quality of this report can be improved by extrapo-
lating the result of work done until 30 April. This shows that 2013 requests (67.21%)
of the total work requests for March have been attended to, leaving an outstanding
balance of 982 (32.79%). Furthermore, the analysis helps to present a fair represen-
tation of the performance of the maintenance unit.
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Building Assigned Work Date work Service Date work Total cost
code workorder  description requested contractor’s completed
code

127 70,792 Remove, 2010/03/01 PUMDATA 2010/05/10 R5462.88
investigate
and quote
on repair
of leaking
pump.
Replace
packing with
mechanical
seal

127 70,794 Repair noisy 2010/03/01 MJL 2010/03/29 R53865
pump motor
fan

127 70,795 Professional 2010/03/01 PERFECTAIR 2010/04/12 R10180.20
service
to HVAC.
Supply and
install 1 x
24,000 BTU
York midwall
unit in room
GH525

131 70,796 Supply and 2010/03/01 PERFECTAIR 2010/04/12 R9234.00
instal 1 x
18,000 BTU
York midwall
unit in room
236

446 70,797 Repair/ 2010/03/01 SUPERCARE 2010/03/18 R0.00
replace
broken
toilet soap
dispenser in
room 2B34.
Urgent

Table 1.
Typical structure of monthly report.

4.2 Periodic reports from institution 2

Like Institution 1, the periodic reports from this institution are in the form of
monthly and annual reports on general maintenance operations. The reports are too
technical, economical with details and are only understood by those who prepared them.
The summary of the monthly report provides information on the quantity of requests
lodged with the unit, the quantity resolved and the outstanding number. Figure 1 pres-
ents the scorecard of the unit from all the campuses of the university for the year 2013,
showing the number of requests received and the number addressed or closed.

Furthermore, the unit provides separate information on the number of
unresolved requests; it is an indication that these outstanding issues are kept in
perspective, as shown in Figure 2. However, this report is silent on what the unit
is doing about these outstanding requests, the effect of deferred maintenance on
the functional state of the facilities they represent and the financial implications of
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2995 March April
Day ending 7 14 21 28 4 11 18 25 30
Quantity 9 85 286 463 813 1114 1621 1914 2013
completed
% completed 0.30 2.84 9.55 1546 2715 3720 54.12 6391 67.21
Table 2.
Typical monthly report ([34], p. 117).
Operations - Requests Logged and Closed
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Feb- | Mar- May- Aug- | Sep- Nov- | Dec-
Jan-13 13 13 Apr-13 13 Jun-13|Jul-13 13 13 Oct-13 13 13
H No of Requests| 1432 | 1369 | 984 | 1260 | 1201 | 854 | 1107 | 1082 | 815 | 1072 | 704 | 167
B Closed 1237 | 1236 | 908 | 1167 | 1080 | 793 | 960 | 920 | 689 | 806 | 434 | 107

Figure 1.
Summary of performance on logged requests for the year 2013 ([35], p. 14).

addressing them. These reports provide generic information on maintenance opera-
tions without specifics or costs incurred.

The module of the CMMS tool activated by the maintenance units in these
academic institutions is capable of managing maintenance planning (preventive,
schedule and breakdown maintenance), work order, contract and procurement
management, asset management, documentation of maintenance operations
and analysis of historical records, report management and many more. However,
Table 3 provides a summary of the limited use and the latent potential of the
CMMS tool, within the module being used by these institutions.

4.3 Discussion of findings

In a typical maintenance unit, there may be separate or integrated personnel for
the call centre and maintenance operations. The quality and quantity of information
developed from the CMMS database depends on the human capacity of the opera-
tives in both units. This influences the ability to use the CMMS tool effectively [10].
Although maintenance operations have progressed from manual to digital systems,
many maintenance units are underutilising the potentials available in a typical
CMMS. The maintenance units in these academic institutions used the CMMS for
work request management, maintenance operations and periodic reporting. Table 3
provides the limited use of the CMMS tool. These components, currently being
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Accumulation of outstanding work requests
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Figure 2.
Summary of outstanding work requests.

Institution Limited use of the CMMS Remark: Latent potential not harnessed
tool
Institution 1 *Recording of maintenance *Developing planned maintenance
requests *Effective maintenance budget and management of

deferred or backlog maintenance

*Management of work . . s
3 tg *Producing customer friendly periodic report,
equests : . .
1 accompanied by appropriate visuals
*Periodic reports on status of *Detailed analysis of operational history, identifying the
execution and cost incurred functional state of facilities, planning rehabilitation or
o disposal; educating customers on requests for change
Institution 2 *Same as above, except that P ? g q 3
of use
there are no records of cost
incurred

*Record of work requests not
attended to

Table 3.
Summary of findings.

activated and used by these maintenance units, are insignificant fraction of the con-
tent of the maintenance management module and the inherent potentials of a typi-
cal CMMS software. The CMMS software has elastic capacity in different modules,
which includes, but is not limited to asset management, work order management,
preventive maintenance management, inventory control and report management
[1]. Others include service management, contract management, materials manage-
ment and procurement management [2]. Two major challenges were observed in
the structure of the current periodic report. They are, firstly that the reports are not
helpful in educating or communicating with the relevant stakeholders, because the
customers cannot identify the component of the report that reflects the situation of
the facilities in their portfolio or the status of execution of the work request emanat-
ing from their units. The second challenge is that the report is silent on the status

of the work not completed at the time of reporting. Therefore, the units are not

able to develop and monitor the forward planning, deferred maintenance, effective
renovation, or rehabilitation scheme, provide suitable information for decisions on
change of use or disposal of facilities. Consequently, they are not able to effectively
communicate the performance of the maintenance units to their customers.

65



Operations Management - Emerging Trend in the Digital Era

It is important to note that the maintenance and call centre operatives of these
institutions should improve the quality of their periodic reports. Generally, a periodic
report is the first step. Subjecting the set of reports to further analysis will enable
maintenance operatives to manage the effectiveness of the loss of time before they
respond to the work request of customers, the time taken to address the work request
and to determine if they approximate the requirements of JIT [3]. Furthermore,
detailed analysis of the CMMS database enables the maintenance unit to produce
reports suitable for effective communication with their customers on the status of
execution on their work requests and the functional state of the facilities in the cus-
tomers’ portfolio. To demonstrate this, the manager of the call centre of Institution
1, was requested to provide the comprehensive information on the requests lodged
with the call centre from the School of Civil and Environmental Engineering for the
period January to March 2010; arranging them in table format and providing a visual
representation of the status of work and financial expenditure [34]. The eight-page
report was reduced to a table as shown in Table 4. In a nutshell, Table 4 provides the
essential information contained in the eight-page report in a user-friendly format.
Figure 3 presents the status of the work requests for each month.

The visual presentation of the financial commitment, presented in Figure 4,
shows that plumbing cost the most, while items under quotation cost the least.

The additional information, which is necessary, but was not available during
the time of this research, includes explanatory notes on outstanding work requests,
alternative suggestions on how to execute the outstanding work, the cost implica-
tions and the effect of the deferred maintenance on the functional state of the
facilities of the customer. Despite these shortcomings, the Head, School of Civil and
Environmental Engineering commented as follows: “The layout is easy to determine
the state of maintenance and it is easy to read. It also indicates that the maintenance
unit is concerned about maintenance of the facilities in our School’. Furthermore,
the Dean of the Faculty added: ‘It is a good start. I would also like to see an age
analyses (10 days, 30 days, 60 days, etc.) of addressing complaints or requests’

Consequently, the vast potential inherent in a typical CMMS tool can be har-
nessed if the maintenance operatives could ask the right questions and the opera-
tives in the call centre had the capacity, patience and commitment to answer the
questions. This underlines the fact that the quality of the human capacity influences
how much of the latent potential of a typical CMMS tool can be harnessed.

4.4 Analysis of maintenance database of a manufacturing company

The manufacturing industry used for this research is Adcock Ingrams Critical Care
(AICC), a pharmaceutical manufacturing industry in South Africa. Maintenance
requests are communicated directly to the unit as it doubles as call centre. In this
industry, the maintenance unit uses the CMMS tool for scheduled and breakdown
maintenance management. Furthermore, the unit conducts periodic detailed analyses

Problem type Jan Feb Mar Total issued Total completed Cost

Electrical 9 5 5 19 18 10,837.80

Plumbing 6 3 3 12 1 15,763.90

Quotation 1 1 2 4 1 136.80

Building 1 1 2 1 695.14

HVAC 1 3 4 3 254790
Table 4.

Summary of periodic report on work requests.

66



Harnessing the Multiple Benefits of a Computerised Maintenance Management System
DOI: http://dx.doi.org/10.5772/intechopen.93732

Number of Work Requests per Problem Type per month
( Year 2010)
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Figure 3.
Graphic presentation of the status of work requests.
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Type per Quarter Year
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Figure 4.
Financial involvement of the work requests.

of the information in the operational database of the CMMS. The information in
Figures 5-8 present the findings of the analysis of the information in the CMMS
database for all the machines in the production line of the company, for a period of

21 months between January 2017 and September 2018. The analysis identified the
number of total breakdowns, mean time to repair (MTTR), total downtime and plant
reliability. The reliability of the machines in the production line of the AICC was
benchmarked with those in the operation of a sister company, Adcock Ingram Health
Care (AIHC), to identify the level of performance improvements required.

4.4.1 Total breakdowns

The number of breakdowns per month in all the machines in the production line
over the 21-month period is presented in Figure 5. The target number of 130 break-
downs, per month, was adopted as baseline for 2017 and 120 was set as target for 2018.
The results from the analysis show that the average number of breakdowns in 2017 was
145, an increase of 15 breakdowns per month. Similarly, in September 2018, the aver-
age number of breakdowns was 128, showing an increase of 8 breakdowns above the
benchmark of 120. However, in March, April, June and September 2018, the number
of breakdowns was lower than the benchmark of 120, and in August, the number
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Total Breakdowns
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Figure 6.
Mean time to repair (MTTR).

of breakdowns was the same as the benchmark set for 2018. It was hoped that in the
remaining months of 2018, the plants would record a lower number of breakdowns.
Another concern was the length of time it takes to conclude repairs or known as MTTR.

4.4.2 Mean time to repair (MTTR)

The MTTR is the average time taken to complete the repair of each break-
down, restore the plant(s) to functional use and resume production. The shoter
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the MTTR, the better. This is because the MTTR influences the duration of the
downtime of machines in the production line. Similar to other factors, the monthly
and annual averages for 2017 exceeded the benchmark of 1.5 hours, as is evident
from Figure 6. Similarly, in 2018 the average in September is marginally above the
benchmark of 1.35 hours. However, the monthly performance in January, April,
May, June and July was impressive. It was hoped that, in the last quarter of the year,
the performance would improve.
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4.4.3 Total downtime

The graph in Figure 7 summarises the duration of downtime when any or a
combination of the plant or equipment in the production network breaks down.
The target of 180 and 170 hours per month was adopted for 2017 and 2018, respec-
tively. The analysis of the information in the operational database showed that the
monthly average duration of downtime for 2017 was 250 hours per month, which
represents 38.8% above target. This translates into 2.9 days’ production lost per
month and an average of 34.8 days per year, resulting in a revenue loss equivalent
to 1 month per year. However, in September 2018, the monthly average was about
170 hours, which is the benchmark set for the year. If this trend continued, there
would be marked improvements in the duration of downtime in the plants on
the company s production network, ensuring increased machine reliability and
improvements in production output.

4.4.4 Plant reliability

Plant reliability can be described as the probability that the plant(s) in the
production network will be available for effective production in a manufacturing
industry. Plant reliability is influenced by the number of breakdowns, the length of
time before repairs are concluded and the duration of downtime. Machine reliability
is usually expressed in percentages. Positive improvements in the MTTR (like JIT)
translate in the reduced duration of downtime as well as a reduction in the number
of breakdowns. The plant reliability performance of the AICC was benchmarked
against the performance of a sister industry, the ATHC.

As shown in Figure 8, the plant reliability benchmark of the ATHC (the blue
horizontal line) for 2017 was 75%. In comparison, the AICC achieved a monthly
average of 68% (second red vertical bar from origin of the graph in Figure 8) for
the same period. This is an indication that the plants of the AICC performed below
that of the sister company, the AIHC. Although, the AICC, in September 2018,
attained a reliability of 75%, (the red vertical bar, to the right, next to 2018 yearly
average), this is still below the new benchmark of 80% set by the AIHC for 2018.
However, if there were consistent improvements in the MTTR in the last quarter of
the year, it may be possible to meet the benchmark set by the AIHC.

Industry Current use of CMMS tool Potential harnessed
Adcock *Development of maintenance management, *Making maximum use of the
Ingrams preventive and breakdown maintenance maintenance management
Critical Care .. . . o module
*Periodic analysis of operational details in CMMS N .
(AICC) The synergy being created can
database 1 .
facilitate the activation of the
*Benchmarking and identification of areas automation module
requiring performance improvements *Progressing towards the practice

f t maint
*Improvements on MTTR (or JIT) and effects on ol smart maintenance

machine reliability

*Develop synergy with finance, purchasing and
store departments to ensure timely resourcing of
spare parts for maintenance operations

Table 5.
Summary of findings.
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4.4.5 Summary of findings

Table 5 provides a summary of the functional use of the CMMS tool by AICC
industry. Currently, the maintenance unit have activated and effectively using the
different components of the maintenance management modules, as well as cre-
ate synergy with other divisions of the industry. This will facilitate automation of
operation and help in achieving the objectives of smart maintenance.

4.5 Discussion

The manufacturing company demonstrated a higher level of harnessing the
potential inherent in a typical CMMS through the practice of comprehensive
maintenance management, which includes planned, preventive, proactive and
breakdown maintenance. The practice includes the analysis of the information in
the operational database of the CMMS. These analyses enabled the maintenance
unit to know the impact of the frequency of breakdowns, the length of time before
repairs are completed and the effect of the duration of downtime of machines on
the reliability and availability of machines in the production line. The analysis
exposed the impact of the length of downtime on the productivity of the company.
This could be described in the following understandable terms.

The average duration of downtime for 2017 was 250 hours per month, which is
considerably higher than the benchmark, representing a level of 38.8% above
target. This translates into 2.9 days’ production lost per month and an average of
34.8 days per year, resulting in a revenue loss equivalent to 1 month per year.

This realisation challenged the maintenance unit to improve on the MTTR.
Success in the MTTR or JIT [3] is the product of appropriate maintenance planning,
positive work ethics and the professional attitude of the workforce. This includes
effective coordination between the maintenance unit, purchasing department,
finance department and stores, the inventory control of stock and the timely avail-
ability of spare parts. It is important to note that the industry will have value for
money through the effective management of an adequate stock of spare parts rather
than purchasing on demand, which is more expensive [36]. Spares that are available
reduce repair time and reduce the incidence of the ‘fire-fighting approach’ when
sourcing spare parts. This enables the maintenance unit to strive towards achieving
best practice, which suggests that 85% of repairs should be executed through planned
maintenance and 15% through breakdown repairs [37]. These efforts culminate in
the benchmarking of plant reliability with their sister industry. It is worth noting
that plant reliability facilitates production planning, sales and marketing projection,
achieving customers’ satisfaction and profitability [37, 38].

The detailed analysis of the information in the operational database of plants
in the production network enables maintenance units to identify area(s) requiring
critical attention around which performance improvement strategies should be
developed [39]. It provides intelligent information relating current performance
against predetermined goals to decision-makers at all levels [19, 21]. This exercise
challenges maintenance units to practise the art of continuous data collection,
analysis and the interpretation of information to facilitate the development of
appropriate improvement strategies [15]. Furthermore, it supports compliance
activities, proposals for changes or requests for additional resources as it illuminates
the link between strategies, performance and expected outcomes. It also achieves
the objectives of smart maintenance [4, 19, 20].
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5. Conclusions and recommendations

Although maintenance management and operations have significantly evolved
from the use of manual to digital facilities, many of the operations of the mainte-
nance units using CMMS tools are still operating at rudimentary levels. Generally,

a typical CMMS tool has the capacity for planning and managing maintenance
activities, resource management, analysis and interpretation, the contextual use of
information in operational databases, the development of periodic reports, effective
communication with stakeholders, performance and production improvements.
However, the quality and quantity of the human capacity of the users of the system
influences the potential of the CMMS tool that can be harnessed and put to pro-
ductive use. Three case studies were used in this chapter to illustrate the potential
capacity of a CMMS tool accessed by the maintenance units. Two of them refer to
maintenance units in academic institutions and the third to a manufacturing com-
pany. In the academic institutions, the CMMS module activated was underutilised, as
is evident from the poorly structured periodic reports. The reports were too techni-
cal, economical in details, best understood by those who prepared the reports and not
suitable for effective communication with customers. The reports were silent about
what the units were doing with work requests not completed at the time of reporting
or the plans for addressing backlogs or deferred maintenance. The CMMS tool was
being used for reactive maintenance instead of harnessing the vast potential of the
CMMS tool for proactive maintenance, which is the backbone of smart maintenance.

In contrast, the manufacturing company uses the CMMS tool for planned and
breakdown maintenance operations. It included the analysis of the information in
the operational database, which enabled the unit to know the impact of the MTTR
on the length of downtime, machine reliability and availability in the production
network. This has challenged the maintenance unit to create synergy with the
finance, purchasing and store departments, to facilitate the availability of spare
parts and motivate the maintenance crew to timely identify and execute repairs.
The activation and contextual use of the inter-related modules of the CMMS has
enabled the maintenance unit to continuously improve on the MTTR, aiming
at executing maintenance activities through planned maintenance rather than
through a breakdown approach. It therefore improves on the practice of JIT, which
is necessary for smart maintenance.

Although considerable effort is put in and investments are made to provide
modern technology to aid maintenance operations, the potential uses of this tool are
not adequately harnessed by many of the maintenance operatives. The maintenance
units in the manufacturing company, in contrast to those in the academic institu-
tions, through the analysis of the operational information in the CMMS database,
have taken up some of the latent and rich potential inherent in a typical CMMS tool.
Furthermore, they demonstrated the relationship of the ‘work order management’
tool with the ‘assets management, preventive maintenance management, inven-
tory control, report management and procurement management’ tools. By doing
so, they highlighted the collaborative relationships between the maintenance unit
and other stakeholders, such as the finance, purchasing and store departments, in
inventory control of stock and the timely availability of spare parts. Consequently,
improvements in the MTTR translate into improved machine reliability, which
facilitates production planning, sales and market projection, achieving customer
satisfaction and profitability.

It is safe to conclude that the quality of the human capacity available to operate
a typical CMMS tool influences the ability to harness the inherent potential of a
CMMS. Therefore, this research recommends adequate resourcing and continuous
development of the human capacity for the effective operation of the CMMS.
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Chapter 5

Multi-Strategy MAX-MIN Ant
System for Solving Quota
Traveling Salesman Problem with
Passengers, Incomplete Ride and
Collection Time

Brumno C.H. Silva, Islame F.C. Fernandes,
Marco C. Goldbarg and Elizabeth F.G. Goldbarg

Abstract

This study proposes a novel adaptation of MAX-MIN Ant System algorithm for
the Quota Traveling Salesman Problem with Passengers, Incomplete Ride, and
Collection Time. There are different types of decisions to solve this problem: satis-
faction of the minimum quota, acceptance of ride requests, and minimization of
travel costs under the viewpoint of the salesman. The Algorithmic components
proposed regards vehicle capacity, travel time, passenger limitations, and a penalty
for delivering a passenger deliverance out of the required destination. The ant-
based algorithm incorporates different sources of heuristic information for the ants
and memory-based principles. Computational results are reported, showing the
effectiveness of this ant-based algorithm.

Keywords: Traveling Salesman, integer programming, transportation,
shared mobility, Ant Colony Optimization

1. Introduction

The lives of ordinary consumers have changed almost beyond recognition in the
past 20 years. First, with the introduction of high-speed internet access; but, more
recently, with the arrival of mobile computing devices such as smartphones and
tablets. According to data from the 2017 Gallup World Survey [1], 93 of adults in
high-income economies have their cell phones, while 79% in developing economies.
In India, 69% of adults have a cell phone, as well as 85% in Brazil and 93% in China
[1]. Smartphones and the internet have created a novel digital ecosystem where the
adoption of new paradigms is increasingly fast, and each innovation that appears
and presents itself to the market can disrupt an entire segment.

In the transportation segment, a central theme is how the digital revolution has
created opportunities to consider new models of delivering services under the
paradigm of Mobility as a Service (MaaS) [2]. There is a growing interes%t in MaaS
due to the notion of a sharing economy. Millennials own fewer vehicles than
previous generations [3]. As evidenced by the ascension of on-demand mobility

77 IntechOpen



Operations Management - Emerging Trend in the Digital Eva

platforms, they are quickly adopting car sharing as a mainstream transportation
solution. Investments in new travel patterns have become a priority to enable the
transformation of opportunities in the urban mobility segment into new revenue
streams.

This study deals with a novel optimization model that can improve the services
provided by on-demand mobility platforms, called Quota Traveling Salesman
Problem with Passengers, Incomplete Ride, and Collection Time (QTSP-PIC). In
this problem, the salesman is the vehicle driver and can reduce travel costs by
sharing expenses with passengers. He must respect the budget limitations and the
maximum travel time of every passenger. Each passenger can be transported
directly to the desired destination or an alternate destination. Lira et al. [4] suggest
pro-environmental or money-saving concerns can induce users of a ride-sharing
service to agree to fulfill their needs at an alternate destination.

The QTSP-PIC can model a wide variety of real-world applications. Cases related
to sales and tourism are the most pertinent ones. The salesman must choose which
cities to visit to reach a minimum sales quota, and the order to visit them to fulfill
travel requests. In the tourism case, the salesman is a tourist that chooses the best
tourist attractions to visit during a vacation trip and can use a ride-sharing system to
reduce travel expenses. In both cases, the driver negotiates discounts with passen-
gers transported to a destination similar to the desired one.

The QTSP-PIC was introduced by Silva et al. [5]. They presented a mathematical
formulation and heuristics based on Ant Colony Optimization (ACO) [6]. To sup-
port the ant algorithms, they proposed a Ride-Matching Heuristic (RMH) and a
local search with multiple neighborhood operators, called Multi-neighborhood
Local Search (MnLS). They tested the performances of the ant algorithms on 144
instances up to 500 vertices. One of these algorithms, the Multi-Strategy Ant Col-
ony System (MS-ACS), provided the best results. They concluded that their most
promising algorithm could improve with learning techniques to choose the source
of information regarding the instance type and the search space.

In this study, a MAX-MIN Ant System (MMAS) adaptation to the QTSP-PIC,
called Multi-Strategy MAX-MIN Ant System (MS-MMAS), is discussed. MMAS
improves the design of Ant System [6], the first ACO algorithm, with three impor-
tant aspects: only the best ants are allowed to add pheromone during the pheromone
trail update; use of a mechanism for limiting the strengths of the pheromone trails;
and, incorporation of local search algorithms to improve the best solutions. Plenty
of recent studies proved good effectiveness of the MMAS in correlated problems
to QTSP-PIC [7-10]. However, none of these explored the Multi-Strategy (MS)
concept.

In the traditional ant algorithms applied to Traveling Salesman Problem (TSP),
ants use the arcs’ cost as heuristic information [6]. The heuristic information adopted
is called visibility. When solving the QTSP-PIC, different types of decisions must be
considered: the accomplishment of the minimum quota, management of the ride
requests, and minimization of travel costs. The MS idea is to use different mecha-
nisms of visibility for the ants to improve diversification. Every ant decides which
strategy to use at random with uniform distribution. The MS proposed in this study
extends the original implementation proposed in [5]. MS-MMAS also incorporates
RMH and MnLS and uses a memory-based technique proposed in [11] to avoid
redundant work. In MS-MMAS, a hash table stores every solution constructed and
used as initial solutions to a local algorithm. When the algorithm constructs a new
solution, it starts the local search phase if the new solution is not in the hash table.

The benchmark for the tests consisted of 144 QTSP-PIC instances. It was
proposed by Silva et al. [5]. Numerical results confirmed the effectiveness of the
MS-MMAS by comparing it to other ACO variants proposed in [5].

78



Multi-Strategy MAX-MIN Ant System for Solving Quota Traveling Salesman...
DOI: http://dx.doi.org/10.5772 /intechopen.93860

The main contributions of this chapter are summarized in the following.

* The extension of the MS concept proposed in [5] with a roulette mechanism
that orients the ants to choose their heuristic information based on the best
quality solutions achieved;

* Improvement of the MMAS design with a memory based technique proposed
in [11];

* Presentation of a novel MMAS variant that combines the improved MS concept
and memory-based principles and assessment of its performance;

* Experiments on a set of QT'SP-PIC instances ranging: 10 to 500 cities; and 30 to
10.000 travel requests. The results showed that the proposed MMAS variant is
competitive regarding the other three ACO variants presented in [5] for the
QTSP-PIC.

The remainder of this chapter is organized as follows. Section 2 presents the
QTSP-PIC and its formulation. Section 3 presents the Ant Colony Optimization
metaheuristic and the implementation design of the MS-MMAS. Section 4 presents
experimental results. The performance of the proposed ant-based algorithm is
discussed in Section 5. Conclusions and future research directions are outlined in
Section 6.

2. Problem definition

The TSP can be formulated as a complete weighted directed graph G = (N, A)
where N is the set of vertices and A = {(i,j) | i,j €N} is the set of arcs. C = [c;] is
the arc-weight matrix such that c¢;; is the cost of arc (7,5). The objective is to
determine the shortest Hamiltonian cycle in G. Due to its applicability, many TSP
variants deal with specific constraints [12]. Awerbuch et al. [13] presented several
quota-driven variants. One of them, called Quota Traveling Salesman Problem
(QTSP), is the basis for the problem investigated in this study. In the QTSP, there is
a bonus associated with each vertex of G. The salesman has to collect a minimum
quota of bonuses in the visited vertices. Thus the salesman needs to figure out
which cities to visit to achieve the minimum quota. The goal is to find a minimum
cost tour such that the sum of the bonuses collected in the visited vertices is at least
the minimum quota.

The QTSP-PIC is a QTSP variant in which the salesman is the driver of a vehicle
and can reduce travel costs by sharing expenses with passengers. There is a travel
request, associated with each person demanding a ride, consisting of a pickup and a
drop off point, a budget limit, a limit for the travel duration, and penalties associated
with alternative drop-off points. There is a penalty associated with each point differ-
ent from the destination demanded by each person. The salesman can accept or
decline travel requests. This model combines elements of ride-sharing systems [14]
with alternative destinations [4], and the selective pickup and delivery problem [15].

Let G(N, A) be a connected graph, where N is the set of vertices and A =
{(i,j) | i,j €N} is the set of arcs. Parameter ¢; denotes the quota associated with
vertex i € N and g; the time required to collect the quota. ¢;; and z; denote,
respectively, the cost and time required to traverse edge (7,7) € A. Let L be the set of
passengers. List /; CL denotes the subset of passengers who depart from i € N. Let
org(l) and dst(I) € N be the pickup and drop-off points requested by passenger [. The
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salesman departs from city s = 1, visits exactly once each city of subset N' C N and
returns to s. The quota collected by the salesman must be at least K units. Along the
trip, the salesman may choose which travel requests to fulfill. The travel costs are
shared with vehicle occupants. The number of vehicle occupants, or passengers,
cannot exceed R. Each passenger | € L imposes a budget limit w; and a trip’s
maximum duration b;. Let &j; be the penalty to deliver passenger /€L at cityj €N,
j # dst(l). The value of variable %; is computed in the final cost of the tour if
passenger [ is delivered to city j. If j = dst(l), then hj; = 0. The objective of the
QTSP-PIC is to find a Hamiltonian cycle ¥ = (N’, A’) such that the ride-sharing cost
and eventual penalties are minimized, and the quota constraint is satisfied.

The QTSP is NP-hard [13]. It is a particular case of the QTSP-PIC, in which the
list of persons demanding a ride is empty and the time spent to collect the bonus in
each vertex is zero. Thus, QTSP-PIC also belongs to the NP-hard class.

Silva et al. [5] presented an integer non-linear programming model for the
QTSP-PIC. They defined a solution as S = (N',Q’,L’,H'), where N’ is a list of
vertices that represents a cycle, ¥, such that the minimum quota restriction, K, is
satisfied; Q' is a binary list in which the i-th element is 1 if the salesman collects the
bonus from city i, 7 € N'; L' is a binary list in which the /-th element is 1 if the
salesman accepts the [-th travel request; and H' is a list of integers in which the I-th
element is the index of the city where the /-th passenger leaves the car. If L'[l] = 0,
then H'[l] = 0. The cost of solution S, denoted by S.cost, is calculated by Eq. (1).

i
S.cost = —— ) hyy 1
S et S @

i,jeN’ j lel

3. Ant Colony Optimization

In the Ant Colony Optimization, artificial ants build and share information
about the quality of solutions achieved with a communication scheme similar to
what occurs with some real ants species. Deneubourg et al. [16] investigated the
behavior of Argentine ants and performed some experiments, where there were two
bridges between the nest and a food source. He observed that the ants initially
walked on the two bridges at random, depositing pheromone in the paths. Over
time, due to random fluctuations, the pheromone concentration of one bridge was
higher than the other. Thus, more ants were attracted to that route. Finally, the
whole colony ended up converging towards the same route. The behavior of artifi-
cial ants preserves four notions of the natural behavior of ants:

* Pheromone deposit on the traveled trail;

* Predilection for trails with pheromone concentration;

* Concentration of the amount of pheromone in shorter trails;

* Communication between ants through the pheromone deposit.

Pheromone is a chemical structure of communication [17]. According to Dorigo
et al. [18], pheromone enables the process of stigmergy and self-organization in
which simple agents perform complex and objective-oriented behaviors. Stigmergy

is a particular form of indirect communication used by social insects to coordinate
their activities [18].
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Considering the context of ant algorithms applied to the TSP, when moving
through the graph G, artificial ants tend to follow paths with higher pheromone
deposits rates. As ants tend to deposit pheromone along the path they follow, as
more ants choose the same path, the pheromone rate tends to increase in these
paths. This cooperation mechanism induces artificial ants to find good solutions, as
it works as a shared memory that is continuously updated and can be consulted by
every ant in the colony [19].

The base-line of the Ant Colony Optimization is the algorithm Ant System [6].
In the TSP application, N is the set of vertices to visit. Ants construct solutions
iteratively. Every iteration, the ant chooses the next vertex based on heuristic
information, 7, and pheromone trails, 7. Initially, pheromone trails have the same
amount of pheromone, 7y, computed by Eq. (2), where 7 is the number of vertices
in N and Cost(D) is the value of the TSP tour built by a greedy heuristic.

7)) = (n x Cost(D)) ™" ()
The k-th ant iteratively adds new vertices to the solution. The algorithm uses
Eq. (3) to compute the probability of the k-th ant to move from vertex i toj at the
t-th iteration, where ;; = L is the heuristic factor, 7;;(¢) is the pheromone in arc (i,5)
ij

in the ¢-th iteration, and A is the list of vertices not visited by the k-th ant.
Coefficients a and g weight the influence of the pheromone and heuristic
information, respectively. They are user-defined parameters. If « = 0, the
probability computed by Eq. (3) depends only on the heuristic information. So,
the ant algorithm behaves like a greedy method. If § = 0, ants tend to select
paths with higher pheromone levels. It may lead the algorithm to early
stagnation. So, balancing the values of « and f is critical to guarantee a suitable
search strategy [5].

[z5(1)]“ - {nij}ﬁ
e E®) - )|

Yi() = ,  jear 3)

Egs. (4) and (5) show the formulas used to update pheromone trails, where p is
the evaporation coefficient, Cost(W¥) is the cost of the route W* built by the k-th
ant, and Arg» is the pheromone deposited on arc (7,) by the k-th ant, computed by
expression (6).

Tij:(l—p)XTij—‘rpXATl’j, pE[O,].] (4)
Aty = A% (5)
k=1
#, ifarc (i,j) € W*.
Az; = { Cost(W*) (6)
0, otherwise.

The ant algorithms proposed after AS improved its implementation design
with elitist pheromone update strategies and local search algorithms to improve
solutions [6]. Two well-known variants of AS are the Ant Colony System
(ACS) [20] and MAX-MIN Ant System [21]. Silva et al. [5] presented AS and ACS
adaptations for the QTSP-PIC. Section 3.1 presents the MAX-MIN Ant System
algorithm.
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3.1 Multi-strategy MAX-MIN ant system

MMAS uses Eq. (3) to compute the probability of an ant to move from vertex i
toj. Besides, it incorporates improvements to avoid search stagnation and a phero-
mone update rule that limits pheromone concentration rates. Eq. (7) presents the
pheromone update rule. Limits 7,,,c and 7, prevent stagnation of pheromone
values.

Tij = max {Tmm, min {rm,lx, (1—=p) x15+px Afihjﬂt}}’ pelo,1] ?)
1 : . best
ifarc(i,j) € W,

ATZ»CSt _ Cost(wbext) ’ (8)
0, otherwise.

There are three possibilities for the best route (W”*") considered in the algo-
rithm: the best route in the current iteration, the best route found so far, and the
best route since the last time pheromone trails were reinitiated. In the MMAS
original design [21], these routes were chosen alternately. The initial value of pher-
omone trails was . If the algorithm reached stagnation, i.e., the best current
route remained the same for several iterations, the pheromone value reinitialized to
Lmax- Assigning t,,,, to pheromone trails produces a small variability among
pheromone levels at the start of the search [21].

The implementation of the MMAS for the QTSP-PIC extends the original
proposal [21] with the following adaptions:

e Ants start at vertex s;

* Ants include vertices in the route up to reach the minimum quota;

» Solution S*, built by the k-th ant, is computed by assigning passengers to route
W* with the RMH algorithm [5];

* Use of the MS concept.

The ants in the MMAS, use arc costs to compute heuristic information. In the
MS-MMAS, ants use four sources for this task, listed in the following.

* Cost oriented: uses ¢; as heuristic information, such that nj = Cl,
q

* Time oriented: uses ; as heuristic information, such that nij = tl This heuristic
)

information guides ants to vertices that lead to travel time savings.

* Quota oriented: g, is used as heuristic information, n; = Z—] This heuristic
i

information guides ants to go to vertices that lead to the maximization of the
quota collected.

* Passenger oriented: the heuristic information is n; = It—fl This strategy orients
q

ants to maximize the number of travel requests fulfilled.

In the MS concept proposed in [5], every ant decides which strategy to use at
random with uniform distribution. A roulette wheel selection improves this
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concept. The proportion of the wheel assigned to each heuristic information is
directly related to the quality of solutions achieved. So, ants learn, at each iteration,
the best heuristic information. At the final iterations, ants tend to use the heuristic
information that proved to be most promising.

Algorithm 1 presents the pseudo-code of the MS-MMAS. It has the following
parameters: maximum number of iterations (maxIter), number of ants (m € Z..¢),
pheromone coefficient (a € R » o), heuristic coefficient (f € R »¢), evaporation
factor (p €10, 1]), and pheromone limits (Zyax, Tmin € R>0). It also has the following
parameters and variables:

* N: set of vertices;

* & index of the heuristic information source;

WF*: route built by the k-th ant;

S*: solution produced after applying the RMH heuristic [5] to route W*;

W' the best route built in the i-th iteration;

S': the best solution produced in the i-th iteration;

W *: the best route found so far;

S*: the best solution found so far;

» W route used as input to the pheromone updating procedure;

IT: hash table that stores every solution S’ constructed and used as initial
solution to the local search algorithm;

Algorithm 1: MS-MMAS (maxIter, m, &, B, p Tmax> Tmin)

1.1+~ @

2. Initialize pheromone trails

3. Fork = 1tom.

4. W*[2] « random_city(N\{s})

5. For i = 1 to maxlIter

6. Fork=1tom

7. & «— chose_heuristic_information()
8 W* — build_route(a, f3, &)

9. S* « assign_passengers(W*)

10. Update(W',S%)

11. IfS ¢l

12. S« MnLS(S’)

13. Store(I1, S)

14. Update(W*,S*)

15. W' — alternate(maxlter, i, W', W*)

16. Pheromone_update(W**,p, T,ux, Timin)
17. Return S*
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The algorithm sets 7, as the initial value of pheromone trails (step 2). Since
ants begin at vertex s, the second vertex is selected randomly with uniform distri-
bution (steps 3 and 4). The k-th ant decides which heuristic information, &, to use
(step 7) and builds a route (step 8). The algorithm uses the RMH heuristic to assign
passengers to W*, completing a solution (step 9). The algorithm updates W' and S’
(step 10). The MnLS algorithm is applied to S’ (step 12) if the solution S’ ¢ II. After
the local search, the algorithm stores S’ in the hash table I1. At the next iteration, the
current S' is the starting solution of the local search if it is not in IT. This procedure
prevents redundant work. The algorithm updates the best route and the best solu-
tion found so far, W* and S* (step 14). Similar to the original design of MMAS, wt
is assigned to WPt at the first 25% iterations or if i ranges from [50%,75%] of
maxlter. W* is assigned to W?*" if i ranges from [25%,50%] of maxIter or if it is
greater than or equal to 75% of maxIter (step 15). This procedure improves diversi-
fication by shifting the emphasis over the search space. W is used to update
pheromones (step 16). Finally, the algorithm returns S*.

4. Experiments and results

This section presents the methodology for the experiments and results from the
experiments. Section 4.1 presents the methodology. Section 4.2 presents the
parameters used in the MS-MMAS algorithm. Section 4.3 presents the results.

4.1 Methodology

The experiments were executed on a computer with an Intel Core i5, 2.6 GHz
processor, Windows 10, 64-bit, and 6GB RAM memory. The algorithms were
implemented in C ++ lan and compiled with GNU g++ version 4.8.4. The bench-
mark set proposed in [5] was used to test the effectiveness of the MS-MMAS. The
sizes of those instances range from 10 to 500 vertices. Small instances have up to 40
vertices, medium up to 100, and large more than 100 vertices. The instances are
available for download at https://github.com/brunocastrohs/QTSP-PIC.

The best, average results, and average processing times (in seconds) are
reported from 20 independent executions of the MS-MMAS. Experiments are
conducted to report the distance between the best-known solutions and the best
results provided by the MS-MMAS. The variability in which the MS-MMAS
achieved the best-known solutions stated in the benchmark set is also calculated.
With these experiments, it is possible to conclude if the MS-MMAS algorithm was
able to find the best-known solution of each instance and with what variability this
happens.

The Friedman test [23] with the Nemenyi post-hoc procedure [24] are applied,
with a significance level 0.05, to conclude about significant differences among the
results of the MS-MMAS and the other three ACO variants proposed in this [5]. The
instances were grouped according to their sizes (number of vertices) for the
Friedman test. There are eight groups of symmetric (asymmetric) instances, each of
them contains nine instances, called g <z >, where < > stands for the size.

4.2 Parameter tuning

The IRACE software was used, presented by [22], to tune the parameters of the
MS-MMAS algorithm. 20 symmetric and 20 asymmetric instances were submitted
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to adjust the parameters. Those instances were selected at random. The IRACE uses
the maxExperiments and maxTime parameters as stopping criteria. This parameters
were set as follows: maxExperiments = 103; and, maxTime = oo.

For the asymmetric instance set, the parameters were defined as follows:
maxlIter = 31; m = 51; a = 3.08; § = 10.31; p = 0.52; 7,0 = 0.8; and 7,5, = 0.2. For
the symmetric instance set, the parameters were: maxlter = 29; m = 57; a = 2.92;

B =9.53; p = 0.67; Ty = 0.7; and 7,5, = 0.2.

4.3 Results

In this section, the results of the MS-MMAS are tested and compared to those
produced by the other three ACO variants proposed in [5]: AS, ACS, and MS-ACS.

Table 1 presents the comparison between the ant algorithms. The best results
obtained by MS-MMAS were compared with those achieved by each ant algorithm
proposed in [5]. The results are in the X x Y format, where X and Y stand for the
number of instances in which the ant algorithm X found the best solution and the
number of instances in which the ant algorithm Y found the best solution,
respectively.

Table 1 shows that the MS-MMAS was the algorithm that reported the best
solution for most instances. This algorithm performed best than other ACO variants
due to its enhanced pheromone update procedures. The MS implementation with
roulette wheel selection proved to be effective at finding the best heuristic infor-
mation used by the ants during the run. Table 1 also shows that the MS-MMAS
provides results with better quality than the MS-ACS in the most symmetric cases.
The MS-ACS was superior to the MS-MMAS in seventeen asymmetric cases and
fourteen symmetric instances. Was observed that the pseudo-random action choice
rule of MS-ACS [20], which allows for a greedier solution construction, proved to
be a good algorithmic strategy for solving large instances.

Tables 2 and 3 shows the ranks of the ant algorithms based on the Friedman test
[23] with the Nemenyi [24] post-hoc test. The first column of this Tables presents
the subsets of instances grouped according to their sizes. The other columns of this
Tables present the p-values of the Friedman test and the ranks from the Nemenyi
post-hoc test. In the post-hoc test, the order ranks from a to c. The ¢ rank indicates
that the algorithm achieved the worst performance in comparison to the others. The
a rank indicates the opposite. If the performances of two or more algorithms are
similar, the test assigns the same rank for them. In this experiment, the significance
level was assigned with 0.05.

The p-values presented in Tables 2 and 3 show that the performance of the ant
algorithms was not similar, i.e., the null hypothesis [24] is rejected in all cases. In
these Tables, can be observed that MS-MMAS ranks higher than AS and ACS for all
subsets. The ranks of MS-ACS and MS-MMAS were the same in the most cases. This
implies that the performance of only these two algorithms where similar, i. e., the
relative distance between the results achieved by these two algorithms are short.

To analyze the variability of the results provided by each ant algorithm com-
pared to the best results so far for the benchmark set, three metrics regarding the

Asymmetric Symmetric
As Acs MS-ACS AS ACs MS-ACS
MS-MMAS 68x0 68x1 45x17 66x1 68x2 48x 14

Table 1.
Comparison between the ant algovithms.
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Asymmetric
Subset p-value AS ACS MS-ACS MS-MMAS
210 0.003159 b b a a
220 0.000040 b c a a
230 0.000017 [¢ c a a
g40 0.000024 b c a a
250 0.000048 c c b a
g£100 0.000045 b c a a
2200 0.000031 b c a a
£500 0.000037 c b a a
Table 2.
Results of Friedman’s test and Nemenyi post-hoc test over asymmetric instances set.
Symmetric
Subset p-value AS ACs MS-ACS MS-MMAS
g10 0.003543 b b a a
220 0.000205 b c a a
230 0.000045 c c b a
240 0.000059 b c a a
250 0.000035 b b a a
2100 0.000024 b b a a
£200 0.000045 c b a a
£500 0.000098 c b a a
Table 3.
Results of Friedman’s test and Nemenyi post-hoc test over symmetric instances set.
Asymmetric
Metric AS ACS MS-ACS MS-MMAS
v 4.30% 2.56% 6.8% 11.84%
0.2075333 0.2773624 0.0541799 0.0054741
0.2835401 0.4023659 0.1754952 0.5854892
Table 4.
Variability of the ants algorithms for asymmetric instances.
Symmetric
Metric AS ACS MS-ACS MS-MMAS
v 2.01% 0.69% 8.75% 9.05%
0.2169756 0.2285948 0.0547890 0.0113889
Q 0.3017957 0.3620682 0.1656022 0.6432748

Table 5.
Variability of the ants algorithms for symmetric instances.
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Asymmetric Symmetric
Instance Best Average Time Percentage Best Average Time Percentage
A-10-3 478.42 863.13 0.15 100% 545.92 996.34 0.15 25%
A-10-4 523.57 1069.33  0.14 80% 460.00  838.84 0.18 20%
A-10-5 482.60 690.08 0.14 5% 37193 658.97 0.19 10%
A-20-3 519.67 936.47 0.35 5% 679.75  1363.59 0.32 20%
A-20-4 458.10 1145.88 0.38 0% 346.30 661.82 0.43 35%
A-20-5 398.75 669.82 0.35 10% 351.50 100624  0.48 5%
A-30-3 618.33 1180.70  0.48 10% 57433  1469.68  0.50 5%
A-30-4 401.20 805.32 1.28 5% 654.80 120215  0.40 5%
A-30-5 475.83 1033.91 0.58 10% 464.05 911.56 0.66 5%
A-40-3 692.00  1060.67  2.83 5% 71825  1399.04  0.72 10%
A-40-4 658.95 1088.41 252 5% 570.98 961.13 2.95 5%
A-40-5 460.90 900.51 311 5% 441.22 836.52 2.89 5%
B-10-3 729.50 925.35 0.13 5% 834.67 148547  0.20 20%
B-10-4 306.90 421.35 0.13 15% 493.58 757.45 0.16 10%
B-10-5 434.75 835.01 0.18 55% 72635  1160.97  0.23 5%
B-20-3 805.42 1251.39 0.28 10% 950.00 1666.22  0.45 5%
B-20-4 848.62 1366.69  0.35 5% 82282  1386.67  0.49 5%
B-20-5 895.17 1275.78 0.28 70% 660.22  1215.12 0.35 5%
B-30-3 747.75 1316.96 131 5% 718.67  1358.11 0.93 5%
B-30-4 723.27 1301.57 151 5% 650.35  1272.86  0.69 5%
B-30-5 700.75 1205.96 1.39 5% 504.68  1091.11 0.89 5%
B-40-3 964.42  1574.00  2.02 0% 889.83  1682.76 197 5%
B-40-4 1195.62  2134.73 1.20 5% 74382 150816  2.09 0%
B-40-5 819.28 1537.71 111 10% 749.82  1351.64 0.85 5%
C-10-3 359.25 604.70 0.17 55% 597.83 697.51 0.05 0%
C-10-4 307.10 514.66 0.20 5% 408.45 514.65 0.15 85%
C-10-5 566.58 783.35 0.17 10% 409.60 846.51 0.23 10%
C-20-3 650.25 978.84 0.46 10% 629.92  1063.99  0.36 0%
C-20-4 563.78 938.50 0.72 5% 44165 1019.96  1.06 10%
C-20-5 739.22 1056.77  1.02 0% 711.87 109584  0.63 5%
C-30-3 837.58 1198.09  1.05 5% 830.17  1221.65 0.61 10%
C-30-4 754.10 1144.99  2.47 5% 74592 1096.55 116 5%
C-30-5 560.18 998.28 2.29 10% 490.80 931.81 2.21 5%
C-40-3 1008.00  1541.54 2.59 5% 607.00 946.57 3.45 10%
C-40-4 695.30 1172.76 2.06 10% 699.80  1136.17 225 0%
C-40-5 623.33 1097.22 3.24 10% 475.67 898.80 7.82 0%
Table 6.

Results of the MS-MMAS executions for small instances.
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Asymmetric Symmetric

Instance Best Average Time  Percentage Best  Average Time Percentage

A-50-3 1058.33  2128.68 231 5% 1000.33  1943.13 291 5%
A-50-4 774.93 1473.57 4.48 5% 783.40 1345.19 3.53 5%
A-50-5 673.42 1314.54 4.16 5% 583.08  1008.33 2.59 0%
A-100-3 1431.42 2046.96 53.44 5% 1514.08  2292.08 15.66 20%
A-100-4 1456.47 2705.07 23.12 5% 116590  1595.91 3711 5%
A-100-5 1106.17 1778.38 40.57 10% 980.28  1366.09  58.20 5%
A-200-3 2806.75 3610.22 424.60 0% 2793.33  3272.00 257.42 0%
A-200-4 2388.88 3196.15 381.07 0% 2199.45 2807.06  79.32 10%
A-200-5 1753.00 2286.08 1380.26 10% 2086.82  3237.85 55.37 10%
A-500-3 6878.42 7165.39 1641.92 33% 6331.75 7679.65 732.94 10%
A-500-4 5572.42 563726  4939.84 0% 5030.48 5080.66 913.82 0%
A-500-5 4389.92 4539.44 16990.77 50% 4610.95 469691  73.97 33%
B-50-3 1338.42  2356.24 5.82 10% 966.42 1770.88 4.60 5%
B-50-4 951.87 1757.61 5.00 5% 772.67  1490.01 1.47 5%
B-50-5 1083.18  1943.22 3.91 5% 692.42 1342.78 4.74 5%
B-100-3 1781.00  3115.78 30.96 5% 1803.33  3258.90 15.11 5%
B-100-4 1409.65 2467.02 61.76 5% 1648.58 3360.93  11.00 5%
B-100-5 1361.20 2734.24 39.89 5% 1018.37  1536.34  99.02 5%
B-200-3  3302.83 4840.94 317.37 0% 3016.67 426717  56.62 0%
B-200-4 2536.80 347713 681.75 0% 2326.97  3139.57 81.34 10%
B-200-5 2127.88  2814.24 906.74 0% 1893.67 2506.64 102.33 10%
B-500-3 6994.84 7203.61  3857.77 0% 6433.92 6475.67 126.51 0%
B-500-4 5419.87 5730.97 24183.87 100% 5191.77 5276.98  267.72 0%
B-500-5 4546.28 4643.03 21118.98 0% 4379.43  4494.11 164.08 33%
C-50-3 1201.92 1801.68 3.12 5% 829.75 1482.86 2.82 5%
C-50-4 937.25 1651.11 7.96 5% 901.40 1605.24 6.16 10%
C-50-5 609.60  1127.99 16.58 5% 766.48 1366.58 7.43 5%
C-100-3  1496.58 2001.76 47.62 0% 1364.00 1819.03  14.21 10%
C-100-4  1352.85  2458.82 32.32 5% 1099.00 1445.29 23.98 0%
C-100-5 1022.70 1466.42 127.11 0% 991.12 1472.23 35.21 5%
C-200-3 2629.00 3197.13 478.90 10% 2510.50  3171.66 65.07 10%
C-200-4 2184.85 2648.38 710.70 10% 2141.40 274111 52.59 0%
C-200-5 1881.03  2296.53 486.62 0% 1713.17  2127.84  126.85 10%
C-500-3 6528.08 6618.16  2484.52 0% 6023.42 6087.14 138.12 33%
C-500-4 5139.54 5298.21  8188.46 0% 494228 4958.64  65.19 33%
C-500-5 4286.45 4278.49 6061.78 0% 4167.67 4178.10  302.79 0%
Table 7.

Results of the MS-MMAS executions for medium and large instances.
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results produced by the experiments were adopted. The first metric, v, shows the
percentages relative to the number of times an ant algorithm found the best-known
solution along 20 independent executions. The second metric, ®, is the relative
distance between the cost of the best-known solution y* and the best solution y""
of each ant algorithm. The third metric, €, is the relative distance between y* and
the average solution y* of each ant algorithm. To calculate @, the Eq. (9) was used.
Q is calculated using the formula (10). The average values of v, ® and Q are
reported in Tables 4 and 5.

o=%——1 9)
V4

a=% 4 (10)
v4

It can be observed from Tables 4 and 5 that the MS-MMAS is the best one
concerning the v and ® metrics. The MS-ACS is the best algorithm concerning the Q
metric. Tables 6 and 7 show the data regarding the results of MS-MMAS reported
in Tables 4 and 5. The results of the other ACO variants can be seen in [5].

Tables 8 and 9 present the average processing time (in seconds) spent by each
heuristic. Instances are grouped by the number of vertices. From these tables, it can
be conclude that the MS-MMAS was the ant algorithm that demanded more

n AS ACS MS-ACS MS-MMAS
10 0.05 0.06 0.12 0.15

20 0.10 0.13 0.26 0.46

30 0.20 0.30 1.92 1.37

40 0.34 0.48 2.29 2.29

50 0.41 2.20 5.77 5.92
100 6.68 28.85 32.69 50.75
200 31.81 270.94 409.72 640.89
500 41.72 3477.13 3545.20 9940.87

Table 8.

Average time spent by the ant algorithms for the set of asymmetric instances.

n AS ACS MS-ACS MS-MMAS
10 0.05 0.06 0.12 0.17

20 0.10 0.13 0.27 0.51

30 0.18 0.24 0.49 0.89

40 0.28 0.38 0.73 2.78

50 0.40 0.56 5.41 4.02
100 8.13 13.51 29.17 34.93
200 22.94 51.92 112.58 97.43
500 40.53 75.72 127.83 309.46

Table 9.

Average time spent by the ant algorithms for the set of symmetric instances.
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processing time. Tables 6 and 7 (1) present detailed results concerning the average
time required by the MS-MMAS. Data regarding the time consumption of the other
ACO variants can be seen in [5].

5. Discussion

The purpose of this study was to adapt MMAS to the QTSP-PIC and compare its
performance with the ACO variants proposed in [5]. As expected, MS-MMAS
proved to be competitive regarding the other ACO variants proposed to solve
QTSP-PIC. Similarities and differences that were observed in the results are
discussed in section 5.1. The limitations of the study are discussed in Section 5.2.

5.1 Comparison between ACO algorithms

The ACO algorithms proposed by Silva et al. [5] showed to be a viable method
for solving QTSP-PIC. Yet, the performance of AS and ACS algorithms, when
compared to MS-MMAS, was rather poor for the benchmark set studied. MS-
MMAS improved the results achieved by AS in 134 instances. Compared to ACS,
MS-MMAS performed better in 136 instances. The results achieved by MS-MMAS
improved those produced by MS-ACS in 93 instances. It is interesting to note that
the MS-ACS algorithm performed slightly better on the large instances than the
MS-MMAS. The Friedman test and Nemenyi post-hoc ranked these two ACO
algorithms with the same scale for the most instance groups, which means that
difference between the results achieved by the MS-ACS and MS-MMAS was
significantly small.

These observations are also supported by the variability results of each ACO
algorithm. Metric v showed that MS-MMAS was the algorithm that achieved the
best know solutions of the benchmark set in most cases. Metric ® showed that the
MS-MMAS performed slightly better overall on the benchmark set than the MS-
ACS. A possible explanation for this is that the MS-ACS variation might converge to
a local minimum faster than the MS-MMAS.

Results presented in this study showed that the MS-MMAS algorithm is better
suited than the other three ACO variants proposed in [5] to solve QTSP-PIC. This
suggests a positive impact of the implementation design proposed in this study and
a contribution to the MAX-MIN Ant System state of the art.

5.2 Limitations

Due to limited time, parallel computing techniques could not be tested to
improve the performance of MS-MMAS. A previous study done by Skinderowicz
[10] investigated the potential effectiveness of a GPU-based parallel MAX-MIN Ant
System in solving the TSP. In this study, the most promising MMAS variant was
able to generate over 1 million candidate solutions per second when solving a large
instance of the TSP benchmark set. Other techniques can improve the MS-MMAS
design and could not be tested due to the lack of time:

* A rank-based pheromone updating rule [25];
* The application of the pseudo-random action choice rule proposed in [21];

* Hybridization with other meta-heuristics [26-28].
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6. Conclusions

This work dealt with a recently proposed variant of the Traveling Salesman
Problem named The Quota Traveling Salesman Problem with Passengers, Incom-
plete Ride, and Collection Time. In this problem, the salesman uses a flexible
ride-sharing system to minimize travel costs while visiting some vertices to satisfy a
pre-established quota. He must respect the budget limitations and the maximum
travel time of every passenger. Each passenger can be transported directly to the
desired destination or an alternate destination. The alternative destination idea
suggests that when sharing a ride, pro-environmental or money-saving concerns
can induce persons to agree to fulfill their needs at a similar destination. Operational
constraints regarding vehicle capacity and travel time were also considered.

The Multi-Strategy MAX-MIN Ant System, a variant from the Ant Colony
Optimization (ACO) family of algorithms, was presented. This algorithm uses the
MS concept improved with roulette wheel selection and memory-based principles
to avoid redundant executions of the local search algorithm. The results of MS-
MMAS were compared with those produced by the ACO algorithms presented in
[5]. To support MS-MMAS, the ride-matching heuristic and the local search heu-
ristic based on multiple neighborhood operators proposed by [5] were reused.

The computational experiments reported in this study comprised one hundred
forty-four instances. The experimental results show that the proposed ant algorithm
variant could update the best-known solutions for this benchmark set according to
the statistical results. The comparison results with three other ACO variants pro-
posed in [5] showed that MS-MMAS improved the best results of MS-ACS for
ninety-three instances, and a significant superiority of MS-MMAS over AS

and ACS.

The presented work may be extended in multiple directions. First, it would be
interesting to investigate if the application of the pseudo-random action choice rule
[20] could improve the MS-MMAS results. Another further promising idea is the
use of pheromone update rule based on ants ranking [25]. Extension of the MS-
MMAS implementation design with parallel computing techniques [10] and
hybridization with other meta-heuristics [26-28] is other interesting opportunity
for the future research.

Abbreviations

MaaS Mobility as a Service

QTSP-PIC Quota Traveling Salesman Problem with Passengers, Incomplete
Ride and Collection Time

ACO Ant Colony Optimization

RMH Ride-Matching Heuristic

MnLS Multi-neighborhood Local Search

MS-ACS Multi-Strategy Ant Colony System

MMAS MAX-MIN Ant System

MS-MMAS Multi-Strategy MAX-MIN Ant System

MS Multi-Strategy

TSP Traveling Salesman Problem

QTSP Quota Traveling Salesman Problem

AS Ant System

ACS Ant Colony System
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