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1. Introduction

Forming of metals through plastic deformation is a family of methods that produce components
through re-shaping of input stock, oftentimes with little waste. Therefore, forming is one of the most
efficient and economical manufacturing process families available. A myriad of forming processes
exist in this family. In conjunction with their countless existing successful applications and their
relatively low energy requirements, these processes are an indispensable part of our future. However,
despite the vast accumulated know-how, research challenges remain, be they related to forming of
new materials (e.g., for transportation lightweighting applications), pushing the envelope of what is
doable, reducing the intermediate steps and/or the scrap, or further enhancing the environmental
friendliness. The purpose of this Special Issue is to collect expert views and contributions on the current
state-of-the-art on plastic forming, and in this way to highlight contemporary challenges and to offer
ideas and solutions were possible.

2. Contributions

Our thought at the onset of this effort was to attract contributions to enhance the understanding
of metal deformation processes; discuss improved material models available for simulating forming;
improve the traditional and lightweight metal forming processes and modeling capability; and promote
research on forming of new materials and/or new forming technologies at various length scales,
from microscale to macroscale. The contributions we received can be classified under two major
categories: bulk forming and sheet/tube forming.

2.1. Bulk Metal Forming

The papers on bulk forming fall under two themes: processing studies and material
characterization and modeling.

Du et al. [1] use finite element analysis to simulate hydrostatic extrusion under pressure- and
displacement-control. They use these models to examine the relationships between extrusion pressure,
extrusion ratio, and die cone angle. Amigo and Camacho [2] use finite element analysis to study the
central-burst defect in extrusion of DP800 steels. They use the modeling tool to design multiple-pass
dies as an alternative to single-pass extrusions which would be prone to central-burst. Behrens et al. [3]
numerically examine the formation of an oxide scale during hot forging of steel and it effect on material
flow and frictional conditions. Alexandrov et al. [4] examine the formation of a severely-deformed
layer near the surface due to friction-induced shearing. They propose a new criterion for determining
the boundary between the layer of severe plastic deformation and the bulk of the material.

Shifting now to material characterization and modeling, Shun et al. [5] use an artificial neural
network to model the hot deformation behavior of an Al-Si-Mg alloy with an Arrhenius-type
constitutive model. Zhou et al. [6] identify the optimum hot-working parameters of an as-cast

Metals 2018, 8, 272; doi:10.3390/met8040272 www.mdpi.com/journal/metals1
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30Cr2Ni4MoV steel at high temperatures and intermediate strain rates using processing maps.
Zhang and Jiang [7] use electron back-scatter diffraction to understand the grain refinement during
equal-channel angular extrusion (ECAE) of a NiTiFe shape-memory alloy. Salcedo et al. [8] investigate
the production and properties of ultrafine-grained cams from AA5083 by isothermal forging of a billet
that first underwent an ECAE process. Zhao et al. [9] examine magnesium metal matrix composites,
where the Mg matrix is reinforced by silicon carbide particles (SiCp). In their work, they assess the
influence of different sizes and percentages of SiCp particles on microstructural evolution during
deformation, as well as on strength, ductility and formability. Li et al. [10] discuss the ultra-low
cycle fatigue (e.g., as in an earthquake) of an X65 steel pipeline using experiments and finite element
models. A range of material models are used in these simulations, and the material characterization
experiments are supplemented by texture-based multiscale simulations, e.g., for calibrating the
anisotropic yield locus.

2.2. Sheet/Tube Metal Forming

The papers in this category are mainly discussing process limits and defects. Morales-Palma et al. [11]
discuss the extension of the maximum force principle to predict localized necking in stretch-bending.
Chalal and Abed-Meraim [12] examine the open question of necking prediction by considering three
numerical necking criteria. These are used to predict the forming limit diagrams for sheet metals.
Shifting attention to springback, Jung et al. [13] examine the anisotropic springback recovery of
advanced high-strength steels using a combined isotropic–kinematic hardening model and applying
it to a U-bending process. Seo et al. [14] evaluate the effect of the material models on springback
predictions for TRIP 1180 steel. In particular, they use the Hill 1948 and Yld2000-2D yield criteria along
with the Yoshida-Uemori kinematic hardening model in finite element simulations of U-bending and
T-shape drawing. Trzepiecinski and Lemu [15] examine the effect of anisotropy on the springback
predictions for DC04 automotive steel sheets and the impact of the simulation parameters on the
accuracy of the predictions. Phanitwong et al. [16] use a combination of finite element analysis and
statistical analysis to ascertain the effect of U-bending geometry parameters on springback.

Some of the contributions examine forming limits and defects in the context of actual
manufacturing processes. Centeno et al. [17] examine formability and failure in single point incremental
forming (SPIF) of AISI304-H111 sheets and compare it to conventional forming conditions, e.g.,
the Nakajima and stretch-bending tests. Among other things, they determine the conditions upon
which necking is suppressed, so that failure in SPIF is by ductile fracture. Abebe et al. [18] examine
springback in multi-point dieless forming, especially in the context of reducing computational time.
They propose to replace numerical simulations of springback with statistical analyses based on design
of experiments.

3. Closing Remarks

In the process of creating this Issue, we were fortunate to have the expert assistance of the Beijing
office of Metals. To the staff who expertly coordinated the reviews and processing of the papers,
we express our sincere thanks. We also express our gratitude to the anonymous reviewers who
provided timely and constructive reviews of the submitted manuscripts.

This Special Issue attracted 18 contributions from 12 countries, indicating that advancing research
in manufacturing in general, and plastic forming in particular, is a truly global affair. We are looking
forward to the research advances in plastic forming in the years to come, and hope that this Special
Issue has contributed to a small extent to a greener and more prosperous future for all.

Conflicts of Interest: The authors declare no conflict of interest.
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Abstract: Advanced High Strength Steels (AHSS) are a promising family of materials for applications
where a high strength-to-weight ratio is required. Central burst is a typical defect commonly found
in parts formed by extrusion and it can be a serious problem for the in-service performance of the
extrudate. The finite element method is a very useful tool to predict this type of internal defect. In this
work, the software DEFORM-F2 has been used to choose the best configurations of multiple-pass dies,
proposed as an alternative to single-pass extrusions in order to minimize the central damage that
can lead to central burst in extruded parts of AHSS, particularly, the dual-phase steel DP800. It has
been demonstrated that some geometrical configurations in double-pass dies lead to a minimum
value of the central damage, much lower than the one obtained in single-pass extrusion. As a general
rule, the position of the minimum damage leads to choosing higher values of the contacting length
between partial reductions (L) for high die semiangles (α) and to lower values of the reduction in the
first pass (RA) for low total reductions (RT). This methodology could be extended to find the best
configurations for other outstanding materials.

Keywords: AHSS; dual-phase steels; cold extrusion; multi-pass dies; damage; central burst;
finite element analysis (FEA)

1. Introduction

Advanced High Strength Steels (AHSS) are an emerging family of materials for applications where
a high strength-to-weight ratio is required, such as aeronautical and automotive ones [1]. The interest
of these steels is not only focused on the in-service behavior of the components, but also in the response
of machines and tools to support the high forces required to produce the final shapes; this problem
has been faced, for example, in previous studies where the finite element simulation of the system
press-tool behavior in the stamping processes was used to define criteria for the best design of high-cost
dies and punches [2]. The die is a critical part of the system press-tool in forming processes, as it is
in direct contact with the workpiece to be formed. Die design has to be optimal in order to increase
the tool life and to produce products of the required quality; however, studies about other related
topics such as the optimization of multi-axis high-speed milling are also becoming very important
when dies of complex shape have to be manufactured [3], as well as the improvement in finishing
operations of forming tools, as in the work of López de Lacalle et al. [4], especially focused in the
machining of AHSS. Dual-Phase steels (DP) are one interesting group of AHSS, whose microstructure
is mainly composed of soft ferrite, with islands of hard martensite dispersed throughout [5]. Thus, the
strength level of these steels is related to the amount of martensite in the microstructure. A wide variety
of DP grades exhibiting different strength and ductility levels are currently industrially produced;
however, it is still a challenge to improve their formability during their processing. As stated by

Metals 2017, 7, 335; doi:10.3390/met7090335 www.mdpi.com/journal/metals4
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Moeini et al. [6], a lot of scientific work is being done to improve the knowledge about the effect of
microstructure on the mechanical properties of DP steels [7–9]. Due to their different mechanical
properties compared to conventional steels, it becomes necessary to know the behavior of these
advanced materials under different processing techniques to determine the best operating conditions
that ensure a good quality of the final product [10,11]. Some structural components of car bodies
in the automotive industry are obtained by extrusion processes, which are commonly classified in
direct/forward and indirect/backward ones. In direct extrusion, the directions of work piece and tool
movement are identical, and the most relevant parameters are the die semiangle, the extrusion ratio,
the friction, and material properties [12]. On the other hand, the most typical defect encountered in
extruded parts is “chevron cracking”, also called “central burst”. Parghazeh and Haghighat [13] have
recently developed an upper bound model to predict the appearance of central bursting defects in rod
extrusion processes. This defect, that can also be associated with drawing operations [14], can seriously
affect the quality of the extrudate and its in-service performance; and it can be especially problematic
because central burst is an internal defect and it cannot be detected by visual inspection techniques.
As explained in [15], this was a serious problem in the mid-1960s for automotive companies which
encountered important problems of axle shaft breakage leading to 100% inspection. Although fractures
are important, there is a growing interest of the scientific community to study the appearance and
evolution of damage in general, particularly in dual-phase steels [16–18], as it can lead to failure.
Damage can affect the mechanical properties of a component under service loads [19]. Reduction of
damage that can lead to central burst appearance in DP800 steel obtained by cold forward extrusion is
investigated in this paper. Central bursts are internal fractures caused by high hydrostatic tension in
combination with internal material weaknesses, mainly porosity [20]. The hydrostatic stress criterion
(HSC) has been typically used to predict central burst occurrence [14,21]. This criterion states that
“whenever hydrostatic stress at a point on the center line in the deformation zone becomes zero and it
is compressive elsewhere, there is fracture initiation leading to central burst” [22]. However, if the level
of hydrostatic tension can be kept below a critical level, bursting can likely be avoided. This may be
accomplished by a change in lubricant, die profile, temperature, deformation level, or process rate [20].
In multi-pass extrusions, each forming pass plays an important role in decreasing the hydrostatic stress
due to the counter pressure effect; previous studies [23,24] have demonstrated that the application of
counter pressure decreases the central damage accumulation, which leads to an increase of the material
formability, even for brittle materials. When fracture is already presented in the material with the
appearance of cracks, the increase of the counter pressure results in a reduction of the crack size and, at
a certain level of counter pressure, central burst can even disappear. In Figure 1, a comparison between
a single and a double reduction with a double-pass die can be observed. In this last case (double-pass
extrusion), the strain rate diagram along the longitudinal axis is divided in to two regions of a lower
magnitude than in the case of single pass, resulting in different values of central damage. Partial
reductions will determine the increase or reduction of the central damage in the final part compared to
a single reduction. In this paper, we investigated which geometrical configurations lead to a decrease in
central damage for the material DP800 considering double-pass extrusions; the methodology followed
is presented in detail in order to be used for the analysis of other emerging materials.
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Figure 1. Scheme of single and double-pass extrusions showing strain rate contour diagrams by FEA
(finite element analysis).

2. Materials and Methods

2.1. Finite Element Modelling with DEFORM F2™

Unlike general purpose FEM codes, DEFORM is tailored for deformation modeling. This study
has been realized using the finite element software DEFORM F2™ (Scientific Forming Technologies
Corporation, Columbus, OH, USA); this code is especially designed to simulate axisymmetric metal
forming operations such as the ones approached in this study [25].

DEFORM F2™ (Scientific Forming Technologies Corporation, Columbus, OH, USA) preprocessor
uses a graphical user interface to integrate the data required to run the simulation. Input data includes:

• Object description: all data associated with an object, including geometry, mesh, temperature,
material, etc.

• Material data: data describing the behavior of the material under the conditions which will
experience during deformation.

• Inter object conditions: describes how the objects interact with each other, including contact and
friction conditions between objects.

• Simulation controls: definition of parameters such as discrete time steps to model the process.

Extrusion dies are modelled as rigid parts and the workpiece is modelled as a deformable body.
Regarding the material, the workpiece has been modelled with the dual-phase steel DP800, whose
flow curve according to the Swift model is presented in Figure 2. The yield criterion adopted is von
Mises, as it is the default setting for an isotropic material model and anisotropy influence has not been
considered in this study.

The same geometry of the workpiece has been considered in all the simulations: one billet of
initial diameter d0 = 20 mm and length L0 = 50 mm, assuming axisymmetric conditions, so only half of
the model has been analyzed. The workpiece has been meshed with first order continuum elements
of quadrilateral shape. A key component of this software is a fully automatic, optimized remeshing
system tailored for large deformation problems, as in the case of extrusion processes. Contact boundary
conditions with robust remeshing allow the simulations to finish without convergence problems [25],
even when complex geometries are involved. In Figure 4, it is possible to see a finer mesh close to the
initial contact surfaces.
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Figure 2. Flow curve of dual-phase steel DP800.

The die geometry is different in each simulation and the different configurations will be defined
subsequently. In extrusions with single-pass dies, the chosen die semiangles are defined in the
range 0◦ < α < 90◦ (Table 1), and reductions in the range 0 < RT < 1 (Table 2), where the cross-section
reduction is defined as RT = 1 − Af/A0, being A0 and Af the initial and final cross-sections, respectively.

Table 1. Die semi-angles in extrusions with single-pass dies (α).

α (◦)

15 30 45 60 75 90

Table 2. Cross-section reductions in extrusions with single-pass dies (RT).

RT

0.2 0.4 0.6 0.8

In extrusions with double-pass dies, the total cross-section reduction, RT, is divided into
two consecutive partial reductions, RA and RB, connected by one cylindrical surface of length, L.
The position of this connecting surface is given by the value of RA, (Figure 3). The calculation
of RA and RB is as follows: RA = 1 − A1/A0, where A1 is the resulting area after the first pass;
and RB = 1 − Af/A1, so RB = (RT − RA)/(1 − RA).

Figure 3. Geometrical definition of double-pass die.

7
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The die semiangles are the same as in extrusions with single pass dies (Table 1); as well as the
total reductions, RT (Table 2). Values of RA (as a fraction of RT) and non-dimensional length, L/d0,
are shown in Tables 3 and 4, respectively. With this set of cases, it is possible to find the geometrical
configurations where RA and L induce a lower central damage for each value of RT and α; however,
this is not enough to predict the configuration of minimum damage location, so for each particular
case the search is arranged with values of L and RA conveniently chosen.

Table 3. Cross-section reductions in the first pass relative to the total reduction (RA/RT).

RA/RT

0.0 0.2 0.4 0.6 0.8 1.0

Table 4. Non-dimensional length (L/d0) in extrusions with double-pass dies.

L/d0

0.0 0.1 0.2 0.3 0.4 0.5 0.6

The initial geometrical configuration of the model for a particular case (α = 30◦, RT = 0.6,
RA/RT = 60%, L/d0 = 0.4) is presented in Figure 4.

Figure 4. Mesh and geometrical configuration at the initial step before extrusion starts (α = 30◦,
RT = 0.6, RA/RT = 60%, L/d0 = 0.4).

In this paper cold forming conditions are considered, so the flow stress does not depend on the
strain rate as the temperature is considered constant and equal to 20 ◦C.

Typical values for ram velocity in extrusion processes can reach up to 500 mm/s [26], so the punch
has been modelled to move at a ram velocity of 200 mm/s in all the simulations, considering that it is
a cold forming process.

The shear friction model has been assumed, which considers a constant friction factor, m, and its
analytical expression is (Equation (1))

τ = m · k, (1)

This model assumes that friction stress (τ) is constant and it only depends on the shear flow stress,
k; it has been demonstrated to be more realistic than Coulomb’s friction model in modelling forming
operations, so it is specially recommended in metal forming analysis.

Regarding simulation controls, DEFORM F2™ is a numerical code of implicit methodology that
uses the Newton-Raphson method for solving the equations. The model includes 200 steps and the
step increment is defined as 10. The number of steps is given by Equation (2)

n =
x

V · Δt
, (2)

where,
n: number of steps;
x: total movement of the primary die;

8
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V: ram velocity;
Δt: time increment per step.

DEFORM F2™ allows choosing different levels of shape complexity and accuracy, offering a
different range for the number of elements of the mesh. Higher defined values means more accurate
final results from the simulation; however, the computation time will increase accordingly.

To determine the best combination of these parameters, and previously to the set of simulations
planned, a brief study has been developed using a cross section reduction of RT = 0.5 and a die
semiangle of α = 45◦. The reason of choosing an intermediate situation is that DEFORM is a software
specially designed to simulate metal forming operations; the study of the mesh is a key issue in other
simulation programs of general purpose, being mandatory in these cases to realize a mesh sensitivity
analysis. As the software used in this work includes a fully automatic, optimized remeshing algorithm,
and direct extrusion of cylindrical billets is not a complex problem from a numerical point of view
compared to other geometries (extrusion of complex profiles), the selection of accuracy and shape
complexity parameters can be extrapolated to the other configurations and no important differences
are expected to occur. Moreover, as explained before and indicated in the DEFORM user’s manual, the
program implements a contact boundary condition with robust remeshing, so the mesh at the contact
zone will be remeshed automatically in every case.

A moderate accuracy level and 3000 mesh elements have been determined as the best options
because the central damage factors are similar to those obtained for higher levels (Figure 5a,b), and the
computation times are adequate (Figure 5c).

(a) (b)

(c)

Figure 5. (a) Selection of number of elements of the mesh; (b) Selection of the accuracy level;
(c) Computation times.
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The damage factor used by DEFORM F2™ is based on the Cockcroft-Latham criterion [27] and
it establishes that fracture occurs in a ductile material when the integral in Equation (3) reaches a
constant value, C, for a given temperature and strain rate

C =
∫ εf

0
σ ∗ dε, (3)

where σ∗ is the maximum principal stress, ε is the equivalent strain, and εf is the equivalent strain to
fracture. Damage in graphs specifies the damage factor at each element, Cf, and it is defined as

Cf =
∫ εf

0

σ∗
σ

dε, (4)

where σ is the effective stress. The damage factor is a non-dimensional parameter and can be used to
predict fracture in cold forming operations [25].

2.2. Finite Element Model Validation

In order to validate the finite element model developed in DEFORM F2™, some results are going
to be compared to the ones obtained by Soyarslan [23]. To this aim, the extrusion forces to extrude
a billet of Cf53 steel (UNS G10550) are calculated for a double-pass die. This steel is an unalloyed
high carbon steel with high stability and hardness, low deformation, and good wear resistance; the
geometrical dimensions of the billet and the double-pass die are presented in Figure 6.

Figure 6. Mesh and geometrical details defined in [23].

The extrusion force versus the ram stroke is represented in Figure 7 and compared to the work of
Soyarslan [23]. The extrusion force at the first pass reaches the value of 600 kN; followed by a second
pass where the maximum force reached is around 1100 kN.

Effective strain distributions and deformation pattern (Figure 8) in different stages of the
simulation have also been compared to the ones presented in [23], having a perfect concordance;
maximum residual strains are reached at the surface, and the deformation pattern at the die exit is
the same.

10
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Figure 7. Extrusion force in a double-pass extrusion for Cf53 steel obtained by the finite element
software ABAQUS [23] and DEFORM-F2. Yellow horizontal lines show approximate values of the
maximum forces required to extrude the workpiece in each pass.

Figure 8. Effective strain distributions in different stages of the simulation used in the validation of the
finite element model.

Results are in good agreement with those obtained in [23], so the finite element model is
considered validated.

3. Results and Discussion

3.1. Single-Pass Dies

Results of damage factors for single-pass dies are shown in Figure 9 as a function of RT and α

for a friction factor of m = 0.08. This is the value suggested by DEFORM for a general cold forming
operation. To confirm that this value is in accordance to the industrial practice of extrusion of steels,
we have checked that this value is also in the range of values found for the shear factor, m, obtained
from double cup backward extrusion tests conducted in steels at room temperature and presented

11
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in [28]. Concretely, the values are in the range: 0.035 < m < 0.075 for different steels and lubrication
systems, so the value m = 0.08 can be considered acceptable as a reference value where no lubrication
system is defined, as in the case of this paper.

In indentation the non-homogeneity in forming causes secondary stresses and they depend on
the ratio h/b, h being the height of the workpiece and b the width of the punch in contact with the
workpiece. According to previous work about extrusion [21], the hydrostatic stress becomes positive
and so leads to fracture, when h/b reaches the value 1.8. The theoretical limit of formability described
by the hydrostatic stress criterion can be approached by the equation indicated in Figure 9 (blue
curve), that represents the combination of cross-section reduction and die semiangle where h/b = 1.8.
Considering this, central burst is not expected to appear to the left of the curve, whereas it could take
place to the right depending of the microstructural characteristics.

Figure 9. Central damage factors (Cf) map in single-pass extrusion of dual-phase steel DP800 for
m = 0.08 and theoretical limit of central burst appearance (blue curve) according to [21].

The most damaged zones are located in the range of reductions 0.2 < RT < 0.6 and die semiangles
15◦ < α < 55◦. For the highest semiangles (60◦ < α < 90◦) damage becomes constant due to the dead
zone appearance. Avitzur explained this effect in his work from 1968 [29], concluding that at high
semiangles the dead zone formation is energetically more favorable than the central burst appearance
and then the extrusion force experiences an asymptotic behavior (Figure 10a).

Additionally, as an example of friction influence on damage appearance, results have been
analyzed for α = 30◦. As it can be seen in Figure 10b, the maximum damage factor is expected
when there is not friction at the contact surfaces, and the damage diminishes when the friction
factor increases.

(a) (b)

Figure 10. (a) Extrusion force at different cross-section reductions for m = 0.08 and dead zone effect;
(b) Central damage (Cf) versus cross-section reduction for α = 30◦ and different friction factors.
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3.2. Double-Pass Dies

In Figure 11, damage factor curves and extrusion forces are represented in the range
0% < RA/RT < 100% for L/d0 = 0.3. The extrusion force is divided into two levels: the green dashed
line is the force required to extrude the billet through the first pass, whereas the continuous line shows
the total extrusion force. As expected, both lines are coincident when RA/RT = 100%, as it is the same
case than a single-pass die. The red line shows the central damage behavior with RA. Again, this curve
has the same values at RA/RT = 0% and RA/RT = 100% because it is a single-pass situation.

Figure 11. Damage factors (Cf) and forces versus RA/RT.

As an example of the results obtained, the behavior of damage factor with RA and L is presented
in Figure 12 for a particular case (α = 15◦, RT = 0.4, m = 0.08).

According to Figure 12, all the cases where L/d0 = 0, RA/RT = 0% and RA/RT = 100% show the
same values of damage factors as they represent the single-pass extrusion. Generally speaking, as the
length L grows, the central damage factor also increases; however, there is an intermediate zone where
the central damage is minimum and this is the most interesting area of the graph because it shows the
optimal geometrical configurations in order to reduce damage in the final part. Figure 13 sums up the
results in two-dimensional graphs, using the same scale than in Figure 12, and showing the central
damage factors contours versus RA/RT and L/d0 for each total reduction and semiangle. Simulations
of double-pass extrusions have not been realized for a total reduction of RT = 0.8 because damage is
low for all the semiangles in single-pass extrusion.

In each graph of Figure 13, a blue point indicating the absolute minimum has been included; the
position of the minimum damage factor moves to higher values of L as the semiangle increases and to
lower values of RA as the total reduction diminishes (show dashed red lines in Figure 13).

Gathering in a graph the minimum points (points in blue) corresponding to each semiangle and
total reduction, a new central damage factors map can be depicted (Figure 14), and these values of
damage are much lower than the ones represented in Figure 9 for a single-pass die.

The decrease of the central damage in the new map for double-pass extrusions (Figure 14) can
contribute to avoiding central burst appearance for the whole range of values.

Based in Figure 13, the best geometrical configurations of double-pass dies (blue points) defined
by RA/RT and L/d0, are summarized in Figure 15 for each combination of RT and α considered in
this study.

Effective strain distributions have been also obtained for the best configurations, and they are
presented with the same scale in Figure 16.
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Figure 12. Surface of damage (Cf) as a function of L and RA.

Figure 13. Contours of central damage factors (Cf) in double-pass extrusions and location of the point
of minimum damage.

As expected, the highest values of strains are obtained for the highest total reduction (RT = 0.6).
For the same value of total reduction, the higher die semiangle, the higher the strains at the surface
of the final part. The deformation pattern at the die exit changes, showing a dependency with the
geometrical conditions.

In order to show the degree of agreement of the deformation pattern, a comparison with the case
considered in the validation subsection has been developed (Figure 17), considering the steel DP800.
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Figure 14. Central damage factors (Cf) map in double-pass extrusion of dual-phase steel DP800 for
m = 0.08, showing the minimum values.

Figure 15. Summary of the best configurations of double-pass dies in cold extrusion of dual-phase
steel DP800.
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Figure 16. Effective strain diagrams for the best configurations of double-pass dies in cold extrusion of
dual-phase steel DP800.

(a) (b)

Figure 17. Comparison of strain distributions (RT = 45.55%, α ∼= 12.6◦ [23]); (a) Steel UNS G10550;
(b) Steel DP800.
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According to Figure 17, the deformation pattern presents a good degree of agreement as the
profile of the workpiece at the die exit is coincident and the strain distributions show the maximum
values of strain at the surface, and a minimum at the centerline.

3.3. Single-Pass Dies vs. Double-Pass Dies

In order to clearly show the reduction of central damage reached by the use of double-pass dies,
a comparison of the results for single-pass and double-pass dies is presented in this section.

In Figure 18a,b, central damage factors maps for both cases are presented in the same figure,
together with some graphs (Figure 18c) that specify in detail the values of minimum damage factor
reached for all the combinations of die semiangle and total reduction in both cases (single and
double-pass dies).

(a) Single-pass die (b) Double-pass die 

(c) 

Figure 18. Comparison of minimum damage (Cf) induced with (a) single-pass dies vs. (b) double pass
dies in cold extrusion of dual-phase steel DP800. (c) Values of minimum damage factor reached for all
the combinations of die semiangle and total reduction for single and double-pass dies.

According to this figure, we can appreciate that the minimum damage is reached with double-pass
dies in all the cases, when compared with single-pass dies. In single-pass extrusion, a clear tendency
of damage factor with die semiangle cannot be defined; whereas in double-pass extrusion, the higher
the die semiangle, the lower the induced damage.

In Figures 19–21, a comparison of induced damage distributions (considering the parameter
damage factor) with single-pass dies vs. the best configurations of double-pass dies is presented.

17



Metals 2017, 7, 335

Figure 19. Comparison of damage (Cf) induced with single-pass dies vs. the best configurations of
double-pass dies with RT = 0.6.

Figure 20. Comparison of damage (Cf) induced with single-pass dies vs. the best configurations of
double-pass dies with RT = 0.4.
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Figure 21. Comparison of damage (Cf) induced with single-pass dies vs. the best configurations of
double-pass dies with RT = 0.2.

A clear reduction of induced central damage is achieved with a change in the geometrical design
of the die. This is a really important observation from an industrial point of view, because the final
product of the extrusion process can significantly improve its quality and in-service behavior thanks to
a change in the die design.

4. Conclusions and Future Work

In this work, the selection of the best geometrical configurations of double-pass dies is proposed
as an alternative to single-pass extrusions in order to minimize the central damage that can lead to
central burst in extruded parts. A methodology has been proposed using finite element simulation
for the dual-phase steel DP800; around 500 simulations have been realized to take into account
the combination of parameters in single and double-pass extrusions. Accordingly, some interesting
conclusions have been extracted. First of all, simulation of single-pass extrusions was able obtain a map
of central damage factors depending on the die semiangle and the total cross-section reduction, and it
is consistent with the hydrostatic stress criterion. Simulations demonstrate that friction phenomenon
reduces central damage. In double-pass extrusions, for each pair (RT, α), there are combinations of
RA and L that cause a minimum value of damage, even lower than the one obtained in single-pass
extrusions. Choosing these two parameters (RA and L), which means selecting the best die design, it is
possible to perform an extrusion where central damage is significantly reduced compared to single
extrusion, as it has been shown through all the induced damage diagrams and central damage factors
maps presented when comparing single and double-pass dies extrusions. These kinds of maps are
quite useful to avoid defective products in industrial practice, as for example, forming limit diagrams
typically used in sheet metal forming.

19



Metals 2017, 7, 335

Therefore, in this paper, the best designs of die geometry to reduce central damage have been
determined. This is a really important contribution from an industrial point of view, because the final
product of the extrusion process can significantly improve its quality and in-service behavior thanks to
a change in the die design.

As a general rule, the position of the minimum damage leads to choose higher values of L for
high semiangles and to lower values of RA for low total reductions.

In this paper, as a preliminary work in this field, we have focused on considering the most general
conditions in a cold extrusion process of a particular dual-phase steel in order to determine if it is
possible to establish a general trend in the reduction of damage when modifying the most relevant
parameters; once it has been demonstrated by the results presented in the paper, and given that there
are other parameters affecting the results, future work should be done to optimize the process, by
searching for the most appropriate combination of parameters that leads to the best results (considering
not only geometrical parameters, but also operating conditions and microstructural and tribological
aspects); for example, taking into account different die semiangles in each pass and/or friction
conditions, or analyzing the effect of this complex microstructure. In this regard, micromechanical
modeling of damage is one promising research field; the use of 3D simulation software will be highly
recommended in view of the results of Ayatollahi et al. [18], in order to accurately reproduce the
different phases and their distribution in the microstructure of the workpiece. 3D finite element
modelling will be also required in the case of analysis of extrusions of asymmetrical parts, where 2D
modelling is not suitable.

Additionally, we think this methodology can be used to determine the optimal configuration of
multiple-pass dies for other AHSS, whose formability currently under study.
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Abstract: Elastic recovery of the material, called springback, is one of the problems in sheet metal
forming of drawpieces, especially with a complex shape. The springback can be influenced by
various technological, geometrical, and material parameters. In this paper the results of experimental
testing and numerical study are presented. The experiments are conducted on DC04 steel sheets,
commonly used in the automotive industry. The numerical analysis of V-die air bending tests is carried
out with the finite element method (FEM)-based ABAQUS/Standard 2016 program. A quadratic
Hill anisotropic yield criterion is compared with an isotropic material described by the von Mises
yield criterion. The effect of a number of integration points and integration rules on the springback
amount and computation time is also considered. Two integration rules available in ABAQUS:
the Gauss’ integration rule and Simpson’s integration rule are considered. The effect of sample
orientation according to the sheet rolling direction and friction contact behaviour on the prediction of
springback is also analysed. It is observed that the width of the sample bend in the V-bending test
influences the stress-state in the cross-section of the sample. Different stress-states in the sample bend
of the V-shaped die cause that the sheet undergoes springback in different planes. Friction contact
phenomena slightly influences the springback behaviour.

Keywords: anisotropy; bending; numerical simulation; sheet metal forming; springback

1. Introduction

Bending is one of the sheet forming methods and is a plastic deformation of the material subjected
to bending moment. Plastic forming of the sheets requires, at the design stage of manufacturing,
taking into account specific properties of the sheet material, i.e., Young’s modulus, yield stress, ratio of
yield stress to ultimate tensile stress, and microstructure of the material [1]. The non-uniform strain
state at the section of bent material leads to existence of residual stress after load releasing. This stress
produces springback which is manifested by unintended changes in the shape of the element after
forming. The measure of the springback value is a springback coefficient or angle of springback.
The value of springback coefficient depends on, among others, the value of angle and radius of
bending, thickness and width of the sheet strip, the mechanical properties of the sheet material,
the temperature of bending process, and strain rate [1]. The investigations of Caden et al. [2] proved
the effect of coefficient of friction on the springback amount.

Elastic recovery of material is one of the main sources of shape and dimensional accuracy of
drawpieces. Springback cannot be eliminated, but there are a few methods to minimize elastic return of
the stamped part due to elastic recovery of sheet metal after forming. One of the methods is a suitable
design of the die which takes into consideration the amount of springback. Furthermore, the change in
selected bending process parameters can minimize the springback. The idea of correction of the die
shape consists in additional overbending of the material [3]. Among the many advanced methods of
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predicting the final shape of the drawpiece, the finite element method (FEM) is the most often used [4].
FEM is the main technique used to simulate sheet metal forming processes in order to determine the
distribution of stresses and deformations in the material, forming forces and potential locations of
the defects.

For simple problems analytical methods for bending process analysis may be used. Due to the
assumed simplifications, however, the analytical methods are not sufficiently general to accommodate
the material and the geometrical influences [5]. Although, the experiments are time-consuming,
they are still needed to better understand the elastic deformations of materials. To study the
springback of sheet metals, several forms of experimental tests are used, including U-bending [1],
V-bending [6], cylindrical bending, three-point bending, rotary bending, and flanging. Karağaç [7]
estimated springback by using fuzzy logic based on the results of the V-bending test conducted
at different holding times and bending angles. Leu and Hsieh [8] explored the influence of the
coining force on the spring-back reduction in the V-die bending process. The effects of various
process parameters, including the material anisotropy and coefficient of friction, on the spring-back
reduction were confirmed. Bakhshi-Jooybari et al. [9] investigated the effects of significant parameters
on spring-back in U-die and V-die bending of anisotropic steel sheet. Based on the comparison of
experimental results with the numerical ones it was found that the bending angle to the rolling
direction will influence the spring-back, where the greater the angle to the rolling direction, the greater
the springback.

Results of study on the effect of the speed of deformation on the spring value of the sheet
springback have been discussed by Firat et al. [10]. Hang and Leu [11] conducted experimental studies
for steel sheets and presented the impact of variable process parameters such as the radius of the punch,
die radius, punch speed, friction coefficient, and normal anisotropy on the sheet springback amount
during the V-bending process. Garcia-Romeu et al. [12] conducted bending experiments on aluminium
and stainless steel sheets for analysis of effects of bending angle on springback. Ragai et al. [13]
presented experimental and numerical results of the anisotropy of the mechanical properties of
stainless steel 410 sheet metal on springback. Vin et al. [14] investigated the effect of Young’s modulus
on the springback in the air V-bending process. Thipprakmas and Rojananan [15] examined the
springback and spring-go phenomena on the V-bending process using the finite element method
(FEM). Tekiner [16] examined the effect of bending angle on springback of six types of materials with
different thicknesses in V-die bending.

The springback phenomenon of the sheets is also affected by the accuracy of manufacturing the
stamping dies. Lingbeek et al. [17] presented a method for springback compensation in the tools for
sheet metal products, concluding that for industrial deep drawing products the accuracy of the results
has not yet reached an acceptable level. Del Pozo et al. [18] presented a method for the reduction of
both the try-out and lead-time of complex dies. Furthermore, López de Lacalle [19] concluded that the
two main problems have to be overcome in high-speed finishing of forming tools. The first problem is
the simultaneous finishing of surfaces with different hardness in the same operation and with the same
computer numerical control (CNC) program; and the second one is the unacceptable dimensional
error resulting from tool deflection due to cutting forces.

Taking into account the numerical strength of the deformation of the sheet metal, it was possible
to improve the convergence of experimental and simulation results, indicating the validity of the
Bauschinger effect in simulating the springback problem. In addition to the Bauschinger effect,
the elastic stress-strain relation is also important behaviour, especially given that springback is an
elastic recovery phenomenon [20]. Experiments by Yoshida et al. [21] were carried out on how to
utilize reverse bending that takes place in the forming process, how to improve uneven stress by
applying a stress in sheet thickness direction, and how to reduce the plastic strain of a die shoulder
without applying blankholder force thus to study the influences of those methods on springback.
Besides elastic behaviour of material, the plastic anisotropic properties of material and hardening rule
have to be taken into consideration in FEM analysis of springback. The isotropic hardening model and
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the kinematic hardening model are widely used in FEM analysis of sheet metal forming. While the
former model can describe hardening, the latter, on the other hand, can describe the Bauschinger
effect qualitatively, but cannot describe hardening [22]. To model the Bauschinger effect, several other
models have been proposed [23].

To reflect the nonlinear strain and stress during elastic-plastic deformation of the sheet material,
the crucial point in the computational modelling of springback is the proper choice of finite element
formulation, the element size and a number of integration points through the sheet thickness.
Suitable mesh density, especially in the region of contact of the tools with the sheet is a balance
between computational time and springback prediction accuracy. Many publications deal with
the determination of the optimal number of integration points through the sheet thickness and the
proposed number of integrations points varies from 5 to 51. In the case of non-linear analysis,
five integration points are sufficient to provide accurate results [24], while Xu et al. [25] concluded
that usually seven integration points are sufficient. On the contrary, Wagoner and Li [26] found that
to analyse the springback with 1% computational error, up to 51 points are required for shell type
elements. Thus, as noticed by Banabic [27], the choice of a number of integration points is still an open
issue in the simulation of springback.

The aim of this paper is investigation of the effect of some numerical approaches on prediction
accuracy of the springback phenomenon. Experimental and numerical investigations of springback
were carried out in V-bending test. Finite element (FE) elastic-plastic model of V-bending is built in
ABAQUS software (Dassault Systèmes Simulia Corp., Providence, RI, USA). The numerical analyses
took into account the sample orientation, material anisotropy, and work hardening phenomenon.
Furthermore, the number of integration points and sensitivity to the friction coefficient are considered.

2. Materials and Methods

The experiments are conducted on DC04 steel sheets of 2 mm thickness cut along the rolling
direction of the sheet and transverse to the rolling direction. To characterize the material properties,
specimens for uniaxial tensile test steel sheets were cut at different orientations to the rolling directions
(0◦, 45◦, and 90◦). Three specimens were tested for each direction and average value of basic mechanical
parameters (Table 1) were determined using the formula:

Xav =
X0 + 2X45 + X90

4
(1)

where X is the mechanical parameter, and the subscripts denote the orientation of the sample with
respect to the rolling direction of sheet.

Table 1. Mechanical properties of the tested sheets.

Orientation
Yield Stress σy

(MPa)
Ultimate Tensile

Strength σm (MPa)
Strain Hardening

Coefficient C (MPa)
Strain Hardening

Exponent n
Lankford’s

Coefficient r

0◦ 182.1 322.5 549.3 0.214 1.751
45◦ 196 336.2 564.9 0.205 1.124
90◦ 190 320.9 555.2 0.209 1.846

Average value 191.02 328.9 558.57 0.208 1.461

The representative true stress vs. true strain relations for three analysed sample cut directions
are presented in Figure 1. The tested sheets are cold rolled, so the manufacturing process induces
a particular anisotropy characterised by the symmetry of the mechanical properties with respect to
three orthogonal planes. Furthermore, the method of trimming technology of standard sheet-type
tensile test specimens can influence the surface state of the specimen. However, tensile tests of
the sample prepared using milling, abrasive water jet, punching, wire electro discharge machining,
and milling conducted by Martínez Krahmer et al. [27] show that some changes on the surface state
appeared, but the effect on tensile strength was lower than 5%.
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Figure 1. True stress-true strain relation of DC04 sheet.

The anisotropy of plastic behaviour of sheet metals is characterized by the Lankford’s coefficient
r, which is determined using the formula:

r =
ln w

w0

ln l0·w0
l·w

(2)

where w0 and w are the initial and final widths, while l0 and l are the initial and final gage
lengths, respectively.

If the value of r-coefficient is greater than 1, the width strains are dominant, which is a
characteristic of isotropic materials. On the other hand, a value of r < 1 indicates that the thickness
strains will dominate.

The values of the parameters C and n in Hollomon equation [28] were determined from the
logarithmic true stress-true strain plot by linear regression. The mean value of n exponent for the
whole range of strain is usually assumed in numerical simulations. The strain hardening exponent can
be determined using following formula:

n =
d logσ

d log ε
=

dσ
dε

ε

σ
(3)

The average values of Lankford’s r-coefficient for different directions in the plane of sheet
metal represent the average coefficient of normal anisotropy r Hovewer, the variation of the normal
anisotropy with the angle to the rolling direction is given by the coefficient of planar anisotropy Δr.
For the tested sheets Δr = 0.67, which indicates existence of material flow in 0◦ and 90◦ directions.
In other words, if the value of Δr is positive then ears are formed in the direction of sheet rolling and
in the direction perpendicular to rolling direction.

Air bending experiments were carried out in a designed semi closed 90◦ V-shaped die (Figure 2).
Bending tests were carried out on rectangular samples of dimension 20 × 110 mm2. The die assembly
consists of a die with Rd = 10 mm rounded edge, and a punch with a nose radius of Rs = 10 mm.
During the tests, punch bend depth under loading f l and punch bend depth under unloading f ul
(Figure 3) were measured. The values of these parameters were registered by the QuantumX Assistant
V.1.1 program (V.1.1, Hottinger Baldwin Messtechnik GmbH, Darmstadt, Germany, 2011) for processing
the signals of both force and punch stroke transducers. To measure the bending force, the HBM U9B
force transducer (Hottinger Baldwin Messtechnik GmbH, Darmstadt, Germany) with nominal force
5 kN is used. The amount of springback was then evaluated as:

K = f ul / f l (4)
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where f ul is the punch bend depth under unloading and f l is the punch bend depth under loading
(Figure 3).

 

Figure 2. The experimental setup: 1—punch; 2—die; 3—sample; 4—punch stroke controller; 5—guide
columns; and 6—force transducer.

 

Figure 3. The schematic for the measurement of springback.

The other coefficient which may be used to analyse springback is defined as:

Kγ = γl / γul (5)

where γl is the bend angle under loading and γul is the bend angle under unloading (Figure 3).
Three bending tests were conducted for all punch depths under loading and then the average

value of springback was evaluated.

3. Numerical Model

The springback computations were conducted using ABAQUS/Standard 3D Experience® 2016
HF2 (2016 HF2, Dassault Systèmes Simulia Corp., Providence, RI, USA, 2016) which is used in
springback prediction [29]. The numerical model of the problem (Figure 4) corresponds to the
experimental set-up shown in Figure 2. The blank was modelled with an eight-node quadratic,
doubly curved shell elements S8R [30]. The analytical discrete rigid tools are meshed using four-node
3D bilinear rigid quadrilateral R3D4 elements. The meshed model of the tools consists of 9586 elements.
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Figure 4. Boundary conditions in V-bending model of the sample cut along the sheet rolling direction.

The elastic behaviour of the sheet metal is specified in the numerical simulations by the value
of Young’s modulus, E = 210 GPa, and of Poisson’s ratio ν = 0.3. The sheet material density is set to
7860 kg/m3.

In the numerical model, the anisotropy of the material has been established using Hill (1948) [31]
yield criterion (Equation (6)) with strain hardening behaviour that uses Hollomon power-type law [29]:

σ2 = F (σ22 − σ33)
2 + G (σ33 − σ11)

2 + H(σ11 − σ22)
2 +2Lσ2

23 +2Mσ2
31 +2Nσ2

12 (6)

where σ is the equivalent stress, and indices 1, 2, 3 represent the rolling, transverse, and normal
direction to the sheet surface. Constants F, G, H, L, M, and N define the anisotropy state of the material
and can be computed based on Lankford’s coefficients [31]. The major advantage of the Hill (1948)
function is that it gives an accurate description of yielding of steel sheets [32]. To investigate the effect
of material model on the deformation of the sample material in the width direction, the isotropic
material behaviour described by von Mises [33] yield criterion is also considered. For ideal case of
isotropic materials, von Mises yield condition is expressed as:

σ2 =
1
2
[(σ11 − σ12)

2 + (σ22 − σ33)
2 + (σ33 − σ11)

2] + 3
(
σ2

12 + σ2
23 + σ2

31

)
(7)

The shell elements integrated in ABAQUS must be assigned with a method of integration rule
and a number of integration points through the sheet thickness. Two integration rules available in
ABAQUS—the Gauss’ integration rule and Simpson’s integration rule—are analysed in this paper.
The number of integration points must be odd in order that one point can be in the middle surface of
the shell element [24]. In order to study how the number of integration points influence springback
prediction and computation time, the integration points 3, 5, 7, 11, 15, 19, and 25 were analysed in the
case of Simpson’s rule. Due to upper limits of the integration points in Gauss’ rule built in ABAQUS,
the simulations were carried out for the range of integration points from 3 to 15.

In addition to the number of integration points, the size of the shell elements is a critical parameter
that influences the accuracy of computations especially in the bending process where the curvature of
the sheet material has to be accurately represented. The optimum elements size may be determined
based on the results of mesh sensitivity analysis. Such analysis with identical geometry of the sheet
material and tool has been previously reported [6] by the authors of this paper. To determine an
optimal mesh size, the numerical analyses were carried out for four selected meshes that resulted in
the number of elements: 84, 280, 1120, and 4400. Furthermore, the sensitivity analysis of the mesh size
was done for four punch strokes f l: 3, 6, 12, and 18 mm. It was found that the increase in the number
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of elements stabilizes the springback measured as the difference between punch bend depth under
loading f l and unloading f ul:

Ks = f l − ful mm (8)

The criterion to assess the effect of the number of elements on springback, prediction of accuracy
of the absolute mean error Eabs

s is assumed:

Eabs
s =

1
4 ∑ i = 4

i = 1

∣∣∣E(i)
s

∣∣∣ % (9)

where i is the level of punch stroke i = 1, 2, 3, and 4 corresponding to punch strokes 3 mm, 6 mm,
12 mm, and 18 mm, respectively.

The absolute mean error value for all analysed punch strokes f g is equal to 2.64% (after increasing
number of elements from 84 to 280), 2.56% (from 280 to 1120), and 1.14% (from 1120 to 4400). In this
study, the accepted Eabs

s value is assumed to be 1.5% and, hence, the number of elements 1120 is
acceptable in the conducted numerical models.

The contact between the assumed rigid bodies (the die and punch) and the deforming workpiece
was defined by the penalty method [30]. To study the effect of the number of integration points,
material model and sample orientation, the friction coefficient between the sheet metal and tools was
assumed to be 0.01 [34]. However, in the numerical analyses of the effect of the friction coefficient value
on the springback behaviour, five friction coefficient values (0.01, 0.03, 0.06, 0.1, 0.2) were considered.

4. Results

4.1. Effect of the Number of Integration Points

The number of integration points is a significant parameter for springback simulation using shell
elements. The effect of a number of integration points on the computational time and springback
coefficient K is presented in Figures 5 and 6, respectively. The change in computational time is evaluated
for a reference time of computation of the numerical model of the sheet with the Gauss integration
rule and five integration points through the thickness. For these conditions, which are recommended
by many authors in the non-linear analysis of homogeneous shells [24], the computational time takes
about 14 min on a standard personal computer (HDD SSD, 32 GB RAM, i7-6700HQ CPU@2.6 GHz,
AsusTek Computer Inc., Taipei, Taiwan). As observed, the lowest computation time is for both
integration rules for the five integration points (Figure 5).

A further increase in the number of integration points through the sheet thickness results in greater
time consumption. In the case of the analysed model, the computation time is not very long, but it can
be speculated that if the number of elements increases the computation time increases exponentially.

A higher number of integration points results in a decrease of the predicted springback coefficient
(Figure 6). When the number of integration points is over 11, the value of the computation time is
stabilised. This relation is observed for both the analysed integration rules. It can be concluded
that after increasing 19 integration points, the computation time notably increases (Figure 5),
however, no further improvement in springback coefficient is observed (Figure 6). In summary,
five integration points are the minimum acceptable, considering the computation time and accurateness
of springback prediction. The Gauss’ rule with five integration points gives better prediction of the
springback coefficient, which is in good agreement with the results of Burgoyne and Crisfield [35]
and Wagoner and Lee [26]. In the case of Gauss quadrature, an increase of the number of integration
points from five to 15 decreases the springback prediction error at 0.24%. However, the computation
time increases to 40%. A similar conclusion can be drawn for Simpson’s rule. After exceeding seven
integration points through the sheet thickness, both rules give similar results (Figure 6). It is well
known that if a sheet undergoes plastic deformation in the bending process, points of discontinuity
appear in the stress distribution and the number of necessary integration points increases with an
increase of the bending radius (depth of punch).
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Figure 5. Change of computational time with a number of integration points for Gauss’ quadrature
and Simpson’s rule.

 
Figure 6. Effect of a number of integration points on the value of the springback coefficient K for Gauss’
quadrature and Simpson’s rule.

In fact, when material is in an elastic regime, then the stress distribution through the sheet
thickness is linear and the number of integration points can be limited. However, when sheet material
undergoes the elastic-plastic behaviour, to fit better the nonlinear stress distribution, the required
number of integration points must be increased. It can be speculated that a number of integration points
depend mainly on the bending radius and the ratio of the inside radius of the bend to material thickness.

4.2. Sample Orientation

The change of the springback coefficient Kγ as a function of the bending angle under loading for
samples cut along the rolling direction and transverse to this direction are presented in Figure 7a,b,
respectively. According to Equation (4), high springback of the material denotes the lower values
of the springback coefficient Kγ. As can be observed in Figure 7b, the samples cut transverse to the
rolling direction exhibit lower values of springback coefficient. The relation of springback coefficient
for both analysed orientations is almost linear. In all cases, the predicted value of the springback
coefficient is higher than the measured ones. The differences in the Kγ value between experimental
and numerical results decrease with the increasing bending angle under loading γl. The difference
in the value of springback for the analysed perpendicular orientations is due to crystallographic
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structure of the sheet material. The cold rolling of the sheets produces the directional change in
the deformation of material microstructure, i.e., the grains are elongated in the direction of the cold
rolling process. Thus, the material withstands bending according to rolling direction (orientation 0◦

in Figure 4). Furthermore, in the case of rolling direction, the grains are only subjected to tensile or
bending stresses, but in the case of transverse direction, a significant size of deformation energy is
used to change the orientation of grains [36].

(a) (b)

Figure 7. Comparison of the springback coefficient value determined experimentally and by the FEM
approach (Gauss’ quadrature, five integration points) for samples oriented according to (a) the rolling
direction (0◦) and (b) transverse to the rolling direction (90◦).

During bending of the sheet strip, the outside side of sheet material under the rounded
edge of the punch is subjected to elastic stress (Figure 8). If the load reaches the yield point the
specimen undergoes plastic deformation and strain hardening phenomenon. Plastic deformation,
after unloading, is followed by elastic recovery upon removal of the load. The slope of unloading line
is parallel to the elastic characteristics during loading. The inside part of the sheet strip under the
rounded edge of the punch is compressed.

4.3. Sheet Deformation during Bending

The large sample width compared to the thickness determines the occurrence of a specific stress
state in the sample (Figure 9). It is clear from this figure that in this section of the sample, there is a
neutral interlayer on which the sign of the deformation changes. In the middle part of the sample
width on the inner side, the longitudinal stresses are compressive and the deformation is negative,
and on the external side, the longitudinal stress is negative and the deformation is positive (Figure 9).
This phenomenon is, however, disturbed at the edge of the sheet.

In general, if the sheet width is much larger than the sheet thickness, the width of the sheet is
not changed during bending. If the ratio of the sheet width to the sheet thickness is lower than 4,
the rectangular section of the sheet is changed to a trapezoidal section. At the inner side of the bending
curvature the width of the sample increases. The situation at the outer side is the contrary, i.e., the sheet
width is reduced.

The numerically-determined deviation of the sample profile at sample width direction is presented
in Figure 10. This deviation is evaluated at the middle layer of the shell elements. The profile deviation
does not depend on the material description and sample orientation. Thus, the character of the profile
deviation in all cases is identical. The presented phenomenon of dependence of the sample width on
the stress-state in the sample material is rarely investigated by researchers who studied the springback
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phenomenon. The different stress-state in the sample bend in V-shaped die causes the sheet to undergo
springback in different planes.

 

Figure 8. The bending characteristics of material.

Figure 9. Stress and strain state during V-bending of a sheet strip.

 
Figure 10. Deviation of the sample profile in width direction.

Springback intensity is influenced by the orientation of the sample in terms of symmetric plane
of the punch. It is conceivable that sample orientation in the rolling direction produces variations of
the elastic-plastic properties of the sheet metal and residual stress after sample unloading (Figure 11).
The distribution of HMH (Huber-Mises-Hencky) stress (Figure 11) along the sheet width direction
in the lower part of sample that gets contact with the punch is related to the distribution of sample
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profile deviation (Figure 10). The lowest values of the HMH stress are observed in the vicinity of the
sample edge (Figure 11, right).

 
Figure 11. The HMH stress distribution (left) under loading and (right) after unloading, for (a) samples
with isotropic material and (b) anisotropic material oriented at 0◦ and (c) 90◦, for a punch depth under
loading of 18 mm.

4.4. Effect of Friction Coefficient

The effect of friction coefficient on springback phenomenon is studied for both sample orientations
and three bend angles under loading that corresponds to punch bend depths under loading f l: 6 mm,
12 mm, 18 mm, and 24 mm. The results indicate that the value of coefficient of friction in small
scale influences the springback coefficient Kγ (Figure 12). The difference in angle γl for all used
friction coefficients does not exceed 0.4%. However, increasing of coefficient of friction value causes
slight decrease in springback angle under unloading γul. Similar results were found for the 90◦

sample orientation.
Based on conducted numerical investigations, it can be concluded that the friction coefficient

slightly influences the springback phenomenon in V-die air bending test. In this test, the contact
between the punch and sample is linear in a large distance during punch displacement. Only at final
punch depths does the area of contact increase quickly. The geometrical analysis shown in Figure 13
shows that the relation between the punch contact angle and punch depth is linear. Furthermore,
linear contact exists between the sheet and samples at the rounded edge of the die, so the friction
coefficient slightly influences the springback amount. The friction coefficient is different on the curved
and flat parts of both die and punch, and it is very difficult to measure this coefficient experimentally.
Thus, in modelling bending tests, the constant friction coefficient value is usually assumed [34,37].
The coefficient of friction is an important factor in processes of sheet metal forming, such as deep
drawing, where there exists great mutual displacements in the sheet-tool interface and high changes in
surface topography due to plastic deformation of the workpiece. The small effect of changes in friction
coefficient on springback amount may be a result of the used elements. The shell element represents
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the sheet mid-plane. However, bending causes the highest amount of plastic deformation in the
extreme fibres of the sheet. The accuracy of contact prediction depends on the number of integration
points. Due to the small area of contact between rounded tools and the sheet, the sensitivity of the
friction coefficient on the contacting surface on the numerical results of shell elements is smaller than
in the case of brick elements. In the case of both elements, the dimensions of the element should be
as proportional as possible. However, the usage of many brick elements through the thickness may
guarantee the lower element size in contacting surfaces, and a better area of contact prediction.

 

Figure 12. Effect of bend angle under loading on the springback coefficient Kγ determined for sample
orientation 0.

 
Figure 13. Effect of the bend depth under loading f l on the punch contact angle γp.

5. Conclusions

The study of the influence of computational parameters on the springback phenomenon of sheet
metals is presented in this article. Samples cut along the rolling direction and transverse to the rolling
directions are employed. Experimental tests with identical geometry and parameters are conducted to
compare with the numerical simulation results.

The main conclusions drawn from experimental and numerical analyses are as follows:

• The samples cut along the transverse direction exhibit greater springback than the blank cut in
the rolling direction.

• The variation of the springback coefficient value almost shows linear dependence between the
springback coefficient value and bend angle under loading.

33



Metals 2017, 7, 380

• The results of the numerical model indicate that five integration points are the minimum
acceptable considering the computation time and accuracy of springback prediction.

• Analyses of the sheet material with seven or more integration points through the thickness
indicated that both Simpson’s and Gauss’ rules provide similar accuracy of prediction.

• The Gauss’ rule with five integration points is optimal to obtain the accurate results
of springback prediction.

• The friction coefficient value slightly influences the springback amounts.
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Abstract: Based on electron backscattered diffraction analysis and transmission electron microscopy
observation, the mechanism of inhomogeneous grain refinement in a NiTiFe shape memory alloy
(SMA) subjected to single-pass equal-channel angular extrusion (ECAE) was investigated. The results
show that refined grains are mainly nucleated near grain boundaries and a small fraction of them
emerges in the grain interior. The size of refined grains increases as deformation temperature
increases, which indicates that a higher deformation temperature is adverse to grain refinement in
the ECAE of NiTiFe SMAs. It is the accumulation and rearrangement of geometrically necessary
dislocations as plastic strain increases that leads to the transition of lower angle subgrain boundaries,
and finally higher angle subgrain boundaries are induced and finer grains are formed. Due to the
limitation of slip systems, the mechanism of grain refinement in a NiTiFe SMA subjected to ECAE
is different from that in face-centered cubic and body-centered cubic crystals. Dislocation cells and
shear bands are two transition microstructures of grain refinement in the ECAE of NiTiFe SMAs.
The nucleation of fine grains mainly occurs along shear bands or grain boundaries, which leads to
the inhomogeneity of grain refinement.

Keywords: shape memory alloy (SMA); NiTiFe alloy; grain refinement; equal-channel angular
extrusion (ECAE); microstructure

1. Introduction

As a functional material, NiTi-based shape memory alloys (SMAs) have been extensively applied
in medical and engineering fields because they possess excellent superelasticity and perfect shape
memory. It has been accepted that the functional performances of SMAs are closely related to their
microstructures, where grain refinement is one of key factors. As a consequence, researchers have
investigated the grain refinement of NiTi-based SMAs via various severe plastic deformation (SPD)
methods, including cold rolling, high pressure torsion (HPT), surface mechanical attrition treatment
(SMAT), local canning compression, cold drawing, and equal-channel angular extrusion (ECAE) [1–6].
Because the process of ECAE is relatively simple and can be used for manufacturing ultrafine-grained
metals with relatively large sizes compared with other SPD methods, it is a potential technique for
processing commercial ultrafine-grained metals. As a consequence, ECAE has increasingly gained
attention over the last two decades [7–11]. So far, researchers have investigated the deformation
behavior of ECAE in many conventional metals, such as magnesium alloys [12], steel [13], aluminum
alloys [14], pure titanium [15], and pure copper [16]. These investigations mostly focused on
the microstructures or mechanical properties of materials that have experienced multi-pass ECAE;
the mechanism for grain refinement has not been thoroughly revealed.
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It is widely accepted that the plastic deformation of metals results from dislocation slip or
twinning, and different crystals possess different slip characteristics. The above conventional metals
belong to face-centered cubic (FCC), body-centered cubic (BCC), or hexagonal close-packed (HCP)
crystals. However, NiTi-based SMAs possess a B2 structure at the austenite state or a B19’ structure
at martensite state. As a consequence, there should exist some differences between the NiTi-based
SMAs and the above conventional metals. Even though several investigations on the ECAE of
NiTi-based SMAs have been conducted, all of them have focused on the microstructures of ECAE at
room temperature and the subsequent heat treatment, the effects of second phases on the mechanical
properties and phase transformation, the influence of ECAE on shape memory response, or the damage
tolerance of ECAE [17–23]. Up to now, no studies on the mechanism of grain refinement in ECAE of
NiTi-based SMAs have been reported.

Therefore, the single-pass ECAE of an NiTiFe SMA at three different temperatures was performed
in the present study so as to investigate the mechanism of inhomogeneous grain refinement in NiTiFe
SMAs, where electron backscattered diffraction (EBSD) analysis and transmission electron microscopy
(TEM) observation were conducted to produce the relevant data.

2. Materials and Methods

A commercially available NiTiFe SMA bar provided by Xi’an Saite Metal Materials Development
Co., Ltd. (Xi’an, China) was used as the raw material in the current investigation [24].
The composition of the bar was Ti50Ni47Fe3 (atom %), and the diameter of it was 9 mm.
Three billets with a cross section of 5 mm × 5 mm and the length of 25 mm were taken from the
as-received NiTiFe bar along the axis direction via a DK7725 type electro-discharge machine (EDM)
(Jiangsu Dongqing CNC Machine Tool Co. Ltd., Taizhou, China). Subsequently, the NiTiFe billets
experienced a single-pass ECAE via a die (Harbin Engineering University, Harbin, China) shown
in Figure 1a at 400 ◦C, 450 ◦C, and 500 ◦C, respectively. The ECAE die possesses the channel cross
section of 5 mm × 5 mm, and the radii of the upper and lower corners at the intersection between
the inlet and outlet channels were set to 1 mm and 2 mm, respectively. The channel angle φ of the
ECAE die was set to 120◦, and the arc angle of the lower corner was set to 24◦. The ECAE experiments
were carried out via an INSTRON-5500R universal material testing machine (Instron Corporation,
Norwood, MA, USA), where the velocity of the punch was set to 1.5 mm/min. Figure 1b illustrates the
process of ECAE in the current investigation. In the present study, the equivalent strain ε induced by
the single-pass ECAE can be obtained based on the equation proposed by Iwahashi et al. [25]:

ε =
2 cot

(
φ
2 + ψ

2

)
+ ψ cos ec

(
φ
2 + ψ

2

)
√

3
, (1)

where φ is channel angle and ψ is the arc angle of the lower corner, as shown in Figure 1b. As a
consequence, the equivalent strain in the present study was calculated as 0.63.

After the extrusion, slice specimens with a size of 5 mm × 5 mm were taken from the as-received
sample and the three ECAE samples, respectively, where the sampling planes are parallel to the
longitudinal sections of the samples, as shown in Figure 1b,c. Subsequently, they were processed
for EBSD analysis and TEM observation. Before the EBSD analysis, the slice specimens experienced
mechanical polishing and subsequent electro-polishing so that strain-free surfaces were acquired.
The EBSD analysis was conducted via a field-emission scanning electron microscope (SUPRA 55
SAPPHIRE, University of South Carolina, Columbia, SC, USA) equipped with an EBSD detector.
During EBSD analysis, the relationship between the crystal coordinate and the sample coordinate of
the as-received sample was set to (100)//TD, (010)//RD, and (001)//ND, where TD, RD, and ND
represent the transverse direction, the rolling direction, and the normal direction of the as-received
sample, respectively. However, the relationship between the crystal coordinate and the sample
coordinate of the ECAE samples was set to (100)//ED, (010)//TD, and (001)//ND, where ED, TD,
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and ND represent the extrusion direction, the transverse direction, and the normal direction of the
ECAE sample, respectively. The sample systems for the as-received and ECAE samples are shown
in Figure 1b,c, respectively. Before TEM observation, the foils were firstly ground to 70 μm by the
mechanical method and then thinned by the twin-jet method in the electrolyte, with a composition
of 34% CH3(CH2)3OH, 6% HClO4, and 60% CH3OH (in volume). Afterward, TEM observation
was performed via an FEI TECNAI G2 F30 microscope (Field Electron and Ion Company, Hillsboro,
OR, USA).

Figure 1. Experimental illustration of equal-channel angular extrusion (ECAE): (a) ECAE die;
(b) process of ECAE; (c) sampling location for analysis (In the case of as-received sample, TD, RD,
and ND represent the transverse direction, the rolling direction, and the normal direction. In the
case of ECAE sample, ED, TD, and ND represent the extrusion direction, the transverse direction,
and the normal direction, respectively. TEM: Transmission electron microscopy; EBSD: Electron
backscattered diffraction).

3. Results

Figure 2 illustrates the EBSD results of the as-received NiTiFe SMA by means of orientation
imaging microscopy (OIM; Technische Universität Bergakademie Freiberg, Freiberg, Germany), where
a boundary misorientation criterion of 15◦ was used in the present study. As seen in Figure 2a, all the
grains present an approximately equiaxed shape. In addition, it can be found from Figure 2b that the
majority of the grains possess an equivalent grain diameter ranging from 3 μm to 15 μm, and the size
of the largest grain is lower than 30 μm.

Figure 2. Electron backscattered diffraction (EBSD) results of the as-received NiTiFe shape memory
alloy (SMA) by means of orientation imaging microscopy (OIM): (a) Microstructure; (b) histogram of
equivalent grain diameter.
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Figure 3 illustrates the OIM microstructures of the NiTiFe SMA subjected to ECAE at various
temperatures. It can be seen that the microstructures of the NiTiFe SMA present inhomogeneity after
the single-pass ECAE, where a number of elongated or equiaxed fine grains arise in the grain interior
and at the grain boundaries of the remained coarse grains. Meanwhile, the remained coarse grains of
all three NiTiFe samples are elongated slightly along the shear direction of ECAE, which is inclined
by about 60◦ with respect to the loading direction. It can be also seen that the numbers of the fine
grains in the samples subjected to ECAE at 400 ◦C and 450 ◦C are much greater than the one in the
sample subjected to ECAE at 500 ◦C. The phenomenon indicates that the deformation temperature has
a significant effect on the microstructure of NiTiFe SMA subjected to single-pass ECAE. In order to
investigate the effect of deformation temperature on the grain size of the sample subjected to ECAE,
histograms of equivalent grain diameter for the three samples are illustrated in Figure 4. It can be
found that the number of grains lower than 5 μm decreases as deformation temperature increases,
which indicates that lower ECAE temperature is beneficial to the refinement of grains. In addition,
it can be observed that the sizes of the largest grains in the three ECAE samples are all larger than the
one in the as-received sample. The aforementioned phenomenon indicates that the single-pass ECAE
performed at temperatures ranging from 400 ◦C to 500 ◦C is not only able to lead to the refinement
of some grains, but can also coarsen the remained coarse grains. The driving force for the growth of
remained coarse grains properly comes from deformation-stored energy in them, and the mechanism
for this phenomenon is unclear and will be investigated in a future study.

 

Figure 3. OIM microstructures of the NiTiFe SMA subjected to ECAE at various temperatures:
(a) 400 ◦C; (b) 450 ◦C; (c) 500 ◦C.
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Figure 4. Histograms of equivalent grain diameter for the NiTiFe SMA subjected to ECAE at various
temperatures: (a) 400 ◦C; (b) 450 ◦C; (c) 500 ◦C.

In order to reveal the substructure evolution in the grains of NiTiFe SMA subjected to ECAE,
distributions of kernel average misorientation (KAM) in the three samples are calculated, as shown in
Figure 5. It can be seen that the subgrain boundaries induced in the NiTiFe samples subjected to ECAE
at 400 ◦C and 450 ◦C are much greater than the ones in the NiTiFe sample subjected to ECAE at 500 ◦C.
In addition, there are many subgrain boundaries with higher misorientation angles in the grain interior
and near the grain boundaries of the former two samples. The above phenomena indicate that the
grain refinement of ECAE results from the transition of lower angle grain boundaries to higher ones,
and lower deformation temperature is able to induce more substructures during the ECAE of NiTiFe
SMA. As a consequence, the NiTiFe SMA is not suitable for being processed by ECAE at temperatures
above 500 ◦C due to its weak ability of grain refinement.

 

Figure 5. Distributions of kernel average misorientation (KAM) in the NiTiFe SMA subjected to ECAE
at various temperatures: (a) 400 ◦C; (b) 450 ◦C; (c) 500 ◦C.

It has been accepted that there is deformation inhomogeneity both among the grains and in
the grain interior. Consequently, geometrically necessary dislocations (GNDs) will be induced to
accommodate the deformation inhomogeneity so that the material is not fractured. For the purpose
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of investigating the influence of temperature on the deformation in homogeneity in the NiTiFe SMA
subjected to ECAE, geometrically necessary dislocation (GND) distributions in the three samples are
calculated based on EBSD data, as shown in Figure 6. According to the concept of GND, the region
with a higher density of GNDs indicates a higher inhomogeneity of deformation. It can be seen in
Figure 6 that, in the samples subjected to ECAE at 400 ◦C and 450 ◦C, the area with a higher density
of GNDs is much larger than that in the sample subjected to 500 ◦C. Furthermore, the regions with a
higher density of GNDs are in accordance with those with higher misorientations, as shown in Figure 5.
This phenomenon occurs because subgrain boundaries disturb the coordination between the two parts
beside the boundary, and more GNDs are required to adjust the deformation coordination. It is the
accumulation and rearrangement of these GNDs as plastic strain increases that leads to the transition
of lower angle subgrain boundaries. Finally, higher angle subgrain boundaries are induced, and finer
grains are formed.

For the purpose of investigating the mechanism of grain refinement at a more microscopic scale,
TEM micrographs of the three samples are obtained, as shown in Figure 7. It can be seen that in
the case of ECAE at 400 ◦C, several dislocation cells and some shear bands can be observed in a
zone of about 3 × 3 μm2, and some subgrains and fine grains can be found in a region of about
1.6 × 1.6 μm2. In the case of ECAE at 450 ◦C, only two fragmentary dislocation cells and one fine
grain can be observed in a region of about 4 × 4 μm2. However, as for the ECAE at 500 ◦C, only a
fragmentary dislocation cell can be seen in a region of about 3 × 3 μm2, and no subgrains or fine grains
are observed. The aforementioned phenomena indicate that the size of dislocation cells increases as
ECAE temperature increases, and the number of subgrains decreases as ECAE temperature increases.
The evidence demonstrates that the fine grains of the NiTiFe SMA subjected to single-pass ECAE
might be related to the dislocation cells, and a lower deformation temperature leads to a higher density
of dislocation cells. Furthermore, the grain refinement during the ECAE of a NiTiFe SMA might also
result from the shear bands.

Figure 6. Geometrically necessary dislocation (GND) distributions in the NiTiFe SMA subjected to
ECAE at various temperatures: (a) 400 ◦C; (b) 450 ◦C; (c) 500 ◦C.
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Figure 7. Transmission electron microscopy (TEM) micrographs of the NiTiFe SMA subjected to ECAE
at various temperatures: (a) Dislocation cells at 400 ◦C; (b) shear bands at 400 ◦C; subgrains and fine
grains at (c) 400 ◦C; (d) 450 ◦C; (e) 500 ◦C.

4. Discussion

Based on the aforementioned results, it can be concluded that single-pass ECAE performed at
400–500 ◦C is able to refine the grains of NiTiFe SMA. However, the obtained microstructures present
a high inhomogeneity, where the refined grains are mainly nucleated near the grain boundaries and
a small fraction of them emerges in the grain interior. In addition, the grain size of NiTiFe SMA
subjected to ECAE increases as deformation temperature increases. Based on these evidences and
the information on substructure distributions, GND density distributions, and TEM micrographs,
the mechanism of grain refinement in the NiTiFe SMA subjected to ECAE can be proposed, as shown
in Figure 8.
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Figure 8. The proposed mechanism for the grain refinement of NiTiFe SMA subjected to single-pass
ECAE: (a) Equiaxed coarse grains before ECAE; (b) microstructure at the early stage of ECAE, showing
original coarse grains being elongated along the shear plane and the formation of shear bands and
entangled dislocation networks; (c) the activation of other slip systems and the block of later induced
dislocations; (d) rearrangement of dislocations, formation of dislocation cells, subgrains and newly
fine grains induced by continuous recovery (In the figure, different background colors represent
different orientations).

It is well known that the structure of NiTiFe SMA is B2 austenite above room temperature. It has
been accepted that the B2 cubic austenite of NiTi-based SMA is composed of two simple cubic lattices,
where each simple cubic lattice consists of eight Ni atoms or eight Ti atoms. According to previous
studies, the slip systems found in B2 austenite of NiTi-based SMA are the <100>{001}, <100>{011},
and <111>{110} families, where the <100>{011} family is the most likely to be activated one because
it requires the least stacking fault energy and the least critical stress for plastic deformation [26–28].
As a consequence, the <100>{011} family will be activated at an early stage of ECAE. According
to the crystallographic characteristics of cubic crystals, there are six {011} planes in B2 austenite of
NiTi-based SMAs, and only one direction is allowed to slip in each {011} plane. Therefore, there are
only six possible slip systems in the <100>{011} family of the NiTiFe SMA. This number is only a half
of those in FCC and BCC crystals, which both possess 12 slip systems. Therefore, the mechanism of
ECAE in NiTiFe SMAs is different from that in FCC and BCC crystals. In the two crystals, the SPD
leads to the simultaneous activation of two or more slip systems in a grain, which induces numerous
complicated networks that are composed of dislocation entanglements. With increasing strain, GNDs
are accumulated in these dislocation networks, which increase misorientations among them. As a
result, subgrains and subsequent grain refinement can be achieved when the misorientations reach a
certain critical value. It has been proved that the <100>{011} family only permits the occurrence of slip
in three independent slip systems, including [100](011), [010](101), and [001](110) [28,29]. In addition,
according to Schmid’s law, the initially activated slip systems are those possessing the largest value of
the Schmid factor because minimum force is required [24].The value of the Schmid factor is related to
the loading direction and the orientation of an individual grain. In addition, because there are angles
among the three independent slip systems, their Schmid factors are unable to reach the maximum value
at the same time. As a consequence, in a B2 austenite grain, only one or two of the three systems may
be activated at the same time due to the limitation of slip system number. In the case of one activated
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slip system alone, shear bands are dominant at the early stage of ECAE. In the case of two activated
slip systems, entangled dislocation networks are dominant at the initial stage of ECAE. Figure 8a
illustrates the equiaxed coarse grains before ECAE, and Figure 8b shows the microstructure at the early
stage of ECAE, where original coarse grains are elongated along the shear plane by shear deformation,
and shear bands and entangled dislocation networks are induced in the grain interior. It has been
widely accepted that both slip and orientation rotation are induced during plastic deformation. As a
result, with the proceeding of ECAE, other slip systems will be activated when the orientation rotation
causes the inactivated systems of the <100>{011} family to turn to a preferred orientation or when the
stress is high enough for activating the slip systems of the <100>{001} and <111>{110} families. At this
stage, the slip of dislocations induced later will be blocked by the shear bands, the grain boundaries,
and the dislocation networks. Dislocation pile-ups are formed when they are blocked by shear bands
or grain boundaries, while the blocked dislocations are absorbed by the dislocation networks when
they meet the dislocation networks. Figure 8c illustrates the activation of other slip systems and the
block of dislocations induced later. Shortly after the deformation, continuous recovery occurs, which
leads to the rearrangement of dislocations, the formation of dislocation cells, subgrains, and newly
fine grains, as shown in Figure 8d. The nucleation of the fine grains mainly occurs along the shear
bands or the grain boundaries. This is due to the fact that a high density of dislocations is blocked
by the shear bands as well as the grain boundaries. These dislocations are continuously trapped at
low angle boundaries in these regions when they attempt to pass through them, which leads to the
increase in GNDs and the subsequent formation of newly fine grains. The above mechanism illustrates
why the grain refinement in NiTiFe SMAs subjected to single-pass ECAE is inhomogeneous.

Although ECAE is able to refine the grains of metals, the deformation temperature should be
considered when the parameters are determined. Higher temperature may lower the dislocation
densities during ECAE or will lead to fast growth of the refined grains, which both fail to refine the
grains. Lower temperatures can produce higher dislocation densities and maintain the overall fine
grains, but it faces the risk of material fracture. In the current investigation, the temperature over
500 ◦C is not suitable for the ECAE processing of NiTiFe SMAs, which can be confirmed by the weak
grain refinement shown in Figure 3c.

5. Conclusions

(1) Single-pass ECAE performed at 400–500 ◦C is able to refine the grains of a NiTiFe SMA. However,
the obtained microstructures present a high inhomogeneity, where the refined grains are mainly
nucleated near the grain boundaries and a small fraction of them emerges in the grain interior.
Furthermore, the size of the refined grains increases as ECAE temperature increases, which
indicates that the higher deformation temperature is adverse to the refinement of ECAE.

(2) The grain refinement of ECAE results from the transition of lower angle grain boundaries to
higher ones, and a lower deformation temperature is able to induce more substructures during
the ECAE of a NiTiFe SMA. The ECAE of NiTiFe SMAs is not suitable for being performed at
temperatures above 500 ◦C due to its weak ability of grain refinement. It is the accumulation
and rearrangement of GNDs as plastic strain increases that leads to the transition of lower angle
subgrain boundaries. Higher angle subgrain boundaries are finally induced, and finer grains
are formed.

(3) Due to the limitation of slip systems, the mechanism of grain refinement in NiTiFe SMA subjected
to single-pass ECAE is different from that in FCC and BCC crystals. Dislocation cells and shear
bands are two transition microstructures of grain refinement during the ECAE of NiTiFe SMAs.
The nucleation of the fine grains mainly occurs along the shear bands or the grain boundaries,
which leads to the inhomogeneity of grain refinement.
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Abstract: In this work, three numerical necking criteria based on finite element (FE) simulations are
proposed for the prediction of forming limit diagrams (FLDs) for sheet metals. An elastic–plastic
constitutive model coupled with the Lemaitre continuum damage theory has been implemented
into the ABAQUS/Explicit software to simulate simple sheet stretching tests as well as Erichsen
deep drawing tests with various sheet specimen geometries. Three numerical criteria have been
investigated in order to establish an appropriate necking criterion for the prediction of formability
limits. The first numerical criterion is based on the analysis of the thickness strain evolution in
the central part of the specimens. The second numerical criterion is based on the analysis of the
second time derivative of the thickness strain. As to the third numerical criterion, it relies on a
damage threshold associated with the occurrence of necking. The FLDs thus predicted by numerical
simulation of simple sheet stretching with various specimen geometries and Erichsen deep drawing
tests are compared with the experimental results.

Keywords: modeling; simulation; sheet metal; necking; damage; forming limit diagrams;
deep drawing test

1. Introduction

The formability of sheet metals is usually characterized by forming limit diagrams (FLDs) obtained
by the Nakazima or Marciniak deep drawing tests. The concept of FLD was first introduced by
Keeler and Backofen [1] and subsequently improved by Goodwin [2]. The FLD is a limiting curve
that depicts the in-plane major and minor strains of the sheet at the onset of localized necking,
which precedes the final fracture. The FLD determination was originally based on experimental
measurements, which turned out to be difficult and time-consuming. To overcome these drawbacks,
a number of alternative theoretical and numerical approaches have been developed in the literature
for the prediction of FLDs. These approaches are based on the combination of necking criteria with
constitutive models for the prediction of necking in sheet metals. Among the theoretical necking
criteria that have been developed in the literature for the prediction of necking, Swift [3] proposed
an extension to biaxial stretching to the Considère maximum load criterion [4], which was utilized to
predict diffuse necking in the expansion domain of the FLD. For localized necking, Hill [5] proposed
an alternative criterion based on the bifurcation theory, which states that localized necking occurs
along the direction of zero extension. It is worth noting that Hill’s criterion is only applicable to the
left-hand side of the FLD and, therefore, it was often combined with the Swift criterion to determine
a complete FLD. Marciniak and Kuczynski [6] developed another approach for localized necking
prediction, which is known as the M–K criterion. The latter is based on the introduction of an initial
imperfection, which ultimately triggers the occurrence of localized necking.

Concurrently with the above theoretical criteria, several numerical criteria for the prediction of
necking and ductile fracture in sheet metals have been developed in the last few decades. Thanks to the
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growing progress in computational resources, simulation of complex sheet metal forming processes,
such as the Nakazima and Marciniak deep drawing tests, using the finite element method (FEM)
has become an interesting alternative to the theoretical approaches. Indeed, the substantial amount
of results provided by FEM allows a realistic prediction of necking and fracture as compared to
experiments. Using the FEM approach, the evolution of strain fields during loading is analyzed for
each finite element within the sheet to detect the onset of necking. Burn et al. [7] analyzed the thinning
of sheet metals, by using the Nakazima deep drawing test, in order to predict the onset of necking.
Based on the Marciniak deep drawing test, Petek et al. [8] proposed a numerical approach for the
prediction of necking, which consists in analyzing the time evolution of thickness strain and its first
and second time derivatives. Later, Situ et al. [9–11] applied the same strategy to the Nakazima deep
drawing test in order to predict FLDs for sheet metals involving the whole range of strain paths.
They have shown that the analysis based on major strain rate (i.e., first time derivative of major
strain) predicts the onset of fracture, while the maximum of major strain acceleration (i.e., second
time derivative of major strain) corresponds to the occurrence of localized necking. Furthermore,
another class of numerical criteria for the prediction of ductile fracture has emerged (see, e.g., [12–16]).
These numerical criteria are based on empirical relationships, which depend on the application, and
require several parameter calibrations with respect to experiments. They are labeled “fracture criteria”,
as the associated FLDs are higher than those predicted using necking criteria.

The above numerical approaches for the prediction of necking and fracture are often combined
with undamaged elastic–plastic constitutive models, which is not realistic from an experimental point
of view. Indeed, the softening regime exhibited by the material behavior prior to fracture cannot be
reproduced by elastic–plastic models alone, which requires the coupling of the constitutive equations
with damage for a proper description of the material degradation and, thus, reliable prediction of
final fracture. In this context, two well-established theories of ductile damage have been developed
over the past few decades. The first theory is based on a micromechanical analysis of void growth,
which describes the ductile damage mechanisms in porous materials. It was initiated by Gurson [17],
modified by Tvergaard and Needleman [18], and subsequently improved by a number of contributors
(see, e.g., [19–22]). The second theory, known as continuum damage mechanics (see, e.g., [23,24]),
is based on the introduction of a damage variable, which represents the surface density of defects,
and can be modeled as isotropic scalar variable (see, e.g., [23,25]), or tensor variable for anisotropic
damage (see, e.g., [26–28]).

In this work, numerical necking criteria, based on finite element (FE) simulations, are proposed
for the prediction of forming limit diagram for a steel material. The material response is described
by an elastic–plastic model coupled with the Lemaitre isotropic damage approach [23]. The resulting
constitutive equations have been implemented into the ABAQUS/Explicit code, within the framework
of large strain and a three-dimensional formulation. Several specimen geometries have been simulated
in order to reproduce all of the strain paths that are typically encountered in sheet metal forming
processes. Two different FE models are considered to predict the FLDs of the studied material. First, the
FLDs are predicted using simple sheet stretching tests, applied to different specimen geometries,
in which no contact with tools is considered. Then, the FE model based on the Erichsen deep drawing
test (see, e.g., [29]) is used to predict the FLDs of the steel material. To determine these forming
limit curves for the studied material, three numerical criteria are presented in this work to detect the
occurrence of necking in the sheet specimens. In the first numerical criterion, necking is detected when
a sudden change in the evolution of the thickness strain at the central area of the specimen is observed.
The second numerical criterion is based on the evolution of the thickness strain acceleration, which is
obtained by computing the second time derivative of the thickness strain. As to the third numerical
criterion, it relies on a critical damage threshold, at which is associated the occurrence of necking.
All points of the predicted FLDs, which are obtained using the FE simulations combined with the
numerical necking criteria, are compared with the experimental results taken from [30].
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2. Constitutive Equations of the Ductile Damage Model

In this section, the elastic–plastic behavior law coupled with a ductile damage model is briefly
presented. The latter is based on the continuum damage mechanics and, more specifically, on the
Lemaitre isotropic damage model [23]. Using the concept of effective stress σ̃, and the strain equivalence
principle, the continuum damage is introduced via the scalar variable d by the following expression:

σ = (1 − d)σ̃ = (1 − d)C : εe, (1)

where σ is the Cauchy stress tensor, C is the fourth-order elasticity tensor, and εe is the elastic strain
tensor. The plastic yield function f is written in the following form:

f = σ(σ̃, X)− σY ≤ 0, (2)

where σ(σ̃, X) =
√
(σ̃′ − X) : M : (σ̃′ − X) is the equivalent stress, and σ̃′ is the deviatoric part of the

effective stress. The fourth-order tensor M contains the six anisotropy coefficients of the Hill quadratic
yield criterion [31]. The isotropic hardening of the material is described by the size σY of the yield
surface, while kinematic hardening is represented by the back-stress tensor X.

The plastic flow rule is given by the normality law, which defines the plastic strain rate DP as

DP =
.
λ

∂ f
∂σ

=

.
λ

1 − d
M : (σ̃′ − X)

σ
(3)

where
.
λ is the plastic multiplier, and ∂ f /∂σ is the flow direction, normal to the yield surface in the

stress space. With a special choice of co-rotational frame, which is associated with the Jaumann
objective derivative, the Cauchy stress rate is written in the following form:

.
σ = (1 − d)C : (D − DP)−

.
d

1 − d
σ. (4)

The evolution law for the damage variable is expressed by the following equation:

.
d =

⎧⎨⎩ 1
(1−d)β

(
Ye−Yei

S

)s .
λ if Ye ≥ Yei

0 otherwise
, (5)

where Ye is the strain energy density release rate (see, e.g., [25,32]), and β, s, Yei and S are four damage
parameters that need to be identified. The expression of the strain energy density release rate Ye is
given (for linear isotropic elasticity) as follows:

Ye =
σ̃2

vM
2E

[
2
3
(1 + ν) + 3(1 − 2ν)

(
σ̃s

σ̃vM

)2
]

, (6)

where σ̃vM =
√

3σ̃′ : σ̃′/2 is the von Mises equivalent effective stress, σ̃s = σ̃ : 1/3 is the hydrostatic
effective stress (with 1 being the second-order identity tensor), while E and ν are, respectively, the
Young’s modulus and Poisson’s ratio.

The above constitutive equations are implemented into the finite element code ABAQUS/Explicit
using a co-rotational frame. The fourth-order Runge–Kutta explicit time integration scheme is used to
update the stress state and all internal variables.
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3. Numerical Integration of the Model and Its Validation

3.1. Time Integration Scheme

A user-defined material (VUMAT) subroutine is used for the implementation of the
above elastic–plastic–damage model into the commercial finite element code ABAQUS/Explicit
(Dassault Systèmes, France). For each integration point of the FE model, the stress state and all internal
variables of the fully coupled elastic–plastic–damage model are known at the beginning of the loading
increment. These stress state and internal variables will be updated through the VUMAT subroutine at
the end of the loading increment. In this work, the fourth-order Runge–Kutta explicit time integration
scheme is adopted to determine the updated stress state and all internal variables at the end of each
loading increment. This straightforward integration algorithm represents a reasonable compromise in
terms of computational efficiency, accuracy and convergence. Indeed, explicit time integration does
not involve matrix inversion or iterative procedures for convergence, unlike implicit time integration.
However, for explicit schemes, the time increment must be kept small enough to ensure accuracy and
stability (see, e.g., [33,34]).

The evolution equations of the fully coupled model, which were presented in the previous section,
can easily be written in the following compact form of general differential equation:

.
u = hu(u), (7)

where vector u encompasses all of the internal variables and stress state, while vector hu(u) includes
all evolution laws described in the previous section. The above condensed differential equation is
then integrated over each loading increment, using the forward fourth-order Runge–Kutta explicit
time integration scheme. The resulting algorithm is implemented into the finite element code
ABAQUS/Explicit, via a VUMAT user-defined material subroutine, within the framework of large
strains and a fully three-dimensional formulation.

3.2. Numerical Validation

In this section, the implementation of the fully coupled elastic–plastic–damage model described
in the previous sections is validated through simulations of uniaxial tensile tests, which are then
compared with reference solutions taken from the literature.

The first numerical example is a simple tensile test, which allows for the numerical validation of
the elastic–plastic implementation of the model, without taking into account the damage contribution.
For this purpose, the undamaged elastic–plastic model is recovered by setting to zero all the damage
parameters. In this test, the von Mises yield surface is considered along with the Ludwig isotropic
hardening law, which is defined by the following expression:

σY = σ0 + k
(

εpl
)n

, (8)

where σY represents the size of the yield surface, and εpl is the equivalent plastic strain. In Equation (8),
σ0 is the initial yield stress, while k and n are hardening parameters. Three standard steel materials, with
three different values for the hardening exponent (see Equation (8)), are considered for the simulation of
the uniaxial tensile test. The associated elastic–plastic material parameters are summarized in Table 1.

Table 1. Elastic–plastic properties for the studied materials.

Material E (MPa) ν σ0 (MPa) K (MPa) n

Steel 200, 000 0.3 200 10, 000 0.3–0.6–1.0
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Figure 1 shows the uniaxial stress–strain curves obtained with the elastic–plastic model
implemented in the VUMAT subroutine, which are compared with the numerical results given by
the built-in elastic–plastic model available in ABAQUS. From these results, one can observe that the
uniaxial stress–strain curves given by the VUMAT subroutine coincide with those provided by the
built-in ABAQUS model, which demonstrates the successful implementation of the proposed model.
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Figure 1. Validation of the numerical implementation of the undamaged elastic–plastic model with
respect to the built-in ABAQUS model.

The second numerical test is intended to the validation of the proposed model when the damage
behavior is taken into account. To this end, a uniaxial tensile test is simulated, according to the
works of Doghri and Billardon [35], where a phenomenological elastic–plastic model with a von Mises
plastic yield surface and Ludwig’s isotropic hardening is coupled with the Lemaitre damage approach.
The studied materials are the same as those used in the previous test (see Table 1 for the elastic and
hardening parameters), while the damage parameters used in the simulations are the same for the
three materials, and are summarized in Table 2 (see [35]).

Table 2. Lemaitre damage parameters for the studied materials.

Material β S (MPa) s Yei (MPa)

Steel 1 0.5 1 0

Figure 2 compares the stress–strain responses and the damage evolution obtained by the
implemented fully coupled model with the reference solutions taken from [35]. It can be clearly
observed that the simulated stress–strain curves and damage evolution coincide with their counterparts
taken from the reference solutions, for the three materials investigated, which validates again the
numerical implementation of the present elastic–plastic–damage model.
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Figure 2. Validation of the numerical implementation of the fully coupled elastic–plastic–damage
model with respect to reference solutions taken from [35] for the three studied materials: (a) uniaxial
tensile stress–strain curves; and (b) damage evolution.
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4. Identification of the St14 Steel Material Parameters

In this work, we investigate the occurrence of necking in a St14 steel material using the
elastic–plastic–damage model described above in conjunction with numerical necking criteria.
The mechanical behavior of the St14 steel is based on the Ludwig isotropic hardening law
(see Equation (8)) and the von Mises yield surface, which are coupled with the Lemaitre isotropic
damage approach. Standard tensile test experiments were performed by Aboutalebi et al. [36] for the
investigated St14 steel. The corresponding experimental load–displacement curve is exploited in this
work to identify the hardening and damage parameters for the studied St14 steel.

The hardening parameters of the Ludwig isotropic hardening law are first identified in the range
of uniform elongation of the uniaxial tensile test. In this range of small to moderate deformations,
where the stress and strain fields in the central region of the specimen remain homogeneous,
the hardening parameters are accurately identified using a simple regression of the experimental
data with the Ludwig power-law. The corresponding elastic and hardening material parameters are
summarized in Table 3.

Table 3. Elastic–plastic properties for the St14 steel.

Material E (MPa) ν σ0 (MPa) K (MPa) n

St14 180, 000 0.3 130 585 0.44

Then, the above-identified elastic–plastic parameters are used for the simulation of the uniaxial
tensile test until the final fracture of the specimen. The damage parameters of the Lemaitre model are
identified based on the entire experimental load–displacement response of the tensile test using an
inverse identification procedure. The latter is based on least-squares minimization of the difference
between the experimental and numerical load–displacement response for the uniaxial tensile test.
The corresponding identified values for the Lemaitre damage model are summarized in Table 4.

Table 4. Identified damage parameters for the St14 steel.

Material β S (MPa) s Yei (MPa)

Steel 4.251 2.648 1.831 0.001

Figure 3 compares the simulated load–displacement response, obtained using the identified
material parameters of the Lemaitre damage model, with the experimental counterpart provided by
Aboutalebi et al. [36]. This figure clearly shows that the simulated response using the present damage
model is in very good agreement with the experimental curve and, in particular, demonstrates the
ability of the implemented model to reproduce the sudden load drop that precedes the final fracture.
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Figure 3. Tensile load–displacement response simulated with the Lemaitre damage model, along with
the experimental curve taken from Aboutalebi et al. [36].
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5. Description of the Finite Element Models

5.1. Finite Element Simulations

In this work, the predictions of the FLDs for the St14 steel material are carried out using the
above elastic–plastic behavior model coupled with ductile damage. The numerical simulations are
performed with the ABAQUS/explicit code. Ten specimens of the St14 sheet material with different
geometries (a length of 120 mm, and a width varying from 12 mm to 120 mm, with a 12 mm increment
in the width direction) are used in the simulations. Each specimen reproduces a particular strain path,
which is typically encountered in sheet metal forming processes, and these strain paths range from
uniaxial tension to equibiaxial expansion.

Two FE models are used for predicting the FLDs of the studied material. First, simple sheet
stretching simulations, based on the different specimens, are performed. Then, the simulation of the
deep drawing process, according to the Erichsen test (see, e.g., [29,30]), is conducted with the same
specimens described above.

The schematic view of the Erichsen deep drawing test is illustrated in Figure 4.
The geometric parameters used in the simulations are (see [37]):

• Punch diameter Dp = 60 mm;
• Initial sheet thickness t = 0.8 mm;
• Die radius rd = 3 mm;
• Die opening diameter Dd = 66 mm.

Punch

Die

Blank holder

Blank

Dp

t

rd

Dd

Figure 4. Schematic view of the Erichsen deep drawing test.

Due to the symmetry of the problem, only one quarter of the geometry is discretized for each
specimen. Figure 5 provides an illustration of the finite element models for the simple sheet stretching
test and the Erichsen deep drawing test. For the particular case of the simple sheet stretching test,
two different types of boundary conditions are considered in the simulations in order to reproduce most
of the strain paths encountered in the simulations of the Erichsen deep drawing test with the various
specimen widths. The first type of boundary conditions corresponds to a simple uniaxial tension, and
these boundary conditions are applied to the specimens having a width ranging from 12 mm to 60 mm
(see Figure 5a for illustration on the specimen having a width of 12 mm). The second type of boundary
conditions corresponds to a proportional biaxial tension, and these boundary conditions are applied to
the specimens having a width ranging from 72 mm to 120 mm (see Figure 5b for illustration on the
specimen having a width of 84 mm).

The forming tools for the Erichsen deep drawing test are modeled as discrete rigid bodies.
The friction coefficient between the tools and the specimen is taken to be equal to 0.15 [30].
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(a)

 
(b)

(c)

Figure 5. FE models corresponding to (a) uniaxial tensile test; (b) biaxial tensile test; and (c) Erichsen
deep drawing test.

5.2. Mesh Sensitivity

For material behavior that exhibits damage-induced softening, it is well known that the
numerical solution, and particularly the localization zone, is prone to mesh sensitivity when a local
elastic–plastic–damage model is used, which is the case in this work (see, e.g., [18,38,39]). In this
section, several finite element models are adopted for the simulation of the uniaxial tensile specimen
and the Erichsen deep drawing test, using the specimen with 12 mm width, in order to analyze the
mesh-sensitivity effects. In all of the simulations that follow, the specimens are modeled with the
eight-node three-dimensional continuum finite element with reduced integration (C3D8R), which is
available in the ABAQUS/Explicit software. This element has only one integration point, which means
that by considering n layers of elements in the thickness direction, the sheet thickness will be modeled
with a total of n integration points.
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The effect of the number of elements in the thickness direction is first analyzed by considering,
successively, three, then four, and finally five element layers through the thickness. In these three
FE models, the same in-plane mesh is used to discretize the useful region of the specimen, with an
intermediate in-plane element size of 0.3 × 0.3 mm2. Then, the impact of the in-plane FE discretization
is analyzed by adopting for the useful region of the specimen four layers of elements through the
thickness and three different in-plane element sizes (0.4 × 0.4 mm2, 0.3 × 0.3 mm2, and 0.2 × 0.2 mm2,
respectively, as illustrated in Figure 6).

 
(a)

 
(b)

 
(c)

Figure 6. In-plane FE discretization for the central region of the specimen: (a) 0.4 × 0.4 mm2;
(b) 0.3 × 0.3 mm2; and (c) 0.2 × 0.2 mm2.

Figures 7 and 8 reveal the influence of the number of elements in the thickness direction on the
evolution of the thickness strain and the damage variable in the center of the specimen, as reflected by
the simulation of the uniaxial tensile test and the Erichsen deep drawing test, respectively. It is clearly
shown that only very small mesh dependence is observed, when varying the mesh refinement in the
thickness direction, which suggests that four layers of elements are sufficient to describe the various
nonlinear phenomena through the thickness.
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Figure 7. Effect of the number of elements in the thickness direction on the evolution of (a) thickness
strain and (b) damage, during the uniaxial tensile test for the specimen with 12 mm width.
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Figure 8. Effect of the number of elements in the thickness direction on the evolution of (a) thickness
strain and (b) damage, during the Erichsen deep drawing test for the specimen with 12 mm width.

Figures 9 and 10 show the evolution of the thickness strain and damage variable in the center
of the specimen, as determined by the present constitutive model with three different in-plane mesh
sizes, for the uniaxial tensile test and Erichsen deep drawing test, respectively. In contrast to the results
obtained with different numbers of element layers, the predicted thickness strain and damage variable
reveal more sensitivity to in-plane mesh refinement when the damage variable becomes significant
(i.e., d > 0.3). More specifically, the numerical results obtained with the intermediate and finer meshes
(0.3 × 0.3 mm2 and 0.2 × 0.2 mm2, respectively) are close to each other, which prompted us to use
the in-plane mesh of 0.3 × 0.3 mm2 in the subsequent simulations. Indeed, this intermediate mesh
involves reasonable computational times for all specimen geometries.
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Figure 9. Effect of the in-plane mesh refinement on the evolution of (a) thickness strain and (b) damage,
during the uniaxial tensile test for the specimen with 12 mm width.
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Figure 10. Effect of the in-plane mesh refinement on the evolution of (a) thickness strain and (b) damage,
during the Erichsen deep drawing test for the specimen with 12 mm width.
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6. Numerical Criteria for the Prediction of the Occurrence of Necking

In this section, the numerical criteria used for the prediction of FLDs associated with the
simple sheet stretching and the Erichsen simulations on various specimen geometries are presented.
Three numerical criteria are adopted to predict the critical in-plane strains at the occurrence of necking.
The first criterion is based on the analysis of the evolution of the thickness strain for each specimen.
The occurrence of necking is detected when a sudden change in the evolution of the thickness strain
in the central area is observed (see, e.g., [40]). The minor and major in-plane principal strains,
corresponding to the occurrence of necking, are then reported into the FLD. To illustrate this procedure
in the case of uniaxial tensile test, Figure 11 shows the evolution of the thickness strain in the central
area of the specimen having a width of 12 mm. It is worth noting that, in the case of the Erichsen deep
drawing test, the initiation of necking does not necessarily occur in the central area for all specimens.
This feature, which depends on the specimen width and the contact between the punch and the
specimen, is consistent with the experimental observations (see, e.g., [41]).

The second numerical criterion is based on the analysis of the thickness strain acceleration, which
is obtained by computing the second time derivative of thickness strain in the central region of the
specimen (see, e.g., [11,40,42]). According to this criterion, the critical minor and major in-plane
principal strains at the occurrence of necking are obtained when the second time derivative of the
thickness strain, i.e., thickness strain acceleration, reaches a maximum. This is illustrated in Figure 12
for the uniaxial tensile test corresponding to the specimen having a width of 12 mm. Note that the
occurrence of localized necking may also be predicted using the first time derivative of thickness
strain, which represents the thickness strain rate. However, several works in the literature have shown
that the numerical criterion based on the maximum of strain acceleration is more appropriate for the
prediction of localized necking than the one based on the maximum of strain rate, as the latter rather
indicates the onset of fracture (see, e.g., [8,9]).

A third numerical criterion is analyzed in this work based on a critical damage threshold
at which is associated the occurrence of necking. Unlike the numerical criteria described above,
the same critical damage value is used here for all simulations using the various specimen geometries.
This critical damage value was identified by Aboutalebi et al. [36] using the Vickers micro-hardness test.
Using simple sheet stretching tests and Erichsen deep drawing tests, the simulations are performed
until the critical damage value of 0.434 is reached at some finite element of the discretized model
(see an illustration in Figure 13, in the case of uniaxial tensile test for the specimen with 12 mm width).
At this instant, the simulations are stopped and the minor and major in-plane principal strains of the
corresponding finite element are plotted into the FLD.
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Figure 11. Illustration of the prediction of the occurrence of necking when the thickness strain evolution
is taken as indicator.
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Figure 12. Illustration of the prediction of the occurrence of necking when the second time derivative
of thickness strain is taken as indicator.
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Figure 13. Illustration of the prediction of the occurrence of necking when the critical damage threshold
is taken as indicator.

7. Application to the Determination of FLDs

The present numerical methodology, based on the three above-described numerical criteria,
is applied in this section to both the simple sheet stretching and the Erichsen simulations with various
specimen geometries in order to obtain complete FLDs for the studied material.

Once the simulations of the simple sheet stretching test and the Erichsen test performed for the
various specimen geometries, the corresponding numerical load–displacement curves, which are
obtained using the previously identified hardening and damage parameters, are plotted in Figure 14.
It can be observed that, for both the simple sheet stretching test and the Erichsen test, the fully coupled
model reproduces satisfactorily the peak in the load–displacement curves, which is followed by the
sudden load drop caused by the damage acceleration at the latest stages of loading.
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Figure 14. Numerical load–displacement curves for (a) the simple sheet stretching test and
(b) the Erichsen deep drawing test with the various specimen widths.

Moreover, Figures 15 and 16 show the distribution of the damage variable, at different stages of
loading, as determined by the numerical simulation of the simple sheet stretching test on the specimen
having a width of 12 mm and the Erichsen test on the specimen having a width of 24 mm, respectively.
More specifically, for the simple sheet stretching test (i.e., Figure 15), the damage distribution in
the central part of the specimen remains uniform until the applied loading reaches its maximum
(see Figure 14a). Beyond this limit, the damage distribution becomes heterogeneous, and concentrates
gradually in the middle of the specimen in the form of two localization bands (Figure 15e). Finally, the
accumulated damage in the narrow bands leads to highly localized necking, which ultimately results
in a macrocrack (Figure 15f).

  
(a) Undeformed specimen (b) Prescribed displacement: 9.6 mm 

 
(c) Prescribed displacement: 13.38 mm (d) Prescribed displacement: 16.6 mm 

Figure 15. Cont.
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(e) Prescribed displacement: 17.35 mm (f) Prescribed displacement: 17.53 mm 

Figure 15. Distribution of the damage variable, at different stages of loading, as obtained by FE
simulation of the simple sheet stretching test with the specimen having a width of 12 mm.

For the Erichsen deep drawing test, the damage distribution is localized around the dome apex of
the specimen (i.e., higher specimen point) in the early stages of the deep drawing process, with low
damage levels (i.e., d < 0.001, see Figure 16a,b). As the punch moves down, a strong localization of
damage distribution is observed far from the dome apex, which is due to the frictional contact between
the punch and the specimen (see Figure 16d,e). Finally, the damage accumulation leads to localized
necking followed by fracture, as shown in Figure 16f.

  
(a) Punch displacement: 4.5 mm (b) Punch displacement: 9 mm 

(c) Punch displacement: 21 mm (d) Punch displacement: 24 mm 

(e) Punch displacement: 27 mm (f) Punch displacement: 27.96 mm 

Figure 16. Distribution of the damage variable, at different stages of loading, as obtained by FE
simulation of the Erichsen deep drawing test with the specimen having a width of 24 mm.
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The strain paths generated by the simulations of the simple sheet stretching test and the Erichsen
test for all specimen widths are reported in Figure 17. Similar trends for the strain-path evolution are
observed between both tests. More specifically, the strain paths are almost linear for the specimens
having widths ranging from 12 mm to 60 mm (i.e., corresponding to a negative minor strain),
while they are clearly nonlinear for the specimens having widths ranging from 72 mm to 120 mm
(i.e., corresponding to a positive minor strain). In the latter case, the strain paths remain linear
until a sudden transition to some plane-strain state, which indicates the onset of localized necking
(see, e.g., [40,43]).
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Figure 17. Numerical strain paths predicted by FE simulation of (a) the simple sheet stretching test
and (b) the Erichsen deep drawing test with the various specimen widths.

Figure 18 compares the predicted FLDs for the studied material, based on the simulations of
both simple sheet stretching and Erichsen tests, along with the experimental results provided by
Aboutalebi et al. [30]. The FLDs based on the analyses of thickness strain, second time derivative of
thickness strain, and critical damage threshold are presented in Figure 18a–c, respectively.

Note that the experimental results given by Aboutalebi et al. [30] are obtained using the same
Erichsen deep drawing test used in the simulations, which allows consistent comparison between the
predicted FLDs and the experimental data. It can be noticed, in general, that the numerical predictions
of the FLDs obtained by the Erichsen deep drawing tests are closer to the experimental results than
those predicted by simple sheet stretching tests. The fact that the trends obtained by simulation of
Erichsen deep drawing tests are more consistent with the experimental results may be explained by
the similarity in the mechanical setups used in both cases (i.e., Erichsen deep drawing test), while no
forming tools are considered in the simple sheet stretching tests. More specifically, in the left-hand side
of the FLDs, the results predicted from Erichsen deep drawing tests using the numerical criteria based
on the thickness strain evolution and the second time derivative of thickness strain are in reasonably
good agreement with the experimental results, while the predictions overestimate the occurrence of
necking when they are based on the critical damage threshold criterion.

In the right-hand side of the FLDs (i.e., positive minor strains), the results predicted from the
Erichsen deep drawing tests using the numerical criterion based on the second time derivative of
thickness strain show the best agreement with respect to experiments (see Figure 18b). Note that the
FLDs predicted from both Erichsen deep drawing tests and simple sheet stretching tests on the basis of
the critical damage threshold criterion are overestimated for all strain paths, which proves that this
numerical criterion is not suitable for the prediction of the occurrence of necking. Moreover, based
on this critical damage threshold criterion, the shapes of the FLDs correspond rather to fracture
limit diagrams, which are classically determined in the literature using numerical fracture criteria
(see, e.g., [44]). The unsuitability of the latter numerical criterion may be explained by its consideration
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of a constant critical damage value for all strain paths, which is a strong assumption, since the damage
value at the occurrence of necking depends on the stress triaxiality ratio and, therefore, on the loading
path (see, e.g., [45]).
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Figure 18. Forming limit diagram predictions based on the analyses of (a) thickness strain evolution;
(b) second time derivative of thickness strain; and (c) critical damage threshold.

8. Conclusions

In this paper, an elastic–plastic model has been coupled with the Lemaitre ductile damage
approach in order to predict the occurrence of necking in sheet metal forming. The whole set of
coupled constitutive equations has been implemented into the finite element code ABAQUS/Explicit
in the framework of large strains and a fully three-dimensional formulation. Three numerical necking
criteria have been considered for predicting the occurrence of necking in sheet metals. They are based
on the analyses of the local thickness strain evolution and its second time derivative during the FE
simulations, as well as on a fixed critical damage threshold at which is associated the occurrence
of necking. For the FE simulations, simple sheet stretching tests as well as Erichsen deep drawing
tests on various specimen geometries, covering all possible strain paths, were used in conjunction
with the numerical necking criteria. The numerical results in terms of FLDs were compared to the
experimental results taken from [30]. Good agreement between the predicted FLD and the experiments
was observed using the Erichsen deep drawing test combined with the numerical criterion based on
the second time derivative of thickness strain. Due to the low cost and computational efficiency of
the numerical alternative for FLD prediction, as compared to the lengthy and expensive experimental
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procedures, the proposed numerical approach can be easily used with different forming setups and a
large variety of materials for the prediction of the occurrence of necking in sheet metals.
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Abstract: The maximum force criteria and their derivatives, the Swift and Hill criteria, have been
extensively used in the past to study sheet formability. Many extensions or modifications of these
criteria have been proposed to improve necking predictions under only stretching conditions.
This work analyses the maximum force principle under stretch-bending conditions and develops
two different approaches to predict necking. The first is a generalisation of classical maximum force
criteria to stretch-bending processes. The second approach is an extension of a previous work of
the authors based on critical distance concepts, suggesting that necking of the sheet is controlled
by the damage of a critical material volume located at the inner side of the sheet. An analytical
deformation model is proposed to characterise the stretch-bending process under plane-strain
conditions. Different parameters are considered, such as the thickness reduction, the gradient
of variables through the sheet thickness, the thickness stress and the anisotropy of the material.
The proposed necking models have been successfully applied to predict the failure in different
materials, such as steel, brass and aluminium.

Keywords: sheet-metal forming; stretch-bending; necking; maximum force criterion; bending effect

1. Introduction

The maximum force principle has been extensively used in the past to study sheet formability.
Considère’s maximum force criterion (MFC) states that diffuse necking is initiated in a tensile test
of a bar when the maximum force is reached. The classical models of Swift [1] and Hill [2] are
extensions of the MFC for the determination of necking in metal sheets subjected to different stretching
conditions in the sheet plane. The former is applicable to the prediction of diffuse necking in the
entire domain of the forming limit diagram (FLD). The latter is coupled with the initiation of strain
localisation along a narrow band and is limited to predict localised necking in the left side of the FLD.
Later, Hora et al. [3] extended the MFC to predict strain localisation for both sides of the FLD by
including the contribution of the minor principal strain.

The simplicity of necking criteria based on the maximum force principle make them very attractive.
However, their predictions do not always agree with experimental results. Many extensions and
alternatives to the MFC have been proposed to date, to deal with predicting localised necking.
For instance, Bressan and Williams [4] suggested that failure occurs when the shear stress reaches
a maximum. Hora et al. [5] proposed a phenomenological criterion, which states that once the
maximum force is reached, the loading path gradually evolves towards plane strain and then
localisation occurs. Brunet and Morestin [6] included the effects of damage to refine the material model
for the prediction of the necking curve in the FLD. Recently, Aretz [7] assumed that localised necking
does not necessarily occur when the axial force reaches a maximum, but rather when it reaches a
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critical value. This method aimed to scale the Hill’s model so that the major strain predicted by the
M–K model [8] or its experimental counterpart at plane-strain conditions (usually referred to as FLD0)
was matched.

The above criteria, which are collectively referred to as maximum force criteria (MFCs), were
developed to predict necking in nearly stretching operations, neglecting implicitly the strain and
stress gradients through the sheet thickness. However, in sheet metal forming processes such as
stretch-bending or stamping with punches of mild or severe radii, it is well known that the occurrence
of bending has a “beneficial effect” on the initiation of necking. In practice, the average strain through
the sheet thickness (or the strain at the middle of the sheet surface) has been used to characterise failure
criteria. However, the predictions of this approach, sometimes called the mid-plane rule (MPR), are in
general very conservative.

Research carried out to analyse the sheet failure in simultaneous stretching and bending conditions
has followed a different approach from the maximum force principle. Tharrett and Stoughton [9] studied
the bending effect on sheet failure and proposed a necking criterion referred to as the concave-side
rule (CSR). This criterion establishes that the failure is initiated when the strain at the inner surface
(concave side) of the sheet reaches a critical value at the bending zone, which matches the limit strain of
in-plane stretching. This criterion notably improved the predictions of sheet failure in some materials
compared to the MPR. In a later study, authors recognised that stresses are less sensitive to strain path
changes, and consequently they reformulated the CSR in terms of stresses [10].

In a previous work, the present authors proposed a natural improvement of the CSR [11].
The model assumes that necking should be controlled by the development of damage in a material
volume located at the inner side of the sheet. The study concludes that the critical size of this volume
(represented by a certain critical distance from the sheet surface) should be related to the material
microstructure.

This work analyses the maximum force principle under stretch-bending conditions, proposing
an analytical deformation model to characterise the stretch-bending process under plane-strain
conditions. Different generalisations of the MFC for stretch-bending conditions are presented and
discussed. As a result, the study suggests that the effect of the existence of strain and stress gradients
on sheet thickness may be assessed by applying the MFCs locally at a given material’s critical distance
from the inner surface. The proposed necking models are successfully applied to describe the failure
by necking in sheets under stretch-bending conditions in different materials, such as 1008 AK steel,
70/30 brass, 6010 aluminium alloy and 7075-O aluminium alloy.

2. Maximum Force Criteria

Considère’s analysis of the uniaxial tension of a metal bar states that diffuse necking appears
when the maximum force is applied, that is, dF1 = 0, with F1 = σ1l2l3. Swift extended this model to
biaxial loading of a metal sheet of thickness l3 = t, represented schematically in Figure 1, assuming a
simultaneous maximum of both components of the force dF1 = 0, dF2 = 0, with F1 = σ1l2t and
F2 = σ2l1t [1].

Figure 1. Schema of a stretched element.
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Hill also formulated a criterion to predict localised necking in metal sheets [2]. A simplified
formulation of this model states that the localisation is initiated when the load per unit of width reaches
its maximum: d f1 = 0, with f1 = σ1t. The application of the Hill criterion is restricted to the left-hand
side of the FLD, that is, uniaxial-stretching.

To predict localised necking in both sides of the FLD, Hora extended Considère’s model to biaxial
loading of a metal sheet and considered that the major principal stress (σ1) is a function of both major
(ε1) and minor (ε2) principal strains in the plane of the sheet [3].

The above models of plastic instability lead to the formulation of the MFCs in a single and
unified expression:

1
σY

dσY
dεeq

=
1
Z

(1)

where the left-hand side is a material property, sometimes referred to as the non-dimensional
strain-hardening characteristic, whereas Z is the critical value for the subtangent of the stress–strain
curve [12]. The former is evaluated using a stress–strain constitutive equation and the latter, by a yield
function under plane-stress conditions, which can be characterised by the following parameters:

α =
σ2

σ1
, β =

dε2

dε1
, ϕ =

σeq

σ1
, ρ =

dεeq

dε1
(2)

The expressions for the above parameters are given in Appendix A for both Hosford and Mises
yield criteria.

It is not intended in this article to review the formulation of these well-known models. There are
several works in the literature that analyse these and provide specific expressions of Equation (1)
(e.g., [13–15]). Most of these assume a Hollomon law (σY = K εn

eq) to evaluate the aforementioned
material characteristic and a Mises yield function to evaluate 1/Z. For instance, the Hill necking
criterion [2] under proportional load transforms Equation (1) to

1
σY

dσY
dεeq

=
n

εeq
and

1
Z

=
1 + β

ρ
→ n

εeq
=

1 + β

ρ
(3)

which leads to algebraic expressions to evaluate the principal strains:

ε1 =
n

1 + β
, ε2 =

β n
1 + β

and ε1 + ε2 = n (4)

Figure 2 presents an illustrative example of the application of the Swift [1], Hill [2] and Hora [3]
criteria to predict necking in AA7075-O metals sheets. Both sides of Equation (1) have been evaluated
by assuming a Hollomon law and a Mises yield criterion, respectively. Critical values of 1/Z are
represented in Figure 2a as functions of the strain path β under proportional loading conditions.
Figure 2b presents necking predictions in the FLD along with the experimental data of localised necking
reported by Martínez-Donaire et al. [16] for AA7075-O sheets of 1.6 mm thickness. The coefficient of the
Hollomon law was found to be n = 0.21. As can be observed, both Hill and Hora criteria for localised
necking reproduce the experimental data in their respective ranges of application reasonably well.

Figure 2 also presents the failure predictions of a modified Hill criterion based on Aretz’s
approach [7]. Aretz assumed that necking is initiated when the axial force reaches a critical value,
rather than its maximum value. The fundamental idea of this approach lies in the calibration of the
critical load, which is obtained by scaling the prediction of Hill’s model (4) to fit the major strain at
necking under plane-strain conditions (FLD0). Accordingly, Equation (1) is turned into

n
εeq

=
1 + β

ρ

n
FLD0

(5)
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which leads to

ε1 =
FLD0

1 + β
, ε2 =

β FLD0

1 + β
and ε1 + ε2 = FLD0 (6)

Figure 2. Necking predictions for AA7075-O sheets: (a) critical values of 1/Z, and (b) forming limit
diagram (FLD) with necking curves and experimental data [16].

3. Stretch-Bending Deformation Model

Under stretch-bending conditions, strain and stress gradients through the sheet thickness are induced
in the metal sheet. In this situation, the MFCs must to be reformulated to take into account these gradients.

The following deformation model is an extension of a stretch-bending model developed in a
previous work [11]. This model assumed that the sheet adapts to the punch geometry in an earlier
stage mainly by bending followed by a dominant stretching process until the sheet failure is reached.
By simplicity, the evolution of the sheet curvature at the earlier stage is neglected, assuming this to be
fixed and equal to the punch curvature. The model assumes that the deformation process is controlled
by the reduction of sheet thickness.

In order to be able to integrate analytically the radial equilibrium equation, which relates principal
stresses through the sheet thickness, only a plane-strain condition (dε2 = 0) is assumed hereafter.
The effect on sheet failure of the through-thickness stress is also taken into account.

Figure 3 shows the model variables in a sheet element located at the dome of the punch that is
subjected to stretch-bending. The undeformed sheet dimensions are l0 and the initial thickness is t0.
In the deformed configuration, t is the current thickness, and the punch radius R matches the radius of
curvature of the inner surface.

In this configuration, θ is the bent angle, r is the radius of curvature of a given layer,
z = r − (R + t/2) is the position of the layer measured from the middle surface, and ru is the radius of
curvature of the unstretched surface. We note that all layers on the thickness are stretched (ru < R)
when stretching dominates over bending. The current length of a generic layer, which initially had an
undeformed length of l0 = ru θ, is l = r θ.
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Figure 3. Variables in a deformed sheet element.

The principal true strain distributions through the sheet thickness can be written as

ε1 = ln
r
ru

, ε2 = 0, ε3 = −ε1 (7)

where ru can be obtained from the material incompressibility condition of the sheet element:

l0 · t0 = (R + t/2) θ · t (8)

leading to

ru = (R + t/2) · t/t0 (9)

Substituting Equation (9) into Equation (7), the major strain can be expressed as a function of the
variables t and r, and the parameters t0 and R, as follows:

ε1 = ln
r

R + t/2
− ln

t
t0

(10)

We note that the major strain at the outer and inner sides of the sheet (ε1,out and ε1,in, as shown in
Figure 3) are given by Equation (10) by substituting r = R + t and r = R, respectively.

The distribution of principal stresses in the sheet thickness are obtained from the radial
equilibrium equation [17]:

r
dσ3

dr
= σ1 − σ3 (11)

Given that dε1 = dr/r from Equation (7), it is convenient to change the variable r for ε1 in
Equation (11) and write the radial equilibrium equation as

dσ3

dε1
= σ1 − σ3 (12)

The anisotropic non-quadratic yield criterion proposed by Hosford is assumed. This provides
simplified expressions for the equivalent stress and strain under plane-strain conditions (see
Appendix B):

σeq =
σ1 − σ3

C
(13)

εeq = C ε1 (14)

where C is a function of the anisotropic parameters of the material. For instance, if the longitudinal or
circumferential direction (axis 1) is aligned with the rolling direction of the sheet, C is given by
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C =

⎛⎜⎜⎜⎝
(1 + r0)

(
1 + r

1
a−1
90

)a−1

r0 +

(
1 + r

1
a−1
90

)a−1

⎞⎟⎟⎟⎠
1
a

(15)

A material behaviour following the Hollomon power law is assumed:

σY = K εn
eq (16)

Thus, setting σeq = σY and substituting Equations (13), (14) and (16) into Equation (12), the radial
equilibrium condition becomes

dσ3

dε1
= K′ εn

1 (17)

where K′ = K · Cn+1.
Integrating the differential Equation (17), being σ3,out = 0 at the outer surface of the sheet,

the distribution of σ3 through the sheet thickness is obtained as

σ3 = −K′ εn+1
1,out − εn+1

1

n + 1
(18)

The circumferential stress gradient through the sheet thickness can be now determined from
Equations (13), (14), (16) and (18) as

σ1 = K′
(

εn
1 −

εn+1
1,out − εn+1

1

n + 1

)
(19)

and its derivative is given by

dσ1

dε1
= K′

(
n εn−1

1 + εn
1

)
(20)

On the other hand, the yield stress is found from Equations (12)–(14) and (17) as

σY =
1
C

dσ3

dε1
=

K′

C
εn

1 (21)

Differentiating Equations (13) and (14) and combining with Equations (17) and (20), one obtains

dσY
dεeq

=
1

C2

(
dσ1

dε1
− dσ3

dε1

)
=

K′

C2 n εn−1
1 (22)

Finally, dividing the last two expressions, the non-dimensional strain-hardening function in
stretch-bending for a certain layer on the thickness is given by

1
σY

dσY
dεeq

=
n

C ε1
(23)

We note that this expression is equivalent to Equation (3) for in-plane stretching.

4. Maximum Force Criteria in Stretch-Bending

In this section, MFCs are generalised to stretch-bending conditions using the proposed
deformation model. The analysis focuses on reformulating the Hill and Aretz necking criteria for metal
sheets presented above.

The axial force (per unit of width) can be calculated as:
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f1 =

R+t∫
R

σ1 dr = σ1 · t (24)

where σ1 is the average major stress on thickness. Using the average strains ε1 and ε3 = −ε1 to
characterise the sheet deformation under plane-strain conditions, the derivative of the axial force is
given by

d f1

dt
= σ1 + t

dσ1

dt
= σ1 +

dσ1

dε3
= σ1 − dσ1

dε1
(25)

Thus, the Hill necking criterion (d f1 = 0) yields

1
σ1

dσ1

dε1
= 1 (26)

which in the actual formulation becomes

1
σY

dσY
dεeq

=
1
C

(27)

As can be seen, the right-hand side of Equation (27) is equal to the Hill criterion for in-plane
stretching under plane-strain conditions, given by setting β = 0 in Equation (3). We note that C = ρ in
this situation. However, the left-hand side needs to be averaged over the sheet thickness.

Similarly, the modification of the Hill criterion proposed by Aretz can be expressed as

1
σY

dσY
dεeq

=
n

C · FLD0
(28)

by introducing the correction factor n/FLD0.
Hereafter, the above necking models will be referred to as Hill-based MFC-SB (Equation (27))

and Aretz-based MFC-SB (Equation (28)), where SB stands for stretch-bending. Both criteria are
numerically evaluated using the deformation model described in Section 3.

Computational Implementation

In order to provide a self-contained document, some aspects of the computational implementation
are summarised in this section.

It is useful to use dimensionless parameters and variables in the deformation model. Thus, those
previously defined in Figure 3 become

τ =
t
t0

, ζ =
z
t

, κ =
R + t/2

t
=

τ

t0/R
+

1
2

(29)

where τ is the thickness reduction, ζ is the non-dimensional position of a layer measured from the
middle surface, κ is the relative curvature of the middle surface of the sheet, and t0/R is the bending
ratio. Using these variables, the major strain given by Equation (10) is expressed as

ε1 =
1 + κ ζ

τ
(30)

The Riemann integral is used to evaluate the average value of variables σY and εeq through the
sheet thickness, that is,

X = {σY, εeq}, X =

1/2∫
−1/2

X dζ =
1
N

N

∑
j=0

X, with ζ = −1
2
+

j
N

(31)
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where the function X is given by Equations (14) and (21), respectively.
As previously stated, the deformation model neglects the bending process that occurs in an earlier

stage of the stretch-bending operation and assumes that thickness reduction τ is the only variable.
Thus, the iterative calculation procedure consists of finding τ until a necking criterion is reached, for a
given value of the bending ratio t0/R. To avoid negative values of variables, the initial step assumes
that major strain is positive through the whole thickness. Because of the strain gradient, this condition
is always satisfied when ε1,in ≥ 0. In this limit, that is, ε1,in = 0, this leads to a thickness reduction:

τ0 =
R
t0

√
R

2 t0
− 1 (32)

At the end of every thickness decrement (Δτ < 0), the non-dimensional strain-hardening function
is calculated as

λ(i+1) =
1

σ
(i+1)
Y

Δσ
(i+1)
Y

Δε
(i+1)
eq

=
1

σ
(i+1)
Y

σ
(i+1)
Y − σ

(i)
Y

ε
(i+1)
eq − ε

(i)
eq

, i = {0, 1, 2...} (33)

where ε
(i+1)
eq and σ

(i+1)
Y are determined by Equation (31). Accordingly, the iterative procedure is

established as follows:

1. Compute ε
(0)
eq and σ

(0)
Y at initial stage, where τ(0) = τ0.

2. Compute the non-dimensional strain-hardening function λ(i+1) for τ(i+1) = τ(i) + Δτ.
3. If λ(i+1) ≤ 1/Z, then necking is attained; else repeat step 2.

Depending on the selected Hill- or Aretz-based MFC-SB criterion, Z is C or C · FLD0/n, respectively.
Typical values for discrete parameters are N = 100 and Δτ = −0.001.

5. Critical-Distance Rule for Necking

In a recent research work [11,18,19], the present authors developed a mesoscopic approach to
predict failure in stretch-bent sheets. The proposed necking model combines the concepts of CSR and
critical distance to predict the failure of the sheet. The model assumes that necking is controlled by the
development of damage in a certain material volume located at the inner side of the sheet. The size of
the critical volume is assumed to be a material constant, which can be related with the microstructure
of the material.

According to the above idea, the less-stressed material at the inner zone is responsible for
containing the plastic instability of the entire sheet thickness. In previous works, the sheet
failure was characterised in terms of principal strains [19] or principal stresses, which was more
appropriate to analyse non-proportional strain paths [11]. In both cases, the experimental data
were successfully analysed. Following the MFC concepts, in the present work, the use of the
non-dimensional strain-hardening function (left-hand side of Equation (1)) is proposed to assess
necking initiation under stretch-bending conditions.

Figure 4 shows schematically the evolution of the strain-hardening function through the sheet
thickness at the onset of necking. To rationalise the present model, the sheet can be assumed to be
formed by the superposition of layers or fibres in the thickness, all having the mechanical behaviour of
the base material. For a given layer located at a distance d measured from the inner side of the sheet,
a local stability index can be defined as

lsi(d) =

1
σY

dσY
dεeq

∣∣∣∣
d

1/Z
(34)

where 1/Z depends on the failure criteria; for example, in the case of using the Aretz approach, 1/Z is
n/(C · FLD0).

72



Metals 2017, 7, 469

Thus, layers exhibiting lsi less than unity are assumed to be layers that are not able to resist the
plastic instability of the sheet thickness. We note, from Figure 4, that this condition is first reached at
the upper side and propagates downwards in thickness during the forming process.

Otherwise, fibres having a lsi value greater than unity are considered to be fibres that contain the
plastic instability of the entire thickness. As can be seen, this material extends from the bottom layer to
a depth dcr, called here the critical distance, at which lsi takes the unit value. This material volume
prevents the sheet from necking.

According to the above description, the failure by necking of the sheet will occur when, at a certain
critical distance dcr from the inner side of the sheet, the local stability index becomes equal to the
unit value. As is discussed in the next section, the value of dcr is influenced only slightly by the
bending ratio in stretch-bending; thus it can be considered in practice a material property to be
determined experimentally.

This criterion is called here the critical-distance rule (CDR) by analogy to those previously
proposed in the literature, such as the MPR, CSR and convex-side rule (CxSR).

Figure 4. Critical-distance rule.

6. Practical Application and Discussion

This section evaluates the capability of the failure criteria described above to predict localised
necking under stretch-bending conditions. The experimental results analysed were found from the
literature and have already been used in a previous work [11].

Briefly, the experiments involved stretch-bending tests under plane-strain conditions using cylindrical
punches of different radii. The materials were 1008 AK steel, 70/30 brass, and 6010 aluminium,
from experimental work conducted by Tharrett and Stoughton [9,20], and 7075-O aluminium, from the
research carried out by Martínez-Donaire et al. [16]. All specimens failed in the zone in contact with the
punch, under simultaneous bending and streching conditions. The material properties are reported in
Table 1.

Table 1. Mechanical properties and material constants.

1008 AK Steel 70/30 Brass AA6010 AA7075-O

t0 (mm) 1.04 0.81 0.89 1.6
σ0 (MPa) 187.0 112.5 202.0 102.3
K (MPa) 556.8 809.1 543.9 400.3

n 0.24 0.50 0.24 0.25
r0 1.740 0.870 1.590 0.812
r90 1.800 0.730 1.760 1.317
a 6 8 8 8

FLD0 0.358 0.358 0.166 0.251

Figure 5 presents the experimental results provided in the mentioned references. Figure 5a–c
depicts the major strains measured on the convex side of the sheet ε1,out as a function of the current
bending ratio t/R. Instead, Figure 5d shows ε1,out versus the initial bending ratio t0/R. The cases for
which a visible neck was observed are represented as solid circles. Otherwise, open circles are used.
The values of FLD0 (see Table 1) are represented as solid stars.
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Figure 5. Influence of punch radius R on the formability of stretch-bent 1008 AK steel, 70/30 brass,
AA6010 and AA7075-O sheets.

Figure 5 also presents the strain paths predicted by the proposed stretch-bending deformation
model for the different punch radii R. As can be observed, these agree reasonably well with the
experimental results. The major differences are obtained by the largest values of t/R, and they may
be attributed to a potential indentation of the forming tool into the sheet thickness. In this situation,
the transverse shear stress cannot be neglected, and the plane-section assumption in the deformed
sheet element is no longer valid.

The shaded areas in Figure 5 and subsequent figures represent stretch-bending conditions for
which the material in the inner side of the sheet was shortened, that is, ε1,in ≤ 0. This situation inhibits
the onset of the plastic instability, giving way to the eventual development of failure by ductile fracture
at the outer side of the sheet. It should be noted that for 70/30 brass and 6010 aluminium sheets,
the authors observed the initiation of cracks before necking for the largest values of t/R. As can be
observed, this observation agreed very well with the model predictions.

The value of the strains at the outer sheet surface predicted by Hill- and Aretz-based MFC-SB
criteria at the onset of necking are represented in Figure 6. As can be seen, the Hill-based MFC-SB
criterion given by Equation (27) underestimated the experimental results for 1008 AK steel sheets,
whereas it overestimated these for 70/30 brass and 6010 aluminium sheets. Instead, the predictions of
the Aretz-based MFC-SB (28) agreed very well with the experimental results for all materials analysed,
except in general for the smallest punch radii.
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Figure 6. Necking predictions of the proposed maximum force criterion in stretch-bending (MFC-SB)
for stretch-bent 1008 AK steel, 70/30 brass, AA6010 and AA7075-O sheets.

It should be noted that both Hill- and Aretz-based MFC-SB criteria showed the same trend with
the bending ratio. The basic difference was that the Aretz-based approach had been calibrated to meet
the experimental FLD0 value.

To assess the proposed CDR criterion, the critical distance dcr on the sheet thickness was estimated
for the different materials. Figure 7a reproduces graphically the calculation procedure to obtain dcr

for 1008 AK steel sheets. Figure 7a (left) shows the gradient through the sheet thickness of the local
stability index based on the Aretz correction.

As can be seen, the distance d at which the lsi value becomes equal to 1 was smaller in the failed
specimen that in the successful specimen. This clearly indicates that the material volume resisting
the necking of the sheet was smaller in the former than in the latter. Figure 7a (right) depicts the
non-dimensional value d/t for a local stability index equal to 1 versus the bending ratio t0/R for all
tested specimens of 1008 AK steel. The almost horizontal line dividing successful tests from failures
determines the value of the critical distance, which here is dcr/t0 ≈ 0.3 for the steel sheets. We note
that the slight slope of the line is due to the material thickening as the sheet curvature increased.

In practice, it is enough to choose a few significant experimental data in the range of intermediate
or high values of t0/R to determine the critical distance. The following values were obtained for
the different materials: dcr/t0 ≈ 0.3 for 1008 AK steel and AA6010, dcr/t0 ≈ 0.4 for 70/30 brass and
dcr/t0 ≈ 0.5 for AA7075-O sheets.

Figure 7b shows the necking predictions of the CDR criterion along with the Aretz-based MFC-SB
discussed previously. In general, the CDR criterion improved the predictions over the whole range of
t0/R values. As can be seen, for low values of t0/R, the slight improvement led to excellent predictions
of experimental data of steel, brass and AA6010 sheets. However, for higher values of t0/R, the
enhancements of predictions was clearly more pronounced, particularly in aluminium sheets.
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Figure 7. Practical application of the proposed critical-distance rule (CDR) criterion. (a) Graphical
representation for the calibration of the CDR (Equation (34)) for 1008 AK steel sheets: (left) predictions
of the non-dimensional strain-hardening characteristic through the sheet thickness by Equation (23),
illustrated for the experimental data of a failed and a successful specimen; (right) graphical
determination of the critical distance as an almost horizontal line that separates failed from successful
tests. (b) Necking predictions of proposed Aretz-based maximum force criterion in stretch bending
(MFC-SB; Equation (28)) and CDR criterion (Equation (34)) for stretch-bent 1008 AK steel, 70/30 brass,
AA6010 and AA7075-O sheets.
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7. Conclusions

The maximum force principle has been analysed to predict necking under stretch-bending
conditions. Two kinds of failure criteria have been proposed, the first based on the generalisation of
traditional MFCs to stretch-bending and the other based on the concept of damage in a critical material
volume. The following conclusions can be drawn from this study:

• The strain-hardening function (dσY/dε)/σY used to propose both types of failure criteria seems
to control necking in both stretching and stretch-bending processes.

• The good results obtained by the proposed criteria are largely due to the calibration of the failure
models from the experimental FLD in the absence of bending. Although the Aretz proposal for
the modification of the Hill necking criterion under plane-strain conditions has been used in this
work, the procedure can be generalised to the whole range of strain conditions in the FLD.

• The necking predictions of the proposed Aretz-based MFC-SB agree reasonably well with the
experimental data. The lack of precision for high bending ratios seems to be related to the
predictions of the deformation model rather than to the failure model itself.

• The necking predictions of the proposed CDR criterion fit well with the experimental data and
improve those of the previous criterion over the whole range of t0/R values. To characterise the
failure, a local stability index and a critical distance, which depends on the material, have been
proposed. For the material analysed, the critical distance values range from 0.3 to 0.5. Although
more exhaustive research is required to relate the critical distance to the material properties,
this criterion can be easily implemented in the finite-element method.
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Abbreviations

The following abbreviations are used in this manuscript:

MFC Maximum force criterion (Considère’s criterion)
FLD Forming limit diagram
MFCs Maximum force criteria (Considère’s criterion and related extensions and modifications:

Swift, Hill, Hora, etc.)
MPR Mid-plane rule
CSR Concave-side rule
MFC-SB Maximum force criterion generalised to stretch-bending processes
CDR Critical-distance rule
lsi Local stability index
CxSR Convex-side rule

Appendix A. Hosford Yield Criterion under Plane-Stress Condition

Assuming that the directions of principal stress coincide with the symmetry axis, the non-quadratic
yield criterion proposed by Hosford for anisotropic materials [21] can be written as

r0(σ2 − σ3)
a + r90(σ3 − σ1)

a + r0 r90(σ1 − σ2)
a = r90(1 + r0)σ

a
eq (A1)

where r0 and r90 are the Lankford coefficients along the rolling (0◦) and transverse (90◦) directions,
respectively. This criterion reduces to the Hill quadratic yield criterion by setting a = 2. For isotropic
materials (r0 = r90 = 1), it reduces to the Mises yield criterion by setting a = 2 or a = 4, and to the
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Tresca criterion by setting a = 1 or a = ∞. The suggested values for the exponent are a = 6 for BCC
metals and a = 8 for FCC materials. The ratios of the plastic strain increments are found from the flow
rule as

dε1 : dε2 : dε3 =− r90(σ3 − σ1)
a−1 + r0 r90(σ1 − σ2)

a−1

: r0(σ2 − σ3)
a−1 − r0 r90(σ1 − σ2)

a−1

: −r0(σ2 − σ3)
a−1 + r90(σ3 − σ1)

a−1 (A2)

The equivalent strain increment can be found from the plastic work as

dεeq =
σ1 dε1 + σ2 dε2 + σ3 dε3

σeq
(A3)

Under plane-stress conditions through the sheet thickness (σ3 = 0), it is usual to express the stress
and strain increments by using the parameters α = σ2/σ1, β = dε2/dε1, ϕ = σeq/σ1, and ρ = dεeq/dε1.
Thus, the equivalent stress and strain increments are given by the following [22]:

σeq = ϕ σ1 =

(
r90 + r0 αa + r0 r90(1 − α)a

r90(1 + r0)

) 1
a

σ1 (A4)

dεeq = ρ dε1 =
1 + α β

ϕ
dε1 (A5)

From the flow rule,

1 : β : −(1 + β) = 1 + r0(1 − α)a−1 :
r0

r90
αa−1 − r0(1 − α)a−1 : − r0

r90
αa−1 − 1 (A6)

the following relation between β and α is established:

β =
r0 αa−1 − r0 r90(1 − α)a−1

r90 + r0 r90(1 − α)a−1 (A7)

In the case of plane-strain conditions (β = 0), the α and ϕ parameters are simplified to

α =
r

1
a−1
90

1 + r
1

a−1
90

(A8)

ϕ =
1
ρ
=

⎛⎜⎜⎜⎝
r0 +

(
1 + r

1
a−1
90

)a−1

(1 + r0)

(
1 + r

1
a−1
90

)a−1

⎞⎟⎟⎟⎠
1
a

(A9)

As a check, particularising the above expression for Mises plasticity in plane stress, that is, by
setting r0 = r90 = 1 and a = 2, the parameters α, β, ϕ and ρ yield

α =
2β + 1
β + 2

, β =
2α − 1
2 − α

, ϕ =
√

1 − α + α2, ρ =
2√
3

√
1 + β + β2 (A10)

Appendix B. Hosford Yield Criterion under Plane-Strain Condition

This following formulation is used to analyse the stretch-bending deformation model proposed
in this paper. We consider a stretch-bent sheet in the rolling direction under plane-strain conditions
(dε2 = 0) as represented in Figure A1a. From the flow rule given in Equation (A2), the stress in
direction 2 is found as
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σ2 =
r

1
a−1
90 σ1 + σ3

r
1

a−1
90 + 1

(A11)

1

32

RD

1

3

2RD

(a) (b)

Figure A1. Stretch-bent metal sheet under plane-strain deformation: (a) dε2 = 0; (b) dε1 = 0.

Substituting σ2 into Equation (A1), the equivalent stress reduces to

σeq =
σ1 − σ3

C
(A12)

where C is found from the anisotropy parameters as

C =

⎛⎜⎜⎜⎝
(1 + r0)

(
1 + r

1
a−1
90

)a−1

r0 +

(
1 + r

1
a−1
90

)a−1

⎞⎟⎟⎟⎠
1
a

(A13)

We note that the above expression matches ρ = 1 in Equation (A9) for plane-stress conditions.
Setting dε2 = 0 in Equation (A3), the equivalent strain increment is expressed as

dεeq =
(σ1 − σ3) dε1

σeq
= C dε1 (A14)

Similarly, we consider a sheet stretch-bent in the transverse direction under plane-strain conditions
(dε1 = 0), as represented in Figure A1b. Following the same procedure as before, the corresponding
Equations (A12) and (A13) are now given by

σ2 − σ3

σeq
=

⎛⎜⎜⎜⎝
(

1 + r
1

a−1
0

)a−1
(r90 + r90/r0)(

1 + r
1

a−1
0

)a−1
+ r90

⎞⎟⎟⎟⎠
1
a

(A15)

As a check, by particularising Equations (A13) and (A15) for Hill plasticity in plane stress, that is,
by setting a = 2, one obtains the following [23]:

σ1 − σ3

σeq
=

√
(1 + r0)(1 + r90)

1 + r0 + r90
(A16)

σ2 − σ3

σeq
=

√
(1 + r0)(r90 + r90/r0)

1 + r0 + r90
(A17)
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Abstract: Advanced high-strength steels (AHSSs) exhibit large, and sometimes anisotropic,
springback recovery after forming. Accurate description of the anisotropic elasto-plastic behaviour
of sheet metals is critical for predicting their anisotropic springback behaviour. For some materials,
the initial anisotropy is maintained while hardening progresses. However, for other materials,
anisotropy changes with hardening. In this work, to account for the evolution of anisotropy of a
dual-phase steel, an elastoplastic material constitutive model is developed. In particular, the combined
isotropic–kinematic hardening model was modified. Tensile loading–unloading, uniaxial and biaxial
tension, and tension–compression tests were conducted along the rolling, diagonal, and transverse
directions to measure the anisotropic properties, and the parameters of the proposed constitutive
model were determined. For validation, the proposed model was applied to a U-bending process,
and the measured springback angles were compared to the predicted ones.

Keywords: anisotropy; combined isotropic–kinematic hardening; dual-phase steel

1. Introduction

Weight reduction, in order to improve fuel efficiency and meet CO2 regulations for addressing
global warming while maintaining safety regulations, is an important issue in automotive
manufacturing [1,2]. In this work, we investigate the application of advanced high-strength steels
(AHSSs), with good strength and formability, in automotive parts. The demand for automotive parts
made of AHSSs is based on their excellent impact resistance, which is an asset for the reinforcement
of the car body structure, and which depends on their high strength [3–7]. However, along with
their high strength and low thickness, the AHSSs exhibit anisotropic properties and large springback
recovery after forming [8,9]. The higher their strength and the thinner the sheet metals, the greater the
tendency for anisotropy and springback to occur [10,11]. For some metals, the anisotropy of a material
follows a tendency determined at the initial yielding, which does not change as hardening progresses.
However, in several cases of materials in which the anisotropic tendency changes according to the
hardening progress, there is a restriction to express the phenomenon of anisotropic springback problem
with a yield function and the conventional hardening rules. Therefore, the accurate description of
the anisotropic elasto-plastic behaviour of sheet metals is critical for predicting their anisotropic
springback behaviour.

To predict springback accurately, it is important to use sophisticated elastic material
models [12–15]. A constant elastic modulus is widely used, but it is not suitable for representing
anisotropic and nonlinear unloading behaviour. Lems [16] investigated a change in the elastic modulus

Metals 2017, 7, 480; doi:10.3390/met7110480 www.mdpi.com/journal/metals81
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following the plastic strain at low temperature and its recovery. Morestin and Boivin [17] proved
that the variation in the elastic modulus following a plastic strain allows better numerical analysis
of the elasto-plastic phenomenon in the case of the springback problem. Steels, for example, have a
reduction of up to 20–30% of their initial elastic modulus (E0), while for aluminium alloys, in general,
the reduction is 20%. The chord modulus model [18] represents a changing elastic modulus behaviour
according to the hardening progress by reducing the elastic modulus with the increase in equivalent
plastic strain. This model can improve the accuracy in springback prediction, because it is effective
in expressing the reduction phenomenon and is computationally efficient. Its disadvantage is that
a nonlinear stress–strain response cannot be captured. As a result, the stress–strain description is
accurate only when fully loaded. In the quasi-plastic-elastic (QPE) model proposed by Sun and
Wagoner [19], the elastic modulus is maintained as the initial value until reaching a certain level
of stress based on the QPE rules, and then, the elastic modulus, according to the strain amount, is
nonlinearly reduced until reaching the next plastic behaviour.

The springback predictions are also sensitive to yield functions for materials having highly
anisotropic properties [20–22]. The Yld2000-2d yield function [23] is widely used in sheet metal
forming simulations. The Bauschinger effect is usually described by introducing back stresses, as in
the Armstrong-Frederick hardening rule [24]. To account for the nonlinear hardening and changing
anisotropic tendency, variable parameters and tensors have been introduced into the back stress
evolution rule [25,26]. Recently, the homogeneous yield function-based anisotropic hardening (HAH)
model [27] was proposed, wherein the plastic behaviour of a metallic material subjected to multiple or
continuous strain path changes is described using a collapse of the yield function. A fluctuating term
of the HAH model, along with phenomenological or dislocation density-based hardening equations,
can depict an anisotropic hardening according to the change in various strain paths [28–30].

The dual-phase (DP) steels studied in this work are generally subjected to intercritical annealing
of cold rolled strips followed by quenching and as a result, they have a microstructure consisting of a
ferritic matrix and a martensitic islands [31]. The quenching converts the ferrite-mixed austenite phase
to martensite, leading to a ferrite–martensite two-phase system. The complex microstructure of DP
steels may cause complicated behaviour upon changes in loading paths.

In this work, to account for the evolution of anisotropy in a DP steel, an elastoplastic material
constitutive model is developed. In particular, the combined isotropic–kinematic hardening model
was modified. Tensile loading–unloading, uniaxial and biaxial tension, and tension–compression tests
were conducted along the rolling (RD), diagonal (DD), and transverse (TD) directions to measure
the anisotropic properties, and the parameters of the proposed constitutive model were determined.
For validation, the proposed model was applied to a U-bending process, and the measured and
predicted springback angles were compared.

2. Constitutive Equations

2.1. Elasticity

A stress-strain relationship of a material under a non-yielding condition may be expressed by the
generalised Hooke’s law [32]:

σ = Cεe (1)

where εe is elastic strain, σ is Cauchy stress, and C is the stiffness matrix. Under the plane stress
condition and with the isotropic elasticity, Equation (1) may be rewritten in the matrix form as [32]:⎡⎢⎣ σ11

σ22

σ12

⎤⎥⎦ =
1

1 − ν2

⎡⎢⎣ E νE 0
νE E 0
0 0 G

(
1 − ν2)

⎤⎥⎦
⎡⎢⎣ εe

11
εe

22
εe

12

⎤⎥⎦ (2)
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where E is the Young’s modulus, G is the shear modulus, and ν is the Poisson’s ratio. The Young’s
modulus can be express by various elastic material models, as shown in Figure 1. The constant
modulus model underestimates the elastic recovery, whereas the chord modulus model overestimates
it. The QPE model [19] can depict the elastic unloading behaviour by introducing a QPE function and
its nonlinear evolution. In the QPE model, the elastic modulus is given by:

E = E0 − E1

[
1 − exp

(
−b

∫
||dε− dεp||

)]
(3)

where E0 is the initial elastic modulus and E1 and b are material parameters determined by
loading–unloading tests. dε and dεp are, respectively, increment of total strain and plastic strain.
In the QPE model, the QPE surface is defined where the constant elastic modulus is used:

f1 = φ1(σ−α∗)− R = 0 (4)

where f1, α∗, and R are the QPE function, its center, and the size of the QPE function, respectively.
The size of the QPE function is assumed constant in this work. In the QPE mode, the stress is located
outside of f1 and inside of f.

Figure 1. Schematic comparison of the elastic material models during unloading.

2.2. Yield Criterion

The Yld2000-2d yield function [23], f, composed of two functions, φ′ and φ′′ , was used to account
for the anisotropic yielding

f (σ) =
φ′ + φ′′

2
= σm (5)

where σ is the stress, σ is the effective stress, and m is the yield function exponent. The details of the
yield function are given in Appendix A.

2.3. Hardening Law

The back stress, α, is introduced to account for the Bauschinger effect in the Armstrong-Frederick
hardening model [24]:

f (σ−α)− σm
iso = 0 (6)

where the yield function size of the isotropic hardening law of Voce type [33], σiso, is given by:

σiso = σ0 + Q(1 − exp(−bε)) (7)

where σ0, Q, and b are material parameters. The yield function is an m-th order homogeneous function,
whose size is decided by the equivalent plastic strain ε. Yielding occurs when the yield function equals
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its size. In the Armstrong–Frederick hardening model, the increment in the back stress is composed of
two terms:

dα = dα1 − dα2 = C
(σ−α)

σiso
dε − γαdε (8)

where C and γ are material parameters. The second term of the furthest right side of Equation (8)
is called a recall term, which is introduced by expressing the transient behaviour of the gradually
disappearing memory of the material when subjected to a rapid change in the stress. The hardening
rate increases if C of the first term increases and non-linear hardening appears when γ increases under
a reverse loading condition.

Chung et al. [25] proposed a back stress evolution rule, where C and γ are functions of the
equivalent plastic strain, for expressing general hardening behaviour. In this paper, C and γ were
expressed as:

C(ε) = C1 + C2 exp(−C3ε) (9)

γ(ε) = γ1 + γ2 exp(−γ3ε) (10)

where C1, C2, C3, γ1, γ2, and γ3 are material parameters.
To account for the anisotropic evolution of back stress [26], the back stress evolution rule was

modified as:

dα = dα1 − dα2 = Γ1C
(σ−α)

σiso
dε − Γ2γαdε (11)

where Γ1 and Γ2 are 3 × 3 diagonal tensors given by:

Γ1 =

⎡⎢⎣ 1 0 0
0 Γ1,22 0
0 0 Γ1,12

⎤⎥⎦ (12)

Γ2 =

⎡⎢⎣ 1 0 0
0 Γ2,22 0
0 0 Γ2,12

⎤⎥⎦ (13)

This model is denoted as ‘the hardening model with anisotropic evolution’. If the back stress
evolves isotropically (Γ1,22 = Γ1,12 = Γ2,22 = Γ2,12 = 1), it is denoted as ‘the hardening model with the
isotropic evolution’.

3. Experiments

A dual-phase steel with tensile strength of 980 MPa and thickness of 1.1 mm (DP980) was used
for the mechanical and U-bending tests. The uniaxial tension, uniaxial tensile loading–unloading,
and biaxial tension tests were conducted to determine the material parameters of the QPE model and
the Yld2000-2d yield function. The hardening parameters of the isotropic and anisotropic evolution
models were obtained from the tension–compression tests. The U-bending test was conducted to
evaluate the effect of the anisotropic evolution on springback.

3.1. Uniaxial Tensile and Loading–Unloading Tests

The uniaxial tensile and loading–unloading tests were carried out using a universal testing
machine. The ASTM E8 standard size specimens were manufactured by wire electrodischarge
machining. The effect of the coupon manufacturing methods on tensile properties were discussed
elsewhere [34]. The uniaxial tensile tests were conducted for the RD, DD, and TD, as shown in
Figure 2a. The loading–unloading tests were conducted for pre-strains of 3, 5, and 7% in the RD, as
shown in Figure 2b. The material properties were obtained following the standard test methods ASTM
E8 (Standard Test Method for Tension Testing of Metallic Materials) and E517 (Standard Test Method
for Plastic Strain Ratio r for Sheet Metal), as listed in Table 1.
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Figure 2. Engineering stress–strain curves of (a) uniaxial tensile and (b) loading–unloading tests.

Table 1. Uniaxial tensile properties of DP980.

Direction Young’s Modulus [GPa] Yield Strength [MPa] r-Value Tensile Strength [MPa] Elonagtion [%]

RD 202.2 618.1 0.757 1014.1 15.6
DD 206.1 610.7 0.851 1015.6 16.4
TD 208.8 626.7 0.856 1021.9 14.0

The parameters of the QPE model were derived from the loading–unloading data, as listed in
Table 2.

Table 2. Parameters of the QPE model.

E0 [GPa] E1 [GPa] b R [MPa]

205.8 105.7 345 300

3.2. Biaxial Tensile Test

The balanced biaxial (BB) tensile test was carried out using a biaxial tensile tester [35] with a
cruciform specimen, as shown in Figure 3. A constant loading rate of 9.8 kN/min was used. The plastic
strain ratio in balanced biaxial tension rb was obtained. The results of the balanced biaxial tension are
shown in Figure 4 and listed in Table 3.

(a) (b) 

Figure 3. Biaxial tensile test: (a) biaxial tensile tester; (b) cruciform specimen.
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Figure 4. Engineering stress–strain curves of the biaxial tension.

Table 3. Balanced biaxial tensile properties of DP980.

Elastic Modulus [GPa] Yield Strength [MPa] rb

297.0 601.9 0.915

The Yld2000-2d parameters were obtained using the data in Tables 1 and 3, as listed in Table 4.
The variation of the yield strength and the comparison of the initial yield criteria of the von-Mises and
Yld2000-2d yield functions are shown in Figure 5.

Table 4. Parameters of the anisotropic Yld2000-2d yield function.

m α1 α2 α3 α4 α5 α6 α7 α8

6 0.978 0.978 1.049 1.008 1.026 1.044 0.998 1.023
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Figure 5. (a) Variation of yield strength and (b) initial yield criteria.

3.3. Tension-Compression Test

In order to investigate the anisotropic evolution of hardening, tension–compression tests were
carried out in the three material directions using a tension–compression tester, as shown in Figure 6.
In the tension-compression test, the sheet specimen is placed between the comb-shaped anti-buckling
fixtures. Buckling of the sheet metals, which may occur during compression, is suppressed by the
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hydraulic force acting perpendicular to the sheet plane through the comb-shaped fixtures. Details of
the tension-compression test can be found elsewhere [36]. In the tension-compression tests, the tension
by a strain of 7% was followed by the compression to a strain of −7%. The true stress-accumulated
plastic strain curves can be divided into three stages, as shown in Figure 7. In stage A, where hardening
hardly progresses, the anisotropic tendency of yielding matches the initial yield strength trend in
Figure 5a. The curves of RD and TD become similar in stage B, and the flow stress of RD becomes
larger than that of TD in stage C where the initial anisotropic tendency is reversed. The change in
anisotropic tendency is illustrated in Figure 8.

(a) (b)

Figure 6. The tension–compression test: (a) tension–compression tester; (b) specimen.

Figure 7. Absolute true stress–accumulated plastic strain curves of the tension-compression tests.
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Figure 8. Variation of anisotropy according to the hardening progress.

The hardening model parameters were obtained from the tension–compression data by
optimisation using the fminsearch function of the MATLAB program, as listed in Table 5. The MATLAB
function finds parameters that minimise the error function value using the Nelder–Mead method [37].
After calculating a residual by performing a finite element (FE) analysis using an estimated
value, the fminsearch function calculates the updated parameter values and repeats the FE analysis.
This process is repeated until no further reduction in residual is achieved. In the case of the hardening
model with isotropic hardening, it was optimised only for the rolling direction data.

Table 5. Parameters of hardening models with isotropic and anisotropic evolution.

Hardening Model with Isotropic Evolution

σ0 [MPa] Q [MPa] b C1 [MPa] C1 [MPa] C1 γ1 γ2 γ3
583.9 409.7 3.861 17,896 26,144 9.537 34.74 80.27 6.551

Hardening Model with Anisotropic Evolution

σ0 [MPa] Q [MPa] b C1 [MPa] C1 [MPa] C1 γ1 γ2 γ3
583.9 409.7 3.861 17,896 26,144 9.537 34.74 80.27 6.551
Γ1,22 Γ1,12 Γ2,22 Γ2,12
0.948 0.975 1.014 0.940

In Figure 9, the tension-compression curves in the three material directions were compared.
In the case of the isotropic evolution, it follows the initial trend of anisotropy determined by the yield
function. However, in the case of the anisotropic evolution, the anisotropic tendency is changed during
reverse loading. The errors of fit of the tension–compression curves predicted by the isotropic and
anisotropic evolution models are compared in Figure 10. The error of fit in the RD value is similar
because the parameters of the isotropic model were obtained from the RD data. However, the errors in
the DD and TD are smaller for the anisotropic models.

(a)

Figure 9. Cont.
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(b)

Figure 9. True stress–strain curves under tension–compression calculated by the hardening models
with (a) isotropic evolution and (b) anisotropic evolution.
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Figure 10. Errors of fit of the isotropic and anisotropic evolution models.

4. Application

U-bending tests were conducted using specimens with size of 300 × 30 × 1.1 mm3 for the three
material directions. The experiments were performed using a servo-press. The dimensions of the test
are shown in Figure 11a. The holding force was linearly increased from 5.65 kN to 7.92 kN from the
beginning to the end of the punch stroke. The specimens before and after forming and springback are
shown in Figure 12a.

(a) 
 

(b) 

Figure 11. U-bending test: (a) dimensions and (b) finite element model.

89



Metals 2017, 7, 480

 

 
(a) (b)

Figure 12. (a) Specimens of the U-bending test and (b) measures of springback (ρ, θ1, and θ2).

Simulations of the U-bending process were carried out using the commercial finite element
software Abaqus/Standard, as shown in Figure 11b. Four-node shell elements with reduced integration
(S4R) were used with an element size of 0.5 mm. The number of integration points through the thickness
was seven. The coefficient of friction was assumed as 0.12. The deformation of the tools may affect
the U-bending test results significantly [38]. However, for simplicity, the punch, die, and holder were
assumed as rigid bodies in this work.

The measured and calculated shapes of the specimens after springback are compared for the
three material directions in Figure 13. The predicted shapes showed good agreements with the
measurements in RD, while there are some differences in DD and TD. The predictions with the
isotropic and anisotropic evolution showed little differences for RD because the material parameters
of the isotropic evolution model were fitted for RD. However, the predictions with the isotropic and
anisotropic evolution showed differences in TD, although the amount of the difference is small.

In order to evaluate the springback quantitatively, three measures of springback (ρ, θ1, and θ2),
defined in Figure 12b, were taken from the specimen geometry, as shown in Figure 14. The predictions
with the isotropic and anisotropic evolution showed little differences in the U-bending shape of the
RD and DD specimens. For the TD specimens, the predictions with the anisotropic evolution showed
better agreements with the measurements. This is because the anisotropic hardening evolution rule
reduces the error when representing the stress-strain behaviour in directions other than RD. In the
case of the isotropic evolution model, the initial yielding anisotropic tendency of the yield function
is maintained in the springback result of U-bending. However, the initial anisotropic tendency was
changed during deformation, as shown in Figure 8. In the case of the anisotropic evolution model,
the evolving anisotropy tendency is represented, which is more similar to the measurements.
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Figure 13. Intermediate shape after the springback for verification of difference between hardening
models with isotropic and anisotropic evolution.
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Figure 14. Comparison of the measured and calculated springback measures: (a) curvature ρ;
(b) springback angle θ1; (c) springback angle θ2.

5. Conclusions

To account for the evolution of anisotropy of a dual-phase steel, an elastoplastic material
constitutive model is developed by modifying the combined isotropic-kinematic hardening model.
The tensile loading–unloading, uniaxial and biaxial tension, and tension–compression tests were
conducted along the rolling, diagonal, and transverse directions to measure the anisotropic properties,
and the parameters of the proposed constitutive model were determined. For validation, the proposed
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model was applied to a U-bending process, and the measured and predicted springback angles were
compared. The following conclusions were drawn:

• The dual-phase steel studied in this work exhibited a change in the anisotropic properties
during deformation.

• The hardening model with the anisotropic evolution successfully captured the evolution of the
angular variation of anisotropic properties.

• Using the hardening model with anisotropic evolution, it was possible to accurately predict the
springback in different directions.
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Appendix A

The Yld2000-2d yield function [6] has eight parameters (α1–8) that require eight mechanical
properties (σ0, σ45, σ90, σb, r0, r45, r90, rb). The m value is suggested as six for BCC and eight for FCC
metal. In Equation (4), the yield function is given by a combination of two functions:

φ′ =
∣∣X′

1 − X′
2
∣∣m (A1)

φ′′ =
∣∣2X′′

2 + X′′
1

∣∣m
+

∣∣2X′′
1 + X′′

2

∣∣m (A2)

where the X′
i and X′′

i are principal values of the tensor X′ and X′′ , respectively, which are expressed by
the product of the anisotropic components (Cij or Lij) and stress components (sij or σij).
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Abstract: Springback in multi-point dieless forming (MDF) is a common problem because of the
small deformation and blank holder free boundary condition. Numerical simulations are widely
used in sheet metal forming to predict the springback. However, the computational time in using the
numerical tools is time costly to find the optimal process parameters value. This study proposes radial
basis function (RBF) to replace the numerical simulation model by using statistical analyses that are
based on a design of experiment (DOE). Punch holding time, blank thickness, and curvature radius
are chosen as effective process parameters for determining the springback. The Latin hypercube DOE
method facilitates statistical analyses and the extraction of a prediction model in the experimental
process parameter domain. Finite element (FE) simulation model is conducted in the ABAQUS
commercial software to generate the springback responses of the training and testing samples.
The genetic algorithm is applied to find the optimal value for reducing and compensating the induced
springback for the different blank thicknesses using the developed RBF prediction model. Finally,
the RBF numerical result is verified by comparing with the FE simulation result of the optimal process
parameters and both results show that the springback is almost negligible from the target shape.

Keywords: multi-point dieless forming; springback reduction; springback compensation; radial
basis function

1. Introduction

Springback is a common and critical existence in sheet metal forming processes, which is caused by
the elastic redistribution of the internal stresses after unloading of the external forces. Since multi-point
dieless forming (MDF) is only a multi-curvature bending and small deformation, the tendency of
inducing springback is high. Springback prediction using finite element (FE) simulation is familiar for
any types of forming processes.

Previous researchers are investigated and proposed some techniques to compensate and reduce
springback on MDF using numerical simulation and physical experiment, such as, Li et al. [1]
proposed the multi-step forming to reduce the unloading springback on multi-point forming using
numerical simulation. Hwang et al. [2] introduced the springback adjustment for multi-point forming
of thick plate in shipbuilding using FE analysis and the iterative displacement adjustment algorithm.
Shim et al. [3] investigates the tension force on MDF stretch forming process of aluminum alloy
sheet to reduce the induced springback using FE simulation. However, using only FE simulation to
compensate the machine tool geometry or any design or process parameters is computationally
expensive. To overcome this problem, this study proposed surrogate modeling to replace the
computational expensive FE simulation as a function of target curvature radius, blank thickness,
and punch holding time (stress relief period) after the final displacement of the punch.
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The application of surrogate modeling on sheet metal forming were investigated by different
researchers, for instance, Liu and Liang [4] proposed a fuzzy genetic algorithm to compensate for
springback of multi-curvature forming. Zhang et al. [5] introduced an algorithm to compensate
springback by modifying the double curved plate. Kitayama and Yoshioka [6] proposed a springback
reduction technique with the control of punch speed and blank holder force through sequential
approximate optimization using the radial basis function (RBF) network. Behera et al. [7] proposed
a solution to improve the accuracy of single point incremental sheet forming by using multivariate
adaptive regression splines as an error prediction tool to generate continuous error response surfaces
for individual features and feature combinations. In order to reduce springback effects after forming,
Li [8] also deals with the variable of blank holder force using the least square support vector regression
by establishing the adaptive metamodeling optimization system. Khada and El-Morsy [9] applied
Kriging metamodel to predict the springback in the air bending process with process parameters of
blank material and geometry. Hassen et al. [10] investigates the springback for deep drawing process
using the parameters of blank holding force and friction coefficient as a function of time. In this
study, the sensitivity analyses of the finite element simulation result were investigated by applying
a statistical method. The influence of the parameter variation also analyzed using a sequential
screening experiment by applying a piecewise constant function. Karaağaç [11] carried experimental
investigation to evaluate the process parameters of bending pressure, bending die angle, punch holding
time, and the rubber membrane thickness effect on springback in V-bending using the flexforming
process, and he also used the fuzzy logic system to estimate the springback effect. In [12,13] also
investigated the influence of punch holding time and other process parameters for V-bending dies.
In addition, different researchers [14–16] have applied the surrogate model to investigate springback
with a consideration of different process parameters. However, these techniques were applied to single
die forming, and most of the study used blank holder to reduce the induced springback; so this study
investigates springback for blank holder free boundary condition of the MDF process to fill the gap.

This study proposes process optimization along with surrogate modeling with the aim of reducing
and compensating springback in the forming of AA3003-H14 aluminum alloy sheet of saddle shape by
MDF with consideration of three influencing parameters: curvature radius, blank thickness, and punch
holding time. To construct the model, first, the study chose Latin hyper cube design of experiment
(DOE) method for training and random sampling for testing. The Latin hypercube DOE method
facilitates the statistical analyses and the extraction of a prediction model. FE simulation is applied
using ABAQUS commercial software (ABAQUS 6.12, Dassault Systèmes Simulia Corp., Providence,
RI, USA) to generate the training and testing sample data responses. After obtaining the training
sample responses from the numerical simulation, different prediction model has been applied such as
regression model, Ordinary and Blind Kriging, and RBF. The R2 and roots mean square error (RMSE)
numerical validation of the testing data, which has the same number of the training sample shown
RBF is more acceptable than the others. Then, the study used the prediction model to apply the
genetic algorithm (GA) in MATLAB to determine the global optimal parameter's value. First, the study
found the optimal value of punch holding time to reduce the spring back for different blank thickness.
Second, the proper curvature radius value is determined to compensate the induced springback
for 800 mm target curvature radius at a different blank thickness. Finally, the FE simulation result
of the optimization process parameters shows that the springback is almost negligible from the
target geometry.

The rest of the paper is organized as follows. Section 2 discusses the data acquisition methods,
using FE methods it includes the geometry, material, and numerical simulation model, in addition,
the defect quantification method is also discussed. Section 3 describes the process parameters, sampling
technique, formulation of the RBF, and finally the numerical model verification is discussed to validate
the developed prediction model. Section 4 presents the optimal process parameter result to compensate
the induced springback for the given target shape.
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2. Finite Element Modeling

2.1. Geometry Model

The study investigates the MDF springback effect on the rectangular saddle shape, which
is shown in Figure 1a. The general equation of the saddle geometry is obtained from:

Z(x, y) =
√

R2
y − y2 −√

R2
x − x2 where x, y and z are the Cartesian coordinates, Rx is the radius

curvature along the x-axis and Ry is the radius curvature along the y-axis.
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Figure 1. Saddle shape geometry model on multi-point dieless forming (MDF): (a) Target shape;
(b) Punch placement in a two-dimensional view; (c) Positions of the lower and upper Radii trace curve
(RTC) radii center traced surfaces.

The MDF target surface is generated using the discrete punches element, which has the m number
of punches along the x-axis and n number of punches along the y-axis. To construct the target saddle
shape in MDF, the lower and the upper punch matrices are placed using Equations (1) and (2),
respectively [9].

ZL(xij, yij) =
√
(RL

y )
2 − y2

ij −
√
(RL

x )
2 − x2

ij, (1)

ZU(xij, yij) =

√
(RU

y )
2 − y2

ij −
√
(RU

x )
2 − x2

ij, (2)

where 0 < i < m; 0 < j < n; m and n are the number of punches along the x- and y-axes, respectively; RL
x

and RL
y are the curvature radii of the lower punch-tip radius center traced surface along the x- and

y-axes, respectively; RU
x and RU

y are the curvature radii of the upper punch-tip radius center traced
surface along the x- and y-axes, respectively. Figure 1b shows the punch placement in a 2-dimensional
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view and Figure 1c shows the positions of the lower and upper RTC radii center traced surfaces,
which is obtained using Equations (1) and (2), respectively.

2.2. Material Model

AA3003-H14 aluminum alloy sheet metal blank is used to investigate the springback effect on
MDF. The material properties are taken from our previous study [17], which is also mentioned in Table 1.
Since the MDF process is a small deformation, the study treated the sheet material as an isotropic
property, in addition, here, the MDF process is not subjected to cyclic loading so that the study chose
isotropic hardening instead of kinematic hardening. Swift strain hardening model is adopted for the
material modeling which is σ = K(ε0 + ε)n for σ ≥ σy, where K is the strength coefficient, ε is the true
strain value, ε0 is the pre-strain constant, and n is the strain hardening exponent.

Table 1. Material properties of AA3003-H14.

Properties Value Unit

Young’s Modulus (E) 70.1 GPa
Poison ratio (ν) 0.33 N/A

Density (ρ) 2700 kg/m2

Yield stress (σy) 152.2 MPa
Strength Coefficient (K) 192.7 MPa

Strain hardening exponent (n) 0.0394 N/A
Pre-strain constant (ε0) 2.51 × 10−3 N/A

For elastic cushion, polyurethane material with a hardness of shore 90A is chosen. Mooney-Rivlin
hyperplastic modeling is employed for the simulation model, the model equation is given as:

U = C10(I1 − 3) + C01(I2 − 3) , (3)

where U is the strain energy per unit of initial volume, I1 and I2 are the first and the second deviatoric
strain invariants, respectively, and C10 and C01 are the material constants. The martial constants are
taken from the previous study [18], which are C01 = 0.6606 and C10 = −0.0057.

2.3. Simulation Model

Both explicit and implicit schemes have been used in ABAQUS commercial software to solve
a challenging MDF sheet metal forming process that involves a high amount of springback. First,
the explicit FE formulation was used to solve the MDF loading process, because the model is highly
discontinuous process due to the geometry complexity, material property, and discrete punch element,
so the quadratic convergence may be lost, and it may require a larger time increment than the explicit
method and several iterations to obtain a solution within the prescribed tolerances.

While the loading process is conducted, a deformable blank sheet was brought into contact
with a pair of deformable elastic cushions and the cushion also in contact with the rigid upper and
lower discrete punch elements. The contact friction coefficient between the blank and elastic cushion,
and elastic cushion and punch is considered as 0.1 [19]. Blank sheet and elastic cushions are meshed
using C3D8R solid element and R3D4 shell element is also used for the rigid punch element. To reduce
the computational time, as shown in Figure 2, the symmetrical condition is considered. For x-symmetry,
the translational displacement in the x-direction, and rotational in y-direction and z-direction were
set to zero (Ux = URy = URz = 0), and under y-symmetry, translational displacement in y-direction,
and rotation in x-direction and z-direction were set to zero (Uy = URx = URz = 0). After the completion
of the loading process using explicit analysis, the deformed shape, strains, and stresses within the blank
elements were transferred into the implicit analysis for unloading process. This was accomplished by
creating a database file that updated the geometry and stress-strain history of the implicit elements
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to match the final explicit solution. During the implicit analysis, the punches and elastic cushions
were removed from the model and valid boundary conditions were employed to the sheet blank to
restrain rigid body motion. As shown in Figure 3, the displacement in y-axis (U2) at the center of
the nodes are fixed, and the X-symmetric and Z-symmetric are also imposed, as shown in the figure.
Finally, the implicit analysis was exploited to determine the succeeding springback displacement in
the deformed blank that occurred after the forming load was removed. The FE simulation model was
experimentally validated in our previous study [17,18].

Figure 2. Finite element model for saddle shape.

Figure 3. Simulation result before springback and the setup for implicit analysis.

2.4. Defect Quantification

The main objective of the study is investigating the process parameters to compensate for the
springback for the given target shape. The study also tried to reduce the induced springback for
a different blank thickness. As shown in Figure 4, a numerical simulation was conducted with
the process parameters of target curvature radius 800 mm, blank cross-section 320 mm × 320 mm,
blank thickness 2 mm, punch width 40 mm, punch-tip radius 30 mm, elastic cushion thickness 16 mm,
punch displacement (elastic cushion compressive strain ratio) 6%, and the punch holding time is 0 s.
As shown in the figure, the springback is observed from nodal displacement distribution before and
after unloading of the punch load. The study used the maximum deviation of the vertical displacement
U2 from the expected target shape to quantify the springback responses of the numerical simulation
result. The equation is given as:

f (u) = max
1<i<N

(∣∣∣ui
t − ui

d

∣∣∣), (4)

where N is the number of nodes, ui
t and ui

d is the nodal displacement at the ith node of the target and
deformed shape, respectively.
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(a) (b)

Figure 4. Case of visible springback: (a) Nodal displacement distribution; (b) Curvature radii at section AB.

3. Surrogate Modeling

3.1. Process Parameter

As mentioned in the previous section, the study has two objectives, the first one is reducing
the springback by setting the process parameters and the second one is compensating the induced
springback for the expected target shape. Springback is induced because of the elastic recovery
(deformation) after the forming process is performed. Previous researchers suggested that creating
a restraining force, such as using a blank holder, can decrease the amount of the springback by
increasing the sheet tension; however, in our case, there is no blank holder to create such kinds of
tension load during the forming process. Here, the study suggested that holding the upper punch load
for a certain time can stabilize the induced stress. To check the sensitivity of the process in regards
to the punch holding time, the study run a numerical simulations in ABAQUS by varying the punch
holding time of 0, 2.5, 5, 10, 20, 30, 40, 50, and 60 s. The other parameters were the same as in Section 2.4.
During the quasi-static simulation in ABAQUS, stopping the punch means stopping the simulation,
so, to investigate the punch holding time, the study applied a macro speed for the specified time at
the end of the forming process and considering it as a punch holding time. As Figure 5 shows, in the
first few seconds, the springback result is drastically decreased, however, after that, the springback
responses became the same for a few seconds, and getting a slightly increased while the punch holding
time is increased. So, to find the optimal punch hold time, the study investigates in between 0 and 20 s.

To compensate the induced springback value, the only option in MDF is changing the curvature
radius. Here, the study target curvature radius is 800 mm. To check the upper and lower value, the study
conducted two FE simulations. As shown in Figure 6, the study target curvature is between the simulation
result of 600 and 800 mm curvature radii after springback. So, the study searches the optimal radius value
in between 600 and 800 mm curvature radius for different blank thickness. The considered blank thickness
in this study is in between 0.5 and 2 mm. The process parameters are summarized in Table 2.
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Figure 5. Punch holding time effect on springback.
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Figure 6. Target curvature radius with the deformed result of R = 600 mm and R = 800 mm curvature
radius after springback.s

Table 2. Process parameters.

Parameters Lower Bound Upper Bound Units

Curvature radius 600 800 mm
Blank thickness 0.5 2 mm

Blank holding time 0 20 s

3.2. Sample Stratagey

To develop the prediction model, the study generates 30 sample data for training using Latin
hypercube sampling method. Latin hypercube sampling is one of the best DOE techniques which efficiently
sample the large design spaces by maximizing the minimum distance between all of the possible pairs
of the sample points in a given sample plan, this shows that a Latin hypercube design method will keep
a distance between the samples as large as possible. Figure 7a shows the scatter plots of the training sample
data and the views of the plot also shows that the sample is taken only one sample from each row and
each column. In addition, 30 random sample data were generated using the MATLAB built function for
testing of the developed prediction model. Figure 7b shows the scatter plots of the testing sample data,
as compared to the training data, the random data may have a chance to take a sample from the same row
and column, which is shown in the front view of the figure. Tables A1 and A2 also show the training and
testing raw data, respectively.

(a)

Figure 7. Cont.
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(b)

Ψ

Figure 7. Training and testing sample data of the model: (a) Training data using Latin hypercube
sampling; and (b) Testing data using random sampling.

3.3. Radial Basis’s Function Formulation

RBF was first introduced by Rolland Hardy to fit irregular topographic contours of geographical
data [20]. RBF networks are three layer feed-forward networks that are trained using a supervised
training algorithm, which is shown in Figure 8, featuring are an input x, hidden units Ψ, weights w,
linear output transfer functions, and output f (x). To construct the fitting model using RBF, we first
consider the scalar response function f or the yielding responses y = {y1, y2, . . . , yn}T which is
obtained from the simulation or experimental results by employing the input training sample data of
X = {x1, x2, . . . , xn}T. Then, we pursue RBF approximation function f̂ (x), which is given as

f̂ (x) = wTΨ =
nc

∑
i=1

wiΨi(‖x − ci‖), (5)

where ci is the ith of the nc basis function centers and Ψ denotes the nc vector which is contained the
values of the basis function Ψ, it is evaluated at the Euclidean distances between the prediction site x
and the centers ci of the basis functions, wi denotes the weight of the ith basis function. In a previous
study, different basis functions are suggested, which is used in RBF, some of the basis functions are
stated as follow under categories of fixed and parametric basis functions:

1. Fixed basis functions

• Linear: Ψ(x) = (x − ci)

• Cubic: Ψ(x) = (x − ci)
3

• Thin plate spline: Ψ(x) = (x − ci)
2 ln(x − ci)

2. Parametric basis functions

• Gaussian: Ψ(x) = e−(x−ci)
2/(2σ2)

• Multiquadratic: Ψ(x) = ((x − ci)
2 + σ2)

1/2

• Inverse multiquadratic: Ψ(x) = ((x − ci)
2 + σ2)

−1/2
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Ψ
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Figure 8. Radial basis function network.

As we have seen from the formulation equation, the weight w parameters are unknown,
in addition, for parametric basis functions, the variance (width) σ is also unknown. The estimation of
the weight parameters can be found through the interpolation of

y(xj) =
nc

∑
i=1

wiΨi(‖x − ci‖), j = 1, 2, · · · , n. (6)

The above equation is linear in terms of the weights w of the basis function; however, the predictor
y can express highly nonlinear. To obtain a unique solution, the system in Equation (6) has to be square;
this means that nc should be equal to n. For simplification, the bases coincide with the data points,
which means ci = xi, for i = 1, 2, . . . , n, this leads us to the equation of

Ψw = y, (7)

where Ψ is also called as Gram matrix and it is defined as Ψ = Ψ(‖xj − xi‖), i = j = 1, 2, . . . , n.
From Equation (7) we can estimate the weight value as

w = Ψ−1y, (8)

However, if the responses y = {y1, y2, . . . , yn}T are corrupted by noise, using the above equation
may affect the prediction model that to fit the observed data. The noise effect should be considered in
the model. To solve this kind of problem, Poggio and Girosi [21] introduced using a regularization
parameter λ as model flexibility can control the noise effect on the prediction model. It is also
recommended that λ value should be adequately small, such as λ = 1.0 × 10−3. This will add to the
diagonal matrix of Ψ. So the weight estimation value will be in the form of

w = (ΨTΨ + λI)ΨTy, (9)

where Ψ, and λI are given as follows:

w =

⎡⎢⎢⎢⎢⎣
Ψ1(x1) Ψ2(x1) · · · Ψn(x1)

Ψ1(x2) Ψ2(x2) · · · Ψn(x2)
...

...
. . .

...
Ψ1(xn) Ψ2(xn) · · · Ψn(xn)

⎤⎥⎥⎥⎥⎦, (10)
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I =

⎡⎢⎢⎢⎢⎣
1 0 · · · 0
0 1 · · · 0
...

...
. . .

...
0 0 · · · 1

⎤⎥⎥⎥⎥⎦. (11)

To estimate the sigma value the previous studies proposed different methods, for instance,
Nakayama, et al. [22] proposed σ = dmax

m√nm , where n denotes the number of sampling point, m denotes
the number of process parameters, and dmax is denotes the maximum distance among the sampling
point. Whereas, the accurate estimation of the sigma parameters will allow for us to reduce the
generalization (estimated) error of the prediction model, so, this study used the direct search
method by investigating the model accuracy using the cross-validation error for each sigma value.
Cross-validation is a model verification method, which is used to assess the results of a statistical
analysis to simplify the independent data set. Here, the study investigates the model by removing
some data from the training sample data and evaluating each sigma value for every removed data
and finally we chosen the best sigma value, which has a minimum model cross-validation error.
The cross-validation function is given as:

Ecrv =
1
q

q

∑
i=1

[
y(xi)− f̂ (xi, w)

]
, (12)

where q is the number of the removed data from the training sample (subsets of the training sample),
y(xi), and f̂ (xi, w) is the true and prediction response value at the ith removed training sample,
respectively. If q is equal to the number of training sample data n, the cross-validation error is a nearly
balanced estimator of the exact risk. Nevertheless, because of the n subsets being similar to each other
the leave-one-out measure variance can be quite high. Hastie et al. [23] proposed a desirable value of q
such as q = 5 or q = 10, it is depends on the total number of sample data. In general, using less number
of the training sample subsets q means reducing the cross-validation process computational cost by
reducing the total number of the fitted model.

Here, the study used 30 numbers of samples, so we chose q is equal to 5 and the σ value is
searched in between 10−2 and 102. The algorithm is written in MATLAB and the σ value found as
1.6103. In addition, the obtained weight w value also listed in Table 3.

Table 3. The weight value.

No. Value

1 −0.1325
2 2.7338
3 0.849
4 −0.3378
5 −0.0510
6 −2.4592
7 0.9597
8 −1.9367
9 −0.5711

10 −2.6565
11 −0.6119
12 1.2294
13 3.2205
14 1.7304
15 −1.4591
16 −1.0661
17 −2.6649
18 −3.1082
19 7.7967
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Table 3. Cont.

No. Value

20 −2.9087
21 1.2768
22 0.6473
23 3.0969
24 −0.0234
25 −2.3770
26 −1.7703
27 0.3146
28 0.2355
29 −0.1235
30 0.4802

3.4. Numerical Model Verification

For prediction model verification, the roots mean square error (RMSE), and co-efficient of
determination (R2) numerical verification techniques are used in this study. Table 4 compared the
model verification of different prediction methods, as we have seen from the model verification
results, RBF with multiquadratic basis function have better prediction than the others. Figure 9 shows
of the predicted vs. the observed result comparison for RBF with a multiquadratic basis function;
the predicted and observed result is quietly fitted to each other. Figure 10 also shows that the residual
values are randomly distributed and the residual mean value also almost zero, this verified that the
developed model is acceptable to use.

Table 4. Results of model verification for different prediction models.

Model R2 RMSE

Blind Kriging 2nd deg. 0.9837 0.0518
Blind Kriging 3rd deg. 0.9848 0.0501

Ordinary Kriging 0.9589 0.4510

RBF

Linear 0.9811 0.0500
Cubic 0.9854 0.0444

Thin plate spline 0.8728 0.1297
Gaussian 0.9868 0.0418

Multiquadratic 0.9935 0.0294
Inverse multiquadratic 0.9717 0.0612

Regression 0.9769 0.0617
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Figure 9. Predicted vs. observed result for RBF with multiquadratic basis function.
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Figure 10. Residual error.

4. Process Optimization

4.1. Optimization Formulation

The objectives of the study are reducing the springback and compensating the induced springback
for the expected target shape. As explored in Section 2.4, the springback is examined using the
maximum deviation of the vertical displacement of the deformed shape from the expected target shape
for both objectives. The formulation function is given as

min f (x)
s.t. xl ≤ xi ≤ xu , (13)

where x(x1, x2, and x3) is the process parameters, here, the constructed function is the same for both
of the objectives. The first objective is to minimize the induced springback for a given curvature
radius and blank thickness. So, the curvature radius and blank thickness should be fixed, the only
parameter left here is the punch holding time before unloading of the punch load. The second objective
is minimizing the maximum curvature radius difference from the target shape to compensate for the
expected shape error due to springback. In this case, the punch holding time is fixed to the obtained
optimal value of the first objective for the given target curvature radius and blank thickness.

4.2. Result and Discussion

After developing the prediction model using RBF as a function of curvature radius, punch holding
time, and blank thickness, the study employed genetic algorithm on MATLAB to determine the global
optimal value of the given objective. The algorithm scheme is shown in Figure 11. From the first
objective, the optimal value of punch holding time is obtained to reduce the springback for the fixed
curvature radius and blank thickness. After obtaining the proper punch holding time, we proceed
to find the optimal value of the curvature radius to compensate for the induced springback for the
given target shapes, in our case, the target curvature radius was 800 mm and the blank thickness was
2 mm. Table 5 summarizes the obtained process parameter setting to compensate for the induced
springback for the expected target shape. Figure 12 shows the curvature radii comparison between the
simulation result and the target shape. The RMSE between the simulation result and target shape is
0.0245, this shows us the obtained result is acceptable with the mentioned error.
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Table 5. Optimal result.

Curvature Radius
(mm)

Blank Thickness
(mm)

Punch Holding
Time (s)

Deviation from 800 mm
Curvature Radius (mm)

724.00 2.00 6.00 0.58

 
Figure 11. Radial basis optimization algorithm.
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Figure 12. Compensated optimal result.

5. Conclusions

The induced springback in MDF process is investigated using ABAQUS commercial software,
and the study tried to reduce the springback by finding the optimal punch holding time. The study also
compensates for the induced springback by finding the optimal curvature radius, using the developed
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surrogate model for different blank thickness. The prediction model was chosen after investigating
different types of the prediction model using the model verification of R2 and RMSE. The study chose
RBF with a multi-quadratic base function to develop the model as a function of punch holding time,
curvature radius, and blank thickness. Finally, the study found the optimal curvature radius, and the
punch holding time for the target curvature and blank thickness with the RMSE of 0.0245 by employing
the GA on MATLAB.
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Appendix A

Table A1. Training sample data.

Case Punch Holding Time, x1 (s) Curvature Radius, x2 (mm) Thickness, x3 (mm)

1 14.482 766 0.862
2 13.104 738 1.741
3 8.966 779 0.655
4 17.932 772 1.172
5 10.344 731 1.379
6 2.068 641 1.069
7 4.138 745 0.552
8 18.620 628 0.914
9 11.034 662 1.793
10 8.276 614 1.276
11 4.828 703 1.535
12 2.758 683 1.948
13 15.172 800 1.483
14 13.794 634 0.604
15 16.552 710 1.017
16 20.000 697 1.690
17 17.242 600 2.000
18 12.414 607 1.638
19 9.656 786 1.897
20 0.000 648 1.586
21 19.31 655 0.500
22 0.690 759 1.431
23 6.896 724 1.845
24 11.724 676 0.810
25 15.862 669 1.328
26 1.380 717 1.121
27 5.518 690 0.707
28 3.448 793 0.965
29 6.206 752 1.224
30 7.586 621 0.759
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Table A2. Testing sample data.

Case Punch Holding Time, x1 (s) Curvature Radius, x2 (mm) Thickness, x3 (mm)

1 1.518 779 1.126
2 1.080 608 0.575
3 10.616 800 1.854
4 15.584 645 1.917
5 18.680 637 1.236
6 2.598 626 1.234
7 11.376 783 1.007
8 9.388 720 1.850
9 0.238 747 1.054
10 6.742 641 0.667
11 3.244 714 1.670
12 15.886 618 1.085
13 6.224 763 0.863
14 10.570 747 1.106
15 3.312 771 0.645
16 12.040 773 0.698
17 5.260 626 1.913
18 13.082 684 1.934
19 13.784 690 1.363
20 14.964 771 0.590
21 9.010 628 0.852
22 1.676 676 1.030
23 4.580 731 1.732
24 18.266 697 1.573
25 3.048 720 0.565
26 16.516 786 0.754
27 10.766 752 1.474
28 19.922 775 1.598
29 1.564 763 1.472
30 8.854 752 1.176
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Abstract: Single Point Incremental Forming (SPIF) is a flexible and economic manufacturing process
with a strong potential for manufacturing small and medium batches of highly customized parts.
Formability and failure in SPIF have been intensively discussed in recent years, especially because
this process allows stable plastic deformation well above the conventional forming limits, as this
enhanced formability is only achievable within a certain range of process parameters depending on
the material type. This paper analyzes formability and failure of AISI304-H111 sheets deformed by
SPIF compared to conventional testing conditions (including Nakazima and stretch-bending tests).
With this purpose, experimental tests in SPIF and stretch-bending were carried out and a numerical
model of SPIF is performed. The results allow the authors to establish the following contributions
regarding SPIF: (i) the setting of the limits of the formability enhancement when small tool diameters
are used, (ii) the evolution of the crack when failure is attained and (iii) the determination of the
conditions upon which necking is suppressed, leading directly to ductile fracture in SPIF.

Keywords: formability; failure; sheet metal forming; Single-Point Incremental Forming (SPIF)

1. Introduction

Incremental Sheet Forming (ISF) processes accomplish the current requirements for rapid,
adaptive, economic and environmentally friendly manufacturing. It is especially viable for small
batches of parts made of sheet and does not need expensive dedicated machines or equipment. Indeed,
it is a relative novel process that has been in the spotlight of the metal-forming community for the last
two decades. Although the incremental sheet-forming technology is linked to the process of spinning,
the current ISF process has its origins in the late 1960s related to the pioneer works of Leszak [1] and
Berghahn and Murray [2], both in 1967. Nevertheless, following the analysis of the historical review by
Emmens et al. [3] only the latter can be regarded as an actual version of modern ISF. This investigation
reveals that those 2 initial patents were not the work leading to the present developments, but the
Bachelor Thesis of Mason in 1978 [4] presented to the scientific community later in 1984 [5], which
would be the real origin of the current state of the art in ISF.

Single-Point Incremental Forming (SPIF) is the simplest type within ISF processes, which make
use of a simple setup not requiring any partial or full die. As shown in Figure 1, the SPIF technology
consists of a hemispherical end-forming tool driven by a CNC machine that follows progressively
a pre-established trajectory, deforming a peripherally clamped sheet blank into a final component
without the use of any specific forming die.

Metals 2017, 7, 531; doi:10.3390/met7120531 www.mdpi.com/journal/metals111
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(a) 

 
(b) 

Figure 1. (a) Schematic representation of the SPIF process and (b) experimental setup utilized.

Formability and failure of sheet metal deformed by SPIF is usually analyzed within Forming
Limit Diagrams or FLDs, which include the limit strains at the onset of local necking, represented by
the Forming Limit Curve (FLC), as well as at ductile fracture, characterized by the Fracture Forming
Line (FFL). The current methods for the evaluation of these limit strains at the onset of necking and
fracture have been recently discussed in [6]. In this regard, high ductility metal sheets deformed by
conventional forming processes usually start failing at the onset of necking, i.e., the material deforms
continuously within this neck under an unstable deformation process, following approximately a near
plane strain state, until the ductile fracture takes place. On the contrary, metal sheets deformed by
SPIF (or any other ISF variety) within a certain range of process parameters suffer a stable straining
above the FLC that may lead directly to ductile fracture. The stabilization mechanisms providing the
enhanced formability observed in ISF are presented and discussed in the review paper by Emmens
and van den Boogaard [7].

With this background, Silva et al. [8] carried out tests that revealed the possible existence of both
deformation mechanisms, either fracture with a previous necking or failure by direct ductile fracture,
depending on the ratio between the initial thickness of the sheet and the radius of the tool (t0/R).
For large tool diameters, failure by necking could still occur, whereas for small tool diameters, fracture
in absence of necking would be promoted, and formability should then be represented by the FFL.
A more recent study [9] demonstrated that in both of the previous cases, i.e., failure controlled either
by necking or by ductile fracture, fracture strains are always within a scatter band of the FFL.

In this regard, the authors studied in a previous work [10] the effect of the localized bending
induced by the forming tool, evaluated through the above mentioned t0/R ratio, in the stabilization of
plastic deformation above the FLC during ISF. It was observed that for higher tool diameter (20 mm),
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the failure mode was due to necking followed by ductile fracture. However for the lowest tool
diameters considered (10 mm), failure occurred by fracture in the absence of necking.

Furthermore, considering that for a certain range of process parameters corresponding to
high t0/R ratios failure will occur without previous necking in SPIF, Isik et al. [11] proposed a
new methodology to determine the maximum strains at fracture directly from the in-plane strain
measurements without evaluating the gauge length strains, which simplifies the procedure for
obtaining the FFL. What is required is a series of tests on parts with a variable wall angle: truncated
conical parts (plane strain conditions) and truncated pyramidal parts (plane strain conditions in the
walls of the pyramid and biaxial stretching at the corners). Isik et al. also introduced the concept
of Shear Fracture Forming Limit line or SFFL, corresponding to mode II of the fracture mechanics
(in-plane shear), which can also be excited under certain loading conditions in ISF. In-plane torsion
tests and plane shear tests are required to represent this new forming limit. In order to simplify
and facilitate the determination of SFFL, a new geometry manufactured by ISF has been recently
proposed [12]. This proposal involves using a truncated lobe conical shape with varying wall angle
and measuring the in-plane strains at fracture, thus avoiding the need to measure gauge length strains,
which is required with typical test specimens (in-plane torsion and plane shear tests).

In this scientific framework for SPIF, this paper allows the authors presenting the following
contributions to the current state of the art in ISF regarding the SPIF process applied to AISI304-H111
sheets: (i) the setting of the limits of the formability enhancement when small tool diameters are used,
(ii) the evolution of the crack when failure is attained and (iii) the conditions, validated by the FEA,
upon which necking is suppressed, leading directly to ductile fracture in SPIF.

After contextualizing this study within the state of the art in SPIF, Section 2 presents the material
and experimental methods utilized, Section 3 focuses on the numerical modelling of the SPIF process
carried out and Section 4 discusses the experimental and numerical results obtained. Finally, the
contributions of the paper are exposed in Section 5 “Conclusions”.

2. Materials and Experimental Methods

This section starts presenting the mechanical characterization of the AISI304-H111 metal sheets
obtained from uniaxial tensile tests and providing a power law containing the plastic behavior of the
material to be used in the numerical simulations.

In Section 2.2, the forming limits of the material are given by means of conventional Nakazima
tests, which combined by a series of stretch-bending tests carried out with a set of cylindrical punches
provide the FLD of the sheet metal including bending effects.

Finally, the experimental plan and the experimental methods used in the case of the SPIF tests are
presented in Section 2.3.

2.1. Mechanical Characterization

The material analyzed is stainless steel AISI 304-H111 sheet metal of 0.8 mm thickness.
The mechanical properties obtained from the tensile tests are summarized in Table 1 [10]. As pointed
out in the cited previous work of the authors [10], the plastic behavior of the material fits a Swift’s
power law as shown in Equation (1).

σ = K
(

ε0 + εP
)

(1)

where E is the elastic modulus, σy0.2 is the yield stress, UTS the ultimate tensile stress, K, n and ε0 are
constants of the Swift’s power law depending on the material, εP is the equivalent plastic strain and σ

the equivalent stress.
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Table 1. Mechanical properties from tensile tests and Swift’s power law parameters.

E (GPa) σy0.2 (MPa) UTS (MPa) K (GPa) n ε0

207 503 669 1.55 0.594 0.055

2.2. Forming Limit Diagram

A series of Nakazima tests were carried out using a hemispherical punch of 100 mm diameter
using specimens corresponding to uniaxial, close to plane strain and biaxial strain conditions.
The conventional forming limits represented by the FLC and the FFL were obtained. In addition,
stretch-bending tests using cylindrical punches of Φ20, Φ10 and Φ6 mm were performed with the aim
of evaluating the effect of the bending induced by the tool radius in postponing the onset of necking
due to the significant through-thickness strain gradient induced by the curvature of the punches.
These former cases led to strain paths in between plane and uniaxial strain. At least 3 replicates of
every test were carried out in order to provide statistical meaning to the results obtained.

The tests were performed in a universal sheet metal testing machine Erichsen 142-20 under the
testing conditions of the standard ISO 12004-2:2008 [13]. The punch velocity was set to 1 mm/s and the
lubricant at the interface punch-sheet was Vaseline + PTFE + Vaseline. The system ARAMIS®, based
on digital image correlation (DIC), was used at a rate of 12 frames per second to evaluate the onset of
necking by using a methodology proposed by the authors [14].

Once the onset of necking is attained, the major strain (ε1) of the points distributed around the
failure zone develops unstably close to plane strain conditions until the fracture strains is reached,
being this behavior characteristic in the necking-controlled failure observed in all of the Nakazima and
stretch-bending tests. According to this, the procedure for constructing the FFL starts by measuring
the thickness at fracture at several places along the crack in order to obtain the average thickness
strain, which is evaluated using the measurements at both sides of the crack for every tested specimen.
The average minor strain is evaluated along the fracture line at the last image recorded by ARAMIS®

before the crack appearance. The major strain is then calculated by volume constancy as expressed in
Equation (2).

ε1, f = −
(

ε2, f − ε3, f

)
(2)

where ε2, f and ε3, f are the average minor and thickness strains evaluated in a series of points along the
crack line. In addition, it must be pointed out that some tested specimens were cut perpendicularly
to the crack and the thickness was measured from a profile view in order to validate the previous
thickness measurements along the crack. This methodology for determining the strains at fracture
is based on the work of Atkins [15] and has been successfully used by the authors in recent research
work for measuring fracture strains in forming of sheet metal [10], polymeric sheets [16,17], or even
other processes such as tube-end forming [18].

Figure 2 depicts the forming limit diagram of the AISI 304-H111 sheets including bending effects.
The evaluation of the FLC and the FFL was performed by using the methodologies exposed above and
only taking into account the Nakazima tests. The average necking and fracture strains are provided
for the 3 strain paths considered. As can be seen, the FLC presents the expected V-shape whereas the
FFL falls to the first quadrant of principal strain following the straight line ε1 + 0.69ε2 = 1.08 with a
slope not far from the theoretical value of “−1” proposed by Atkins in [15]. The kink of the strain
paths from the onset of necking towards fracture is almost vertical in the first quadrant whereas this
transition in the second quadrant suffers from a slight leftward slope, according again to the cited
work of Atkins. As can be seen, the bending effect is represented by means of the average necking
and fracture strains (not used for obtaining the FLC and FFL) in the stretch-bending tests. Notice that
although the significant enhancement of formability attained above the FLC due to this bending effect
(which is further discussed in [14]), the fracture strains are placed on the FFL region.
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Figure 2. FLD of AISI 304-H111 sheets including bending effects.

2.3. Single Point Incremental Forming Tests

A Computer Numeric Control (CNC) 3-axis milling machine Kondia® HS1000 equipped with the
experimental setup shown in Figure 1b was used for carrying out the SPIF tests. As shown in Figure 3a
the testing geometry was a conical frustum with circular generatrix of radius 40 mm, initial diameter
of the truncated cone 70 mm, and initial drawing angle 20◦. Tool diameters of 20, 10 and 6 mm were
utilized. The step down was set alternatively to 0.2 mm and 0.5 mm/pass. The step down movement
was in the same place during the test, following the forming tool alternatively in-plane clockwise
or counterclockwise trajectories for consecutive step downs (see Figure 3b) in order to avoid torsion
effects in the final part (see Figure 3c). The tool rotation was free. Special metal-forming lubricant
Houghton TD-52 was used with the aim of minimizing friction.

(a) (b) (c) 

Figure 3. (a) Truncated coned geometry, (b) tool trajectory and (c) final part after testing.

Table 2 shows the SPIF tests carried out within the experimental plan designed, which was already
presented in [10]. Once again, three replicates of every SPIF test were carried to provide statistical
meaning to the results obtained. The table provides the final depth recorded in the instant in which
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the failure took place and as well the proportional final forming angle calculated from the predicted
trajectories to form the final testing part geometry.

Table 2. Experimental plan of SPIF tests.

Tool Diameter Φ

(mm)
Step Down Δz

(mm/pass)
Final Depth Zf

(mm)
Final Forming Angle αf

(◦)

20
0.2 23.8/23.8/23.8 69.8/69.8/69.8
0.5 24.5/24.0/24.0 70.9/70.1/70.1

10
0.2 28.0/28.2/28.2 76.1/76.4/76.4
0.5 27.5/28.0/28.0 70.9/70.1/70.1

6
0.2 28.2/28.0/28.8 76.4/76.1/77.3
0.5 28.0/28.5/28.0 76.1/76.9/76.1

The final strain state of the testing specimens deformed by SPIF was evaluated off-line by using
the 3D deformation digital measurement system ARGUS® based on circle grid analysis. To this aim
a grid pattern of 1 mm diameter was electro-chemically edged on the sheet blank prior to the tests.
Figure 4a depicts the grid on the final part deformed by SPIF using a hemispherical forming tool
of 20 mm diameter, whereas Figure 4b depicts the contour of the major principal strain evaluated
by ARGUS® (notice the similar part orientation in Figure 4a,b). The zone of maximum major strain
was located at the vicinity of the crack corresponding to the interpolation of the strains throughout it
performed by ARGUS®. Fracture strains in SPIF were obtained following the methodology that was
previously explained in Section 2.2.

(a) (b)

Figure 4. (a) Final grid and (b) contour of true major principal strain of a tested part by SPIF.

In order to evaluate the principal strains on the outer surface of the final tested parts deformed by
SPIF within the FLD of the material, several sections are selected in every case, such as the section L1 to
L3 shown in Figure 4b. The values of the interpolation of principal strains provided by ARGUS® just
on the crack line are not taken into account in the FLD, as far as the strains at fracture are calculated
using the procedure explained above.

3. Numerical Modelling

This section presents the numerical model carried out using DEFORM™-3D with the aim of
analyzing virtually for providing information about the failure prediction and the mechanisms
involved in the enhancement of formability attained in SPIF.

DEFORM™-3D is a commercial Finite Element Analysis (FEA) tool based on flow formulation
and with implicit computation. Is it a powerful numerical tool that has been mainly used recently for
modelling manufacturing processes such as cutting [19] and bulk forming of metals [20], but it has
been also used for simulating sheet metal-forming processes [21,22].
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The numerical model in DEFORM™-3D was developed using 3D tetrahedrons, having the initial
mesh 50,000 elements. As can be seen in Figure 5a, three circular meshing zones were considered,
having the intermediate annulus a smaller size of elements in order to provide accurate results within
the tool-sheet contact region corresponding to higher values of major strain. Automatic remeshing
was used, allowing DEFORM™-3D to adapt the mesh size in the zones attaining the highest strain
values. The punch is considered to be a rigid body and follows the real trajectory of the experiments.
The elements corresponding to the area of sheet metal in contact with the backing plate are considered
to be clamped, as shown in Figure 5b. The sheet metal behaves as an elastic-plastic rate-independent
material with kinematic hardening. The elastic-plastic behavior is supposed to be isotropic following
the Swift’s power law presented in Section 2.1. Due to the high computational cost and taking into
account the negligible influence of the step down in formability triggered in [10], the step down was
set to 0.5 mm/pass in order to reduce the simulation steps. The simulations were performed until a
reference final depth related to the tool depths at failure presented in Table 2, which were chosen to be
24 mm for the case of a tool diameter of Φ20 mm and 28 mm for the case of Φ10 mm respectively.

 
(a) (b)

Figure 5. (a) Meshing zones considered and (b) boundary conditions (clamped condition in “red”).

Figure 6a,b depicts the deformed shape for the simulation of the SPIF process considering a step
down of 0.5 mm/pass using a tool of Φ20 and Φ10 mm respectively. Figure 6c shows the contour of
major principal strains corresponding to the case of a tool of Φ20 mm (shown in Figure 6a). Notice
that in this case, the maximum value of the major strain (ε1) provided by the FEA was 0.879.

(a)

(c)(b) 

Figure 6. (a) Deformed shape provided by DEFORM™-3D of the final testing part in SPIF using a tool
of Φ20 diameter and (b) Φ10 mm. (c) contour of principal strain for the case of Φ20 mm.

Finally, it is worth mentioning that the overall central processing unit (CPU) time for a typical
analysis shown in Figure 6c, which include 6 remeshing processes, was approximately 85 h on a laptop
using one Intel i7-6500U CPU (2.60 GHz) processor.

4. Results and Discussion

In this section, the experimental and numerical results regarding formability and failure of
AISI304-H111 sheets deformed in SPIF are presented. In Section 4.1, the limits of the formability
enhancement for small tool diameters are evaluated within the FLD of the material. A fractography
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analysis is used to clarify the mode of failure attained, the location where the crack initiates and how it
evolves once failure is reached. Section 4.2 discusses the numerical results obtained, presenting the
conditions upon which necking is suppressed, leading directly to ductile fracture in SPIF.

4.1. Experimental Results

Figure 7 depicts the principal strain state at the outer surface of the final testing part deformed by
SPIF using tool diameters of Φ20, Φ10 and Φ6 mm represented within the FLD of the AISI 304 metal
sheets for a step down of 0.5 mm/pass (as discussed in [10], variations of step down in the range
of 0.2–0.5 mm did not have a relevant influence in formability). Although the three cases show an
important enhancement of formability well above the FLC, the increase of formability as well as the
mode of failure differs for the different punch radii. In this regard, the transition between the last
points of formability provided by ARGUS® and the principal strains at fracture evaluated with the
procedure exposed in Section 2.2, is represented in Figure 7 in dotted line. As it was discussed in [10],
in the case of a forming tool of Φ20 mm diameter the failure mechanism was postponed necking
followed by ductile fracture, whereas in the case of Φ10 mm, the fractography showed a series of
grooves, which has been related to an incipient necking [23]. In this sense, the strain state attained in
the case of Φ6 mm (see Figure 7) almost coincides with the obtained in the case of Φ10 mm. However,
in order to evaluate the mode of failure, a fractography analysis is performed. Besides, it must be
noticed that the fracture strains in SPIF are slightly above the scatter band of ±10% with respect to the
FFL (which considered only the fracture strains attained in the Nakazima tests). This experimental fact
also found in other works [8,10], implies that for some materials Nakazima tests might not be suitable
for evaluating the FFL to be used in SPIF. Indeed, the level of triaxiality in stretching (e.g., Nakazima)
is much higher than in ISF and then, the ability to reach the fracture limit will depend on the sensitivity
of the material to the triaxiality state for fracture.

 

Figure 7. Principal strain state of the final testing part deformed by SPIF using tool diameters of Φ20,
Φ10 and Φ6 mm represented within the FLD of the material.
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In order to evaluate the failure mode and set the limit strain conditions at failure regarding the
enhancement of formability attained in SPIF related to the t0/R ratio, the fracture zone was analyzed
by microscope for the case of the smallest tool diameter of Φ6 mm. Figure 8 depicts the fractography
at two sections of the final truncated cone. Section A-A’ corresponds to the zone in which it seems
that the crack is about to initiate whereas section B-B’ is placed within the crack line close to its end.
On section A-A’, a very incipient necking can be observed. On the contrary, section B-B’ depicts a
ductile fracture corresponding to a monotonous decrease of thickness until fracture. In both sections,
the indentation produced by the tool can be easily observed. This indentation produced in certain SPIF
conditions, mostly for small tool diameters, has been also evaluated using numerical tools [24].

This fractographic analysis led to the conclusion of the failure mode attained. In this sense,
it seems that the part could be deformed plastically above the FLC presenting the cited monotonous
decrease of thickness until ductile fracture took place, being only possible to register a much postponed
incipient necking. Indeed, there was a competition between the bending effect represented by the t0/R
ratio, which is the key factor for the increased formability in SPIF, and the tool indentation, that made
this specific process to reach a threshold for the enhancement of formability for a tool diameter within
the range of 10 mm to 6 mm.

Figure 8. Fractography of the fracture zone at 2 sections for a tool diameter of Φ6 mm. Section A-A’
corresponds to the crack initiation whereas section B-B’ is placed close to its end.

Moreover, related to the determination of the failure mode, it is important to establish how the
crack initiates and develops in the SPIF process. With this aim, the online measurement of the forming
force allowed triggering the actual depth in which failure was attained for every test (information
shown in Table 2). Indeed, at the precise instant in which failure is reached, there is a drop down in the
vertical force evolution that serves to stop the process and calibrate the final depth.

Some representative tests corresponding to a tool diameter of Φ6 mm (marked in bold in Table 2)
were selected to show the initiation and evolution of the crack. Figure 9 depicts the developed surfaces
containing the crack corresponding to the 3 tests of a step down 0.5 mm/pass (Test 1 to 3 in Table 2)
reaching final depths of 28.0, 28.5 and 28.0 mm and the second test (Test 2) corresponding to a step
down of 0.2 mm/pass. Assuming the alternative movement of the tool for successive passes shown
in Figure 3b, it is easy to understand the direction of the rightward crack evolution in 3 of the cases,
and the leftward crack evolution in the case of reaching failure at a final depth of 28.5 mm (Test 2
corresponding to a step down of 0.5 mm/pass). This observation of the crack allows concluding that
the crack initiates at a certain location where the limiting principal strains are reached (or the FFL in
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the case of total absence of necking) and it develops following the tool movements until the SPIF test is
stopped. Notice the break with a certain angle of the crack straight line at the end location (marked
with a circle in Test 2 corresponding to a step down of 0.5 mm/pass).

Figure 9. Evolution of the crack on the final testing part deformed by SPIF using a tool of Φ6 mm
diameter for some representative tests marked in bold in Table 2.

As far as the authors are aware, this observation of the crack initiation and development in SPIF
has not been previously explained in the state of the art of ISF. Indeed, this is an important fact in order
to choose the correct location for carrying out a fractographic analysis of the crack and determining
the mode of failure as well as the average strains at fracture, as it was previously carried out in this
section using the exposed methodology.

4.2. Numerical Results

The numerical values of the principal strain states in SPIF predicted from the FEA carried out
using DEFORM™-3D are compared with the experimental results presented in Figure 7 (step down of
0.5 mm/pass) within the FLD of the material for the tool diameters of Φ20 and Φ10 mm, i.e., including
the transition from a theoretically necking controlled failure (Φ20 mm) to a failure mode of direct
ductile fracture (Φ10 mm), as it was further discussed from the fractographic analysis carried out by
the authors in [10].

In this regard, Figure 10 presents the numerical prediction of principal strain state at an average
final depth corresponding to failure versus the experimental principal strains provided by ARGUS® as
well as the strains at fracture evaluated as with the procedure exposed above, for a SPIF test using a
tool of Φ10 mm diameter and a step down of 0.5 mm/pass. As can be seen, the numerical prediction
is in good agreement with the experimental results. Besides, the numerical results obtained using
DEFORM™-3D allow obtaining a direct transition from stable plastic deformation towards ductile
fracture in the absence of necking. Indeed, due to the discrete pattern of the initial grid of circle
(of 1 mm diameter and separation of circle centers of 2 mm) that, once the sheet is deformed into a
final part, is analyzed using ARGUS®, there exists a gap between the highest value of major principal
strain evaluated in the vicinity of the crack by ARGUS® and the fracture strains obtained at the very
location of the crack. This lack of information has been covered by the numerical analysis carried out,
allowing the authors to confirm the absence of necking in SPIF by FEA using the commercial software
DEFORM™-3D.
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Figure 10. Numerical predictions versus experimental values of principal strains within the FLD of the
material in the final testing part deformed by SPIF using a tool of Φ10 mm diameter.

On the contrary, the mode of failure observed in SPIF of AISI 304 sheets using a tool of Φ20 mm
diameter was a necking-controlled failure, characterized by a postponed onset of necking (well above
the FLC of the material) leading unstably towards ductile fracture (see [10] for further details). In this
regard, Figure 11 presents the numerical predictions versus the experimental strains for this case.
As can be seen, the numerical prediction is in good agreement with the experimental results, showing
both results a gap of formability until the fracture strains, showing the dotted line the transition from
the cited onset of postponed localized necking towards fracture.

Finally, the FEA allowed using ductile damage criteria in order to predict failure. In ISF processes,
as it was discussed above, failure by direct ductile fracture might be attained within a range of process
parameters depending on the material to be deformed. Besides, in most of usual testing geometries such
as truncated cones and pyramids, fracture occurs under in-plane tension (see Figure 12a) corresponding
to the mode I of fracture mechanics (see the recent unified vision of Martins et al. [25]). In these cases,
the non-coupled damage criterion of McClintock [26] based on void growth applies as follows in
Equation (3).

Dcrit =
∫ ε

0

σH
σ

dε (3)

where the ratio of the hydrostatic (σH) to the equivalent stress (σ) represents the stress triaxiality and
the critical damage can be calculated under Hill’s anisotropic plasticity criterion with plane stress
conditions as expressed in Equation (4).

Dcrit =
(1 + r)

3

(
ε1 f + ε2 f

)
(4)

where the average anisotropy coefficient (r) is considered to be equal to 1 due to the simplification
of considering an isotropic material in the FEA. Considering the average major and minor fracture
strains calculated in SPIF this critical damage can be evaluated as Dcrit = 0.8.
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Figure 11. Numerical predictions versus experimental values of principal strains within the FLD of the
material in the final testing part deformed by SPIF using a tool of Φ20 mm diameter.

(a) (b)

Figure 12. (a) Crack produced under In-plane tension corresponding to the Mode I and (b) Contour of
accumulated damage using McClintock damage criterion for Φ10 mm and step down 0.5 mm/pass.

Analyzing the accumulated damage in the case of a tool of Φ10 mm diameter and a step down
of 0.5 mm/pass, the case in which a direct transition from stable plastic deformation towards ductile
fracture in the absence of necking was attained, the capacity of the numerical model for predicting
failure by fracture in SPIF can be evaluated. Indeed, Figure 12b depicts the accumulated ductile
damage for a process stage corresponding to the final depth at failure.

As can be seen, the maximum value predicted for the accumulated damage was 0.888, which is a
reasonable prediction on the safe side, i.e., the predicted failure by fracture would have been attained
in a previous stage of deformation corresponding to a smaller value of final depth.

To sum up, it must be notice that the relatively simple numerical model of the SPIF process
presented in this research work allows evaluating formability and failure in incremental forming,
providing fair predictions of the conditions upon which necking in SPIF is postponed or even
suppressed. However, it is worth mentioning that there are very recent numerical works in ISF
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making use of more sophisticated modelling (considering material anisotropy, non-quadratic yield
criteria, dynamic adaptive meshing, mixed hardening models, etc.) with the aim of reproducing more
specific characteristic of the experimental procedure [24,27] or providing more accurate predictions for
the onset of failure [28].

5. Conclusions

This research work revisits formability and failure of AISI304 sheets deformed by single
point incremental forming. Formability in SPIF has been compared to conventional testing
conditions, including Nakazima and stretch-bending. With this purpose, experimentation in SPIF and
stretch-bending has been carried out and a Finite Element modelling of the SPIF process has been
performed. The results obtained contributed to the current state of the art in SPIF as follows:

• The limit strains in SPIF have been experimentally evaluated through the competition between
the bending effect represented by the t0/R ratio and the tool indentation, setting a threshold for
the enhancement of formability for a tool diameter within the range of 10 mm to 6 mm.

• The crack initiation and development in SPIF has been triggered, this analysis being crucial for
determining the correct location to analyze the mode of failure and fracture strains.

• The FEA performed allowed the numerical establishment of the conditions upon which necking
in SPIF was suppressed, the mode of failure being direct ductile fracture, and proved to be an
useful tool providing fair and safe failure predictions by using the McClintock damage criterion.
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Abstract: This study aimed to evaluate the effect of constitutive equations on springback prediction
accuracy in cold stamping with various deformation modes. This study investigated the ability of
two yield functions to describe the yield behavior: Hill’48 and Yld2000-2d. Isotropic and kinematic
hardening models based on the Yoshida-Uemori model were adopted to describe the hardening
behavior. The chord modulus model was used to calculate the degradation of the elastic modulus that
occurred during plastic loading. Various material tests (such as uniaxial tension, tension-compression,
loading-unloading, and hydraulic bulging tests) were conducted to determine the material parameters
of the models. The parameters thus obtained were implemented in a springback prediction finite
element (FE) simulation, and the results were compared to experimental data. The springback
prediction accuracy was evaluated using U-bending and T-shape drawing. The constitutive equations
wielded significant influence over the springback prediction accuracy. This demonstrates the
importance of selecting appropriate constitutive equations that accurately describe the material
behaviors in FE simulations.

Keywords: advanced high-strength steel; yield function; hardening model; springback; deformation mode

1. Introduction

In recent years, lightweight vehicles have gained attention as fuel efficiency and gas emission
regulations become increasingly stringent [1]. As weight reduction has become a key goal, many
researchers have devoted significant efforts to selecting the materials for manufacturing automotive
parts. Advanced high strength steel (AHSS) has been widely used in the automotive industry for its light
weight, crashworthiness, and productivity. However, it is difficult to achieve dimensional accuracy with
AHSS because its higher elastic recovery and yield strength cause excessive springback [2]. Fabricating
a target product shape with AHSS is challenging for part manufacturers, requiring a considerable
amount of time as well as additional costs to modify tools for this springback.

Finite element (FE) simulation may be applied to describe AHSS material behaviors and springback,
as this provides a cost-effective and reliable method for predicting springback. The constitutive equations
used in FE simulations strongly influence the accuracy of the prediction results. Thus, many researchers
have suggested varying constitutive equations. Multiple equations have been used to describe
the hardening behavior of AHSS, including the nonlinear kinematic hardening model proposed by
Chaboche [3], the kinematic hardening model based on cyclic plasticity suggested by Yoshida, and the
distortional hardening model recommended by Barlat. In addition, Hill’48 and Yld2000-2d have been
widely used to model the anisotropic behavior of AHSS.
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Many published studies have investigated the influence of constitutive equations on simulated
prediction results. Lee et al. [4] performed a springback evaluation of automotive sheets based on
an isotropic kinematic hardening model and anisotropic yield functions. It was found that the hardening
behaviors, including Bauschinger and transient elements, were well represented by the modified
Chaboche model. Furthermore, the work-hardening data for dual phase steel (DP steel) was found to
better conform to a power law-type hardening law than to the Voce-type law. Zang et al. [5] developed
an elasto-plastic constitutive model based on one-surface plasticity. Their results demonstrated that the
resulting material model is able to accurately predict springback when materials show a constant offset
in permanent softening. Furthermore, Larsson et al. [6] concluded that neither isotropic nor kinematic
hardening models were sufficient to describe the plastic-hardening behavior seen in non-linear strain
paths. Thus, Larsson employed a combined isotropic-kinematic hardening model to evaluate the effects
of springback in steel sheets. Eggertsen et al. [7] predicted the springback using various hardening
models and yield functions. The Yoshida-Uemori hardening model has been shown to yield results that
fit experimental measurements better than other options. Kim et al. [8] performed die compensation
based on the Yld2000-2d yield function and Yoshida-Uemori hardening model. It was concluded that
the dimensional accuracy of AHSS products can be achieved efficiently through die compensation using
the material models in the multi-stage stamping process. Previous studies have demonstrated that the
descriptions of anisotropic behavior, the Bauschinger effect, transient behavior, and the permanent
softening effect are important. Successful springback prediction via FE simulation is principally
dependent on selecting accurate yield criterion, hardening models, and material coefficients [9].
However, the above studies dealt with simply configured products such as those used in U-bending
tests [10] and did not focus on AHSS products with various deformation modes. Therefore, it is
necessary to evaluate the effect of the constitutive equations on springback prediction accuracy in
AHSS cold stamping with multiple deformation modes.

The objective of this study was to evaluate the effect of constitutive equations on springback
prediction accuracy in TRIP1180 cold stamping. In this study, two types of yield function were
considered to describe the yield behavior: Hill’48 and the Yld2000-2d. Isotropic and kinematic
hardening models based on the Yoshida-Uemori model were also adopted to describe the hardening
behavior. The chord modulus model was utilized in the FE simulation alongside the hardening model
constants. Various material tests, such as uniaxial tension, tension–compression, loading–unloading,
and hydraulic bulging tests were conducted to determine material parameters for the models.
The obtained parameters were utilized in the FE simulation to predict springback, and the results were
compared with experimental data. In addition, U-bending and T-shape drawing were employed to
evaluate the accuracy of the springback predictions.

2. Constitutive Equations for the TRIP1180 Sheet Steel

A TRIP1180 steel sheet with a thickness of 1.0 mm was investigated in this study. The TRIP1180
was used as received. The constitutive equations Hill’48 and Yld2000-2d were used to describe its
yield behavior. Moreover, isotropic and kinematic hardening models based on the Yoshida-Uemori
model were adopted to express hardening behavior. The chord modulus model was used to describe
the degradation of the elastic modulus that occurs during plastic loading. The material constants of
TRIP1180 for the constitutive equations were obtained from uniaxial tension, tension-compression,
loading-unloading, and hydraulic bulging tests.

2.1. Yield Function

Yield functions define the transition of a material from elastic to plastic behavior in complex stress
states. In this study, the Hill’48 and Yld2000-2d yield functions were used to evaluate the anisotropic
yield behavior of TRIP1180. In order to determine the material parameters of the yield functions, ASTM
E8 standard uniaxial tension tests were performed on specimens using a MTS universal testing machine
for different rolling directions (0◦, 45◦, 90◦), and hydraulic bulge tests were conducted to obtain a stable
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biaxial stress-strain curve with an Erichsen bulge tester. The biaxial yield stress and biaxial anisotropic
plasticity coefficients were derived from the developed curve. A mechanical measurement device was
placed on the top of the specimen to allow in-plane elongation and curvature measurements using
an extensometer. The membrane stress and thickness strain were calculated using these measurements
as described in the literature [11]. The yield stress in balanced biaxial tension (σb) was calculated
based on the work-equivalence principle by comparing the bulge and uniaxial tension flow curves.
The results of these tests are shown in Figure 1.
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Figure 1. Results of uniaxial tension and bulge tests.

2.1.1. Hill’48 Yield Function

The anisotropic yield criterion proposed by Hill [12] is one of the most widely used yield functions.
The Hill’48 yield function is also easy to express, and as such has been widely used to investigate the
effect of anisotropy on springback, especially in steel sheets. This function is defined as follows:

2 f (σ) = F(σyy − σzz)
2 + G(σzz − σxx)

2 + H(σxx − σyy)
2 + 2(Lσ2

yz + Mσ2
zx + Nσ2

xy) = 1 (1)

Under plane stress conditions (σzz = σyz = σzx = 0, L = M = 0), the Hill’48 model can be
mathematically represented as follows:

2 f (σ) = (G + H)σ2
xx + (F + H)σ2

yy − 2Hσxxσyy + 2Nσ2
xy = 1 (2)

where σxx, σyy, and σzz are the normal stresses in the rolling, transverse, and thickness directions,
respectively; σxy, σyz, and σzx are the shear stresses in the xy, yz, and zx planes, respectively; and F,
G, H, and N are the anisotropic coefficient parameters. The material parameters of the Hill’48 yield
function are principally obtained from Lankford values at angles of 0◦, 45◦, and 90◦ to the rolling
direction. The anisotropic parameters F, G, H and N can be formulated in terms of the r-values r0, r45,
r90 as follows:

F =
r0

r90(1 + r90)
,G =

1
(1 + r0)

, H =
r0

(1 + r0)
, N =

(r0 + r90)(1 + 2r45)

2r90(1 + r0)
(3)

The mechanical properties and material constants thus determined are summarized in
Tables 1 and 2.

127



Metals 2018, 8, 18

Table 1. Material properties of TRIP1180 steel.

Test Direction E0 (GPa) YS (MPa) UTS (MPa) Elongation (%) R-Value

Rolling direction (0◦) 200.5 861.9 1180 17.2 0.795
Diagonal direction (45◦) 200.7 866.6 1175 16.0 0.958

Transverse direction (90◦) 206.3 866.2 1182 14.9 0.967

Table 2. Material constants of TRIP1180 for the Hill’48 yield function.

Material F G H N

TRIP1180 0.4580 0.5571 0.4429 1.480

2.1.2. Yld2000-2d Yield Function

The Yld2000-2d function [13] proposed by Barlat et al. can describe yield behaviors for various
deformation modes. This yield function has eight anisotropic coefficients related to the experimental
yield stresses (σ0, σ45, σ90, σb) and anisotropic parameters (r0, r45, r90, rb). This function can be
expressed as shown in Equation (4):

f =
φ′ + φ′′

2
, f =

∣∣X′
1 − X′

2
∣∣a
+

∣∣2X′′
2 + X′′

1

∣∣a
+

∣∣2X′′
1 + X′′

2

∣∣a
= 2σ (4)

where σ is the effective stress and a is a constant related to the crystalline structure of the material,
which was set to 6 in this study (for FCC, a = 8 and for BCC a = 6, thus, for TRIP1180 a = 6).
In Equation (4), φ′ =

∣∣X′
1 − X′

2

∣∣a and φ′′ =
∣∣2X′′

2 + X′′
1

∣∣a
+

∣∣2X′′
1 + X′′

2

∣∣a where X1 and X2 are the
principal values of the matrices, X′ and X′′ , whose components are obtained from the following linear
transformations of the Cauchy stress (σ) and deviatoric Cauchy stress (σ′), respectively:

X′ = C′σ′ = C′Tσ = L′σ,X′′ = C′′ σ′ = C′′ Tσ = L′′ σ (5)

where⎡⎢⎢⎢⎢⎢⎣
L′

11
L′

12
L′

21
L′

22
L′

66

⎤⎥⎥⎥⎥⎥⎦ =

⎡⎢⎢⎢⎢⎢⎣
2/3 0 0
−1/3 0 0

0 −1/3 0
0 2/3 0
0 0 1

⎤⎥⎥⎥⎥⎥⎦
⎡⎢⎣ α1

α2

α7

⎤⎥⎦,

⎡⎢⎢⎢⎢⎢⎣
L′′

11
L′′

12
L′′

21
L′′

22
L′′

66

⎤⎥⎥⎥⎥⎥⎦ =
1
9

⎡⎢⎢⎢⎢⎢⎣
−2 2 8 −2 0
1 −4 −4 4 0
4 −4 −4 1 0
−2 8 2 −2 0
0 0 0 0 1

⎤⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎣
α3

α4

α5

α6

α8

⎤⎥⎥⎥⎥⎥⎦ (6)

The material constants (eight anisotropic coefficients) included in the L′ and L′′ tensors can
be determined according to the rolling direction using the yield stress and anisotropic coefficient
(three uniaxial yield stresses, three r-values in the three material directions, and the balanced-biaxial
r-values and yield stress: σ0, σ45, σ90, σb, r0, r45, r90 and rb). This calculation procedure involves
solving a system of nonlinear equations. This was performed in the current experiment by using the
Newton-Raphson iteration method. The determined anisotropic coefficients are summarized in Table 3.

Table 3. Material constants of TRIP1180 using the Yld2000-2d yield function.

α1 α2 α3 α4 α5 α6 α7 α8

0.9471 1.0199 0.9867 0.9925 1.0141 0.9815 0.9910 1.0007

Based on previous experimental results, the yield surface of the von-Mises, Hill’48, and Yld2000-2d
models can be plotted alongside experimental results. The yield surface results are shown in Figure 2.
It can be seen that the Yld2000-2d model matches well with the experimental results.
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Figure 2. Yield surfaces characterized by different yield functions.

2.2. Hardening Model

In plasticity, the hardening rule is used to describe the behavior of a material during plastic
deformation. In this study, the isotropic and Yoshida-Uemori kinematic hardening models were
applied to evaluate the hardening behavior of TRIP1180. In order to accurately predict the springback,
it is essential to analyze the stress-strain behaviors of sheet metals during tension-compression loading.
For this reason, tension-compression tests were performed on a specimen modified from the standard
SEP1240 [14] with a gauge length of 50 mm, as depicted in Figure 3a. A vertical load was applied to
the uniform elongation portion of center of the specimen to prevent buckling, as shown in Figure 3b.
This allowed tension-compression tests to be performed reliably.

 
(a) 

 
(b) 

210

25

R10

Unit [mm]

50

45

Figure 3. (a) Dimensions of the specimen used for tension–compression test. (b) A schematic view of
the tension-compression test.

2.2.1. Isotropic Hardening Model

When expansion of the yield surface is uniform in all directions in the stress space, the hardening
behavior is referred to as isotropic. The Swift isotropic hardening model [15] used in this study can
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successfully describe isotropic behavior under these conditions. The Swift isotropic hardening model
is defined as follows:

σ = K(ε0 + εp)
n (7)

where σ is the effective stress and εp is the effective strain (total true strain minus recoverable strain).
Thus, εp represents the residual true strains after elastic unloading. Constants K, n, and ε0 are
material constants related to the hardening behavior. The material parameters of the Swift hardening
model were principally obtained via uniaxial tension tests, and the determined material constants are
summarized in Table 4.

Table 4. Coefficients of the Swift isotropic hardening model for TRIP1180.

Material K (MPa) n ε0

TRIP1180 1672.8 0.1044 4.8605×10-14

2.2.2. Yoshida-Uemori Hardening Model

As the material behavior is considerably complex during cyclic loading, a hardening rule should be
able to accurately predict deformation behavior during cyclic loading. The Yoshida-Uemori model [16]
is one of the most sophisticated models and can reproduce transient Bauschinger effects, permanent
softening, and work hardening stagnation during large elasto-plastic deformation.

The Yoshida-Uemori model accounts for both the translation and expansion of the bounding
surface, while the active yield surface evolves in a kinematic manner. A schematic of yield surfaces
according to the Yoshida-Uemori model was presented in Chongthairungruang et al. [17]. The relative
displacement of the two yield surfaces in a bounding surface can be defined as follows:

α∗ = α − β (8)

where α represents the current center of the yield surface, β represents the center of the bounding
surface, and α∗ represents the relative position of the two surfaces. An additional definition for α∗ is
given in Equation (9), which determines the relative movement of the yield and bounding surfaces:

α∗ = C
[( a

Y
)
(σ − α)−

√
a

α∗ α∗
] .
ε

a = B + R − Y
(9)

where B represents the initial size of the bounding surface, R represents the isotropic hardening
component, Y represents the initial yield strength, and C is a material parameter of the kinematic yield
surface hardening rule. The isotropic and kinematic hardening behaviors of the bounding surface can
be defined as follows:

dR = m(Rsat − R)
.
ε (10)

dβ = m
(

2
3

bDp − β

)
.
ε (11)

where Rsat is the saturated value of the isotropic hardening stress R for an infinitely large plastic strain
and m is a material parameter controlling the rate of isotropic hardening. Dp is an increment of the
plastic deformation rate and b is a material constant. The Yoshida-Uemori model constants were
derived via inverse finite element optimization. Inverse optimization was performed using Matlab’s
fminsearch function, which identifies the constant value that minimizes the error value relative to the
tension-compression experiment results using the Nelder-Mead method [18]. The Yoshida-Uemori
model constants determined for the TRIP1180 sheets are presented in Table 5.
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Table 5. Material constants of TRIP1180 for the Yld2000-2d yield function.

Y B Rsat b m C1 C2 εp,ref

800 284.9 294.2 88 9.62 366.8 366.8 0.005

A comparison of the experimental stress-strain curves and the calculated results based on the
selected hardening models is shown in Figure 4. It can be observed that the Yoshida-Uemori hardening
model matches well with the experimental results and captures the Bauschinger effect.
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Figure 4. Measured and calculated tension-compression stress-strain curves from multiple
hardening models.

2.3. Chord Modulus Model

In order to determine the material constants of the chord modulus model, ASTM E8 standard
loading–unloading tests were performed on specimens using a MTS universal testing machine for
different rolling directions (0◦, 45◦, 90◦). The elastic modulus changes during plastic deformation
are reflected in the chord modulus model. The results of this test are shown in Figure 5. Generally,
the elastic modulus of steel sheets decreases as the effective strain increases [19,20]. The initial elastic
modulus under uniaxial tension, denoted as E0, was determined using the linear regression fitting
method. The elastic moduli for pre-strained sheet specimens were defined as the slope of a straight line
drawn through the two stress–strain end points at a corresponding prescribed plastic strain. Changes
in the chord modulus were applied to the FE simulation along with the hardening model constants.
This phenomenon was formulated as shown in Equation (12):

E = E0 − (E0 − Ea)[1 − exp(−ξεp)] (12)

where E represents the unloading elastic model under uniaxial tension, Ea represents the chord
modulus obtained under an infinitely large plastic pre-strain, and εp and ξ are material parameters
determining the rate at which E decreases. The optimized constants are given in Table 6.
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Figure 5. (a) Results of loading-unloading test. (b) Results of chord modulus model.

Table 6. Material constants of TRIP1180 softening behavior.

Material E0 (GPa) Ea (GPa) ξ

TRIP1180 202.1 168.7 72.9

3. Test Conditions

In this study, FE simulations and experiments were performed for various forming processes
including U-bending and T-shape drawing. A commercial program (PamStamp 2G) was used to
perform the FE simulation. The experimental and analytical results were compared using various
constitutive equations and the material constants determined in Section 2. Both U-bending and T-shape
drawing were employed to evaluate the accuracy of springback predictions.

3.1. U-Bending Test

Previous works have confirmed the U-bending test to be a significant verification model for
springback prediction [21–23]. The tools used in U-bending are shown in Figure 6, consisting of
a punch, blank holder, and die. The dimension of the blank was 300.0 mm × 30.0 mm × 1.0 mm.
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The gap between the die and the punch was designed to be 1.1 mm. Testing was conducted using
a 200-ton servo press machine. The total punch stroke was 60.0 mm, with a punch speed of 1 mm/s
and a blank holding force of 20 kN. Additional tests were performed in various rolling directions
(0◦, 45◦, 90◦). Each set of experimental conditions was repeated five times to ensure the reliability of
the experiment. After stamping, the final dimensions of the formed specimens were measured along
the middle cross section using a laser coordinate measuring machine (a two-dimensional inspection
machine), allowing for comparison between the experimental and FE simulation results.

 
(a) 

(b) 

Figure 6. (a) Tools for U-bending test. (b) Blank size of U-bending test.

To evaluate the springback behavior observed in the U-bending tests, FE simulations were
conducted for forming and springback analysis. The analytical model was designed to mimic the
experiment, though only a half model of the tools and blank was simulated as shown in Figure 7,
considering the geometric symmetry of the test. The specimen used for FEA was a Belytschko-Lin-Tsay
(BLT) shell element of uniform size (1.0 mm × 1.0 mm) with five integration points in the thickness
direction. The die was assumed to be a rigid body. The FE simulation conditions were identical to
the experimental conditions. The Coulomb friction coefficient between the die and specimen was
set to 0.12, a value that assumed an unlubricated condition. In the FE simulation, mass-scaling and
mesh-refinement techniques were applied to ensure the efficiency of the analysis. The shapes of the
specimens calculated in the FE simulations were compared to those from the experimental results [24].

3.2. T-Shape Drawing Test

In this study, a T-shape drawing test was performed to evaluate the effect of the constitutive
equations on the prediction accuracy of springback in complex deformation modes. The blank size used
in T-shape drawing and the experimental set-up for the T-shape drawing test, consisting of a punch,
blank holder, and die, are shown in Figure 8. The gap between the die and punch was designed to be
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1.1 mm, and the test was conducted using a 200-ton servo press machine. The total punch stroke was
22.0 mm, with a punch speed of 20 mm/s and blank holding force of 90 kN. Experiments were repeated
five times to ensure reliability. After stamping, the final dimensions of the formed specimens were
measured using a 3D optical scanning system (three-dimensional inspection equipment), allowing for
comparison between the experimental and FE simulation results.

 

Figure 7. Finite element (FE) model of U-bending.

 
(a) 

 
(b) 

Figure 8. (a) Experimental set-up for T-shape drawing test. (b) Blank size of T-shape drawing test.

To investigate the springback behavior during T-shape drawing tests, FE simulations were conducted
for forming and springback analysis. The analytical model was designed to mimic the experiments,
and Figure 9 shows the FE model that was used. A significant number of conditions for the T-shape
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drawing FE simulation were equivalent to those in the U-bending test simulation and the experimental
conditions of the T-shape drawing test. The shapes of the specimens determined via FE simulations
were compared with those obtained experimentally. In this study, a commercial reverse-design program
(Geomagic Design X), was employed to quantitatively compare the configurations. For this comparison,
the experimental results were input as the reference configuration to measure the dimensional errors
between the experimental and analytical results.

 

Figure 9. Finite element (FE) model for T-shape drawing test.

4. Results and Discussion

4.1. Springback Prediction for U-Bending Test

In order to determine the springback prediction accuracy dependent on the constitutive equations,
the predicted U-bending test results were compared to the experimental results. The result is shown
in Figure 10. The combination of the Hill’48 yield function and isotropic hardening model resulted
in specimen shapes different from those observed experimentally. The combined Yld2000-2d yield
function and Yoshida-Uemori model, however, predicted shapes that were similar to those of the
manufactured parts.
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Figure 10. Cont.
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(c) Transverse direction (90°) 

Figure 10. Shape comparison between predictions and experiments for U-bending test.

Springback parameters were employed in this study to quantitatively compare the springback.
In Figure 11a, the springback parameters of the defined Numisheet’93 benchmark problem are
shown [25]. The 2D draw-bending test proposed as a benchmark problem in Numisheet’93 involves
two-dimensional blank holders to show both the effects of the material as well as the process
parameters. As previously mentioned, when the results of the combined Yld2000-2d yield function
and Yoshida-Uemori model were used, the prediction accuracy for springback was excellent in various
rolling directions, including 0◦, 45◦, and 90◦, as shown in Figure 11.

  
(a) Springback parameters (b) θ1 

  
(c) θ2 (d) ρ 

Figure 11. Comparison of springback with springback parameters for U-bending test.

136



Metals 2018, 8, 18

Comparing the predicted and experimental results from the U-bending test, the hardening model
was the predominant influence on springback prediction accuracy. When an isotropic hardening
model was used, the predicted shape differed significantly from the experimental results. However,
when the Yoshida-Uemori model was used, the predicted shape was similar to the experimental
results. This demonstrates that the Yoshida–Uemori model resulted in better springback predictions
relative to the isotropic hardening model, which is consistent with improved approximations of the
reverse-loading curves. For the U-bending test, the deformation mode of the sheet was a uniaxial
tension mode, and the sheet was deformed with nonlinear loading conditions. The anisotropic behavior
in the uniaxial tension mode could be described well by both the Hill’48 and Yld2000-2d yield functions.
However, the hardening behavior from the nonlinear loading conditions is only described by the
Yoshida-Uemori model because this model effectively considers changes in the elastic modulus due to
pre-strain, the Bauschinger effect, and transient behavior. Furthermore, since the inflow amount of the
test specimen was large during the U-bending test, the tension-compression behavior is repeated at
the wall of the test specimen as the experiment progresses, as shown in Figure 12. This increases the
importance of considering nonlinear loading conditions.

0.4
0.2
0

-0.2
-0.4

Major strain

-0.6

0.6

a. Punch stroke : 20 mm b. Punch stroke : 60 mm  

Figure 12. Tension-compression behavior of the U-bending test.

4.2. Springback Prediction for T-Shape Drawing Test

In order to investigate the effects of the constitutive equations on springback prediction accuracy,
the predicted and experimental results of the T-shape drawing test were compared, as shown in
Figure 13. The springback prediction accuracies in T-shape drawing displayed the same tendencies
observed in the U-bending test. The results of the Yld2000-2d yield function and Yoshida-Uemori model
combination demonstrated an agreement rate of 82.21%, whereas the combined result of the Hill’48
yield function and isotropic hardening model showed low prediction accuracy with an agreement rate
of 73.54%. In this study, the agreement rate was defined as follows:

Agreement rate =
A±0.5

Atotal
× 100(%) (13)

where A±0.5 represents the area within an allowable tolerance of ±0.5 mm and Atotal represents the
total area of the manufactured part. The allowable tolerance was that acceptable variation from the
specified dimensions. In this study, the differences between the analytical and experimental results
defined using the Geomagic Design X program should be within ±0.5 mm.
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(a) Hill’48 and isotropic hardening 

(b) Hill’48 and Yoshida–Uemori model 

(c) Yld2000-2d and isotropic hardening 

(d) Yld2000-2d and Yoshida-Uemori model 

Figure 13. Comparison between predictions and experiments for T-shape drawing test.

When the predicted and experimental results for the T-shape drawing test were compared, it was
observed that the yield function was the predominant influence on springback prediction accuracy.
Although the uniaxial deformation mode is dominant in U-bending, T-shape drawing has various
deformation modes. Additionally, since the inflow amount of the test specimen is small during
the T-shape drawing, it is more important to consider the biaxial Lankford value and yield stress
than to consider the non-linear condition. When the Hill’48 yield function was used, the predicted
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shapes differed greatly from those observed experimentally. However, when Yld2000-2d was used,
the predicted shape was similar to the experimental results. In the T-shape drawing test, various
deformation modes such as the biaxial tension, plane strain, and deep drawing modes were represented,
as shown in Figure 14, and the sheet was deformed with an approximately linear loading condition.
The hardening behavior in the linear loading condition could be described well by both the isotropic
and Yoshida-Uemori hardening models. However, the yield behaviors for various deformation modes
are only described by the Yld2000-2d yield function because it considers Lankford values and yield
stresses according to the rolling direction and biaxial deformation mode.

FLD

Major strain,

Minor strain,

Figure 14. T-shape drawing with various deformation modes.

5. Conclusions

In this study, FEA and experiments were conducted to evaluate the effect of constitutive equations
on springback prediction accuracy for the cold stamping of a TRIP1180 sheet. Based on the experimental
and analytical results, the following conclusions can be drawn:

1. Uniaxial tension, bulge, tension-compression, and loading-unloading tests were conducted to
investigate anisotropy, nonlinear hardening behavior, and changes in the elastic modulus of
a TRIP1180 sheet. The material constants of various constitutive equations were determined
based on the experimental results, and were implemented in FE simulations for modeling and
analyzing springback.

2. FE simulations and experiments were performed to evaluate springback behavior in U-bending
and T-shape drawing tests. In both cases, the Yld2000-2d yield function and Yoshida-Uemori
model showed excellent prediction accuracy, whereas the Hill’48 yield function and isotropic
hardening model showed low prediction accuracy.

3. In the U-bending test, the hardening model had a more dominant influence on the prediction accuracy
of springback than the yield function due to the nonlinear loading conditions. The hardening behavior
observed under nonlinear loading conditions was only described by the Yoshida-Uemori model,
because it effectively considered changes in the elastic modulus due to the pre-strain, the Bauschinger
effect, and transient behavior.

4. In the T-shape drawing test, the yield function had a more dominant influence on the prediction
accuracy of springback than the hardening model because various deformation modes were
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present. The yield behavior for various deformation modes was only described by the Yld2000-2d
yield function because this function considered the Lankford values and yield stresses according
to the rolling direction and biaxial deformation mode.

5. To predict the springback present in AHSS cold stamping, it is necessary to use appropriate
constitutive equations according to the forming process. Furthermore, these constitutive equations
need to accurately describe the yield behavior, elastic modulus changes, and hardening behavior
for a variety of deformation modes.
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Abstract: Narrow layers of severe plastic deformation are often generated near frictional interfaces in
deformation processes as a result of shear deformation caused by friction. This results in material
behavior that is very different from that encountered in conventional tests. To develop models
capable of predicting the behavior of material near frictional surfaces, it is necessary to design and
carry out tests that account for typical features of deformation processes in a narrow sub-surface
layer. In the present paper, upsetting of steel specimens between conical and flat dies is used as such
a test. The objective of the paper is to correlate the thickness of the layer of severe plastic deformation
generated near the friction surface and the die angle using a new criterion for determining the
boundary between the layer of severe plastic deformation and the bulk.

Keywords: friction; sliding; upsetting; fine grain layer

1. Introduction

The interface between tool and workpiece in metal forming processes is crucial to both friction
and heat transfer [1]. As a result, this interface controls the evolution of microstructure during the
process of deformation. In particular, narrow layers of severe plastic deformation are often generated
in the vicinity of frictional interfaces in metal forming processes. A complete review of results related
to the generation of such layers and published before 1987 has been presented in [2]. In recent years
there has been considerable interest in studying material behavior in the vicinity of frictional interfaces
in deformation processes [3–9]. One reason for that is that the narrow sub-surface layers affect the
performance of structures and machine parts under service conditions [10–13]. Physical properties of
these layers can be improved by appropriate heat treatment [14]. To this end, however, a method of
predicting these properties after metal forming processes is required. The conditions under which the
material is being deformed within the sub-surface layer are completely different from that encountered
in conventional material tests. Therefore, the latter cannot be used to determine the flow stress and
other constitutive equations within the layer [15]. As a consequence, numerical methods cannot be
used for studying metal forming processes in which a layer of severe plastic deformation is generated
near frictional interfaces. For example, attempts to model actual high strain gradients in the vicinity of
friction surfaces with traditional finite elements have had difficulty representing such gradients [16].
A possible way to overcome this difficulty is to develop a theory that takes into account that the
thickness of the layer of severe plastic deformation is very small as compared with other dimensions
that classify the workpiece. The conceptual approach here might be somehow similar to that used in
the mechanics of cracks (see, for example, [17]). In the latter, linear elastic solutions are supposed to
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be valid everywhere including the vicinity of crack tips where stresses found from these solutions
approach infinity. Then, the stress intensity factor is used instead of stresses to describe physical
processes in a small region near crack tips. If a conceptually similar approach were developed for
predicting the evolution of material properties near frictional interfaces in metal forming processes
then a rigid perfectly plastic solid would play the role of linear elasticity in the mechanics of cracks [18].
In particular, in the case of rigid perfectly plastic solids the equivalent strain rate approaches infinity
in the vicinity of maximum friction surfaces and its magnitude in a narrow region near the surface is
controlled by the strain rate intensity factor [19]. It is therefore reasonable to assume that the strain
rate intensity factor controls the evolution of material properties in the sub-surface layer. Such theories
have been proposed in [8,20,21]. For a further development of these theories it is necessary to collect
more data from independent experiments to correlate the strain rate intensity factor and properties of
the sub-surface layer. Such experiments should be designed rather than chosen according to common
practice. In the present paper, upsetting of hollow cylinders between conical and flat dies is used to
generate a layer of severe plastic deformation in the vicinity of the frictional interface.

2. Upsetting Test

Upsetting between flat and conical dies is used to generate a layer of severe plastic deformation
in the vicinity of the frictional interface between the conical die and workpiece. No lubricant is used
on the surface of the conical die to increase friction and, as a result, to get a more pronounced layer of
severe plastic deformation. On the other hand, the surface of the flat die is treated to minimize friction.
In particular, this surface is lubricated by mineral oil for cold forging. A schematic diagram of the
experimental setup is shown in Figure 1.

Figure 1. Experimental setup.

It is seen from this figure that one end of the specimen exactly fits the conical die at the initial
instant. Because of this design of specimens, the layer of severe plastic deformation starts to generate
over the entire friction surface at the initial instant. The only design parameter adopted in the present
study is the die angle α (Figure 1). In particular, three dies with α = 60 deg, α = 90 deg, and α = 120 deg
are used. Parameters H0, D0 and d are fixed. In particular, H0 = 35 mm, D0 = 32 mm and d = 5 mm.
The specimens are made of normalized C45E steel. Its nominal chemical composition is shown in
Table 1. The initial microstructure is uniform over the volume of specimens. The initial microstructure
is illustrated in Figure 2. Three nominally identical specimens are tested using each type of the conical
die. Upsetting is conducted on a hydraulic press. As an illustration, the α = 60 deg die, an initial
specimen and the specimen after upsetting are shown in Figure 3.
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Figure 2. Illustration of the initial microstructure of samples (the average equivalent diameters of
pearlite colonies and ferrite grains are 20 μm and 13.5 μm respectively).

Figure 3. Illustration of (a) α = 60 deg die, (b) initial specimen and (c) specimen after upsetting.

Table 1. Nominal chemical composition of C45E steel (mass fraction, %).

C Mn Si S P Cr Ni Cu Mo V Al

0.44 0.42 0.23 0.010 0.018 0.006 0.042 0.066 0.008 0.001 0.022

3. Metallographic Observations near the Friction Surface

A standard technique (mechanical grinding and polishing, followed by etching with 3% nital)
is used to prepare samples for metallographic studies. The surface of samples is examined with
a scanning electron microscope (SEM) JSM 6440LV, produced by JEOL (Tokyo, Japan), operated at
25 KV. The initial microstructure (Figure 2) is classified by the average equivalent circular diameters
of pearlite colonies and ferrite grains. Those are 20 μm and 13.5 μm, respectively. Each of these
average values is found based on 100 measurements with the use of an ImageJ image analyzer.
The microstructure of specimens after upsetting is studied in the vicinity of the friction surface between
the conical die and workpiece. It will be seen later that the distribution of microstructure is highly
non-uniform in the direction normal to the friction surface. In particular, a narrow layer of severe
plastic deformation is generated near the friction surface. The present study focuses on the variation of
the thickness of this layer along the intersection of the friction surface and a generic meridian plane
and on the dependence of this variation on the angle α. In order to determine the thickness of the
layer of severe plastic deformation, it is necessary to have a criterion that identifies severe plastic
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deformation. It is evident that it is impossible to introduce such a criterion in an unambiguous way.
This situation is similar to that in the mechanics of fluids where a criterion for the boundary layer
thickness is required [22]. In the case under consideration, an appropriate criterion can be based on
metallographic observations. As the deformation proceeds the shape of each ferrite grain in the vicinity
of the friction surface changes such that lateral dimensions (the dimensions that are approximately
parallel to the friction surface) quickly become large compared to the third dimension (the thickness of
ferrite grains). The shape of ferrite grains at the end of upsetting with the α = 60 deg die is illustrated in
Figure 4. The layer of severe plastic deformation is clearly seen in this figure. The suggested criterion
for the thickness of this layer is that the thickness of ferrite grains in the layer is less or equal to 2 μm.
The thickness of the layer determined according to this criterion is shown at 5 points. This method is
used to determine the variation of the thickness of the layer of severe plastic deformation along the
friction surface in all specimens after upsetting. In what follows, δ denotes the thickness of the layer
of severe plastic deformation, S denotes the distance along the friction surface in a generic meridian
plane and S = 0 corresponds to the outer surface of specimens (Figure 5).

Figure 4. Illustration of the method used to determine the thickness of the layer of severe plastic
deformation near friction surfaces.

Figure 5. Definition for “S”.

It has been found that fracture occurs at S = Sf. The value of Sf depends on α. In particular,
Sf = 40 mm (or about 75% of the total length) for α = 60 deg, Sf = 20 mm (or about 53% of the total length)
for α = 90 deg and Sf = 25 mm (or about 80% of the total length) for α = 120 deg. The microstructure of
the material in the vicinity of the point S = Sf is shown in Figure 6. The microstructure of the material
within the layer of severe plastic deformation is illustrated at several values of S in the range 5 mm ≤ S
< Sf in Figure 7 after upsetting with the α = 60 deg die, in Figure 8 after upsetting with the α = 90 deg
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die and in Figure 9 after upsetting with the α = 120 deg die. The thickness of the layer of severe plastic
deformation at these values of S has been determined as illustrated in Figure 4 for the α = 60 deg die.
The measured values of δ and its average value for one specimen of each series are summarized in
Table 2. In this table, R2 is defined as [23]

R2 =
SSr

SSto
= 1 − SSe

SSto
(1)

where R2 is coefficient of determination, SSr regression sum of squares, SSto total sum of squares and
SSe error sum of square.

The variation of δ with S for all three series of specimens is depicted in Figure 10. The values of δ
shown in this figure have been averaged over three specimens of each series.

Table 2. Measured values of δ for one specimen of each series.

α = 60 Deg α = 90 Deg α = 120 Deg

S δ and its value averaged
over 5 measurements R2 δ and its value averaged over

5 measurements R2 δ and its value averaged over
5 measurements R2

0 -

0.932

-

1

-

0.677

5 (6.6; 6.2; 6.6; 4.7; 5) 5.8 (11.1; 25; 13.5; 12.7; 12.9) 12.5 (10.1; 17.7; 26; 18.8; 10.9) 16.7
10 (8.5; 9; 9.5; 9.5; 9) 9.1 (14.5; 15; 15; 17.5; 15.5) 15.5 (28; 25; 24; 25; 30) 26.4
15 (11; 10.5; 10.5; 12; 13.5) 11.5 (18.4; 19.7; 16.5; 16.2; 16.7) 17.5 (38; 30; 30; 31; 32) 32.2
20 (12.5; 10.5; 12; 11.5; 10) 11.3 Crack appears (20.6; 21.4; 29.8; 25.4; 25) 24.44
25 (15.5; 17.3; 13; 15.5; 15) 15.4 - Crack appears
30 ( 28; 29; 33; 35; 35.5) 32.1 - -
40 Crack appears - -

Figure 6. Appearance of cracks in upsetting with (a) the α = 60 deg die at S = 40 mm, (b) the α = 90 deg
die at S = 20 mm and (c) the α = 120 deg die at S = 25 mm.

Figure 7. Cont.
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Figure 7. The thickness of the layer of severe plastic deformation after upsetting with the α = 60 deg
die at (a) S = 5 mm, (b) S = 10 mm, (c) S = 15 mm, (d) S = 20 mm, (e) S = 25 mm, and (f) S = 30 mm.

Figure 8. The thickness of the layer of severe plastic deformation after upsetting with the α = 90 deg
die at (a) S = 5 mm, (b) S = 10 mm and (c) S = 15 mm.

Figure 9. The thickness of the layer of severe plastic deformation after upsetting with the α = 120 deg
die at (a) S = 5 mm, (b) S = 10 mm, (c) S = 15 mm and (d) S = 20 mm.
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Figure 10. Variation of the thickness of the layer of severe plastic deformation with S and α.

4. Conclusions and Discussion

Upsetting of hollow cylinders between conical and flat dies has been conducted to generate
a layer of severe plastic deformation in the vicinity of the friction interface between the conical die
and workpiece. It is seen from Figures 7–9 that the thickness of this layer depends on both α and S.
Therefore, the test proposed can be used to reveal a possible correlation between this thickness and the
strain rate intensity factor. This correlation is required for the development of the theories proposed
in [8,20,21].

The tendencies in the behavior of the curves shown in Figure 10 are that the thickness of the
layer of severe plastic deformation increases as both α and S increase. An exception is the thickness
of this layer measured at S = 20 mm after upsetting with the α = 120 deg die. This deviation from
the general trend can be explained by the existence of a dead region of the workpiece that sticks to
the die. Upsetting between α = 120 deg and flat dies is rather similar to upsetting between two flat
(i.e., α = 180 deg) dies. If friction is high enough, the radial velocity at the friction surfaces changes its
sense between the outer and inner traction free surfaces in upsetting of disks between two flat dies [24].
Therefore, dead regions inevitably appear in upsetting of disks between two flat dies.

In addition to experimental data, the theories [8,20,21] require the theoretical value of the strain
intensity factor. This factor is defined as [19]

ξeq =
D√

z
+ o

(
1√
z

)
(2)

as z → 0 . Here ξeq is the equivalent strain rate (quadratic invariant of the strain ate tensor), D is the
strain rate intensity factor, z is the normal distance to the maximum friction surface. It is seen from (1)
that the gradient of the equivalent strain rate is very high in the vicinity of frictional interfaces and that
the strain rate intensity factor controls the magnitude of the equivalent strain rate in a narrow layer
near frictional interfaces. Since the equivalent strain rate is responsible for the evolution of material
properties, this theoretical result is in qualitative agreement with the experimental results shown in
Figures 4 and 7–9. However, it is also seen from (2) that the strain rate intensity factor is the coefficient
of the singular term. Therefore, conventional finite element methods are not capable of determining
the strain rate intensity factor [25]. In particular, using the commercial package ABAQUS an upsetting
process has been analyzed in [26]. All the finite element analyses presented in this paper failed to
converge in the case of the maximum friction law. Probably, the extended finite element method [27]
can be used for this purpose. However, to the best of authors’ knowledge, no attempts have been
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made to determine the strain rate intensity factor by means of this method. To date the only accurate
method for calculating the strain rate intensity factor is based on the method of characteristics [28].
However, its validity is restricted to plane strain problems. Therefore, there is an urgent need for the
development of a numerical method for calculating the strain rate intensity factor in axisymmetric flow.
Solutions found by this method might be used in conjunction with the experimental results shown in
Figure 10 to provide necessary input for the theories proposed in [8,20,21].
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Abstract: Increasing product requirements have made numerical simulation into a vital tool for the
time- and cost-efficient process design. In order to accurately model hot forging processes with
finite, element-based numerical methods, reliable models are required, which take the material
behaviour, surface phenomena of die and workpiece, and machine kinematics into account. In hot
forging processes, the surface properties are strongly affected by the growth of oxide scale, which
influences the material flow, friction, and product quality of the finished component. The influence
of different carbon contents on material behaviour is investigated by considering three different
steel grades (C15, C45, and C60). For a general description of the material behaviour, an empirical
approach is used to implement mathematical functions for expressing the relationship between flow
stress and dominant influence variables like alloying elements, initial microstructure, and reheating
mode. The deformation behaviour of oxide scale is separately modelled for each component with
parameterized flow curves. The main focus of this work lies in the consideration of different materials
as well as the calculation and assignment of their material properties in dependence on current
process parameters by application of subroutines. The validated model is used to carry out the
influence of various oxide scale parameters, like the scale thickness and the composition, on the
hot forging process. Therefore, selected parameters have been varied within a numerical sensitivity
analysis. The results show a strong influence of oxide scale on the friction behaviour as well as on the
material flow during hot forging.

Keywords: hot forging; finite-element; oxide scale

1. Introduction

In the field of bulk metal forming, hot forging is a widely-used process for the production of
high-performance parts with complex shapes. The preheating of semi-finished parts to temperatures
above 800 ◦C leads to a significant reduction in required forming forces as well as an increase in the
material formability. Furthermore, the process efficiency can be increased by the use of process heat
energy for a direct thermomechanical treatment to produce parts with locally-adapted properties [1].
However, a major disadvantage is the appearance of oxidation effects on the preheated steel surfaces.
The scale layer itself has an inhomogeneous structure. On a steel surface, it typically consists of
three different iron oxides, namely wuestite, magnetite, and haematite. The development and growth
of these oxides depend on the steel matrix properties like the used alloying concept and surface quality
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as well as the oxidation time, atmosphere, and temperature. The formation of oxide scale leads to
material losses of up to 3% by weight and requires further process steps for removal and rework.
During the forging process, the presence of oxide scale influences friction as well as material flow and
can lead to an increase in die wear [2]. The tooling and setup cost up to 15% of total production costs
in bulk metal forming and extensive investigations on tool failure have shown that more than 70% is
caused by die wear [3]. Therefore, die wear has a decisive influence on the entire efficiency of a hot
forging process [4].

The oxidation process on heated steel surfaces is significantly influenced by alloying elements.
The influence of different alloying elements on the formation of an oxide scale layer is described
in [5]. Comparison of Si-steel with IF-steel and S355-steel have shown that the alloying elements Si
and P lead to a delayed oxidation at lower temperatures and to a significantly increased oxidation
rate for temperatures above 1100 ◦C. Previous studies investigated the influence of carbon content
on the formation of oxide scale and have shown a relationship between temperature, carbon content,
and growth of oxide scale. Temperatures higher than 700 ◦C in combination with a high carbon content
lead to a decrease in oxide scale layer thickness [6,7]. The composition of oxide scale is variable.
The oxidation behaviour of pure iron in air and oxygen atmosphere has been examined in numerous
studies [8,9]. They pointed out that the classic oxide scale structure at temperatures above 700 ◦C
consists of an extremely thin cover layer of haematite, a thin intermediate layer of magnetite, and a
thick inner layer of wuestite directly on the steel surface. With a decrease in temperature below
650 ◦C, the layer thickness of magnetite and haematite increases whereas that of wuestite decreases.
Until about 580 ◦C, wuestite is still the major phase. A further decrease in temperature below 570 ◦C
leads to an unstable wuestite layer. Thus the oxide scale layer consists of two iron oxides, a thick layer
of magnetite with about 80 wt %, and a thin haematite cover layer [10]. In the temperature range
between 700 ◦C and 1250 ◦C, the oxide scale composition is nearly constant with a ratio of 1:4:95 for
the layers of haematite, magnetite, and wuestite, respectively [11].

Experimental studies in the temperature range between 900 ◦C and 1200 ◦C have shown strong
varying forming behaviour of the different iron oxides wuestite, magnetite, and haematite, which build
up the typical oxide scale layer on general steel. The yield stresses are observed to be strongly
temperature-dependent as known for metals. The yield stress of wuestite has been found to be low as
compared to magnetite, whereas the highest bearable strain was found for wuestite. Maximum yield
stress has been observed for haematite. Moreover, it has been found to be the hardest oxide scale
component at room temperature with a Vickers hardness of 1000 HV10 as compared to magnetite
(600 HV10) and wuestite (400 HV10). Furthermore, the investigations have shown a significant and
partly contrary influence of the strain rate on the forming behaviour. Contrary to haematite, magnetite
and wuestite show an increase in yield stress with increasing strain rate [12,13]. Further investigations
on synthesized iron oxides at high temperatures have shown a strong dependency of hardness on
temperature. The hardness of all the oxides decreases with an increase in temperature, whereby the
strongest reduction was observed for magnetite and haematite [14].

The development of an oxide scale layer on the steel surface in a metal forming process results in
changes in surface properties. In particular, friction conditions in the contact zone between workpiece and
tool are affected during the forming process, which has a significant influence on the material flow [15].
Nevertheless, only analytical and phenomenological approaches for mono materials have been published so
far. Various research groups have investigated friction with regard to different oxide scale conditions which
were induced by a defined furnace temperature and holding times in variable atmospheres. They showed
that a thin oxide scale layer has a positive influence on the friction properties in contrast to thicker ones,
which are harder and brittle [16–18]. Furthermore, there have been experimental investigations indicating
a decrease of friction coefficient with increasing oxide scale layer thickness [19–21].

In addition, the forming behaviour of the steel matrix has a significant influence on the forging
process. Parameters with a significant effect on the yield stress are process-specific parameters
(e.g., strain rate and temperature) as well as material-specific parameters (e.g., alloying concept,
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microstructure, and forming history) [22]. Experimental investigations have shown a significant
influence of total carbon content on the material flow behaviour. An increase in carbon content has led
to a reduction in the yield stress, particularly at high temperatures [23]. A Hensel–Spittel-based flow
curve model which takes initial grain size, temperature, strain rate, and carbon content into account
has been presented by Korpala et al. [24].

The main focus of the presented work is on the investigation of the oxide scale influence on the hot
forging process, in particular on the plastic deformation and the material flow. Therefore, a numerical
sensitivity analysis has been performed regarding the effect of oxide scale thickness, composition,
and different friction conditions. This analysis is based on a numerical model for description of thin
surface layers, which has been validated by means of an experimental ring compression test.

2. Materials and Methods

2.1. Experimental Procedure

The use of finite element FE-simulation requires detailed mathematical models for a realistic
description of the material behaviour by consideration of process parameters like strain, strain rate,
and temperature, as well as material-specific parameters like carbon content and initial grain size.
Therefore, various experimental tests like the cylindrical compression test and the ring compression
test have been performed. At least three repetitions have been performed for each experimental test.

The ring compression test is a standard procedure to investigate friction properties in forging
processes. In the scope of this research project, ring compression tests have been performed in order to
validate the numerical model as well as to determine the friction properties between the oxide scale
layer and dies. The ring samples used had an outer diameter of 9 mm, an inner diameter of 4.5 mm,
and a height of 3 mm. Figure 1a shows a deformed test sample. The experimental setup is provided in
Figure 1b. After the ring compression test, the inner diameter and height were measured at different
positions in order to calculate averaged values (Figure 1c).

 

  

(a) (b) (c)

Figure 1. Deformed ring compression sample (a); Experimental ring compression setup on servo-hydraulic
deformation simulator WUMSI with thermal tank (b); Schematic representation of ring compression test
for different friction conditions (c).

The mechanical behaviour of different general steel grades with varying carbon content
(C15, C45, C60) were examined by uniaxial compression tests. These unalloyed carbon steel grades
were chosen in order to measure the influence of carbon content on forming behaviour as well as the
growth of oxide scale layer without interference by other alloy elements. An overview of the chemical
composition is shown in Table 1.
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Table 1. Chemical composition of the steel samples in wt %.

Steel Grade C Si Mn P S Cr Mo Ni Cu Al

C15 0.160 0.210 0.420 0.001 <0.001 0.100 0.045 0.087 0.108 0.017

C45 0.490 0.200 0.420 0.001 0.001 0.100 0.034 0.081 0.096 0.021

C60 0.63 0.200 0.420 <0.001 <0.001 0.100 0.035 0.076 0.100 0.017

The used samples (diameter 10 mm, length 18 mm) showed a preformed and annealed
initial microstructure. Within the experimental procedure, the samples were austenized at various
temperatures and subsequently brought on different deformation temperatures. The experimental
compression tests were performed on a servo-hydraulic deformation simulator (WUMSI, 400 kN,
an in-house development of TU Freiberg, Germany and WPM Leipzig, Markkleeberg, Germany) with
varying strain rates between 1 s−1 and 20 s−1. The strain was measured by means of a linear variable
differential transformer (LVDT) sensor which had been integrated into the cylinder. The tools made
out of Al2O3 had been lubricated with graphite to reduce the influence of friction between the tools
and the workpiece. An overview of the considered parameters is shown in Figure 2.

(a) (b)
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Figure 2. Schematic representation of the experimental procedure for the determination of flow curves
for the steel matrix (a); Exemplary results of experimental cylindrical compression test and calculated
true stress (H.-S.) for the pure iron oxide wuestite (based on [13]) (b).

Due to the fact that the mechanical properties of the iron oxides wuestite, magnetite, and haematite
show a strong variation, separate flow curve models for each iron oxide were derived and parametrized
based on the results of the experimental compression tests. In order to separately derive mechanical
properties for each iron oxide, the required samples were manufactured with powder metallurgy.
Therefore, pure oxide powders of haematite, magnetite, and wuestite were compressed and sintered into
cylindrical samples. Subsequently, the samples were deformed in the temperature range of hot forming
(900–1150 ◦C) and different strain rates up to 10 s−1. Experimental results for the iron oxide wuestite at
a temperature of 1000 ◦C and a strain rate of 1 s−1, as well as a temperature of 1100 ◦C and a strain rate
of 5 s−1 are shown in Figure 2b. Detailed information regarding the powder metallurgy process route as
well as experimental data for various temperatures and strain rates are presented in [13].

2.2. Aspects of the Numerical Model and Its Implementation

This paper focuses on the numerical investigation of thin oxide scale layers in a hot forging by
the use of the finite element method. The developed numerical model is based on a multi-material
approach in order to take the strongly varying mechanical properties of the steel matrix and the iron
oxides in the oxide scale layer into account. Due to the fact that an experimental characterisation
of the interface between oxide scale and steel matrix is very challenging, the contact between steel
matrix and oxide scale surfaces is modelled as a glued contact type, which is similar to a tying
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between node and surface. In order to reduce the computational time the 2D axial symmetry has
been considered, the matrix as well as the oxide scale layer have been discretised with four-node,
isoparametric, quadrilateral elements. The element stiffness is described by using four Gaussian
points and a full integration scheme. The number of elements is about 20,000 but strongly depends
on the oxide scale thickness. To avoid extensive element distortion, a remeshing criterion has been
implemented. A schematic representation of the numerical model which had been set up in the
commercial FE-software Simufact Forming v14.0.1 (Simufact Engineering Gmbh, Hamburg, Germany,
2017), which is based on the implicit MSC.Marc solver, is provided in Figure 3.

For a description of varying mechanical properties, the model is based on a multi-material
approach. The calculation of actual yield stress with regard to the local temperature, strain, and strain
rate, as well as material allocation, is carried out with a user subroutine which is scripted in FORTRAN
with the FE solver. Each calculation process is linked with a specific element ID to ensure the correct
assignment of calculated data to the correct numerical element. The user subroutine is called for each
element in each iteration of every solver increment. The required data like local temperature, strain,
and strain rate, as well as a material ID and element ID, are provided by the solver. Subsequently,
the calculated yield stress is transferred back to the solver, linked with the specific element ID.

 

Figure 3. Schematic representation of the numerical model for thin surface layers and user subroutine.

In order to describe the thin surface layer consisting of three different materials, the oxide scale is
considered to be a smeared continuum. Based on this approach, materials with non-uniform properties
can be described as a homogenous continuum [25]. Therefore, single yield stresses are calculated for each
of the iron oxides, wuestite, magnetite, and haematite, separately. For this purpose, three different material
models parameterized with the findings of oxide scale characterisation are implemented as functions
into the user subroutine. Each function calculates the flow stress for one of the three oxide scale parts
depending on the current temperature, true strain, and strain rate, as well as material-specific parameters.
With regard to the assumption of a smeared continuum, a weighting of the individual flow stresses is
required in order to calculate a homogenous flow stress for the oxide scale layer. The weighted oxide scale
flow stress is calculated depending on the oxide scale composition and is given by:

ks
f = kw

f δw + km
f δm + kh

f (1 − δw − δm) (1)

whereby ks
f represents the global oxide scale flow stress, and kw

f , km
f and kh

f are the flow stress of the

constituent oxide scale components. The terms δw and δh are the mass fractions of wuestite and
magnetite, respectively. All numerical results of the oxide scale layer presented in this paper have been
calculated based on the smeared approach described above and under assumption of various initial
oxide scale compositions.

In general, the mass fractions depend on the temperature, time, and carbon content of the matrix
material. Furthermore, within this common research project, an Arrhenius-based approach has been
developed to describe the oxide scale growing process on carbon steel under consideration of carbon
content [24]. This approach will be implemented into the user subroutine. A representation of the
dataflow inside the user subroutine, as well as between the user subroutine and Simufact Forming
solver, is given in Figure 4.
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By integration of the user subroutine into the Simufact Forming GUI, key parameters like carbon
content of used steel and oxide scale composition can be easily adjusted by the user. Due to the
modular structure of the user subroutine, it can be easily extended to take other phenomena like
separation of oxide scale parts into consideration.

 

Material definition:
• Carbon content
• Austenisation temperature
• Oxide scale composition
• …

Numerical simulation
Increment i: 1,2,…n Post  processing

Call subroutine for each element

Steel matrix Calculate flow stress basis
material

Calculate flow stress oxide
scale components

Calculate oxide scale
composition

Calculate weighted flow
stress oxide scale

Read local elemental values (e.g. 
strain, strain rate, temperature, …)

Oxide scale

Check 
material no.

Figure 4. Dataflow inside the user subroutine as well as between the user subroutine and the
numerical solver.

Based on experimental data, the models have been parameterized via regression analysis using
the least square method. The onset of yielding is described by means of von Mises criterion. The plastic
behaviour of the carbon steel (C15, C45, C60) is based on the following two Hensel–Spittel approaches
according to [26]:

HSa = AaC%mC1 ϕma e−ma1 T ϕma2 ϑmaϕ c%
mC2 .

ϕ
ma3 (2)

HSb = AbC%mC3 e−mb1T ϕmb2
.
ϕ

mb3 (3)

The material hardening depending on temperature T, strain ϕ and strain rate
.
ϕ at the beginning

of the deformation process is described by the first term (HSa) whereas the second term (HSb) takes
the material softening at higher strains caused by recrystallization into consideration. Both terms are
weighted by a transition function δ:

δHS = 0.5 + π−1 tan−1 [w1T−w2(ϕ − ϕkTwγ
γ

.
ϕw4)] (4)

In addition to temperature, strain, and strain rate, this model takes into account the carbon content
C as well as the initial grain size. Thus it is possible to describe various steel grades in a more general
way regarding the concentration of the alloying element carbon. The initial grain size is considered with
the help of austenization temperature Tγ, therefore the effect of preheating is also taken into account.
An overview of the derived material-specific parameters A, m, w is presented in Tables 2 and 3.

Table 2. Material-specific parameters for the flow curve terms HSa and HSb.

Aa mC1 ma1 ma2 maϕ mC2 ma3 Ab mC3 mb1 mb2 mb3

3275 0.03662 0.0027 0.41618 −0.0421 −0.08004 0.07959 894 −0.01367 0.00276 0.00236 0.17777

Table 3. Material-specific parameters for the transition function δHS.

w1 w2 w4 wγ ϕk

1.83501 0.00015 0.13325 0.048 0.15951
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Exemplary calculated flow curves for the steels C15, C45, and C60 at various temperatures
and a strain rate of 10 s−1, using the approach for general steel, are presented in Figure 5a.
Hereby, an austenization temperature of 1100 ◦C had been chosen. A comparison between
experimentally-measured and calculated flow curves is shown for the steel grade C15 at different
temperatures and a strain rate of 10 s−1 in Figure 5b. The comparison provides a good qualitative
agreement. The calculated correlation coefficient (r2) for the flow curve models is between 0.994 and
0.997. A validation for all steel grades has been presented in [24].
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Figure 5. Calculated flow curves for the steel grades C15, C45, and C60 at different temperatures (900
◦C, 1000 ◦C, 1100 ◦C) and a strain rate of 10 s−1 (a) Comparison between experimentally-measured
and calculated flow curves for the steel grades C15, C45, and C60 at different temperatures and a strain
rate of 10 s−1 (b).

The description of plastic behaviour of the iron oxides is based on Hensel–Spittel flow curve
equations and thereby the current yield stress is expressed as a function of temperature, strain,
and strain rate [13]. The flow curves have been parametrized based on the findings of cylindrical
compression tests for the pure iron oxide samples. In the temperature range relevant for hot forging,
the flow curves for the iron oxides, and in particular for wuestite, are lower in comparison with
the calculated yield stresses of carbon steel. Exemplary calculated flow curves at a temperature
of 1000 ◦C and various strain rates for the iron oxides wuestite, magnetite, and haematite are
presented in Figure 6. An exemplary comparison between experimental data and calculated true stress
based on the Hensel–Spittel (H.–S.) approach for the iron oxide wuestite is presented in Figure 2b.
The calculated correlation coefficient (r2) for all strain rates and temperatures is between 0.72 and
0.76 [13]. The variation of r2 is due to the challenging experimental procedure for the pure iron oxides.
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Figure 6. Exemplary calculated flow curves for wuestite, magnetite, and haematite at a temperature of 1000 ◦C.

3. Results and Discussions

3.1. Ring Compression Test and Model Validation

The presented numerical model has been validated by comparing numerical results with
experimentally-measured force displacement curves of ring compression tests. Therefore, the samples
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were heated to a temperature of 1000 ◦C and 900 ◦C with an oxidation time of 30 s. The preheating
led to a specific oxide scale layer with an initial thickness of 50 μm, which had been used as an
initial condition for numerical simulation. The initial thicknesses were measured on the basis of
metallography recordings. Based on the findings of Tominaga [27] and Sun [28], an initial oxide scale
composition of 64 wt % wuestite, 30 wt % magnetite, and 6 wt % haematite had been calculated
for the oxidation temperature of 1000 ◦C. The dependency of oxide scale composition on oxidation
temperature is shown in Figure 7, where the blue lines indicate the calculated composition at 1000 ◦C.

Figure 7. Oxide scale composition depending on oxidation temperature (based on [28]). The mole
fractions for an temperature of 1000 ◦C are indicated by blue lines.

The heated sample was subsequently compressed with a stroke of up to 60% of its initial height. Due to
the used isothermal containment, the tool temperature had been kept equivalent to workpiece temperature
and the tools had been modelled as heat-conducting rigid bodies. The time–stroke relationship was
calculated based on the experimental data with an average punch speed of 3.2 mm·s−1. By evaluation of
experimental ring compression tests, the friction factor (m) was found to be 0.65 (C15 and C60) and 0.7 (C45).
For this purpose, the deformed samples had been geometrically measured and the ratios of initial inner
diameter to deformed inner diameter as well as initial height to deformed height had been calculated and
filled in a friction nomogram according to the work of Male and Cockcroft [29]. Experimental data for heat
transfer coefficients were not measured in the current research project. Previous research studies predicted
a heat transfer coefficient for non-fractured oxide scale which is 10–15 times lower than that of steel [30,31].
Based on these data, a heat transfer coefficient of 1400 W/(m2·K) has been assumed for numerical
simulation. A comparison of numerically-calculated and experimentally-measured force-displacement
curves is presented in Figure 8a and shows a good qualitative agreement, thus it can be concluded that the
used numerical boundary conditions are applicable.
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Figure 8. Comparison of experimentally-measured and numerically-predicted force-displacement
curves for the steel grades C15, C45, C60 at a temperature of 1000 ◦C, an average forming speed of
3.2 mm s−1, and the calculated ratio of 64:30:6 for the layers wuestite, magnetite, and haematite (a);
Comparison of numerically-calculated force-displacement curves for the steel C15 at a temperature
of 1000 ◦C, an average forming speed of 3.2 mm s−1, and various ratios of haematite, magnetite,
and wuestite a: 1:4:95; b: 6:30:64; c: 5:40:55 and d: without oxide scale. (b).
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Particularly at the beginning of the forging process, there is an offset between measured and
calculated force. This can be caused either by the machine stiffness in the experimental tests or due
to the used oxide scale material model. On the basis of complex oxide scale material behaviour,
the material characterisation had been examined to specific temperatures, strains, and strain rates.
Therefore, the implemented flow curve model needs to be extrapolated for higher strains as well as
a wider temperature range. Furthermore, in a complex hot forging process, the oxide scale is brittle
and porous, thus it can be compressed and undergo rupture [13]. Subsequently, in order to examine
the influence of a varying oxide scale composition, force displacement curves have also been calculated
for different compositions of oxide scale as well as oxide scale (Figure 8b). The further boundary
conditions have been kept unchanged. Although the mechanical properties of iron oxides differ widely,
the global influence of oxide scale composition on force-displacement curve characteristics is small
compared to the one without an oxide scale layer.

In addition to the comparison of force-displacement curves, the experimentally-measured and
numerically-calculated inner diameters and heights after ring compression tests as well as the
percentage deviation are presented in Table 4. The results show a good agreement.

Table 4. Comparison between experimentally-measured and numerically-calculated height and inner
diameter after ring compression tests at 1000 ◦C and 900 ◦C.

Oxidation Temperature
Oxide Scale Thickness

Steel
Grade

Experimental (mm) Simulation (mm) Deviation (%)

Inner
Diameter

Height
Inner

Diameter
Height

Inner
Diameter

Height

Oxidation temperature: 1000 ◦C
Oxide scale thickness 50 μm

C15 3.7 1.61 3.91 1.63 5.1 1.2
C45 3.75 1.67 3.86 1.7 2.9 1.8
C60 3.8 1.68 3.77 1.66 −0.79 −1.2

Oxidation temperature: 900 ◦C
Oxide scale thickness: 30 μm

C15 3.65 1.59 3.74 1.59 2.47 1.89
C45 3.71 1.82 4.00 1.82 7.82 −1.1
C60 3.8 1.67 3.81 1.68 0.26 0.6

3.2. Sensitivity Analysis

The numerical model presented in this paper was used to perform a sensitivity analysis regarding
the influence of an oxide scale layer on the hot forging process. Therefore, influential parameters like
layer thickness, friction conditions, and oxide scale composition have been studied. The carbon of the
steel grade mainly influences the growth rate of the oxide scale layer. The mechanical behaviour of the
oxide scale layer is regardless of the considered steel grade. Therefore, exemplary results for the steel
grade C15 at 1000 ◦C are presented.

3.2.1. Layer Thickness

The growth of an oxide scale layer directly before or during the forming process is particularly
influenced by oxidation time and temperature as well as the steel matrix. As the mechanical properties
of oxide scale strongly deviate from the steel matrix, the forming process is influenced depending on
oxide scale volume. The numerical simulations were carried out with ring compression samples and
three different layer thicknesses (30 μm, 50 μm, 100 μm) as well as an unscaled variant. The further
boundary conditions have been kept constant. Initially, a friction factor m = 0.65 had been assumed,
derived from experimental ring compression tests for the steel grade C15.

The final ring profiles as well as the material flow in x-direction as contour plot are presented
in Figure 9a. The impact of different oxide scale thicknesses on material flow and component shape
can be seen between the oxide scaled variants and the variant without an oxide scale layer as well as
between the scaled variants themselves. The variant without an oxide scale layer shows a conventional
material flow, known from the ring compression test with high friction. The material flow is divided
and the change of inner diameter is related to the friction conditions, whereby the sides form a convex
shape. With an increasing friction factor, the decrease of the inner diameter is intensified [32]. However,
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the scaled variants show a light concave up to a straight shape at the inner diameter, which increases
with increasing layer thickness. The shape at the outer diameter turns from slight convex to a flat
surface with increasing layer thickness. The numerical results indicate an increased sliding behaviour
in the contact zone of workpiece and die as a result of the oxide scale, which leads to changes in friction
conditions and material flow. The oxide scale layer seems to act like an additional lubricant, whereby
the effect is intensified with increasing layer thickness. It can be assumed that the yield stresses of the
oxide scale and the steel matrix decisively differ and thus provoke the changes in material flow as well
as an increased sliding. Furthermore, the different yield stresses result in an outflow of the oxide scale
in the contact zone between the die and the steel matrix.
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Figure 9. Final component shape and x-displacement depending on oxide scale thickness (a); influence
of oxide scale on maximum forming force (b).

The volume fractions of steel matrix, oxide scale, and the maximum forming forces are shown
as percentages in Figure 9b. The bar chart shows the influence of thin oxide scale layers as well.
The volume fraction of a 50-μm oxide scale layer is just about 10% but results in a forming force
reduction of nearly 20%. This strong reduction at even small amounts of oxide scale is not just due to
lower yield stresses of the oxide scale. It indicates an improved sliding as well. Nonetheless, it must
be taken into account that the results are calculated based on the approach of non-fractured oxide
scale. In complex forging processes, the oxide scale can rupture due to its brittleness, which also has
an influence on sliding behaviour. Therefore, it is necessary to implement a specific damage criteria
into the user subroutine in order to take into account rupture of oxide scale as well as oxide scale
detachment. Furthermore, new material characterisation methods are required in order to measure
rupture as well as the detachment of the thin and brittle oxide scale layer at elevated temperatures,
which might be more challenging.

3.2.2. Friction Conditions

In order to carry out further examinations on the influence of oxide scale on the sliding behaviour
in the contact zone between workpiece and die, additional simulations for a variant without oxide
scale and a variant with an oxide scale layer of 50 μm at 1000 ◦C have been performed while varying
the friction factor m. Calculated results for the final component shape and material flow in x-direction
for three variants with and without oxide scale and a varying friction factor are shown in Figure 10.

 

Figure 10. Final component shape and x-displacement depending on the friction factor m and the
oxide scale.
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The results clarify the assumptions of an improved sliding behaviour due to oxide scale.
The variant without an oxide scale layer and a very low friction factor of m = 0.25 shows an almost
identical final shape to the variant with oxide scale and a friction factor of m = 0.65. The material flow
also shows a relatively good agreement, whereby a higher flow is observed for the variant without
oxide scale. The calculated force–displacement curves of the variants mentioned above are presented
in Figure 11. A comparison between the variant without oxide scale considering m = 0.25 and the
variant with oxide scale considering m = 0.65 shows a good qualitative agreement compared to the
variant without oxide scale and m = 0.65. Thus it can be assumed that the oxide scale reduces the
friction and acts like a lubricant.
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Figure 11. Numerically-calculated force–displacement curves for ring compression tests of variants
with and without oxide scale for different friction factors.

In addition, further numerically-calculated variants with and without oxide scale and varying friction
factors (low, medium, high friction) are compared in Figure 12 to point out the effect of the oxide scale
presence on the sliding behaviour. The variants without oxide scale show, as expected, a decreasing inner
diameter and increasing material flow inwards with increasing friction factor. Only the variant with low
friction (m = 0.1) shows a concave shape at the inner diameter. However, only the scaled variant with
high friction (m = 0.85) exhibits a decreased inner diameter as well as a concave shape. All scaled variants
show an intensified material flow outwards, as compared with the variants without oxide scale. Thus,
the oxide scale seems to dampen the friction influence.

 

Figure 12. Comparison between numerically-calculated variants with and without oxide scale and
varying friction.

3.2.3. Oxide Scale Composition

The composition of an oxide scale layer changes depending on the process and material-specific
parameters like oxidation time and temperature. Due to the fact that mechanical properties of iron
oxides strongly deviate from each other, the forming process is influenced by their composition.
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The final component shape as well as calculated v. Mises stresses are presented in Figure 13 with
regard to varying oxide scale compositions.

 

Figure 13. Final component shape and v. Mises stress depending on mass fractions of wuestite (W),
magnetite (M), and haematite (H).

Four variants with different combinations of the iron oxides and a thickness of 50 μm as well
as one variant without oxide scale were calculated. Additionally, three variants with pure oxides
(wuestite, magnetite, haematite) were calculated. The further boundary conditions have been kept
constant. The calculated v. Mises stress inside the steel matrix was higher than inside the oxide scale layer
regardless of the oxide scale composition. The variant, with a layer consisting of 100 wt % magnetite,
exhibited the highest v. Mises stress as compared with the other pure oxide variants. Furthermore,
a strong influence of oxide scale composition on resulting stresses can be seen. A reduction of wuestite
mass fraction or increase of the mass fractions of magnetite and haematite led to an increase of stresses
inside the oxide scale layer. This clarifies the above-mentioned strong variations of oxide scale mechanical
properties. The influence on material flow as well as sliding behaviour was reduced by an increase of
yield stresses of oxide scale and the accompanying alignment with the steel matrix. The variant with the
lowest mass fraction of wuestite and highest v. Mises stresses showed the lowest deviations of final shape
as compared to the variant without oxide scale.

Furthermore, experimental and numerically-calculated height and inner diameter after
compression have been determined under consideration of varying oxide scale composition.
An overview is shown in Table 5. The variants with different oxide scale compositions exhibited
a strong variation of resulting inner diameter which is consistent with the assumption that the oxide
scale itself and the composition influence the material flow. The variant with the highest mass fraction
of haematite showed the closest agreement with experimentally-measured values. The differences
between the experimentally-measured and numerically-calculated values could have been caused by
sliding of the oxide scale on the steel matrix as well as fracture. In this regard, further experimental
investigations on the oxide scale composition have to be carried out.

Table 5. Experimental and numerically-calculated height and inner diameter after ring compression
tests for the variants with steel grade C15 at a temperature of 1000 ◦C.

Variant
Height
(mm)

Inner Diameter
(mm)

Experimental ring compression test (averaged) 1.62 3.7
Simulation; W = 64.0 wt %; M = 30.0 wt %; H = 6.0 wt %

(calculated composition for 1000 ◦C based on [28]) 1.63 3.91

Simulation; W = 55.0 wt %; M = 40.0 wt %; H = 5.0 wt % 1.63 3.89
Simulation; W = 77.50 wt %; M = 20.0 wt %; H = 2.5 wt % 1.63 4.25
Simulation; W = 95.0 wt %; M = 4.0 wt %; H = 1.0 wt % 1.63 4.41

Simulation; without oxide scale 1.62 2.67
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4. Conclusions

Based on a multi-material approach, an FE-model describing the oxide scale material behaviour
in hot forging has been developed. Four different material models for both oxide scale and steel
have been implemented in Simufact Forming by means of user subroutines. This enables an accurate
description of the oxide scale material flow behaviour depending on temperature, strain, and strain
rate. Furthermore, the implemented model for general steel grades takes into account the influence
of varying carbon content as well as the initial microstructure. The influence of carbon content on
the yield stress can be seen in the Hensel–Spittel coefficients. However, no significant influence of
carbon content on the forming behaviour has been identified. The developed numerical model has
been validated by comparing the results of the performed ring compression tests and the numerical
simulation. Within a numerical sensitivity study, influential parameters of oxide scale layer like layer
thickness, friction behavior, and oxide scale composition have been variated. The numerical results
show a decisive influence of the oxide scale layer on a hot forging process. The comparison of variants
with and without an oxide scale shows that the presence of an oxide scale layer in the contact zone
between die and steel matrix acts like an additional lubricant. The findings indicate that, beside others,
the differences between yield stress in steel matrix and oxide scale layer lead to an improved sliding
behaviour. Nevertheless, it must be taken into account that the results are calculated based on the
approach of non-fractured oxide scale. Therefore, further investigations on the adhesion interface
between oxide scale and metal matrix as well as oxide scale rupture will be carried out in order to
examine its behaviour during the hot forging process. For this purpose, the presented user subroutine
will be extended with a damage criteria. This will enable more detailed description of the oxide scale
influence on the hot forging process.
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Abstract: The hot deformation behavior of as-cast 30Cr2Ni4MoV steel was characterized using
processing maps in the temperature range 850 to 1200 ◦C and strain rate range 0.01 to 10 s−1. Based on
the obtained flow curves, the power dissipation maps at different strains were developed and the
effect of the strain on the efficiency of power dissipation was discussed in detail. The processing
maps at different strains were obtained by superimposing the instability maps on the power
dissipation maps. According to the processing map and the metallographic observation, the optimum
domain of hot deformation was in the temperature range of 950–1200 ◦C and strain rate range of
0.03–0.5 s−1, with a peak efficiency of 0.41 at 1100 ◦C and 0.25 s−1 which were the optimum hot
working parameters.

Keywords: 30Cr2Ni4MoV steel; hot deformation; processing map; microstructure

1. Introduction

In order to evaluate the explicit microstructural response of the material to the processing
parameters, which include strain rate, deformation temperature and true strain, and to solve the
problems related to workability and microstructural control in materials during hot deformation, the
processing map was developed in 1984 based on the dynamic materials modeling (DMM) by Prasad [1].
Based on the processing maps generated using data of flow stress as a function of temperature and
strain rate over a wide range, several domains safe for processing and regimes of flow instabilities and
cracking can be identified [2]. With the information obtained from the processing map, the guideline
for optimizing hot processing parameters can be determined, and the damage processes and instability
processed can be avoided. The processing maps have been widely investigated in the production of
titanium alloys [3], magnesium alloys [4,5], aluminium alloys [6], nickel alloys [7] and steels [8,9].

30Cr2Ni4MoV steel has attracted extensive attention for its good properties in terms of strength,
toughness and wear resistance, and has been widely used in the production of an ultra-super-critical
power cycle generator. In recent years, much research has been carried out to characterize the hot working
behavior of 30Cr2Ni4MoV steel. Chen et al. evaluated the effects of the strain rate, temperature and
initial grain size on the behavior of dynamic recrystallization (DRX) and meta-dynamic recrystallization
(mDRX) [10,11]. Liu et al. investigated the microstructure evolution of 30Cr2Ni4MoV steel during
multi-pass hot deformation under different deformation conditions [12].

In this study, the hot compression tests of 30Cr2Ni4MoV steel were carried out at the temperatures
from 850 to 1200 ◦C and strain rates from 0.01 to 10 s−1 on a Gleeble-1500 thermo-simulation machine.
Based on the experimental flow stress, the processing maps were developed at different strains. Finally,
the optimum hot formation processing parameters for 30Cr2Ni4MoV steel were obtained.

Metals 2017, 7, 50; doi:10.3390/met7020050 www.mdpi.com/journal/metals166
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2. Experimental Procedure

2.1. Hot Deformation Tests

The composition of the 30Cr2Ni4MoV steel used in this research, which was directly sampled
from 600 t ingot, with a composition of 0.28C-0.02Mn-0.01Si-0.003P-0.003S-1.72Cr-0.41Mo-3.63Ni-
0.11V-(bal.)Fe, and all values given in wt %. The steel was machined into cylindrical specimens which
were 12 mm in height and 8 mm in diameter. One-hit isothermal compression tests were performed on
a Gleeble-1500 thermal mechanical simulation tester (Dynamic Systems Inc., Poestenkill, NY, USA) in
Tsinghua University. In order to reduce frictional effects during compression and avoid the sticking
problem in quenching, the Ta pieces with a thickness of 0.5 mm were positioned between the anvils
and the specimens. The specimens were firstly preheated at 1200 ◦C for 5 min to obtain the same initial
grain size and homogeneous microstructure before compression [13]. After the structure uniformity,
they were then cooled to the test deformation temperature at 10 ◦C/s and held for 1 min prior to
deformation for the purpose of temperature gradient elimination. Deformation temperature ranging
from 850 ◦C to 1200 ◦C in increments of 50 ◦C were chosen for these compression tests. A deformation
of strain ε = 0.7 was applied at strain rates ranging from 0.01 s−1 to 10 s−1, which was followed by
water quenching to preserve the deformed austenite microstructure for metallographic observation.
The polished surfaces were etched using a saturation picric acid for 7 min water bath heating at 70 ◦C.
All optical micrographs were obtained from the center of the longitudinal sections of the specimens
and the original grain size after soaking at 1200 ◦C for 5 min was 266.1 μm.

2.2. Processing Map Establishment

The processing map is generated using data of flow stress as a function of temperature and strain
rate over a wide range obtained from the hot compression test based on the theory of DMM [1,2,14,15].
According to the DMM, the workpiece essentially dissipates power during hot deformation, which
may be represented as a sum of two complementary parts: G and J [1,2]. The G represents the power
dissipated by plastic deformation, most of which is converted into viscoplastic heat and the rest is
stored as defect power. By contrast, the J is the energy related to microstructure changing such as
dynamic recovery (DRV) and DRX. The power partitioning of the two parts above is decided by the
strain rate sensitivity (m) and the power dissipation through microstructure changes can be represented
by a non-dimensional parameter, the efficiency of power dissipation (η), which is defined as:

η =
2m

m + 1
(1)

where the strain rate sensitivity (m) can be calculated by the following equation:

m =
∂J
∂G

=
∂(lnσ)

∂(ln
.
ε)

(2)

where σ is the flow stress and
.
ε is the strain rate. The power dissipation map, where the various

domains may be correlated with specific microstructural mechanisms, can be obtained based on the
variation of η with temperature and strain rate. The value of the efficiency of dissipation in low
stacking fault energy metals is about 0.3–0.5 for the DRX and 0.15–0.25 for the DRV [2].

The continuum instability criterion based on the extremum principle of irreversible thermodynamic
is used as follows [16]:

ξ(
.
ε) =

∂ ln[m/(m + 1)]
∂(ln

.
ε)

+ m < 0 (3)

The parameter ξ(
.
ε) can be plotted as a contour map in a frame of temperature and strain rate,

and flow instabilities are predicted to occur when ξ(
.
ε) is negative. Such a plot is called an instability

map that can be superimposed on the power dissipation map to obtain a processing map.
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3. Results and Discussion

3.1. Flow Curve Behavior

Figure 1 shows the typical flow curves obtained at different deformation temperatures and strain
rates. All the flow curves are fitted with a 7th order or higher polynomial and smoothed from the yield
strain, which is identified on the flow curve in terms of a 2% offset in the total strain [17]. It is found
that the temperature and the strain rate have significant effects on the flow behavior and the stress
increases with increasing strain rate (Figure 1a), while it is decreased with the increasing temperature
(Figure 1b). According to the shape of the flow curves, they can be divided into two categories:
(1) a progressive stress increasing with the increasing strain that reveals a DRV mechanism for the
deformation process, such as 950 ◦C and 0.1 s−1; (2) the stress increases with the increasing strain to a
peak and then decreases with further increasing strain until a steady stress is attained, which results
from the occurrence of the DRX, such as 1200 ◦C and 0.1 s−1.

Figure 1. Typical fitted and smoothed experiment flow curves under different deformation conditions:
(a) T = 1150 ◦C; (b)

.
ε = 0.1 s−1

When the metals are subjected to plastic deformation at elevated temperature, the flow behavior
is determined by the competition between dynamic softening and work hardening. At the initial
stage of the deformation, the work hardening that resulted from the dislocation density increasing
dominates the process which leads to a gradual increase of the stress. When the sample is deformed at
a high temperature and low strain rate, as the deformation proceeded, the stress increases to a peak
stress and a low work hardening rate, which resulted from the occurrence of DRX. Then, the softening
due to DRX dominates the process, which results in a decrease of the stress until a steady stress is
reached. By contrast, when the temperature is lower than 950 ◦C and the strain rate is higher than
0.1 s−1, the softening caused by DRV cannot completely counteract the work hardening. Consequently,
the stress progressively increases with the increasing strain.

The flow stress data obtained at different temperatures, strain rates, and strain are shown in
Table 1, which is the input to the processing map establishment.

Table 1. Flow stress values (in MPa) of 25CrMo4 at different strain rates and temperatures for various
strains.

Strain Strain Rate (s−1)
Temperature (◦C)

850 900 950 1000 1050 1100 1150 1200

0.1

0.01 119.2 98.5 77.4 63.4 55.1 47.7 43.8 37.4
0.1 145.6 119.8 96.2 86.0 72.5 62.1 54.6 47.8

0.25 149.4 129.7 108.2 95.1 78.1 68.9 62.9 54.5
0.5 157.4 135.4 119.9 108.8 89.9 75.6 64.8 58.3
1 166.9 141.9 127.9 113.0 93.2 81.3 68.7 58.0
10 188.4 159.2 140.4 124.7 103.8 92.0 76.8 66.7
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Table 1. Cont.

Strain Strain Rate (s−1)
Temperature (◦C)

850 900 950 1000 1050 1100 1150 1200

0.2

0.01 137.4 114.9 86.8 73.6 61.5 51.3 42.2 34.6
0.1 169.4 142.8 117.7 100.2 84.6 71.7 62.1 51.8

0.25 175.0 156.0 129.6 113.3 93.8 79.3 70.2 61.4
0.5 186.4 162.5 139.4 122.9 103.8 85.3 75.3 67.3
1 199.4 168.5 151.1 131.1 109.8 94.8 79.5 66.9
10 221.5 187.4 164.4 148.1 124.9 110.3 93.0 80.4

0.3

0.01 146.3 121.5 94.6 76.2 59.4 47.2 38.8 32.3
0.1 181.9 153.9 125.3 104.5 87.6 71.5 60.1 46.7

0.25 188.4 170.9 139.3 122.2 97.5 83.0 73.6 59.1
0.5 201.7 178.8 149.4 134.5 111.2 91.6 78.6 68.3
1 213.6 181.3 161.3 140.6 118.0 102.4 85.1 70.4
10 236.3 202.3 178.0 160.8 136.6 120.9 101.5 88.1

0.4

0.01 148.9 117.4 87.0 71.6 55.5 44.7 37.2 30.8
0.1 187.9 154.4 126.3 105.7 86.4 67.2 54.9 43.1

0.25 194.3 176.6 142.4 125.7 98.7 80.8 69.5 54.1
0.5 209.1 188.7 155.2 140.0 113.9 93.4 76.3 64.4
1 221.2 188.1 167.4 146.1 122.0 105.5 85.7 68.8
10 238.9 207.0 181.6 164.8 139.7 123.6 103.4 89.1

0.5

0.01 151.8 121.8 87.5 67.1 53.7 42.1 34.9 29.2
0.1 194.0 160.0 123.6 104.2 84.4 65.2 51.6 41.0

0.25 197.1 178.2 142.3 127.0 96.3 77.5 65.5 51.5
0.5 217.0 190.8 159.1 143.6 114.2 92.5 72.0 60.7
1 227.9 194.0 172.7 149.1 124.5 106.6 84.0 66.4
10 239.8 209.1 183.0 164.4 139.5 123.2 102.0 87.0

0.6

0.01 155.2 116.1 82.4 65.5 52.3 41.8 34.5 28.8
0.1 201.7 158.0 125.5 102.7 81.9 63.4 49.3 40.0

0.25 202.9 180.8 144.1 125.5 94.7 77.6 64.1 51.1
0.5 226.1 199.2 161.6 142.3 114.2 92.1 68.8 59.2
1 235.3 199.7 176.5 153.6 127.4 108.4 83.0 65.4
10 244.0 213.5 187.9 167.8 142.1 125.3 101.4 85.8

0.7

0.01 159.7 120.8 82.1 65.5 52.3 42.6 35.3 29.1
0.1 210.8 165.4 125.3 101.8 81.3 63.2 48.3 40.0

0.25 214.6 187.2 148.2 129.3 94.4 77.6 64.4 51.7
0.5 237.3 199.9 167.0 153.0 114.2 92.2 67.0 59.2
1 246.5 207.8 181.0 156.0 129.0 108.5 83.0 65.4
10 248.5 217.5 190.2 167.3 140.5 122.4 97.4 80.9

3.2. Processing Map Establishment

The flow stress data as a function of temperature, strain rate and strain can be obtained from the
fitted and smoothed flow curves at strains of 0.2, 0.4, 0.6 and 0.7. According to Equation (2), the strain
rate sensitivity parameter m can be obtained by plotting the lnσ versus ln

.
ε and then differentiating

the third-order polynomial fitted curve (Figure 2). Once the values of m at different deformation
conditions are determined, the values of η under strain of 0.2, 0.4, 0.6 and 0.7 can be calculated with
the aid of Equation (1) and then the parameter ξ(

.
ε) can be obtained by Equation (3). Finally, the

power dissipation map at different strains can be constructed based on the values of η as a function
of temperature and strain rate, as well as the processing map by means of superimposition of the
instability map on the power dissipation map.
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Figure 2. Polynomial fitted curves of lnσ versus ln
.
ε at strains of (a) 0.2; (b) 0.4; (c) 0.6; and (d) 0.7.

3.3. Variation of the Values of m

As described in Equations (1) and (3), the values of η and ξ(
.
ε) are related with the values of

m under different deformation conditions. In order to describe the variation of m with deformation
temperature and strain rate, the 3D surfaces at strains of 0.2, 0.4, 0.6 and 0.7 are plotted as shown in
Figure 3. It is found that the values of m vary irregularly with deformation temperature and strain rate,
which is in agreement with the previous report [18]. However, the negative values of m can be observed
at some regions, such as 1000 ◦C and 10 s−1 shown in Figure 3d. As pointed out previously [18],
the negative m-values are usually a result from the occurrence of deformation twinning, shear band
formation, dynamic strain aging or initiation and growth of micro-cracks that can lead to instabilities.

Figure 3. Cont.
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Figure 3. The 3D surfaces of m-value versus strain rate and temperature at true strains of (a) 0.2; (b) 0.4;
(c) 0.6; and (d) 0.7.

3.4. Power Dissipation Map

3.4.1. Effect of the Strain on the Efficiency of Power Dissipation (η)

Figure 4 shows the dependence of the efficiency of power dissipation on the strain of the
30Cr2Ni4MoV steel under different temperatures and strain rates. It is found that the efficiency
of power dissipation is sensitive to the deformation conditions. When the deformation temperatures
are 1200 ◦C (Figure 4a), 1100 ◦C (Figure 4b) and 1000 ◦C (Figure 4c), the variation of η with deformation
conditions can be divided into three categories:

(1) The values of η at the strain rate of 0.01 s−1 increase with the increasing strain to a peak and
then decrease with further increasing strain. The phenomenon is related to the microstructure
evolution during the deformation. At the beginning, the values of η increase to a peak, which
means the completion of the DRX. Then, the growth of the recrystallized grains leads to the
decrease of the η values. However, it should be pointed out that the values of η increase with the
increasing strain, and no peak appears when the deformation temperature is 950 ◦C, which is a
result of the absence of the DRX.

(2) The values of η at the strain rates range of 0.1–1 s−1 increase with increasing strain. This is
attributed to the increase of the volume of the DRX. However, when the steel is deformed at
1000 ◦C with strain rates of 1 and 10 s−1, the maximum values of η is less than 0.3, which means
that DRV takes place during deformation.

(3) The values of η at the strain rate of 10 s−1 decrease with the increasing strain. The occurrence of
the unstable flow bands is responsible for the decrease of the power dissipation efficiency.

However, when the deformation temperature is 900 ◦C (Figure 4d), the values of η are less than
0.3 and change very little at the strain rates range of 0.01–1 s−1. This is because it is difficult for
DRX to take place at 900 ◦C, and the DRV is the main softening mechanism. When the strain rate is
10 s−1, the values of η decrease with the increasing stain, which results from the occurrence of the flow
localization [19].

3.4.2. Processing Map Analysis and Microstructure Evolution

Figure 5 shows the processing maps of the 30Cr2Ni4MoV steel, which are obtained by
superimposing the instability maps on the power dissipation efficiency maps, at temperatures in
the range of 850–1200 ◦C and strain rates in the range of 0.01–10 s−1 when the strains are reached 0.2,
0.4, 0.6 and 0.7, respectively. The contours represent constant efficiency and the shade areas denote the
unsafe domains obtained according to Equation (3). A comparison between Figure 5a,b reveals that
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the unsafe domain increases with the increase of strain. However, the map is not significantly affected
by strain when the strain is larger than 0.4.

Figure 4. Effects of strain on the efficiency of power dissipation of the 30Cr2Ni4MoV steel at
temperatures of (a) 1200 ◦C; (b) 1100 ◦C; (c) 1000 ◦C; and (d) 900 ◦C.

In the instability domain defined by Equation (3), the occurrence of flow localization, adiabatic
shear bands and dynamic ageing affect the formability of the material during shaping and degrade
the mechanical properties of the product [1,2]. By contrast, in the “safe” regime, the DRX and DRV
occur and result in the microstructure evolution during deformation. The processing map of the
30Cr2Ni4MoV steel developed at the strain of 0.7 (Figure 5d) is divided into four domains marked
as A, B, C and D, respectively. These domains are interpreted based on the above considerations and
validated with the help of the microstructural examination.

Figure 5. Cont.
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Figure 5. Processing maps of 30Cr2Ni4MoV steel at strains of (a) 0.2; (b) 0.4; (c) 0.6; and (d) 0.7.

Domain A occurs at the temperature range of 1050–1200 ◦C and the strain rate range of 0.01–0.03 s−1.
As shown in Figure 4a,b and Figure 5a–d, the values of η in this domain increase firstly and
then decrease with increasing strain, such as 1200 ◦C and 0.01 s−1. Figure 6a–c shows the optical
microstructure of the samples compressed at 1200 ◦C and 0.01 s−1 with strains of 0.3, 0.5 and 0.7,
respectively. The average grain sizes are 73, 82 and 101 μm, respectively. Therefore, the decrease of
the values of η results from the growth of the recrystallized grains, which can be attributed to the
enhanced mobility of grain boundaries under high temperature and low strain rate. In order to prevent
the coarse grain structure, domain A is not recommended as a feasible deformation zone.

 

 

Figure 6. The optical microstructure of the 30Cr2Ni4MoV steel deformed at 1200 ◦C and 0.01 s−1 to
strains of (a) 0.3; (b) 0.5; and (c) 0.7.

Domain B occurs at the temperature range of 900–1000 ◦C and the strain rate range of 0.01–0.03 s−1.
The values of η in this domain are less than 0.3, and this domain is a stability area. The optical
micrographs of the samples deformed at the conditions of 850 ◦C/0.01 s−1 and 950 ◦C/0.01 s−1 are
given in Figure 7a,b, respectively. The microstructure obtained at the conditions of 850 ◦C/0.01 s−1

represents the dynamic recovery followed by static recrystallization [20]. Similar microstructures are

173



Metals 2017, 7, 50

also interpreted to represent the DRX process [21]. When the deformation condition is 950 ◦C/0.01 s−1,
the typical “necklace structure” suggested that the DRX could be the primary mechanism during
compression. It should be pointed out that the annealing twins play an important role during
the nucleation and subsequent growth of recrystallized growth as shown in Figure 7a. For the
30Cr2Ni4MoV steel under consideration in this study, the DRV hardly takes place due to its low
stacking fault energy. Therefore, the domains with relative low values of η less than 0.3 do not
necessarily indicate the absence of the occurrence of DRX. The dependence of the work hardening
rate on the stress under the above deformation conditions are shown in Figure 8. It is found that the
work hardening rate is linearly related to the stress when the deformation condition is 850 ◦C/0.01 s−1.
However, when the deformation condition is 950 ◦C/0.01 s−1, the plot is a typical curve that indicates
the occurrence of the DRX. Such plots confirm that the DRV takes place when the deformation
condition is 850 ◦C/0.01 s−1 and the DRX dominates the deformation process when the deformation
condition is 950 ◦C/0.01 s−1. On account of the partial DRX and necklace structure, domain B is not
the recommended zone for deformation.

 

Figure 7. The microstructure of the deformed 30Cr2Ni4MoV steel to a strain of 0.7 at different
conditions: (a) 850 ◦C/0.01 s−1 and (b) 950 ◦C/0.01 s−1.

Figure 8. The dependence of work hardening rate on the stress at 0.01 s−1 and at different temperatures
(850 ◦C and 950 ◦C).

Domain C is the instability region with the values of η lower than 0.3. The microstructures of the
samples deformed at 850 ◦C with strain rates of 0.1, 1 and 10 s−1 are given in Figure 9a–c, respectively.
All of the microstructures exhibit flow bands that manifest the occurrence of flow instability. This is
attributed to the uneven temperature distribution, which results from the limited time for the heat
transfer under high strain rate in the deformed specimen. The deformation preferably takes place in
the part with high temperature, and the flow localization band and inhomogeneous microstructure
appear. Furthermore, the intensity of the bands increases with an increase in strain rate. Additionally,
it is observed that these bands are preferential sites for the nucleation of DRX. The flow bands and
the partial DRX structure degrade the properties of the product. Hence, this domain where the flow
instability occurs is to be avoided during the forming of 30Cr2Ni4MoV steel.
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Figure 9. The microstructure of the deformed 30Cr2Ni4MoV steel to a strain of 0.7 at 850 ◦C and at
different strain rates: (a) 0. 1 s−1; (b) 1 s−1 and (c) 10 s−1.

Domain D takes place at the temperature range of 950–1200 ◦C and the strain rate range of 0.03–0.5 s−1.
As the strain increases, the values of η in this domain increase and the peak value of η is 0.41.
The microstructures of specimens deformed at strain rates of 0.1 and 0.25 s−1 are shown in Figure 10.
It is found that all of these microstructures exhibit the typical recrystallized grain microstructure with
a more refined grain size than that in the initial sample. The effect of the temperature on the grain size
is shown in Figure 10a–c, and the influence of the strain rate is shown in Figure 10b,d. It is clear that
as the temperature increases, the recrystallized grain size increases. This is attributed to the fact that
higher temperature can provide more energy for the grain growth. When the strain rate is increased,
the recrystallized grain size decreases. This is associated with the increasing rate of nucleation of
recrystallization and decreasing time for the recrystallized grain growth, which both result from the
increasing strain rate. In this domain, the variation of the recrystallized grain size with strain rate and
temperature is shown in Figure 11. Based on the variation of η and the microstructure examination
in this domain, it can be confirmed that the optimized process parameter for hot deformation of
30Cr2Ni4MoV steel is 1100 ◦C and 0.25 s−1, for which the recrystallized grain size is 35 μm.

 

Figure 10. Cont.
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Figure 10. The microstructure of the deformed 30Cr2Ni4MoV steel to a strain of 0.7 at: (a) 1000 ◦C/0.1 s−1;
(b) 1100 ◦C/0.1 s−1; (c) 1200 ◦C/0.1 s−1; and (d) 1100 ◦C/0.25 s−1.

 

Figure 11. Contour map representing isograin size contours (marked as μm) of the deformed samples
of 30Cr2Ni4MoV steel.

4. Conclusions

The hot deformation behavior of as-cast 30Cr2Ni4MoV steel has been studied in the temperature
range 850 to 1200 ◦C and strain rate range 0.01 to 10 s−1 with a view toward optimizing the workability
and controlling the microstructure. Processing maps under different strains have been developed for
this purpose. The following conclusions are drawn:

(1) The strain rate sensitivity varies irregularly with deformation temperature and strain rate, and
negative values of strain rate sensitivity can be observed.

(2) When the DRX and DRV take place, the value of the efficiency of power dissipation increases
with the increasing strain. By contrast, the value of the efficiency of power dissipation decreases
with the increasing strain when the flow localization occurs.

(3) The optimum domain for hot deformation is in the temperature range of 950–1200 ◦C and strain
rate range of 0.03–0.5 s−1 with a peak efficiency of 0.41 at 1100 ◦C and 0.25 s−1.
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Abstract: Two finite element analysis (FEA) models simulating hydrostatic extrusion (HE) are designed,
one for the case under pressure load and another for the case under displacement load. Comparison is
made of the equivalent stress distribution, stress state ratio distribution and extrusion pressure between
the two models, which work at the same extrusion ratio (R) and the same die angle (2α). A uniform
Von-Mises equivalent stress gradient distribution and stress state ratio gradient distribution are
observed in the pressure-load model. A linear relationship is found between the extrusion pressure
(P) and the logarithm of the extrusion ratio (lnR), and a parabolic relationship between P and 2α,
in both models. The P-value under pressure load is smaller than that under displacement load, though
at the same R and α, and the difference between the two pressures becomes larger as R and α grow.

Keywords: hydrostatic extrusion; FEA; pressure load; die angle; extrusion ratio

1. Introduction

Hydrostatic extrusion (HE) is a unique forming method that was presented by Robertson in
1893 [1]. During the process, the material is surrounded by a high-pressure medium, which forms
hydrostatic pressure conditions that improve the material’s formability; thereby, larger amounts
of deformation can be achieved as compared to the conventional extrusion process. The medium
also ensures good lubricant conditions, and even generates dynamic lubrication between the die
and the billet [2], and hence great surface quality. HE as a special severe plastic deformation
(SPD) method has great advantages for large deformation processes and the forming processes of
difficult-to-form materials.

By using the HE process, Ozaltin et al. [3] improved the strength of Ti-45Nb by 45% and also
attained good plasticity by refining the grain. Also, by HE, Yu et al. [4] realized the deformation of
AZ31 at 200–300 ◦C, at a maximum R of 31.5. Xue et al. [5] improved the properties of Zr-based
metallic glass/porous tungsten phase composite; the breaking strength reaching 2112 MPa and
the fracture strain reaching 53%. Kaszuwara et al. [6] densified Nd-Fe-B powder to the theoretical
maximum density by HE. Kováč et al. [7] prepared MgB2 wires by internal magnesium diffusion and
HE. Skiba et al. [8] deformed GJL250 grey cast iron and GJS500 nodular cast iron by improved HE
equipment with back pressure. Hydrostatic extrusion is widely used in the preparation of materials
which are hard to deform. Finite element analysis (FEA) has also been used for investigations of the
HE processes. Zhang et al. [9] simulated the HE process with tungsten alloy; the displacement load on
the upper surface and a rigid boundary on the lateral surface of the billet were used instead of the
pressure load of the pressure medium. Li et al. [10] simulated the HE process of W-40 wt. % Cu at
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650–800 ◦C with simplified boundary conditions and calculated the linear relationship between the
extrusion pressure and temperature, and proved the simulation results with experiments. Replacing
the pressure of a pressure medium with a displacement load, accompanied by near-zero friction
between the billet surface and the virtual rigid container, it is easy to model the HE process and
improve the convergence rate effectively. However, without hydrostatic pressure, the simulation
results reduce the accuracy and differ from real hydrostatic extrusion. In Li’s work [10], a large gradient
of equivalent stress distribution at the un-deformed region surrounded by the pressure medium was
found, which was different from the real HE process where that region was in a hydrostatic state and
the equivalent stress should be almost near zero. Thus, using the simplified displacement-load mode
may introduce inaccuracy into the simulation results. Manafi and Saeidi [11] simulated 93 tungsten
alloy by HE with a pressure boundary condition and found the optimized die angle. Peng et al. [12],
by calculating the stress distribution in Nb/Cu composited by HE, investigated its interface bonding
status. Manifi et al. [13] improved conventional backward extrusion by employing HE principles to
reduce the extrusion load; the maximum load was reduced by 80% compared to the conventional back
extrusion process. Kopp and Barton [14] improved the model of HE and analyzed the differences
between experimentation and simulation.

The comparisons between the simulation and experiment were discussed in [10–14], but the
comparison between the different simulation models has not been discussed in detail yet. In the
present study, the pressure-load mode and displacement-load mode are used to simulate the HE
process. In addition, the main work of this paper is comparing the deviation of the calculated results of
the two modes under the same conditions and finding out the influence of the pressure. The judgments
of the comparison are made through the theories of HE.

2. FEM Methods and Materials

The biggest difference between hydrostatic extrusion and conventional extrusion lies in the way
of transferring loads from the punch to the billet. In HE process, the billet is tapered to match the die
geometry, the gap between the billet and the container is filled with pressure medium, which surrounds
the billet and conveys the extrusion force of the moving punch onto it, and the pressure medium
is forced by its inherent pressure into the gap between the die and the billet, generating excellent
lubrication on the contact surface (Figure 1a). In the present study, castor oil is used as the liquid
pressure medium. The billet is tapered to match the die geometry before the extrusion in order to
ensure the pressure medium staying in the container. In the real experiment, the gaps between the
punch, container and the die were sealed by rubber and pure copper seal rings to ensure the system
is under good sealing state. While, in the conventional extrusion, the billet is pressed by the punch
directly (Figure 1b) and so deformed.

 
(a) (b)

Figure 1. Principle of (a) hydrostatic extrusion and (b) conventional extrusion.
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To simulate the HE process accurately, it has to take the fluid-structure interaction mode, which,
however, is too complicated for large-scale calculation. So, the model developed in the present study
is a partly simplified one, which improves the calculation efficiency and ensures the calculation
precision. The numerical software ANSYS (V15.0, ANSYS Inc., Canonsburg, PA, USA) was used for
the simulation. In the model, the pressure medium is replaced by uniform pressure loads, the die
is partly replaced by rigid lines, and no friction is set between the billet and the fluid while friction
between the billet and the die is in agreement with Coulomb’s friction law. The model could be further
simplified to 2-D because of the axial symmetry of both billet and die as columns. An eight-node plane
element (PLANE 183) is used.

The pressure load mode is the mode replacing the pressure medium as a boundary condition
of the billet, modeling only its pressure properties. The pressure is set to increase linearly with the
time, replacing the effect of the punch pushing the pressure medium. So, in this model, the punch
is not needed because the billet is deformed by the increased pressure. In the pressure load model,
the central axis of the billet is the symmetrical axis of both billet and die, and the pressure load only
exists over the un-deformed outer surface of the billet. The fillet at upper right of the billet is built
to verify the uniform distribution of the pressure load. The coefficient of friction between the billet
and the die is set as 0.05 (Figure 2a). A displacement load model which is commonly used is also
established, for the sake of comparison (Figure 2b). In the displacement load mode, the displacement
load with even speed is directly applied on the upper surface of the billet. The lateral surface of the
billet is constrained by displacement constraint to ensure the materials cannot flow along the positive
direction of the radius. Thus, the extrusion force can be calculated by the reaction force. Rigid lines
are placed outside the un-deformed region instead of the displacement constraint and the coefficient
of friction over this region is set as 0 which replaces the zero friction between billet and pressure
medium. So, the displacement load mode is essentially a conventional extrusion mode without friction
between the billet and the die. The material used to be deformed in both models is AA2024, which is
a typical ideal elastoplastic material, whose specific parameters are given in Table 1. The two models
are simulated at room temperature (298 K), and the parameters used for the simulations presented in
this paper are given in Table 2.

 
(a) (b)

Figure 2. Models of (a) pressure load and (b) displacement load.

Table 1. Material properties of AA2024.

Material Density Poisson Ratio Elastic Modulus Yield Stress

AA2024 2.79 g/cm3 0.3 71.7 GPa 340 MPa
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Table 2. Simulation parameters of pressure load mode and displacement load mode.

Load Mode Extrusion Ratio Die Angle (2α) Initial Height Initial Diameter

Pressure load
2.25, 2.78, 4.00, 6.25 25◦, 30◦, 35◦, 40◦,

60◦, 90◦, 120◦ 80 mm 30 mm
Displacement load

3. Results and Discussion

As shown in Figure 3, fluid pressure changed with time as the set pressure was distributed
uniformly over the outer surface of the un-deformed region of the billet and decreases gradually and
finally disappeared near the entrance of the die. The distributions of the pressure at different stages
all proved that the hydrostatic pressure property was perfectly represented. The pressure changed
linearly with time and reached a certain amount when the billet was deformed. The distribution of
the fluid pressure, again as shown in Figure 3, proved that the pressure load model fits the real HE
process well.

  
(a) (b) (c)

Figure 3. Fluid pressure distribution at (a) initial stage; (b) pressure-up stage and (c) stable stage.

3.1. Comparison of Distribution of Stress and Strain Field

The distribution information, including the equivalent strain, equivalent stress, etc., as calculated,
was compared under the same scale bar, between the two models, thus making the difference much
more obvious. The comparison was conducted at R = 4.00 and 2α = 60◦.

The Von-Mises equivalent strain distributions of the two models (Figure 4) were found to be
basically the same, proving that the comparison was conducted as the two billets were experiencing
the same degree of deformation.

  
(a) (b)

Figure 4. Von-Mises equivalent strain distribution of (a) displacement-load model and (b) pressure-load model.

The axial stress distributions (Figure 5) indicate that, on the surface of the billet under pressure
load, the area of the compressed stress–concentrated region in the inlet region was larger and that
of the tensile stress–concentrated region was smaller in the outlet region than those in the case of
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displacement load. These differences can affect the material’s formability. So in the pressure-load model,
there was less of a tendency to generate cracks on the surface of the billet when the material went
through the inlet and outlet regions, and hence there was good surface quality, which is an important
characteristic of HE.

  
(a) (b)

Figure 5. Axial distribution of (a) displacement-load model and (b) pressure-load model.

The Von-Mises equivalent stress distributions of the two models were obviously different, just as
shown in Figure 6. It was found that, under displacement load, the material was pressed by unequal
σ1, σ2, σ3, generating an exorbitant Von-Mises stress in the un-deformed region and a tiny Von-Mises
stress in a small region only in the core of the billet at the inlet of the die, which is totally different from
the situation of the real HE process (Figure 6a). The Von-Mises equivalent stress was extremely small
in the un-deformed region under pressure load, because the billet was surrounded by hydrostatic
pressure, which made the primary stress (σ1, σ2, σ3) nearly equal. The value of the equivalent stress
gradually reached the yield value as the deformation went on, and so there exists a gradient distribution
of the equivalent stress in the inlet region, where the deformed and un-deformed regions are clearly
demarcated (Figure 6b). In Reference [10], the stress distribution with a large value was found in the
un-deformed region, proving the mode in that work was similar to the displacement load. In addition,
this equivalent stress difference indicates that the pressure-load model is more suitable for HE analysis.

  
(a) (b)

Figure 6. Von-Mises equivalent stress distribution of (a) displacement load and (b) pressure load.

The equivalent strain and stress distributions of the pressure-load model proved the
un-deformed region was under hydrostatic pressure, ensuring no deformation was happening.
Some experiments [15,16] were conducted to verify the materials’ deformation behavior through HE.
The billet was cut through the center along the extrusion axis and a grid was printed on the cut surface.
Finally, the two parts were put together and extruded. After extrusion, no deformation was found at
the grid in the part surrounded by the pressure medium, the un-deformed region. The experiments fit
the simulation results well.
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The deformed region can be distinguished by the stress state ratio distribution. The boundary
between the deformed and un-deformed regions under displacement load was not stable, lower in the
core and higher near the surface (Figure 7a). In the case of pressure load, the boundary was parallel to
the top surface, shaped like the Von-Mises equivalent stress distribution, thus proving that the material
flowed uniformly under the hydrostatic pressure (Figure 7b). The die limited the material’s movement
during the deformation, making the material flow more easily in the core but less near the surface.
The hydrostatic pressure can effectively improve the material’s flow, for the material flowed uniformly
even where the die exerts its limitation. However, the displacement load cannot benefit the material’s
flow, hence the uneven flow and the deformation near the surface lagging behind that in the core.

 
(a) (b)

Figure 7. Stress state ratio distribution of (a) displacement load (b) and pressure load.

As can be seen in the contact pressure distribution, the material’s flow near the surface differed
between the two models. The contact pressure in the inlet region was higher under displacement load
(Figure 8a) because uneven material flow results in more redundant work, so the load to achieve the
same deformation is higher, hence the higher contact pressure. A lower contact pressure can be found
under pressure load because the material deforms uniformly in this region and so lower redundant
work is needed, hence the lower contact pressure (Figure 8b). Hydrostatic pressure can make the
material flow uniformly, as was obviously shown in the pressure-load model.

  
(a) (b)

Figure 8. Contact pressure distribution of (a) displacement load and (b) pressure load.

3.2. Comparison of Extrusion Pressure

By analyzing the difference in HE, a further comparison was made between the two models. R is the
deformation ratio, written as R = D2/d2. In the pressure-load model, the pressure increased linearly
with the time; meanwhile, the billet was deformed. The pressure corresponding to the position when
the bottom of the billet is pressed out of the die is the extrusion pressure (P), and this is the minimum
pressure to complete the extrusion process. In the displacement-load model, the position with same
deformation ratio can be found, and the extrusion pressure was calculated by the reaction force and the
area of the contact surface. A linear relationship exists between P and lnR in both models; for instance,
at α = 45◦, P = 424lnR + 197 for displacement load and P = 347lnR + 160 for pressure load, respectively
(Figure 9a). The pressure gap between the two load models can be found under the same working
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conditions. The P-value is higher in the displacement-load model, because the material flows less
uniformly, so that a higher P is required to overcome the redundant work. But under a pressure load,
the P-value is lower because the hydrostatic pressure load can maintain uniform deformation during
the process. The gap becomes larger as the R value increases, because the deformation uniformity
decreases as the deformation ratio grows. However, the gap grows only a bit, indicating that the
deformation ratio is not the main cause for the redundant work.

  
(a) (b) 

Figure 9. Relationship between (a) P and lnR; (b) P and 2α.

In both models, there exists a parabolic relationship between P and 2α (Figure 9b). Extrusion
pressure first declined and then increase when 2α increased from 30◦ to 120◦. The optimized die
angle (2α), corresponding to the smallest P-value, was 40◦ and 60◦ in the displacement-load and the
pressure-load model, respectively. The size of the optimized die angle depends on the redundant work
and friction work during the deformation. The redundant work, resistant to non-uniform deformation,
increased rapidly when the die angle grew. Meanwhile, the friction work also changed because
both the contact pressure and contact area changed. As the die angle grew, the contact pressure
increased whereas the contact area decreased, and the friction work first declined and then increased.
The redundant work increase was lower than the friction work decrease at first, so the P-value declined,
but as the die angle grew, the redundant work increase gradually grew faster than the friction work
decrease, leading to the rise of the P-value. The pressure gap between the two models became larger
rapidly as 2α grew, indicating that the redundant work increased faster in the displacement-load
model. The gap grew rapidly with the die angle, indicating the angle was the main cause for the
redundant work.

The relationship between P and 2α can be well explained by the stress state ratio distribution
(Figure 10). As the die angle grew from 30◦ to 120◦, the deformation region boundary in the
displacement-load model increased more rapidly than in the pressure-load model and the shape
of the boundary changed more drastically at the same time. The irregularity of the boundary indicated
a non-uniform deformation, so more redundant work was generated, which in turn resulted in greater
extrusion pressure to achieve the same deformation. So the extrusion pressure was lower in the
pressure load model at the same die angle where the boundary was more stable. In addition, because
of the hydrostatic pressure, little redundant work was generated in the pressure-load model, so the
extrusion pressure value fluctuated in a small range at different die angles.
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(a) (b) 

Figure 10. Stress state ratio distribution of (a) displacement-load model and (b) pressure-load model at
2α = 30◦, 40◦, 45◦, 60◦, 90◦ and 120◦.

4. Conclusions

Through numerical simulation, two models, the displacement-load model and pressure-load
model, are designed and compared. Both models can simulate the hydrostatic extrusion process to
a certain extent, gaining similar results of the strain calculation. Under the pressure load, the value of
the Von-Mises equivalent stress in the un-deformed region is very small, which proves that this region
is under uniform hydrostatic pressure. The deformation boundary in the stress state ratio distribution
is almost horizontal, which proves that the material is pressed by hydrostatic pressure. However,
in the displacement-load model, the Von-Mises stress value is large, and the deformation boundary is
irregular, proving that, with no hydrostatic pressure, the deformation is non-uniform. The relationship
between P and R was found as P = 347lnR + 160 or P = 424lnR + 197 in the pressure-load and
displacement-load model. In addition, the optimized die angle was 60◦ or 40◦, respectively. It can be
proved that in the displacement-load model, the non-uniform material flow generates more redundant
work, resulting in a higher extrusion pressure to achieve the same deformation. With the increase
of the die angle, the abnormal growth of the extrusion pressure under displacement load indicates
that the redundant work increases rapidly, which will lead to the deviation of the calculation results
from the actual HE process. By comparing the data above, it is found that the numerical model with
pressure load can simulate the hydrostatic extrusion process more accurately.
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Abstract: In this work, the hot deformation behavior of 6A02 aluminum alloy was investigated by
isothermal compression tests conducted in the temperature range of 683–783 K and strain-rate range
of 0.001–1 s−1. According to the obtained true stress–true strain curves, the constitutive relationship
of the alloy was revealed by establishing the Arrhenius-type constitutive model and back-propagation
(BP) neural network model. It is found that the flow characteristic of 6A02 aluminum alloy is closely
related to deformation temperature and strain rate, and the true stress decreases with increasing
temperatures and decreasing strain rates. The hot deformation activation energy is calculated to
be 168.916 kJ mol−1. The BP neural network model with one hidden layer and 20 neurons in the
hidden layer is developed. The accuracy in prediction of the Arrhenius-type constitutive model and
BP neural network model is eveluated by using statistics analysis method. It is demonstrated that the
BP neural network model has better performance in predicting the flow stress.

Keywords: deformation behavior; constitutive model; BP neural network; aluminum alloy

1. Introduction

Deformation behaviors of metal materials are considered as the comprehensive presentation of
material properties and processing parameters, such as temperature, strain rate and strain [1–4]. Since
the flow behaviors of materials provide valuable information and crucial instructions for thermoplastic
processing, an increasing number of researchers have paid great attention to this field. In order
to reveal the internal influence of processing parameters on the flow characteristics of materials,
some constitutive models have been established [5]. At present, mainly three kinds of constitutive
models have been broadly accepted, including analytical models, phenomenal models and empirical
models [6–8]. Specifically, analytical models are developed based on the plastic deformation theories
of kinetics and dynamics of dislocation. As a result, these models require a thorough understanding
of the physical mechanisms controlling deformation behavior of materials. However, it is almost
impossible for analytical models to be employed in practical application due to coupled influence of
various processing parameters. As for phenomenal models, though less closely related to physical
theories, they still depend on explicit understanding of deformation mechanisms. Such models usually
consist of several separate equations, each of which is responsible for a fixed processing domain.
Therefore, the generality and simplicity of phenomenal models are often limited. Empirical models are
aimed at researching the quantitative relationship between true stresses and processing parameters.
Regression analysis technique is constantly employed to establish equations and statistical methods are
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performed to evaluate the performance of the model. Therefore, empirical models do not need details
about physical or chemical revolution involved during the deformation process. The Arrhenius-type
constitutive model is recognized to be one of the most commonly used empirical models and has
been successfully applied to various alloys, including magnesium alloys [9], titanium alloys [10,11],
aluminum alloys [12] and steels [13]. In contrast, the artificial neural network (ANN) model does
not refer to any mathematical model, and it only learns from examples and recognizes patterns from
a series of inputs and outputs without any prior assumptions about their nature. Since it is not involved
in physical interpretation of plastic deformation mechanisms, the ANN model acts as a robust and
intelligent data information treatment system. It has now been recognized as a powerful tool in the field
of material science and increasingly applied by a growing number of scholars. For instance, Li et al. [14]
compared the ANN model with the Arrhenius-type constitutive model regarding the hot deformation
behavior of an Al-Zn-Mg alloy. Ji et al. [15] used a back-propagation neural network model, which was
trained with Lavenberg-Marquardt learning algorithm, to study the high-temperature flow behavior
of Aermet100 steel. In the research, the performance of the ANN model was evaluated by using a wide
variety of standard statistical indices, which turned out that the extrapolation ability of neural network
model was very high in the proximity of training domain. Li et al. [16] conducted a comprehensive and
comparative study on Zerilli–Armstrong, Arrhenius-type and ANN models in terms of their prediction
ability of hot deformation behavior of T24 steel. Quan et al. [17] applied ANN to predict the flow
stress of as-cast Ti-6Al-2Zr-1Mo-1V alloy, which suggested that the ANN model has a good capacity to
model complicated flow behavior of titanium alloy. Haghdadi et al. [18] utilized ANN to predict the
hot deformation behavior of an A356 aluminum alloy, indicating the fact that the trained ANN model
was a robust tool to characterize the high-temperature flow behavior of the studied alloy. Despite
considerable research work regarding the application of the ANN model in terms of deformation
behavior of various materials, the essential differences between the Arrhenius-type constitutive model
and the ANN model has not been clearly revealed and application limitation of both methods should
be explained.

6A02 aluminum alloy is one of the significant machinable aluminum alloys, which has been
extensively used in the fields of aerospace and auto-industry due to its good ductility, high specific
strength and satisfied corrosion resistance. In this work, the Arrhenius-type constitutive model and
the ANN model are developed and a comprehensive comparison between them is conducted to study
the high-temperature flow behavior of 6A02 aluminum alloy.

2. Materials and Methods

In the present work, the raw material was 6A02 aluminum alloy. The chemical composition and
starting microstructure of the alloy are presented in Table 1 and Figure 1, respectively. It can be seen
that the grains of 6A02 aluminum alloy are equiaxed and the average grain size is about 200 μm.

 

Figure 1. The starting microstructure of the 6A02 aluminum alloy.
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Table 1. The chemical composition of 6A02 aluminum alloy.

Element Mg Si Fe Mn Cu Ni Ti Zn Al

Wt % 0.62 0.73 <0.05 <0.05 <0.01 <0.01 <0.01 <0.01 Bal

The cylindrical compressive specimens were obtained from a bar and subsequently machined
into 6 mm in diameter and 9 mm in height. Isothermal compression tests were carried out on the
Gleeble-1500D simulator (Harbin Institute of Technology, Harbin, China) in the temperature range
of 683–783 K with an interval of 20 K, and the strain rates were selected as 0.001, 0.01, 0.1 and 1 s−1.
The surfaces of specimens were grinded by sandpaper to remove the oxide layer and guarantee
smoothness. Thermocouples were welded in the middle of specimens to measure the temperature
during the experimental process. In addition, the graphite powder was applied on both surfaces of
specimens to reduce the friction coefficient between the specimen ends and the anvils. The specimens
were heated at a rate of 10 K/s up to deformation temperature, and held for 3 min to maintain a uniform
temperature in the sample and reduce the material anisotropy. The testing specimens were subject
to be compressed to a total true strain of approximately 0.6. The stress and strain variations were
automatically recorded by a computer equipped with a data acquisition system. As the compression
was completed, the deformed specimen was immediately quenched in water to preserve the hot
deformation microstructure. The procedure of compression tests is shown in Figure 2.

Figure 2. Schematic illustration of experimental procedure (a) and experimental device (b).

3. Results and Discussion

3.1. Flow Behavior

The true stress–true strain curves obtained from isothermal compression tests at the strain rate
of 0.01 s−1 and the temperature of 723 K are shown in Figure 3. It can be observed from this figure
that the flow stress is strongly dependent on the strain rate and deformation temperature. At the
strain hardening stage, dislocation multiplication plays a dominant role, the true stress increases
rapidly with increasing strain up to a peak value in this stage. While at the dynamic softening stage,
the true stress drops gradually due to dynamic recrystallization. Finally, the equilibrium between
strain hardening and dynamic softening occurs and the true stress remains at a stable state. It is also
noted from Figure 3b that the flow stress at low strain rates of 0.001 and 0.01 s−1 are more likely
to become stable, which illustrates that the completed dynamic recrystallization has been occurred.
Generally, the relationship between true stress and processing parameters of the studied alloy are
highly nonlinear. Moreover, similar deformation characteristics of the other alloys are also observed
by many researchers [19–21].
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(a) (b) 

Figure 3. Typical true stress–true strain curves of 6A02 alloy at (a)
.
ε = 0.01 s−1 and (b) T = 723 K.

3.2. Arrhenius-Type Constitutive Model

During the hot deformation process of metals and alloys, the correlation between flow stress,
strain rate and temperature can be presented by using the Arrhenius-type constitutive model presented
as follows:

.
ε = A[sinh(ασ)]n exp(−Q/RT) (1)

where A, α and n are the material constants,
.
ε is the strain rate (s−1), σ represents the flow stress (MPa),

Q refers to the activation energy for hot deformation (J mol−1), T is the absolute temperature in Kelvin,
and R is the gas constant (8.314 J mol−1 K−1). According to the Taylor series deployment method,
the Arrhenius constitutive equation can be interpreted as:

.
ε = A1σ

n1 exp[−Q/RT] (ασ < 1.2) (2)

.
ε = A2 exp(βσ) exp[−Q/RT] (ασ > 1.2) (3)

.
ε = A[sinh(ασ)n] exp[−Q/RT] (ασ taking any value) (4)

where A1 = Aαn, A2 = A/2n, and α = β/n1.
The natural logarithm form of the equations above can be indicated as:

ln
.
ε = ln A1 − Q/RT + n1 lnσ (5)

ln
.
ε = ln A2 − Q/RT + βσ (6)

ln
.
ε = ln A − Q/RT + n ln[sinh(ασ)] (7)

The peak values of flow stress are presented in Table 2. With these experimental data fitted into
Equations (5) and (6), the values of n1 and β are derived from mean slope of the curves of ln

.
ε−lnσ

and ln
.
ε−σ in Figure 4a,b, and they are found to be 18.396 and 0.349, respectively. Therefore, α is

determined as α = β/n1 = 0.019. Besides, the value of n is calculated by:

n =

[
∂ ln

.
ε

∂ ln(sinh(ασ))

]
T

(8)
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Table 2. Peak values of flow stress of 6A02 alloy during hot deformation.

Strain Rate/s−1
Flow Stress/MPa

683 K 703 K 723 K 743 K 763 K 783 K

0.001 47.90 46.86 44.66 43.13 42.19 40.47
0.01 55.88 53.60 51.76 50.23 48.78 46.37
0.1 63.62 61.86 57.12 55.48 53.59 50.67
1 76.00 68.19 65.17 63.71 60.80 59.74

It is found that n turned out to be 13.962 from mean slope of the curves of ln
.
ε−ln[sinh(ασ)]

shown in Figure 4c. Q can be obtained by taking partial derivative of both sides of Equation (7) to 1/T:

Q = nR
[

∂ ln(sinh(ασ))
∂(1/T)

]
T
= RnS (9)

The S value is found to be 1.455 from mean slope of ln[sinh(ασ)]−1000/T illustrated in Figure 4d.
As a result, the value of Q can be determined as 168.916 kJ mol−1. The Q value of the studied alloy
is compared with that of other aluminum alloys calculated following the same procedure used for
the present 6A02 alloy [22–26], which is presented in Figure 5. It can be observed that the Q value in
this work is much smaller than most of the other kinds of aluminum alloys. In fact, 6A02 aluminum
alloy is known to exhibit greater temperature dependence in the reduction of flow stress than other
aluminum alloys, which is also proved by this work. While the hot deformation is a thermal activation
course, activation energy is recognized as a significant indicator for expression of the energy required
to overcome the barriers in the metal forming process at elevated temperatures, and it thereby directly
reflects the difficulty degree for the hot deformation. As a result, the low value of Q means that the
deformation for this alloy is easy at high temperatures and the dynamic recrystallization easily occurs.
In addition, the large difference of Q values is visible in the same series of alloys such as 6A02 and
6A82, which demonstrates that the chemical composition and heat treatment state exert a decisive
effect on the Q value of aluminum alloys. Yang et al. [23] suggested that the activation energy of
Cu-rich alloys is higher than that of Cu-free alloys. The high Q value of 6A82 aluminum alloy may be
related to the high Cu content.

 

 

Figure 4. Relationship among stress, strain rate and temperature at a strain of 0.1: (a) ln
.
ε−lnσ;

(b) ln
.
ε−σ; (c) ln

.
ε−ln[sinh(ασ)] and (d) ln[sinh(ασ)]−1000/T.
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Figure 5. The comparison of Q values among different aluminum alloys.

It is acknowledged that the influence of deformation temperature and strain rate on the flow
behavior can be evaluated by the Zener–Hollomon parameter [27], which can be defined as:

Z =
.
ε exp(Q/RT) (10)

Taking the natural logarithm form of Equation (10) leads to the following equation:

ln Z = ln
.
ε + Q/RT (11)

According to Equation (7), Equation (11) can be adapted as:

ln Z = ln A + n ln[sinh(ασ)] (12)

The relationship between ln Z and ln[sinh(ασ)] is plotted in Figure 6 with experimental data at
peak stress. The intercept corresponding to ln A is obtained as 21.701. It is noted that the correlation
coefficient (R) for the linear regression of ln Z−ln[sinh(ασ)] reaches 0.981, which indicates that the
hyperbolic-sine function is in good agreement with experimental results. Therefore, the Arrhenius-type
constitutive equation of the studied aluminum alloy at peak stress can be developed as:

.
ε = e21.701[sinh(0.019σ)]13.962 exp(−168916/RT) (13)

 

Figure 6. Relationship between flow stress and Zener–Hollomon parameter.

3.3. Artificial Neural Network Modeling

Back-propagation (BP) neural network is a forward multi-layer network of one-way transmission [28].
It can be known that a BP neural network is made up of input layer, hidden layer and output layer.
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In the present work, the inputs were comprised of deformation temperature, strain rate and strain,
while the true stress was identified as the output variable. Each data processing unit in the layer is
called a neuron, whose property is usually controlled by an activation function. Tan-sig, log-sig and
purelin are three derivable functions that can be employed as the activation. In order to obtain the
best combination by two of them. The performance of different groups with 20 hidden layer neurons
was revealed by mean square error (MSE), which is presented in Table 3. It was found that the MSE of
the tansig-purelin group is the smallest, which was only 0.113. Therefore, tansig function is chosen
as the input-hidden layer activation function and purelin is determined as the hidden-output layer
activation function.

In the BP neural network structure, neurons of the same layer are not coupled with each other.
When the input data passes through the network, the output is calculated and subsequently compared
with the target. If the deviation exceeds the predetermined threshold, a reverse transmission process
will initiate to correct the weight of each neutron. The above actions will not terminate until the
deviation can be accepted.

Table 3. Performance of different activation function groups.

Input-Hidden Layer Activation
Function

Hidden-Output Layer Activation
Function

Mean Square Error
(MSE)

tansig tansig 0.222
tansig purelin 0.113
tansig logsig 0.289

purelin tansig 0.139
purelin purelin 1.862
purelin logsig 0.167
logsig tansig 0.732
logsig purelin 0.491
logsig logsig 1.094

In this work, a feed-forward neural network model trained with BP learning algorithm will be
established; 192 data points as the input database was used. Before training the network, both input
and output variables have to be normalized within the range from 0 to 1 in order to obtain a valid form
for the neural network model to recognize, which can be treated as Equation (14):

X∗ = X − 0.95Xmin

1.05Xmax − 0.95Xmin
(14)

where X is the original data which refers to temperature, strain and flow stress; X* is the normalized
data of the corresponding X; Xmin and Xmax are the minimum and maximum values of X, respectively.
Given that the strain rate changes sharply and the minimum of it is too small for the network to learn,
the following equation has to be used for the normalization:

.
ε
∗
=

ln
.
ε− 0.95 ln

.
εmin

1.05 ln
.
εmax − 0.95 ln

.
εmin

(15)

where
.
ε,

.
εmin,

.
εmax and

.
ε
∗ are the original, minimum, maximum and normalized strain rate,

respectively. After pre-proceeding all the inputs, the architecture of the network needs to be elaborated.
In order to develop a BP neural network model with desired generalization, 144 random data sets
from true stress–true strain curves were adopted to train the model and the remaining 48 data sets
were employed as the testing data sets.

The neutron number of the hidden layer is a crucial factor for the efficiency and accuracy of the
BP neural network. Traditionally, the trial-and-error method is generally applied to determine the
appropriate number of neutrons in the hidden layer. In the present investigation, the performance
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of the network with 8–25 hidden neurons were compared. The performance of different numbers of
neurons was evaluated by MSE, as shown in Figure 7. It is revealed that 20 hidden-layer neurons
presented the best performance and the MSE is only 0.113. Therefore, the number of hidden-layer
neurons is determined to be 20.

 
Figure 7. Performance of different numbers of neurons. MSE in the figure represents mean square error.

The accuracy of the established ANN model is further verified by a wide variety of standard
statistical performance evaluation methods. The generalization property of the training and testing
neural network is quantitatively verified in terms of correlation coefficient (R), relative error (δ),
average absolute relative error (eAARE), average root mean square error (eRMSE), and scatter index (IS).
The above indexes are defined as listed, respectively.

R =

N
∑

i=1

(
Ei − E

)(
Pi − P

)
(

N
∑

i=1

(
Ei − E

)2 N
∑

i=1

(
P − Pi

)2
) 1

2
(16)

δ =
Ei − Pi

Ei
(17)

eAARE =
1
N

N

∑
i=1

∣∣∣∣Ei − Pi
Ei

∣∣∣∣× 100% (18)

eRMSE =

[
1
N

N

∑
i=1

(Ei − Pi)
2

] 1
2

(19)

Is =
eRMSE

E
(20)

where Ei is the experimental value and Pi is the predicted value from the ANN model. E and P are the
mean values of Ei and Pi, respectively. N is the total number of data employed in the research.

The plots of experimental values versus predicted values obtained by the developed ANN
model are shown in Figure 8 for both training and testing data sets. The correlation coefficient (R)
is a powerful statistical tool to present the strength of the linear relationship between experimental
and predicted values. It can be seen from this figure that the R values of training and testing are
0.999 and 0.952, respectively, which indicates satisfactory adaptation of the established ANN model.
In addition, it is noted from Figure 9 that the average absolute relative error (AARE) and scatter index
(IS) of both training and testing network is small. Most of the relative errors for testing data sets are
located in a quite narrow range from −10% to 10%. Therefore, it is illustrated that the artificial neural
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network model has been successfully developed to predict the flow behavior of the studied 6A02
aluminum alloy.

 

Figure 8. Comparison of flow stress values predicted by artificial neural network (ANN) model and
experimental values for (a) training and (b) testing.

 

Figure 9. Distribution of relative errors between the developed ANN model and experimental results:
(a) training sets and (b) testing sets.

3.4. Evaluation of Arrhenius-Type Constitutive Model and BP Neural Network

The relationship between experimental and predicted peak stress by the Arrhenius-type
constitutive model is presented in Figure 10. It is noted that most of the data points settled randomly
beside the fitting line and the error between experimental and predicted results is obvious. The reason
for this consequence lies in accumulated error of all material constants such as n, Q and α, et al.
Although the linear relationship is not so strong, the relative error can be quite small. The absolute
relative errors (ARE) of peak stress at various deformation temperatures and strain rates are revealed
in Figure 11. It can be observed that all of the ARE values are below 0.25% and they drop down as the
strain rate increases. Generally, the Arrhenius-type constitutive model is capable of predicting flow
stress with high accuracy. However, without the combination of strain in the equation, it can only
predict peak stress or flow stress at a certain strain.

The relationship between predicted true stress by the developed ANN model and experimental
results at 743 K/0.1 s−1 is illustrated in Figure 12. The predicted true stress is much closer to that of
the experiment and the relative error is within the range of −0.004% to 0.016%, which indicates that
the ANN model has satisfied prediction ability. Moreover, it is noticed that the value of relative error
increases with increasing strain. Compared with the Arrhenius-type constitutive model, BP neural
network is available to predict true stress in the entire strain range respectively. Additionally, the most
significant advantage of BP neural network is to provide a full insight of the relationship between
true stress and hot processing parameters such as strain rate, deformation temperature and strain.
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In another words, despite the lack of physical theory support, BP neural network model possesses
excellent predicted performance in terms of numerical simulation.

 

Figure 10. Relationship between predicted peak stress by Arrhenius-type constitutive model and
experimental peak stress.

Figure 11. Distribution of absolute relative error (ARE) by Arrhenius-type constitutive model.

Figure 12. Relationship between predicted flow stress by the developed back-propagation (BP) neural
network and experimental results at 743 K/0.1 s−1.

4. Conclusions

The hot deformation behavior of 6A02 aluminum alloy was investigated by isothermal
compression tests in the temperature range of 683–783 K at intervals of 20 K and strain-rate range
of 0.001–1 s−1. The Arrhenius-type constitutive model and BP neural network were established to
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characterize the flow behavior of the experimental alloy, respectively. Furthermore, the generalization
performance of both developed models were evaluated. The essential differences between the two
methods were subsequently revealed.

(1) There is a nonlinear relationship between hot processing parameters and flow stress in
the isothermal deformation of 6A02 aluminum alloy. The true stress decreases with increasing
temperatures and decreasing strain rates. Besides, typical work hardening and dynamic softening
features can be observed from the true stress–true strain curves of 6A02 aluminum alloy.

(2) The Arrhenius-type constitutive model is established to present the deformation behavior of
the studied alloy. The activation energy (Q) is calculated to be 168.916 kJ mol−1, which is much smaller
than other kinds of aluminum alloy. Moreover, the absolute relative error by this model is no more
than 0.25%, which demonstrates high accuracy of the established model.

(3) A back-propagation neural network with one hidden layer and 20 neurons in the hidden layer
was developed to characterize the flow behavior of the alloy. The relative errors were limited in the
range of −0.004% to 0.016%, which suggested an excellent predicted performance of the ANN model.
Moreover, the back-propagation neural network can be used to predict the true stresses in the whole
strain range conveniently.
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Abstract: This present research work deals with the development of ultrafine grained cams obtained
from previously ECAP (Equal Channel Angular Pressing)-processed material and manufactured by
isothermal forging. The design and the manufacturing of the dies required for the isothermal forging
of the cams are shown. Optimization techniques based on the combination of design of experiments,
finite element and finite volume simulations are employed to develop the dies. A comparison is made
between the mechanical properties obtained with the cams manufactured from material with no
previous deformation and with those from previously SPD (Severe Plastic Deformation)-processed
material. In addition, a comparative study between the experimental results and those obtained from
the simulations is carried out. It has been demonstrated that it is possible to obtain ultrafine grained
cams with an increase of 10.3% in the microhardness mean value as compared to that obtained from
material with no previous deformation.

Keywords: isothermal forging; design; FEM; ECAP; DOE

1. Introduction

One of the most interesting aspects of dealing with cam design is the material employed in its
manufacturing as this is directly related to the tribological behaviour of the mechanical component [1].
Inertia loads may cause some undesirable behaviour in the case of mechanical devices of type
cam-follower, as is stated in Lee and Lee [2], and one of the most practical solutions is to reduce
mass. This solution is in line with the use of nanostructured materials in order to manufacture the cam,
where this leads to higher values of mechanical strength at lower weight values.

As is well-known, the most widespread Severe Plastic Deformation (SPD) process is Equal
Channel Angular Pressing (ECAP). This process, which was initially proposed by V.M. Segal and his
co-workers in the former Soviet Union [3], consists in compressing a material through a die with two
channels with practically the same cross-section and at an angle which varies from 90◦ to 120◦ [4].
There have been a large number of research papers which deal with the ECAP process of different
metallic materials, especially aluminium alloys [5–11].

Nevertheless, the number of practical applications to the manufacturing of mechanical
components is still scant. Some of the most remarkable mechanical components manufactured from
SPD materials in the existing bibliography are mentioned below.

In relation to the manufacturing of gears from ECAP-processed materials, research work from
both Kim et al. [12] and Luis Pérez et al. [13] are noteworthy. From ECAP-processed AA6061 (twelve
times using route Bc), Kim et al. [12] manufacture a micro-gear by extrusion at temperature values of
443 K and 553 K. One of their most remarkable conclusions is that the extrusion process may be carried
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out with no significant loss of the mechanical properties now improved by the previous ECAP process.
Luis Pérez et al. [13] manufacture two different gears from ECAP-processed AA5083 by isothermal
forging: one with a module of 2 and another with a module of 4. In the case of the 4 module gear, after
having been forged from ECAP-processed AA5083, its microhardness value is between 8.6% and 13.6%
higher than that from the gear forged with annealed AA5083.

As far as is known, most of the practical applications of mechanical components deal with
the manufacturing of bolts. Choi et al. [14] propose the manufacturing of high strength bolts from
ECAP-processed AA1050, where, in order to obtain this ultra-fine grained material, AA1050 is subjected
to the ECAP process at room temperature up to three passages with routes A, Bc and C. Three stages
are used in the bolt forming process as well as a final thread-machining stage. In this way, these
authors achieve an ultimate tensile strength for the ultra-fine grained bolts which is two times higher
than that of the conventional ones. In the research work from Yanagida et al. [15], the formability of
four different ECAP-processed carbon steel materials is studied. This is carried out by means of the
manufacturing of M1.6 micro-bolts. One of the most important conclusions is that the formability of
the ECAP-processed carbon steel undergoes a low reduction compared to the non-processed material.

There have been several attempts made to improve the industrial applicability of the ECAP
process (above all, in terms of continuity) in the manufacturing of bolts. For instance, in research
work from Jin et al. [16] and Jin et al. [17], a spring-loaded ECAP system is proposed. In this newly
proposed system, a wire rod is cut into the starting billet and this is automatically transferred to the
ECAP die, where there is a sliding tool to form the die channels. A commercial multi-stage former
is also installed to manufacture the bolts in four stages: extrusion, upsetting, pre-heading and finish
heading. As shown in Jin et al. [17], the bolts are manufactured from ECAP-processed AA6061 and
their resulting ultimate tensile strength is 7.9% higher than those conventionally manufactured.

Another attempt to develop a continuous process in order to manufacture bolts is carried out
by Kim et al. [18]. These authors use a two-pass hybrid process, which consists of a series of pinch
rolls, an ECAP die and a wire-drawing die. AA6061 wire is passed twice through the hybrid process
in a continuous manner with routes A and C. Then, a forming process, which is composed of three
stages, is used to manufacture M4.5 bolts from this ECAP-processed wire. Four cases are studied
and compared: two-pass hybrid process with route A (Case 1), two-pass hybrid process with route C
(Case 2), two-pass wire-drawing (Case 3) and three-pass wire-drawing (Case 4). It is found that the
two-pass hybrid process with route C turns out to be the most uniform and it achieves the highest
mechanical property values in terms of microhardness and ultimate tensile strength.

Other examples of mechanical components that have been manufactured from ECAP-processed
materials are blades and impellers. Puertas et al. [19] study the manufacturing of Francis turbine blades
from ECAP-processed AA1050. Once ECAP-processed AA1050 is obtained, blades are manufactured
by isothermal forging at temperature values from 25 to 200 ◦C. A considerable increase in the
microhardness of the previously ECAP-processed blades is achieved compared to that obtained
from the annealed material, where this is approximately of some 25% for all the temperature range
considered. Lee et al. [20] develop a forging process in order to manufacture an impeller with twisted
blades of micro-thickness (from 400 to 600 μm). The impeller is forged from an AZ31 magnesium alloy
which is previously ECAP-processed with four initial passages at 400 ◦C followed by five additional
passages at 250 ◦C with route Bc. The forging process is carried out at a temperature value of 300 ◦C
and at a strain rate value of 0.001 s−1. Under these conditions, a complete forging die filling is achieved.

Another noteworthy application by Luis et al. [21] is the manufacturing of nanostructured rings
from ECAP-processed AA5083. The AA5083 billets are previously ECAP-processed twice with route
C and then they are subjected to two stages of isothermal forging after a specific heat treatment.
The optimum forging temperature is at 250 ◦C as, at 200 ◦C, cracks appear in the forged rings.
The specific heat treatment consists of an increase in temperature from room temperature to 340 ◦C at
a heating rate of 12 ◦C/min.
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Cisar et al. [22] manufacture a knuckle arm, which forms part of the steering system of an
automobile, from ECAP-processed AZ31 magnesium alloy. AZ31 is subjected to up to four ECAP
passages at a temperature of 250 ◦C and then, it is forged at a temperature of 150 ◦C. One of the aims of
this research work is to evaluate the applicability of ECAP-processed materials to the manufacturing
of industrial components. To this end, a comparison is made between the forging of ECAP-processed
AZ31, non-ECAP-processed AZ31 and AA6061 subjected to a subsequent aging treatment at 175 ◦C
during 8 h.

Fuertes et al. [23] study the mechanical properties of isothermally forged connecting rods which
are manufactured from previously ECAP-processed AA1050 and AA5083. This research work
encompasses the design stage by finite element simulations, the experimental tests and the use
of metallographic techniques for the required properties to be analysed. It is observed that there is
an improvement in the mechanical properties when the starting material is ECAP-processed before
carrying out the isothermal forging.

In this present research work, the manufacturing of an ultrafine grained cam is dealt with,
where the initial material used is ECAP-processed AA5083 which is subsequently isothermally
forged. The design of the forging dies is also carried out, with the help of techniques such as finite
element (FEM) and finite volume (FV) simulations, as well as design of experiments (DOE). It is
shown that the ECAP-processed cams have better mechanical properties than those obtained from
non-ECAP-processed AA5083.

The aim of this present study is to compare the mechanical properties of the cams manufactured
from two different starting materials; one of these following conventional manufacturing processes by
isothermal forging and the other from previously ECAP-processed material.

2. Optimization of the Die Design for Manufacturing the Cams

In this present section, the process of design and optimization for the dies to be used in the
manufacturing of the cams is outlined. Taking into consideration the dimensions of the initial material,
which are limited by the ECAP press used, a cam with a difference of 10 mm between the maximum
and the minimum radius is designed. These radii refer to the distance between the cam profile and
the centre of the rotation axis. In addition to this, another design restriction is that the geometry of
the cavity allows different cam profile geometries such as cycloid, harmonic and sinusoidal ones (see
Figure 1), among others, to be machined. Due to the fact that it is likely that buckling and cracks will
occur, the design is carried out in two forging stages: preform and final cam.

 

Figure 1. Basic geometry and the three types of profile.
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The design process may be observed in Figure 2. Two sets of design of experiments are
planned in order to optimize the geometry of both the preform and the final cam by performing FV
simulations with the software Simufact. forming 12™ (MSC Software Company, Hamburg, Germany).
Subsequently, different experimental tests and FEM simulations are carried out in order to optimize
the final geometry for the manufactured cam that will be shown below.

 

Figure 2. Optimization process for the cam design.

As previously-mentioned, the forging process is carried out in two stages. In the first of the two
stages, a preform is obtained that will be subsequently forged in order to obtain the final geometry.

2.1. Cam Preform (DOE)

The simulations carried out in order to get the design employ a flow rule obtained from the
isothermal compression of AA5083 at N2 state and at room temperature (Figure 3), as this is the
most demanding case in terms of forging force and it is not possible to surpass a force value of
3000 kN, which is the maximum value the equipment allows. This flow rule is obtained from a series
of compression tests over cylindrical billets of this material while temperature is kept constant, as is
shown in Salcedo et al. [24].

 

Figure 3. Flow rule fitted for AA5083 at N2 [24].
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In order to perform the simulations, a cylindrical billet is taken with a starting diameter of 18 mm
and an initial length of 55 mm. Rigid dies and a meshing size for the finite volume of 1 mm are
employed, as is shown in Figure 4. All the simulations performed have the same characteristics
so that their results are not affected. Conversion of deformation energy into heat is also taken into
consideration and a friction coefficient (Shear’s model) of 0.3 is considered. The element employed is a
triangle with three nodes at the vertices as the outer surface of the part is meshed. The minimum size
of element is 0.25 mm, whereas the cube size which models the finite volume is 1 mm. In addition,
re-meshing in the simulations is carried out every 10% of the total stroke of the upper die.

 

Figure 4. Simulation images from DOE Case 1.

A total of nine finite volume simulations are performed for the factorial design of experiments
23 with the following design factors: draft angle for all the vertical surfaces, flash thickness and fillet
radii in all the die edges. DOEs are planned for forging force, damage, material efficiency, mean
value of strain and standard deviation value of strain. The material efficiency parameter evaluates if
the die filling is appropriate or not. In relation to the mean and to the standard deviation values for
strain, these are calculated from the central section of the part in the different simulations. The results
obtained are shown in Table 1.

Table 1. Design of experiments for the preform, where the experiment (exp.) in bold (Case 6) is the
optimum configuration.

Exp.

Factors Results

Angle
(◦)

Flash Thickness
(mm)

Radii
(mm)

Force
(kN)

Damage
Strain

(Mean)
Strain

(sd)
Material

Efficiency

1 10 2 2 230 0.13 0.17 0.13 1.40
2 30 2 2 202 0.04 0.10 0.07 1.00
3 10 4 2 214 0.12 0.15 0.11 1.20
4 30 4 2 177 0.04 0.09 0.06 1.00
5 10 2 4 214 0.08 0.14 0.12 1.10
6 30 2 4 168 0.03 0.08 0.04 0.90
7 10 4 4 163 0.05 0.11 0.07 1.00
8 30 4 4 163 0.03 0.08 0.04 0.90
9 20 3 3 182 0.06 0.11 0.07 1.00
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A statistical analysis is carried out with the software Statgraphics™ (Centurion XVI, Statpoint
Technologies, Inc., Warrenton, VA, USA) and it is observed from the Pareto chart and the main effects
plot that there are no significant factors for the forging force. In the case of the strain homogeneity, the
most significant factor is draft angle, whereas in the case of damage, the factors that have significant
importance turn out to be draft angle and fillet radii, as can be observed in Figures 5–7.

Figure 5. Design of experiments for forging force.

Figure 6. Design of experiments for strain homogeneity.

Figure 7. Design of experiments for damage.

From the data obtained, it is concluded that the optimum configuration is Case 6. The FEM results
of strain, damage and die contact for the case under consideration (Case 6) are shown in Figure 8.
The zone in blue colour from Figure 8c is not in contact with the die, which gives an idea about the
filling of the die cavity. In the case of the preform, it is not interesting for flash to appear so that there
is more material volume for the second forging stroke and the material is able to flow until the die
cavity is completely filled.
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(a) (b)

(c)

Figure 8. Strain value (a); damage value (b); and die filling (c) for the optimum case in the simulations
of the cam preform.

2.2. Cam Initial Design

In the case of the second forging stage (see Figure 9), a procedure similar to that of the preform
is followed, with the particularity that the geometry of the starting billet is obtained from the last
increment in the calculation of the optimum case for the first forging stage, where this includes the
accumulated plastic strain and the damage value. The rest of the simulation parameters coincide with
those from the previous section.

 

Figure 9. Simulation images from DOE Case 1.
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Table 2 shows the results for the fifteen finite volume simulations carried out for the central
composite design (CCD), which consists of a 23 factorial, six star points and one central point.
The design factors and the response variables are the same as in the previous case.

Table 2. Design of experiments for the final cam, where the experiment (exp.) in bold (Case 6) is the
optimum configuration.

Exp.

Factors Results

Angle (◦)
Flash Thickness

(mm)
Radii
(mm)

Force
(kN)

Damage
Strain

(Mean)
Strain

(sd)

1 10 2 2 787 0.33 0.64 0.70
2 30 2 2 597 0.28 0.83 0.88
3 10 4 2 629 0.33 0.69 0.71
4 30 4 2 578 0.29 0.81 0.83
5 10 2 4 586 0.27 0.72 0.74
6 30 2 4 874 0.26 0.89 0.78
7 10 4 4 737 0.29 0.74 0.72
8 30 4 4 634 0.28 0.82 0.88
9 10 3 3 773 0.31 0.73 0.70

10 30 3 3 620 0.28 0.85 0.80
11 20 2 3 835 0.30 0.86 0.78
12 20 4 3 628 0.30 0.77 0.73
13 20 3 2 625 0.30 0.80 0.83
14 20 3 4 782 0.28 0.78 0.79
15 20 3 3 695 0.29 0.81 0.83

In a similar way to the previous case, there are no significant factors in the case of forging force,
whereas in the case of damage, the most significant factors turn out to be draft angle and fillet radii.
When these two factors (draft angle and fillet radii) are increased, damage decreases, as may be
observed in Figures 10 and 11.

Figure 10. Pareto chart and main effects plot for forging force.

Figure 11. Pareto chart and main effects plot for damage.

206



Metals 2017, 7, 116

From the data obtained, it is concluded that again, the optimum configuration is Case 6, which
has a draft angle of 30◦, a flash thickness of 2 mm and fillet radii of 4 mm. Several simulation images of
this specific case are shown in Figure 12. Having a minimum damage value, a good die filling, a high
strain mean value and a good strain homogeneity are all considered to be crucial. As in the case of
the preform, the zone in blue colour from Figure 12c indicates that the material is not in contact with
the die. It may be stated that the only zone that is not in contact corresponds to the flash zone, which
predicts a correct filling of the die cavity.

(a) (b)

 
(c)

Figure 12. Strain value (a); damage value (b); and die filling (c) for the optimum case in the simulations
of the cam initial design.

Prior to the manufacturing of the forging dies, diverse experimental tests were carried out in
order to verify if buckling took place because of the slenderness of the preform as this phenomenon
had occurred in some of the simulations. These tests showed the buckling of the preform with the
initial dimensions as a result, as can be observed in Figure 13. Therefore, its length was reduced to
a proportion of two to one in relation to its diameter and thus, the buckling, which might be caused
by an inappropriate filling and internal cracks, was avoided. In conclusion, the preforms used in this
research work were finally taken with a length of 36 mm and a diameter of 18 mm. Due to the smaller
amount of initial material, the cam design also had to be redefined with smaller dimensions so that the
preform volume was able to fill the die cavity completely.
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Figure 13. Billets with buckling and final test without buckling.

From the optimum design obtained by the design of experiments (which turned out to be draft
angle of 30◦, flash thickness of 2 mm and fillet radii of 4 mm) and with the above-mentioned reduction
in the size of the die cavity, a new stage of optimization in the geometry of the die cavity is carried out by
FEM simulations. FEM simulations are now used instead of FV simulations as the former give a better
precision than the latter, but at a higher computational cost. The element employed is a tetrahedron
with five nodes, four at the vertices and one at the centre for the volume conservation. The minimum
element size is 0.25 mm, which ensures a high number of elements at the fillet radii. A coarsening
factor of 2.0 is used so that the size of the inner elements is bigger and thus, the computational cost
is reduced. The friction coefficient is 0.3 with a Shear’s model and the type of contact employed is
type node to segment. Remeshing is carried out in case of node penetration inside the die and every
20 calculation increment, where the solver used is the so-called multifrontal sparse.

After several iterations modifying both the initial position of the preform and the dimensions of
the cam, a compromise solution is achieved in order to reduce the forging force, improve strain mean
values and strain homogeneity and reduce the damage exerted to the cam but, at the same time, filling
the die cavity completely. The cavity of the forging dies has a geometry which allows different cam
profiles to be machined with a minimum radius value of 15 mm and a maximum one of 25 mm.

2.3. Cam Final Design

Figure 14 shows the results of the final simulation for the preform, where the correct die filling,
the damage value, the required forging force (700 kN) and the plastic strain value introduced in the
material may be verified.

Similarly, Figure 15 shows the results of the final simulation for the cam in terms of the die filling,
the damage value, the required forging force (2000 kN) and the plastic strain value introduced in the
material. The damage value is calculated using the Crockroft–Latham criterion and it is concentrated
at the flash. The required forging force is lower than the maximum capacity of the hydraulic press
used in these experimental tests. In addition, the plastic strain is rather homogeneous and it has an
approximate value of 1 at the zone where the profile is to be machined, which will lead to a higher
surface hardness at this zone.
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Figure 14. Cam preform.

 

 

Figure 15. Second stroke for the cam.

3. Set-Up of the Experimentation

As was previously mentioned, the cams that are to be manufactured have a minimum radius of
15 mm and a maximum one of 25 mm and they are to be forged through two stages. Two different
initial materials are used. The first of these (named as N0) consists of AA5083 as cast which is subjected
to a heat treatment of annealing following the recommendations by ASM [25]. The second material
(named as N2F) is obtained from N0 material which is subjected to equal channel angular pressing
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(ECAP) twice and with route C [4]. A set of ECAP dies with a channel diameter of 20 mm and an
intersection angle between the two channels of 90◦ is used. Moreover, the fillet radii between the
channels have the same values and they are equal to 2.5 mm. Subsequently, this N2F material is
subjected to a heat treatment of recovery, which is named as flash treatment and which consists in
increasing the material temperature at a velocity of 12 ◦C/min inside a furnace until a temperature of
340 ◦C is reached and then the material is cooled in water.

The manufacturing of cams with both starting materials is carried out by a forging process at a
temperature of 200 ◦C and from a preform of 18 mm in diameter and 36 mm in length. In order to
manufacture them, a hydraulic press with a heating system for the set of die-holders is used, where
the forging dies designed in this present research work are inserted in the previously-mentioned
die-holders [13]. A Five-minute wait is required with the cam preform placed on the forging die before
carrying out the first forging stage so that the temperature of the preform reaches 200 ◦C. In the case of
the second forging stage, this is carried out just after the first one. In both cases, the descent velocity of
the upper plate of the press is 1 mm/s and aqueous-based polytetrafluoroethylene (Teflon®) is used as
a lubricant.

The set of forging dies designed from the optimization process described in this present study
and used to manufacture the above-mentioned cams can be seen in Figure 16. They were made of F522
steel as this may be quenched with no practical change in its geometry and with final hardness values
of around 60 HRC.

 

Figure 16. Manufactured forging dies.

The cams finally manufactured may be observed in Figure 17. In the figure on the left, the different
steps (initial billet of the starting material, ECAP-processed billet and machined preform) in order to
obtain the preform are shown, whereas in the figure on the right, several final parts obtained after the
second forging stroke are shown.

 
(a) (b)

Figure 17. (a,b) Preform obtained from starting material and cams manufactured after the second
forging stroke.
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The preparation of samples in order to obtain optical microscopy micrographs requires
a metallographic saw, which does not modify their microstructure, and their subsequent mounting in
a transparent resin. After encapsulating the samples, they are prepared with several abrasive papers
and polishing cloths and then, they are subjected to Barker’s reagent.

Once this previous process is carried out, optical microscopy micrographs at 100× and 20× are
taken with the use of polarized filters. In addition, Scanning Electron Microscopy (SEM) is also utilised.
For this case, the samples are electropolished with perchloric acid, ethanol and glycerine. All the SEM
micrographs are taken at 1000×, 2500×, 10,000× and 25,000× with backscattered electrons.

4. Discussion of Results

In this section, the mechanical properties of the manufactured cams are discussed. In order to
do this, microhardness measurements are taken from the cams and their microstructure is observed
through optical microscopy and SEM, as was previously mentioned.

Regarding microhardness measurements, three different zones are selected at the outer part of
the cam, as this zone undergoes the highest value of wear and thus, a higher value of hardness is
required. As can be observed in Figure 18, zone A corresponds with the bottom zone of maximum
radius, zone B with the upper zone of minimum radius and zone C with the lateral zone of minimum
radius. Five microhardness measurements are taken in each zone in order to have more accurate data
along with the calculation of the mean and the standard deviation values.

Figure 18. Zones selected for the measurements of microhardness.

A microhardness tester Mitutoyo HM-200® (Mitutoyo Corporation, Kawasaki, Japan) is used in
order to carry out these measurements. Vickers microhardness tests are performed with a load value of
3 N. In this load range, the uncertainty value for the equipment is ±1% if room temperature is between
22 and 24 ◦C. The approach time taken is 3 s, the load maintenance time is 10 s and the withdrawal
time is 3 s. With this procedure, the results obtained in the measurements are shown in Tables 3 and 4.

In both cases (N0 material and N2F material), the highest microhardness value occurs at zone
C. It is observed that a better homogeneity is achieved in the case of the samples with N2F material.
In addition, an increase of 10.3% in the mean value of microhardness is achieved for N2F material in
relation to N0 material, as is shown in Figure 19.
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Table 3. Microhardness measurements of the cam with N0 material.

AA5083 N0 Position (x, y) (mm) Hardness Vickers (Hv) Mean (Hv) St Deviation (Hv)

A

(0, 0) 101.8

107.3 3.4
(2.5, 0) 109.4

(−2.5, 0) 106.2
(0, 2.5) 108.7

(0, −2.5) 110.3

B

(0, 0) 103.0

105.7 2.6
(2.5, 0) 107.8

(−2.5, 0) 103.2
(0, 2.5) 108.8

(0, −2.5) 105.9

C

(0, 0) 109.0

109.5 2.6
(2.5, 0) 113.1

(−2.5, 0) 105.8
(0, 2.5) 110.1

(0, −2.5) 109.7

Total - - 107.5 3.1

Table 4. Microhardness measurements of the cam with N2F material.

AA5083 N2F Position (x, y) (mm) Hardness Vickers (Hv) Mean (Hv) St Deviation (Hv)

A

(0, 0) 117.4

117.3 1.8
(2.5, 0) 114.4

(−2.5, 0) 118.2
(0, 2.5) 119.2

(0, −2.5) 117.5

B

(0, 0) 118.2

117.8 2.7
(2.5, 0) 113.4

(−2.5, 0) 120.1
(0, 2.5) 119.7

(0, −2.5) 117.7

C

(0, 0) 121.4

120.7 1.2
(2.5, 0) 121.8

(−2.5, 0) 120.4
(0, 2.5) 118.7

(0, −2.5) 121.2

Total - - 118.6 2.4

 

Figure 19. Comparison of microhardness values (Hv) for N0 and N2F initial materials.

Figure 20 shows optical micrographs taken from the cams with the two initial materials: N0 and
N2F. In both cases, stretched grains are observed because of the forging process. In the micrographs
from N2F material, it is observed that there are a higher number of deformation bands.
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(a) (b)

(c) (d)

Figure 20. Optical micrographs of the cams with N0 and N2F materials: (a) N0 at 100×; (b) N0 at 200×;
(c) N2F at 100×; and (d) N2F at 200×.

Figure 21 shows SEM micrographs for the cams with N0 initial material whereas Figure 22 shows
those corresponding with the cams with N2F initial material. In both cases, the grain size turns out to
be lower than 1 μm and even grains with a size of around 250 nm may be found.

(a) (b)

(c) (d)

Figure 21. SEM micrographs of the cams with N0 material: (a) N0 at 1000×; (b) N0 at 2500×; (c) N0 at
10,000×; and (d) N0 at 25,000×.
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(a) (b)

(c) (d)

Figure 22. SEM micrographs of the cams with N2F material: (a) N2F at 1000×; (b) N2F at 2500×;
(c) N2F at 10,000×; and (d) N2F at 25,000×.

Furthermore, a comparative study is made between the experimental results and the FEM
simulations. For the FEM simulations, flow rules of N0 and N2F initial materials are used, where these
are obtained from isothermal compression tests and by the application of a new constitutive model
developed by these present authors [26].

With regard to the forging force, Figure 23 shows a comparison between the experimental forging
force and that calculated from the simulations. As can be observed in Figure 23, the experimental
force turns out to be a little higher than the simulated one but the approach of the latter is good.
The maximum value for the forging force is lower than 3000 kN, which is the maximum capacity of the
hydraulic press, and the final maximum force values for both the first and the second forging stage are
smaller in the case of N2F material, which leads to a lower wear value for the forging dies. Taking this
into account along with the fact that no cracks appear in any of the tests, it may be affirmed that N2F
material has a better forgeability.

Figure 24 shows the plastic strain value, the damage value and the die contact obtained in the
FEM simulations for N0 initial material. The plastic strain values obtained in the simulations may
be compared to the microhardness values from Tables 3 and 4. For example, it may be observed in
Figure 24 that, in the case of the second forging stage, the strain value is higher at zone C, which is
the lateral zone (in red) close to the guide from the upper die, and this agrees quite well with the
experimental microhardness measurements.
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(a) (b)

 
(c) (d)

Figure 23. Forging force values obtained in the experiments: (a) first stage for N0; (b) first stage for
N2F; (c) second stage for N0; and (d) second stage for N2F.

 

Figure 24. Plastic strain, damage and die contact values obtained in the FEM simulations for N0
starting material.
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In relation to the damage value, as no cracks appear, it is assumed that the material can undergo
a value of 0.8 (according to the Crockroft–Latham criterion) because this is the maximum value
achieved in the simulations at the zone of the flash.

It may also be pointed out that there is a good approach between the geometry of the manufactured
cams and the results obtained in the FEM simulations. In addition, Figure 24 shows the small amount
of material waste in the form of flash, which leads to the conclusion that this design makes good use of
the ECAP-processed material.

5. Conclusions

This research work demonstrates that it is feasible to manufacture cams from AA5083 using the
ECAP processing and a subsequent isothermal forging. An increase of 10.3% in the microhardness
mean value has been verified for the material previously processed by ECAP compared to that obtained
from material with no previous deformation.

From the data obtained, it may be concluded that the optimum configuration for the geometry
shown in this work is that given by Case 6, which has a draft angle of 30◦, a flash thickness of 2 mm and
fillet radii of 4 mm. This geometry has a minimum damage value compared to the different geometries
shown in this study, a good die filling, a high strain mean value and a good strain homogeneity.

In both cases (N0 material and N2F material), the highest microhardness value occurs at zone C.
It can be observed that a better homogeneity is achieved in the case of the samples with N2F material.
A higher number of deformation bands and subgrains have been observed in the cams with N2F
material, which may lead to dynamic recrystallization processes during the forging process and thus,
to an improvement in forgeability.

The maximum value for the forging force is lower than 3000 kN, which is the maximum capacity
of the hydraulic press employed in the experiments, and the final maximum force values for both the
first and the second forging stage are smaller in the case of N2F material, which leads to a lower wear
value for the forging dies. Taking this into account, along with the fact that no cracks appear in any of
the tests, it may be affirmed that N2F material has a better forgeability.
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Abstract: Pipelines and piping components may be exposed to extreme loading conditions, for
instance earthquakes and hurricanes. In such conditions, they undergo severe plastic strains, which
may locally reach the fracture limits due to either monotonic loading or ultra-low cycle fatigue
(ULCF). Aiming to investigate the failure process and strain evolution of pipes enduring ULCF,
a lab-scale ULCF test on an X65 steel pipeline component is simulated with finite element models,
and experimental data are used to validate various material modeling assumptions. The paper focuses
on plastic material modeling and compares different models for plastic anisotropy in combination
with various hardening models, including isotropic, linear kinematic and combined hardening
models. Both isotropic and anisotropic assumptions for plastic yielding are considered. As pipes pose
difficulty for the measurement of plastic properties in mechanical testing, we calibrate an anisotropic
yield locus using advanced multi-scale simulation based on texture measurements. Moreover, the
importance of the anisotropy gradient across thickness is studied in detail for this thick-walled
pipeline steel. It is found that the usage of a combined hardening model is essential to accurately
predict the number of the cycles until failure, as well as the strain evolution during the fatigue
test. The advanced hardening modeling featuring kinematic hardening has a substantially higher
impact on result accuracy compared to the yield locus assumption for the studied ULCF test. Cyclic
tension-compression testing is conducted to calibrate the kinematic hardening models. Additionally,
plastic anisotropy and its gradient across the thickness play a notable, yet secondary role. Based on
this research, it is advised to focus on improvements in strain hardening characteristics in future
developments of pipeline steel with enhanced earthquake resistance.

Keywords: plasticity modeling; kinematic hardening; plastic anisotropy; finite element simulation;
ultra-low cycle fatigue; failure; strain evolution

1. Introduction

The finite element (FE) method has been widely used in the design and implementation of metal
forming to predict the distribution of stress and strain in the formed part. Metal forming is usually a
complex process in which material properties, i.e., microstructure, crystal orientation, flow stress and
plastic anisotropy, will change due to the accumulation of the local plastic deformation. In general,
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the constitutive plasticity modelling significantly influences the attainable accuracy in FE simulations.
As discussed next, the constitutive model is composed of two aspects, i.e., a hardening model and a
yield locus model.

Isotropic hardening is often assumed in numerical simulations of sheet metal forming processes.
It has the advantage of simplicity, but only approximates real material behavior, as for instance, it is
unable to present the Bauschinger effect, which is encountered in many metals. The Bauschinger effect
is characterized by a reduced yield stress upon load reversal after initial plastic loading. For instance,
in uniaxial tension followed by compression, the flow stress in compression is significantly lower than
the flow stress at the end of tensile prestraining. To enable modeling of the Bauschinger effect, the linear
kinematic hardening rule has been proposed [1], which translates the yield locus by the kinematic stress
tensor or back stress tensor with a single constant hardening modulus. Combined hardening models
have also been introduced, which integrate isotropic and kinematic hardening, e.g., as illustrated in
Wu [2] and Chung et al. [3]. Combined hardening models may reproduce the Bauschinger effect more
accurately, at the cost of a more elaborate hardening parameter identification procedure.

The earliest yield locus for anisotropic plastic deformation was derived by Hill [4] as a
straightforward extension of the isotropic von Mises yield locus [5]. The anisotropy parameters of the
classical Hill’48 yield locus are usually identified from Lankford coefficients (r-values) measured in
tensile test in three directions. More recent yield criteria require more effort in terms of the experimental
calibration. Barlat’s criterion Yld2000-2D [6] requires eight measurements: three directional yield
stresses obtained from the uniaxial tensile tests, σ0, σ45, σ90, and corresponding r-value, r0, r45 and
r90. Additionally, it requires the equibiaxial yield stress σb and the equibiaxial r-value rb, which are
typically obtained from either disk compression or bulge test. To provide more accurate predictions,
yield locus expressions with more coefficients have been introduced, which necessitate more material
tests for calibration. For example, the Yld2004-18p [7] yield function includes 18 parameters; the
criterion BBC2008 [8] needs 16 or 24 parameters; and the CPB06 [9] yield locus may contain 28
anisotropy coefficients.

As mentioned above, the coefficients in these yield criteria are typically identified based on the
results of various mechanical tests that probe particular points on the yield locus. This entails much
technical complexity and methodological issues in ensuring consistency among the tests, which in turn
increase the cost of experiments needed for calibration of anisotropy coefficients. To circumvent this
issue, one may employ virtual experiments that either replace or complement mechanical testing [6].
The virtual experiments often use multilevel polycrystal plasticity models that derive macroscopic
plastic behavior from microstructural features via a homogenization procedure applied on the material
response at the micro-scale level. Embedding crystal plasticity models directly in large-scale FE
simulations is computationally extremely demanding. Therefore, Van Houtte et al. [10] have established
the facet method using homogeneous polynomials to describe the plastic potential in either stress or
strain rate space, which comprises much more coefficients than the conventional phenomenological
constitutive law. These coefficients have been readily derived from a series of virtual experiments
performed on the basis of, e.g., the Taylor or the ALAMEL (Advanced Lamel model) models [11–16].

Ultra-low cycle fatigue (ULCF) testing typically applies cyclic loads that induce a small amount
(a few percent) of plastic deformation, which leads to failure after applying a low number of cycles,
usually less than a hundred. Kanvinde and Deierlein [17] consider that ULCF is in the range
of 10–20 cycles, and Xue [18] put the limit to 100 for ULCF. Despite these differences, there is a
general agreement that the failure is driven by the plastic response of the material attributed to
ULCF [19]. However, the characterization of the parameters driving ULCF was not found until
numerous experimental research works were carried out to calibrate the material constants for various
metals in the 1950s. The classical constitutive model of predicting material failure due to ULCF is
the Barcelona plastic damage model initially proposed by Lubliner et al. [20], which is based on an
internal variable-formulation of plasticity theory for the non-linear analysis of concrete. Martinez and
Oller et al. [21] developed a new plastic-damage formulation to simulate the mechanical response
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and failure due to ULCF specially for steels. It is based on the Barcelona plastic model, but provides
enhancements by adding a non-linear kinematic hardening law coupled with a new isotropic hardening
law. Van Poucke et al. [22] performed simulations of a large-scale bending test under cyclic loading
and validated it with experimental ULCF on pipes with or without defect. Different hardening models
are considered (isotropic hardening, non-linear kinematic hardening and combined hardening) in
combination with isotropic yield locus (von Mises). Assuming combined hardening, the buckle may
be accurately predicted for the ULCF test with a buckle-initiating defect. Without such a defect,
however, failure occurs near clamping in the test, which could not be accurately predicted, attributed
to insufficient modelling of the clamping conditions.

As each combination of the homogenization response of polycrystalline plasticity models and
hardening models will lead to a yield criterion [14], the aim of the paper is to investigate the capability
of advanced plastic anisotropic yield criteria to represent the behavior of steel pipe during the ULCF
forming process including the material failure and the strain evolution, on the basis of the study of
Van Poucke et al. and Van Wittenberghe [22]. The advanced plastic anisotropic yield criteria adopted
in this research are:

(1) isotropic hardening model combined with von Mises, Hill and facet yield loci.
(2) linear kinematic hardening model in combination with von Mises and Hill yield loci.
(3) combined hardening model combined with von Mises and Hill yield loci.

The adopted anisotropic yield loci (Hill and facet) are calibrated by the ALAMEL polycrystal
plasticity model. To investigate the accuracy of the above yield criteria on the prediction of cycles
before ULCF failure and strain evolution during the process, finite element simulations were carried
out using ABAQUS (6.13, DS SIMULIA, Paris, France) and validations were made with large-scale
ULCF experimental results.

2. ULCF Testing and FE Simulation Setup

2.1. Experimental Test Setup

In the full-scale ULCF test of straight pipe (Figure 1), the pure-bending method was selected.
The tube is welded to both tube holders to prevent any relative rotation and translation during the
test. The test input was a cylinder displacement, and the bending moment in the bending setup was
delivered by hydraulic cylinders with a capacity of 500 kN on a moment arm of 2 m, giving the setup a
bending capacity of 1000 kNm [22]. The test sample was filled with water and slightly pressurized
(to 0.27 MPa). During the test, the water pressure value was monitored to serve as a leak detection
where a sudden pressure drop indicates a through-thickness crack. The tube holder was fixed to the
tube by using a small weld to avoid a rotational and longitudinal movement of the tube inside the
tube holder.

 

Figure 1. The experimental bending setup of ultra-low cycle fatigue (ULCF) [22].
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2.2. Finite Element Simulation Setup

The simulations of a four-point bending test were used to validate the experimental ultra-low
cycle fatigue (ULCF) tests on pipes as shown in Figure 2. In the Finite Element (FE) simulation, the
pipe displacement was imposed in two points along the pipe length (Reference Points (RP) 3 and 4 in
Figure 2) with the cyclic loading schedule in the X-direction as shown in Figure 3. In the simulations,
the hydraulic cylinder displacement was calculated out of RP 5, 6, 7 and 8 displacements. A single
cycle comprises bending in one way followed by unloading, then bending in the other way and
finally unloading.

Figure 2. The geometry of the ULCF in ABAQUS FE model, with four reference points (RP) for defining
the boundary conditions.

Figure 3. Schematic of the cyclic load pattern.

A kinematic coupling interaction was defined in Reference Points 3 and 4 to generate a rigid
connection of the reference point with the pipe surface, similarly as the welded connections between the
tube and tube holders in the experiment. One support joint (RP1) was axially restrained, and another
support (RP2) was only allowed to move freely in the tube axial direction. Like in the experimental
test, an internal pressure was imposed on the inner surface of the tube in the simulations, and an axial
force in RP2 was defined as the result of pressure on the pipe end section.

Shell elements with four nodes and reduced integration (S4R) were selected for the deformable
tube. Having an element size of approximately 10 mm by 12 mm, it resulted in 20,104 elements in total
for the tube mesh.
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3. Material Model Description

3.1. Pipe Material

The large-scale ULCF tests were performed using an on-shore pipeline of X65 steel. Geometric
parameters describing the considered tube are illustrated in Figure 4. To initiate buckling at the pipe
center, 1 mm of thickness was removed in a central zone of 200 mm length and 60 mm width at
either side (0◦ and 180◦ around circumference). The initial steel sheet was formed from a hot-rolled
coil by uncoiling and levelling in a cold forming process. Next, the tube was rolled by a series of
non-cylindrical rolls and high frequency welded along the axial direction.

 

Figure 4. Geometry and dimensions of the experimental pipe.

The optical microstructure analysis of the tube was performed in multiple sections. As shown in
Figure 5, the microstructure is composed of ferritic (bcc) grains with a small fraction of bainite along
ferritic grain boundaries. The average grain diameter is about 5 μm.

 

Figure 5. The optical microstructure of X65 steel: (a,b) in the weld zone; (c,d) 90◦ to welding.

3.2. Plastic Strain Hardening

3.2.1. Mechanical Tests

To test the material properties under different stress and strain paths, monotonic tensile tests and
a cyclic tension-compression test were performed.

In the monotonic tensile tests, full-thickness tensile specimens of dog-bone geometry, oriented
along tube axial direction, have been tested (without prior flattening of the sample). Three tests were
performed to guarantee repeatability. The obtained stress-strain curve is presented in Figure 6 for the
X65 steel pipe for the monotonic tensile test. The average yield stress and ultimate tensile strength are
respectively about 595 MPa and 692 MPa.
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Figure 6. The applied stress-strain behavior obtained from monotonic tensile tests along the tube
axial direction.

In cyclic tension-compression tests, flat samples of a 3-mm thickness were extracted with face
mill and subsequently polished to avoid premature failure. Samples were oriented along the tube
axial direction. The tests were performed with strain amplitudes of 1% and 1.5% (Figure 7a). It was
observed in Figure 7b that the stress value decreased gradually as the number of cycles increased
under all conditions.

Figure 7. Results of cyclic tension-compression tests: (a) the true stress-strain curve under strain
different amplitudes and (b) changes in stress at the end of tension and compression as a function of
the number of cycles.
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3.2.2. Strain Hardening Models

The differences between the isotropic, kinematic and combined hardening models lies in
the relationship between yield function and flow stress, as described by continuum mechanics.
Neglecting temperature dependence and assuming rate-insensitive behavior, the following general
yield criterion holds:

Φ(σ − α) = σ0
(

εpl
)

(1)

where the yield function Φ is a positive, homogeneous function of one degree, σ is the stress tensor,
α is the back stress tensor and σ0 represents the flow stress (yield stress), which is a function of the
equivalent plastic strain εpl .

(1) For the isotropic hardening, the Voce hardening law is used:

σ0 = σ|0 + Q∞

(
1 − e−bεpl

)
(2)

which defines the evolution of the flow stress σ0, as a function of the equivalent plastic strain εpl .
Here, σ|0 is the yield stress; Q∞ is the change of yield surface size at saturation; and b is the rate
at which the yield surface grows as plastic straining develops. The stress-strain is calibrated from
the quasi-static tension tests presented in Figure 6. For isotropic hardening, the back stress α = 0.

(2) For the linear kinematic hardening, the evolution law (3) describes the translation of the yield
surface in stress space through the backstress α with constant hardening modulus C:

.
α = C

1
σ0 (σ − α)

.
ε

pl
(3)

The flow stress is a piece-wise linear function of equivalent strain; cf. Table 1. All parameters are
calibrated by fitting to uniaxial tensile and tension-compression data.

Table 1. Material parameters corresponding to the isotropic hardening law, linear kinematic hardening
law and combined hardening law.

Hardening Law
Material Parameters

σ0 (MPa) εpl Tabular Data

Isotropic hardening
— — Q∞ = 760 MPa

B = 0.05

Linear kinematic hardening
594 0

C = 656 MPa
678 0.128

Combined hardening

Nonlinear kinematic
hardening component

— —
σ0 = 600 MPa

C1 = 49,376 MPa

γ1 = 234.351

Isotropic hardening
component

600 0
—

444 0.044

512 1

(3) The evolution law of combined hardening model consists of two components: (i) a nonlinear
kinematic hardening component as:

.
α =

C1

γ1

(
1 − e−γ1

.
ε

pl
)

(4)
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in which the kinematic hardening modulus C1 and kinematic hardening exponent γ1 are
calibrated from cyclic test data and (ii) an isotropic hardening component Equation (2).

Material parameters are given in Table 1 for different hardening models.

3.3. Plastic Anisotropy

3.3.1. Texture Measurements

The non-random orientation of crystal lattice planes, or (crystallographic) texture, is the main
microstructural data to calibrate the ALAMEL multi-scale model [23]. The texture at different locations
along the tube hoop direction and across the tube wall thickness direction have been measured by
X-ray diffraction experiments, from which orientation distribution functions (ODFs) were calculated.
A discrete set of 5000 orientations, representative for the texture, was extracted from the continuous
ODFs using the STAT algorithm in the MTM-FHM software [24].

Figure 8 shows φ2 = 45◦ sections of the ODFs of the measured texture for the
investigated steel tubes at seven different depths (from outer to inner tube surface:
0%/16.7%/25%/50%/75%/83.3%/100%) and three locations (90◦/180◦/270◦) along the tube hoop
direction. A significant texture gradient across thickness is observed. The texture intensity or texture
sharpness is quantitatively represented by the texture index (TI) integrated by the square of the ODF
function f (g) over the entire Euler space:

TI(g) =
∫

f 2(g)dg (5)

Figure 8. φ2 = 45◦ orientation distribution function (ODF) sections of the initial texture of the material
at different locations.
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It is shown in Figure 9 that the texture at 50% depth across thickness has the sharpest texture
(highest TI) and that the texture at 25% depth possesses the lowest TI value, which is close to a random
texture (i.e., TI = 1).

Figure 9. The texture index at different locations.

Figure 10 shows φ2 = 45◦ sections of the merged texture at equal depths across the thickness of
three locations along the hoop direction. Further results are merged in the ODF of the overall merged
texture of both hoop and thickness direction, as presented. These merged texture data are used as the
input data of the multi-scale virtual experiments for the Hill anisotropy calibration, as detailed next.

Figure 10. φ2 = 45◦ ODF sections of the merged textures along the hoop (positions 90◦, 180◦ and 270◦)
(first row) and the ODF section of the overall merged texture (second row).

3.3.2. Advanced Plasticity Modeling

In this study, the following isotropic and anisotropic yield loci have been employed in the FE
simulations in order to check their influence on the prediction of ULCF:

(1) von Mises: the isotropic von Mises yield function calibrated by giving the value of the uniaxial
yield stress as a function of uniaxial equivalent plastic strain.

(2) Hill-average: the anisotropic Hill yield function calibrated by r-values in three directions.
The r-values are obtained from the ALAMEL multi-scale model on the basis of the overall
average texture.
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(3) Hill-gradient: the Hill yield function with different r-value parameters for the different integration
points across tube thickness. They are calibrated by the ALAMEL model from the corresponding
texture gradient.

(4) Facet: the anisotropic facet yield function with 360 parameters, calibrated to closely reproduce
the behavior of ALAMEL under all conceivable deformation conditions.

The Hill-average, Hill-gradient and facet criteria are detailed in the next paragraphs.

3.3.3. The Hill-Average Yield Function

The quadratic yield function proposed by Hill [4] is a widely used anisotropic yield function for
orthotropic materials. It is given by:

σ0 =

√
F(σ22 − σ33)

2 + G(σ33 − σ11)
2 + H(σ11 − σ22)

2 + 2Lσ232 + 2Mσ31
2 + 2Nσ12

2 (6)

in which the stress tensor σ is expressed in a coordinate system aligned with the main directions of
orthotropic symmetry, in this case being a cylindrical Cartesian coordinate system having its first
reference direction aligned with the tube axial direction, second with the hoop direction and third with
the radial (tube thickness) direction. If the equation holds, the material is yielding at the considered
material point.

It is commonly assumed that the yield point in pure shear is independent of the plane and
direction, which means that L = M = N. Defining the flow stress σ0 as the uniaxial tensile stress in
the uniaxial tensile test along rolled direction (RD), it follows that G + H = 1. Therefore, out of six,
there remain three independent Hill parameters, which can be associated with the r-values in uniaxial
tensile tests at 0◦, 45◦ and 90◦ to RD, as follows:

F =
r0◦

r90◦(r0◦ + 1)
(7)

H =
r90◦

r90◦(r0◦ + 1)
(8)

G = 1 − H =
r0◦r90◦

r90◦(r0◦ + 1)
(9)

L = M = N =
(2r45◦ + 1)(r0◦ + r90◦)

2r90◦(r0◦ + 1)
(10)

For the simulations with the Hill-average yield function, only one material definition and one
shell section are defined for the whole tube part. As pipes pose difficulty for the measurement of
plastic properties (r-values) in tensile testing along directions other than the axial direction, the r-values
in the Hill-average yield criterion are calibrated based on an advanced identification algorithm: the
crystal plasticity virtual experiment framework (VEF) [13,15]. The VEF is a software suite that manages
high-level stress-based virtual testing capabilities (e.g., uni- and multi-axial tensile/compressive
testing, yield locus and r-value calculation) for multi-scale plasticity models that have been developed
for strain-rate-based input of plasticity, such as ALAMEL.

The above overall merged texture (in Section 3.3.1) is used as input data of virtual experiments to
calibrate the anisotropy coefficients: r0, r45 and r90 in Table 2. From Equations (7)–(10), the Hill-average
normalized σ11– σ22 yield locus section is readily generated as shown in Figure 11 (“Hill-average by
ALAMEL”). The recalibrated normalized σ11– σ22 yield locus section by VEF based on ALAMEL is
also obtained as shown in Figure 11 (“ALAMEL”). Whereas the quadratic Hill yield criterion generates
an elliptic yield locus shape, the yield locus generated directly by ALAMEL deviates from elliptic
shape. It can also be seen that the slope of yield locus contours coincide for the point on the horizontal
and vertical axes, corresponding to calibration by r0 and r90, respectively.
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Table 2. r-values calibrated by VEF based on the ALAMEL model.

r Value of Overall Merged Texture

ALAMEL
r0 r45 r90

0.858 1.250 1.070

Figure 11. Two-dimensional sections of the yield surfaces calibrated by VEF.

3.3.4. The Hill-Gradient Yield Function

For the simulations with the Hill-gradient yield locus, Figure 12 illustrates the shell section
definition. For the region without thickness reduction (Shell Section 1), five material definitions across
thickness are imposed, while for the region with reduced thickness (Shell Section 2), four material
definitions are used.

 

Figure 12. The diagram of the material definition in ABAQUS with the Hill-gradient yield locus.

Five sets of r-values corresponding to the merged texture data at five different depths across tube
thickness are also calibrated by means of VEF algorithm as shown in Figure 13. Note that at 16%
and 25%, the behaviour is near-isotropic (all the r-values close to one), which corresponds to the very
weak texture found at these depths. Two-dimensional sections of the yield surfaces, as calculated by
ALAMEL, are presented for these for textures at different depths in Figure 14. A significant gradient in
plastic properties (r-values and yield surfaces) across thickness is observed.
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Figure 13. The r-values corresponding to the merged texture data at five different depths across tube
thickness calibrated by VEF.

Figure 14. Two-dimensional sections of the yield surfaces calibrated by VEF at 0%, 25%, 50%, 75% and
100% across the thickness.

3.3.5. The Facet Yield Function

Van Houtte et al. [10] have proposed the facet expression, describing the plastic potential by
means of a homogeneous polynomial. This mathematical formulation can be used in either strain rate
space or stress space. The following is a brief introduction of the method.

Using the description of plastic potential accounting for the plastic anisotropy of textured
polycrystalline materials [13], ψ is defined as the plastic potential in strain rate space scaled by
the equivalent stress and be expressed as:

ψ(D) =
Ψ(D)

σ0 (11)
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where D is the plastic strain rate tensor, Ψ(D) represents the rate of plastic work per unit volume and σ0

is the equivalent stress. Assuming plastic incompressibility and strain rate insensitivity, the deviatoric
stress tensor S can be derived as:

S(D) =
∂Ψ(D)

∂D
(12)

The facet expression defines the scaled plastic potential ψ(d) in the strain rate space as:

ψ(d) = [Gn(d)]
1
n (13)

in which d is a normalized plastic strain rate, n is an even natural number and Gn(d) is a homogeneous
polynomial of degree n, expressed as:

Gn(d) =
M

∑
k=1

λk(S
m
k ·d)n (14)

where the deviatoric stresses Sm
k contribute λk weights to the plastic potential. The superscript m

denotes a quantity derived from multi-scale modeling. In the facet method, M ≈ 200 is required to
reproduce the plastic surface. Combing Equations (11)–(14), a normalized deviatoric stress s can be
derived as:

s(d) =
∂Ψ(d)

∂d
= σ[Gn(d)]

( 1
n −1)

M

∑
k=1

λk(S
m
k ·d)n−1Sm

k (15)

The ALAMEL model was employed to obtain the stress parameters Sm
k in Formula (14). In this

paper, the anisotropic yield locus by the facet method was calibrated on the basis of the ALAMEL
multi-scale model. The anisotropic plastic potential of the pipe was calibrated from the average of the
measured texture data. The facet normalized σ11– σ22 yield locus section, yield locus “Hill-average”
and “ALAMEL” are presented together in Figure 15. It is clear that the facet yield locus approximates
the multi-scale model ALAMEL much better than “Hill-average”.

Figure 15. Two-dimensional sections of the yield surfaces respectively calibrated by the VEF/
facet method.
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4. Numerical Results of ULCF

4.1. Onset of Buckling

As illustrated in Figures 4 and 16, the wall thickness of the sample was reduced by 1 mm at the
pipe center over a surface of 200 mm by 60 mm on both sides of the pipe to induce buckling at the
pipe center. In the experimental test, a strain gauge was attached next to the zone of reduced thickness,
at 25 cm from the pipe center (Figure 16). The axial strain at this so-called reference position has been
used to detect the onset of buckling in both experiment and simulation.

 

Figure 16. The reference position for tracking strain evolution in the experiment and simulation.

The adopted criterion for onset of buckling in the large-scale ULCF experiments [22] is a significant
decrease of oscillation amplitude in axial strain from one half-cycle to the previous one in the reference
position, as illustrated in Figure 17.

 
Figure 17. Illustration of the criterion for determining the onset of buckling. Experimental measurement
data of axial strain in the reference position [22].

To test the influence of various plasticity modeling assumptions, simulations of the ULCF are
performed using ABAQUS, and the results are compared to the stable experimental results with good
repeatability in former work [22]. As the calculation with the facet method is available in explicit time
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integration schemes, in order to compare all of the results with different yield criteria in the same
time integration scheme, both explicit and implicit time integration schemes are adopted in the FE
simulations to firstly exclude the influence of time integration schemes on the results. A comparison of
the number of cycles at onset of buckling is presented in Figure 18. It can be seen that for identical
constitutive models, the onset of buckling is in nearly all cases predicted at the same cycle for both
explicit (Figure 18a) and implicit (Figure 18b) FE integration schemes. This confirms that the physical
phenomenon of ULCF buckling is captured, independent of the numerical implementation in the finite
element simulation scheme. Comparing results for the various constitutive models, it is seen that the
assumption of combined kinematic hardening leads to close agreement to the experiment, with only a
small influence of the adopted yield function. Isotropic and linear kinematic hardening models give
systematic under-prediction of the onset of buckling.

Figure 18. Comparison of prediction of the onset of buckling to the experiment for (a) explicit and
(b) implicit FE simulations.

4.2. Strain Evolution

4.2.1. Influence of Anisotropic Yield Locus on Strain Evolution and Buckling Subjected to ULCF

Figures 19–23 compare the axial strain evolution of the experimental results at the reference
position with those of the numerical simulations with different constitutive models. In all simulations,
the occurrence of plastic deformation was captured all around the fourth cycle by the equivalent plastic
strain values, resulting in the nearly same strain evolution before the fourth cycle. The differences of
axial strain evolution with respect to various plastic models were discussed in terms of the plastic
deformation before buckling.

Simulations with different yield criteria taking into account combined hardening all resulted in
buckling at the center of the pipe, respectively at the 8.5th cycle for Hill-gradient and the eight cycle
for both von Mises and Hill-average. Accurate predictions of strain evolution for these models are
obtained (Figure 19).
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Figure 19. Axial strain evolution in explicit time integration FE simulation with the combined
hardening model.

 

Figure 20. Axial strain and buckling overview at the 8.5th cycle with combined hardening and the
Hill-gradient yield locus.
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Figure 21. Axial strain evolution in explicit calculation with the linear kinematic hardening model.

 

Figure 22. Axial strain evolution in explicit calculation with the isotropic hardening model.

Figure 23. Axial strain evolution in explicit calculation with different hardening models.

The experimentally-measured axial strain at 25 cm from the center was as a consequence a
bit higher than in the simulation, and the strain-evolution predictions during the ULCF process
assuming the Hill anisotropic model with gradient properties over thickness (Hill-gradient) are largest
in magnitude and closer to the experiment values.

In BS8010 [25] and Gresnight [26], relationships are proposed to calculate the critical buckling
strain from the pipe outer diameter (OD) and wall thickness (WT), independently of the strength of
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the tube material. Applied to the current geometry (OD = 220 mm and WT = 5.56 mm), the critical
buckling strain amplitude is found to be 1.2%. Figure 20 shows the axial strain distribution and
buckling with the Hill-gradient yield locus taking into account combined hardening at the 8.5th cycle,
which coincides with the occurrence of buckling at the center of the pipe. It can be seen that in the
central region with reduced thickness, the strain locally exceeds 1.2% and reaches 2.97%, and this
validates the critical strain criterion for buckling proposed in [22].

Figure 21 compares the experimental axial strain at the reference position and the predicted
ones for linear kinematic hardening with von Mises, Hill-average and Hill-gradient. Furthermore, in
this case, the most accurate prediction of strain evolution before onset of buckling is realized by the
Hill-gradient. A similar conclusion can be drawn comparing the different yield loci in combination
with the isotropic hardening law in Figure 22.

4.2.2. Influence of Strain Hardening on Strain Evolution and Buckling Subjected to ULCF with
Hill-Gradient Anisotropic Yield Locus

Considering the comparatively accurate prediction of strain evolution with respect to the
Hill-gradient anisotropic yield locus, the axial strain evolution under the Hill-gradient yield locus
with different strain hardening models is presented again in Figure 23. The result confirms that the
assumption of a combined hardening model delays the onset of buckling in ULCF, compared to
isotropic and linear kinematic hardening models.

5. Summary and Conclusions

In this paper, a detailed experimental and numerical study of advanced plasticity modeling
for ultra-low cycle fatigue simulation of steel pipe was presented. From the results of numerical
simulations and experiments, the following conclusions are drawn:

1 In terms of simulations with different strain-hardening models, the combined hardening model
enables predicting accurately the onset of buckling. Compared to isotropic and linear kinematic
hardening assumptions, the prediction of buckling is delayed with two bending cycles, resulting
in eight or 8.5 cycles in total for the ULCF test setup under consideration, whereas eight cycles
are experimentally found.

2 Regarding the yield function assumption, it is systematically found that strain evolution
predictions during the ULCF process are closest in agreement with the experiment for the
Hill anisotropic model that accounts for the gradient in properties over the tube wall thickness.

3 A significant texture gradient across thickness is observed. The texture anisotropy gradient has
an obvious effect on the strain evolution of ULCF simulation and to some degree also on the
buckling failure process.

4 Hardening modeling matters more than modeling assumptions regarding the (an-)isotropy (i.e.,
the choice and calibration of the yield locus) in the simulation of pipeline steel undergoing ULCF.
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Abstract: The various U-geometry parameters in the U-bending process result in processing
difficulties in the control of the spring-back characteristic. In this study, the effects of U-geometry
parameters, including channel width, bend angle, material thickness, tool radius, as well as workpiece
length, and their design, were investigated using a combination of finite element method (FEM)
simulation, and statistical analysis techniques. Based on stress distribution analyses, the FEM
simulation results clearly identified the different bending mechanisms and effects of U-geometry
parameters on the spring-back characteristic in the U-bending process, with and without pressure
pads. The statistical analyses elucidated that the bend angle and channel width have a major influence
in cases with and without pressure pads, respectively. The experiments were carried out to validate
the FEM simulation results. Additionally, the FEM simulation results were in agreement with the
experimental results, in terms of the bending forces and bending angles.

Keywords: U-bending; pad; finite element method; spring-back; analysis of variance (ANOVA)

1. Introduction

In recent years, with more severe requirements for industrial sheet-metal parts, complicated
geometrical parts with high dimensional accuracy and difficult-to-form materials are increasingly
needed. To fabricate these bent parts, owing to the merits of the die-bending process, which are
that several kinds of shapes and sizes can be fabricated more quickly with low production-costs,
the bending process is a common and widely-applied sheet-metal forming process. Spring-back
is the the principal problem faced in formation and is the main barrier faced in product quality
improvement in precision-bent parts. Various geometry and process parameters, including bend
angle, material thickness, tool radius, and material properties, result in processing difficulties in
the control of the spring-back feature. Therefore, the bending process has also been developed
using different methods to achieve precision bent parts [1–7]. Zong et al. [1] studied spring-back
evaluation in hot v-bending of Ti-6Al-4V alloy sheets. Their results showed the effects of punch radius
and bending temperature on spring-back characteristics. By applying a smaller punch, a greater
plastic deformation was generated. The results also illustrated that the shape of the bent parts more
closely matched those of the required bent-shape parts when holding times were increased. Leu [2]
investigated the effects of process parameters, including, lubrication, material properties, and process
geometries, on the position deviation and spring-back of high-strength steel sheets, in order to develop
process design guidelines for the asymmetric V-die-bending process. Kumar et al. [3] carried out
experiments to determine the spring-back and thinning effects of aluminum sheet metal during
L-bending operations. As clearance increased, the spring-back characteristics and fracture propagation
increased. Lim [4] observed time-dependent spring-back in advanced high-strength steel (AHSS).
The results showed that Young’s moduli significantly affected both the initial spring-back and the
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time-dependent spring-back. Thipprakmas studied the punch height effect and coined-bend technique
in the V-die-bending process [5,6], as well as proposing the side coined-bead technique to prevent the
bead mark on the bend radius in the V-die-bending process [7].

As an industrial part, the U-shape of the channel, beam, and frame increasingly requires the
aforementioned complicated geometry; high dimension precision is also needed. As the main problem
in the bending process, spring-back is the key factor that affects the quality of complicated U-shaped
parts. A great deal of research has been conducted on this in the past [8–18]. Jiang and Dai [8] proposed
a novel model to predict U-bend spring-back and time-dependent spring-back for a high-strength
low-alloy (HSLA) steel plate. Using this novel model, prediction was done at the stage of tool
design and resulted in increased accuracy of the drawn part. Thipprakmas and Boochakul [9]
investigated the effects of asymmetrical U-bent shapes, including bend angle and tool radius, on the
spring-back characteristics and compared them with those in the case of a symmetrical U-bent shape.
Phanitwong and Thipprakmas [10] proposed the centered coined-bead technique for precise fabrication
of U-bent parts. Li et al. [11] investigated delamination using U-channel formation in the bending
mode. Their results indicated that increases in the forming speed somewhat decreased the tendency
towards delamination, and increases in the blank holding force significantly diminished the occurrence
of delamination. The predictions of spring-back in cases of the U stretch-bending process [12], and in
the pre-strained U-draw/bending process [13], were investigated. Thipprakmas and Phanitwong [14]
used the finite element method to analyze the bending mechanisms and spring-back/spring-go
characteristics in various U-bending processes. Seong et al. [15] analyzed the core shear stress in
welded deformable sandwich plates to prevent de-bonding failure during U-bending. To prevent
failure during the bending phase of sandwich plates, it was recommended that the clearance be three
times larger than the thickness of the sandwich plate. Marretta and Lorenzo [16] studied the influence
of material property variability on spring-back and thinning in aluminum alloy sheet stamping of
S-shaped U-channel processes. Tang et al. [17] proposed the mixed hardening rule, coupled with the
Hill48’ yielding function, to predict the spring-back of sheet U-bending. Zhang et al. [18] predicted
spring-back and side wall curl after the U-bending process. The increases in the blank holding force
and the friction between the sheet and die reduced the spring-back characteristics.

However, the geometry parameter design for controlling the spring-back characteristic has not yet
been researched. In the present research, the effects of U-geometry parameters, including bend angle,
tool radius, material thickness, channel width, and workpiece length were investigated, using finite
element method (FEM) simulations. In addition, U-geometry parameter design was also examined
using a combination of FEM simulations and statistical analysis techniques to determine the degree
of importance of each U-geometry parameter. Experiments were carried out to validate the FEM
simulation results. The FEM simulation results were in agreement with the experimental results,
in terms of the bending forces and bending angles. Based on stress distribution analysis, the FEM
simulation results clearly identified the different bending mechanisms and effects of the U-geometry
parameters on the spring-back characteristic between U-bending U-geometry, with and without
pressure pads. The statistical analysis of a central composite design (CCD) and analysis of variance
(ANOVA) techniques were used out to examine the degree of importance of U-geometry parameters in
relation to the spring-back feature. The statistical analysis results were able to specify the U-geometry
parameters that markedly influence the spring-back characteristic, and yielded information about
the degree of importance of each pro U-geometry parameter on the U-bending process. The results
showed that the bend angle and channel width have a major influence on the spring-back feature,
in cases with and without pressure pads, respectively.

2. Finite Element Method (FEM) Simulations and Experimental Procedures

2.1. FEM Simulation Model

The U-bending process is typically subdivided into two types of U-die-bending: with and without
pressure pads [19]. Diagrams of the U-bending models investigated in the present study, with and

239



Metals 2017, 7, 235

without pressure pads, are shown in Figure 1. In the present research, to avoid the effects of pressure
pads on the spring-back characteristics, a fixed pressure pad mode was set. Specifically, in the
FEM simulations, a pressure pad was set by moving downward at the same velocity of the punch.
This resulted in the workpiece being completely clamped by the punch and pressure pad during the
bending phase. These U-bending models with three levels of channel width (W), workpiece thickness
(t), bend angle (θ), punch radius (Rp), and workpiece length (WPL), were examined. The details of the
U-geometry parameter conditions investigated are listed in Table 1. The two-dimensional, implicit
quasi-static finite element method, as implemented in the commercial analytical code DEFORM-2D,
was used for the FEM simulations. One half of the simulation model, with a two-dimensional plane
strain simulation, was applied. The solution algorithm of the Newton-Raphson iteration was utilized
in this FEM model. To prevent the divergence calculation due to excessive deformation of the elements,
the adaptive remeshing technique was applied by setting every three steps. In accordance with past
research [9,10], the punch and die were set as rigid types, and the workpiece material was set as
an elasto-plastic type. The workpiece was meshed and used approximately 4000 rectangular elements.
An element size of approximately of 0.6 mm was generated overall for the workpiece, with the seven
elements over the workpiece thickness. The fine element region was also generated on the bending
allowance zone. In this zone, element sizes of approximately 0.2 mm, and the 27 elements over the
workpiece thickness, were generated. The workpiece material was A1100-O (Japanese Industrial
Standards (JIS)) aluminum and the corresponding properties were obtained from tensile testing data.
On the basis of the U-die-bending process, in the present research, the phenomenon of the cyclic loading
of bending-unbending was not generated, and the Bauschinger effect could be neglected. The plastic
properties of the workpiece were assumed to be isotropic and were described using the von Mises
yield function. In the present research, based on the plane strain model of the U-die-bending process,
which only focused on the longitudinal bend direction, the effects of material anisotropy were small and
could be neglected. The elasto-plastic, power-exponent, isotropic hardening model was used, and the
constitutive equation was determined from the stress–strain curve, as shown in Figure 2. The strength
coefficient and the strain hardening exponent values were 153.5 MPa and 0.2, respectively. In addition,
a plastic strain ratio in the rolling direction (r0) of 0.521 was observed. The other material properties
are given in Table 1, where E, σu and ν denote, respectively, the Young modulus, ultimate tensile stress,
and the Poisson’s ratio. To define the accuracy of the friction coefficient, as per past research [4,8,19],
the contact surface model, defined by Coulomb friction law, was applied. By comparing the FEM
simulation results obtained from each friction coefficient (0.08, 0.10 and 0.12) with the experimental
results, the contact interfaces between the sheet and the tool, defined with a friction coefficient value of
0.10, were in good agreement, which corresponded well with the literature [10,13,14,16]. The other
process parameter conditions were designed as shown in Table 1.

(a) (b)

Figure 1. Finite element method (FEM) simulation model: (a) without pressure pad and (b) with
pressure pad.
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Table 1. FEM simulation and experimental conditions.

Simulation Model Plane Strain Model

Object types Workpiece: Elasto-plastic
Punch/Die/Pad: Rigid

Workpiece material

A1100-O (JIS)
Ultimate tensile stress (σu): 102.5 MPa

Elongation (δ): 43.5%
Plastic anisotropy (r0): 0.521

Young’s modulus (E): 69000 MPa
Poisson’s ratio (ν): 0.33

Friction coefficient (μ) 0.1
Flow curve equation σ = 153.5ε0.20 + 88

Punch velocity 30 mm/min
Pressure pad velocity 30 mm/min

Workpiece geometries Thickness (t) With pad: 3 mm, 4 mm, 5 mm
Without pad: 1 mm, 2 mm, 3 mm

Length (WPL): 120 mm, 125 mm, 130 mm

U-die geometries

Tool radius (Rp) With pad: 5 mm, 6 mm, 7 mm
Without pad: 3 mm, 4 mm, 5 mm

Bend angle (θ): 90◦, 105◦, 120◦
Channel width (W): 30 mm, 45 mm, 60 mm

Upper die radius (Rud): 5 mm
Depth of U-die (D): 35–55 mm
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Figure 2. True stress-strain curve obtained from the tensile test.

2.2. Experimental Procedures

Validation of the FEM simulation results were done using laboratory U-bending experiments.
As per the experiments in previous research [9,10], Figure 3 shows examples of the punch and die set
for the U-bending experiments. A five-tonne universal tensile testing machine (Lloyd instruments
Ltd., West Sussex, UK) was used as the press machine for the laboratory experiments. In the case with
pressure pads, as shown in Figure 3a, the workpiece was clamped by the pad plate that was screwed on
the punch. A geometrical comparison between the experimental geometry and the simulation-based
geometry was performed, based on the obtained bend angles and workpiece thickness. Five samples
from each bending condition were used to inspect the obtained bend angles and the workpiece
thickness at the leg, bend radius, and bottom surface. The bend angle and workpiece thickness,
after unloading, were measured using a profile projector (Model PJ-A3000, Mitutoyo, Kawasaki, Japan).
The amount of spring-back and the workpiece thickness were calculated based on the obtained bend
angles and the workpiece thickness. The average spring-back and workpiece thickness values, as well
as the standard deviation (SD), were reported. The bending force was also recorded and compared
with the bending force analyzed using FEM simulations.
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(a) (b)

Figure 3. U-die sets for the experiments: (a) without pressure pad and (b) with pressure pad.

2.3. Statistical Analysis Techniques

To examine the degree of importance of the U-geometry parameters in relation to the spring-back
characteristic, first, the central composite design technique was used to plan the experimental design
for the FEM simulations. The three levels of the five parameters, channel width (W), workpiece
thickness (t), bend angle (θ), punch radius (Rp), and workpiece length (WPL), were applied, as shown
in Table 2. The ANOVA technique was also applied to illustrate the degree of importance of each
parameter that markedly influenced the spring-back characteristic, as depicted in the Equation (1):

% Contributionstreatment = [SStreatment/SStotal] × 100 (1)

where SStreatment and SStotal represent the treatment sum of squares and the total sum of
squares, respectively.

Table 2. U-geometry parameters and their levels.

Parameters
Parameter Levels

Units
Low Medium High

Channel width (W)
With pad

30 45 60 mm
With no pad

Bend angle (θ) With pad
90 105 120 ◦

With no pad

Workpiece length (WPL) With pad
120 125 130 mm

With no pad

Tool radius (Rp) With pad 5 6 7 mm
With no pad 3 4 5

Workpiece thickness (t) With pad 3 4 5 mm
With no pad 1 2 3

3. Results and Discussion

3.1. Effects of U-Geometry Parameters on the Spring-Back Characteristic

3.1.1. Channel Width

Figure 4 shows a comparison of the stress distribution analyzed in the workpiece, before
unloading, with respect to the various channel widths in the cases of a U-bending process with
and without pressure pads. By using a pressure pad, a bending characteristic could not be formed
across the punch radius during the bending phase. This resulted in bending stress being generated in
the bending allowance zone (bend radius zone) and a low reversed bending stress being generated
on the legs. Reversed bending stress is the stress generated by the bending phenomena, where the
generated compressive and tensile stresses are formed on the opposite side of those formed in the
bending allowance zone. These stress distribution analyses generally agree with those reported in the
literature [14]. For the aforementioned stress characteristics, the same level of generated bending stress
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on the bending allowance zone and the reversed bending stress on legs could be obtained as the channel
width increases; the measured length of the generated stresses are shown in Figure 4a. This manner of
the stress distribution analysis corresponded well with bending theory and the literature; the changes
in bending stress generated in the bending allowance zone did not depend on the channel width,
but rather, depended on the bend radius and bend angle [10,20]. In contrast, in the case where
no pressure pad was used, the bending characteristic was formed across the punch radius during
bending phase, as reported in the literature [9,10]. Based on the bending moment theory, the more
the channel width increased, the more the bending characteristics formed across the punch radius
increased. This resulted in the bending stress characteristics being generated on the bottom surface,
as well as the reversed bending stress characteristic generated on the legs, as shown in Figure 4b.
Specifically, the generated reversed bending stress on the bottom increased, but the generated reversed
bending stress on the legs decreased slightly as the channel width increased; the measured length of
the generated stress is listed in Figure 4b. These stress distribution analyses corresponded well with
bending theory and the literature [9,10]. After compensating these stress distribution analyses, as per
previous research [5,7,9,10], the amount of spring-back was predicted, and is depicted in Figure 5.
The results showed that, as the channel width increased, the amount of spring-back was reasonably
consistent in the case of a pressure pad being used. The results of spring-back prediction agreed well
with the aforementioned stress distribution analysis, and also corresponded well with bending theory
and the literature [20]. Specifically, in the case where a pressure pad was used, the stress distributions
were analyzed at the same level, with respect to channel widths, and resulted in the same level of
predicted spring-back characteristics. On the other hand, with the aforementioned stress distribution
analysis in the case of no pressure pad, the results showed that the spring-go characteristic increased
as the channel width increased. This behavior also generally agrees with that which is reported in the
literature [10].
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Figure 4. Comparison of the stress distribution analyzed in the workpiece, before unloading,
with respect to various channel widths (θ: 90◦, Rp: 7 mm, t: 3 mm, WPL: 120 mm, Rud: 5 mm).
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Figure 5. Comparison of the predicted spring-back/spring-go in cases of U-bending, with and without
pressure pads, with respect to channel widths (θ: 90◦, Rp: 7 mm, t: 3 mm, WPL: 120 mm, Rud: 5 mm).

3.1.2. Workpiece Thickness

A comparison of the stress distribution analyzed in the workpiece, before unloading, with respect
to workpiece thicknesses in the cases of the U-bending process, with and without pressure pads,
is shown in Figure 6. In the case where a pressure pad was used, the workpiece thickness affected the
bending stress and reversed the bending stress characteristics in the bending allowance and the leg
zones. This could be explained by the fact that changes in workpiece thickness resulted in increases
in the outer bend radius, as well as in increases in the length of bending allowance zone over the
bend radius. This manner of stress distribution analysis, again, corresponded well with bending
theory and the literature, where changes in bending stress generated in the bending allowance zone
depended on the bend radius [10,20]. Specifically, as the workpiece thickness increased, the bending
stress characteristics in the bending allowance zone increased. In addition, the reversed bending stress
characteristics on the legs increased as the workpiece thickness increased. However, with the measured
length of the generated stress shown in Figure 6a, the increase in bending stress characteristic in
the bending allowance zone was smaller than the increase in reversed bending characteristic on the
legs. After compensating the stress distribution analyses, the amount of spring-back decreased as
the workpiece thickness increased (depicted in Figure 7). This behavior generally agrees with that
which is reported in the literature, that spring-back characteristics decreased as workpiece thickness
increased [20]. On the other hand, in the case where no pressure pad was used, the results showed
that there was a decrease in bending stress characteristics, on the bottom and in the bending allowance
zone as the workpiece thickness increased. As per previous research [9,10], the bending characteristic
had difficulty forming across the punch radius during the bending phase as the workpiece thickness
increased. This resulted in the bending stress characteristic not being formed, on the bottom surface,
and the reversed bending characteristic was more easily formed on the legs in the case where a large
workpiece thickness was applied. Therefore, the results showed an increase in the reversed bending
stress characteristics on the legs, as measured by the length of the generated stress (Figure 6b).
Again, after compensating these stress distribution analyses, the amount of spring-back decreased as
the workpiece thickness increased, as shown in Figure 7. It was also observed, that the decrease in the
spring-back characteristic in the case where no pressure pad was used, was larger than that in the case
of a pressure pad being used.
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Figure 6. Comparison of the stress distribution analyzed in the workpiece, before unloading, with
respect to various workpiece thicknesses (θ: 90◦, Rp: 5 mm, W: 30 mm, WPL: 120 mm, Rud: 5 mm).
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Figure 7. Comparison of the predicted spring-back/spring-go between the cases of U-bending with
and without pressure pads, with respect to workpiece thicknesses (θ: 90◦, Rp: 5 mm, W: 30 mm, WPL:
120 mm, Rud: 5 mm).

3.1.3. Bend Angle

Figure 8 shows a comparison of the stress distribution analyzed in the workpiece, before
unloading, with respect to the various bend angles in the cases of the U-bending process, with and
without pressure pads. With the use of pressure pads, according to past research [14], the bending
and reversed bending stress characteristics were generated in the bending allowance and in the leg
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zones. It could be explained that the changes in bend angle directly resulted in changes in the bending
allowance zone over the bend radius. Specifically, the larger the bend angle applied, the smaller the
bending allowance zone obtained. This change resulted in the bending and reversed bending stress
characteristics being decreased and increased as the bend angle increased, respectively, as measured
by the length of generated stress (Figure 8a); these corresponded well with bending theory and the
literature [10,20]. After compensating these stress distribution analyses, the amount of spring-back
decreased as the bend angle increased, as depicted in Figure 9; these results corresponded well with
bending theory and the literature [20]. In the case where no pressure pad was used, according to
previous research [9,10] and based on the bending moment theory, the bend angle affected the bending
characteristic that formed across the punch radius during bending phase, and affected the bending
stress and reversed bending stress characteristics in the bottom surface and leg zones. This resulted in
reversed bending stress characteristics in the leg zone decreasing, and the bending stress characteristic
on the bottom increasing, as shown in Figure 8b, which corresponded well with bending theory and
the literature [9,10,14]. After compensating for these stress distribution analyses, the increase in the
bending stress characteristics was larger than the increase in the reversed bending characteristics;
the measured length of the generated stress is listed in Figure 8b. This resulted in the increase in
the amount of spring-back as the bend angle increased, as shown in Figure 9. These amounts of
spring-back, again, corresponded well with bending theory and the literature [9].
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Figure 8. Comparison of the stress distribution analyzed in the workpiece, before unloading,
with respect to various bend angles (Rp: 7 mm, W: 30 mm, t: 3 mm, WPL: 120 mm, Rud: 5 mm).
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Figure 9. Comparison of the predicted spring-back/spring-go characteristics between the cases of
U-bending, with and without pressure pads, with respect to bend angles (Rp: 7 mm, W: 30 mm, t: 3 mm,
WPL: 120 mm, Rud: 5 mm).

3.1.4. Tool Radius

Figure 10 shows a comparison of the stress distribution analyzed in the workpiece, before
unloading, with respect to various punch radii, in the cases of the U-bending process, with and
without pressure pads. With the use of a pressure pad, as per past research [14,20], the bending
stress characteristic was generated over the tool radius and a small reversed bending stress was
generated on the legs, as shown in Figure 10a. The results showed that, as the punch radius increased,
the bending stress characteristic increased; however, the reversed bending stress remained somewhat
constant. These results corresponded well with bending theory and the literature, in that the tool
radius directly affected the bending allowance zone and was increased as the tool radius increased [20].
After compensating these stress distribution analyses, the amount of spring-back increased as the
tool radius increased, as shown in Figure 11. These results corresponded well with bending theory
and the literature [20]. In the case where no pressure pad was used, the tool radius affected the
bending stress and the reversed bending stress characteristics in the bottom surface and leg zones,
which corresponded well with bending theory and the literature [9,10,14]. Specifically, the tool radius,
not only affected the bending allowance zone, but it also affected the bending characteristics formed
across the punch radius during the bending phase, and resulted in the change in bending stress and the
reversed bending stress characteristics in the bottom surface and leg zones. It was observed that, as the
tool radius increased, the increase in the bending stress characteristic was larger than the increase in
the reversed bending characteristic; the measured length of the generated stress is listed in Figure 10b.
This resulted in the increase in the amount of spring-back as the tool radius increased, as shown in
Figure 11. These stress distribution analyses, and the amount of spring-back, corresponded well with
bending theory and the literature [9,10].
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Figure 10. Comparison of the predicted spring-back/spring-go characteristics between the cases of
U-bending, with and without pressure pads, with respect to tool radius (θ: 90◦, W: 30 mm, t: 3 mm,
WPL: 120 mm, Rud: 5 mm).
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Figure 11. Comparison of the predicted spring-back/spring-go characteristics between the cases of
U-bending, with and without pressure pads, with respect to tool radii (θ: 90◦, W: 30 mm, t: 3 mm,
WPL: 120 mm, Rud: 5 mm).

3.1.5. Workpiece Length

Figure 12 shows a comparison of stress distribution, analyzed in the workpiece, before
unloading, with respect to various workpiece lengths, in the cases of the U-bending process with
and without pressure pads. As the workpiece length increased, the bending stress and reversed
bending characteristics were somewhat constant in the case of pressure pads being used; additionally,
the bending stress and reversed bending stress characteristics were somewhat constant in the case
where no pressure pad was used. It could be explained that, based on the bending moment theory,
the workpiece length rarely had any effect on the bending characteristics formed across the punch
radius during the bending phase, and this resulted in the same level of bending and reversed bending
stress characteristics being generated on the workpiece. In cases where pressure pads and no pressure
pads were used, the amounts of spring-back and spring-go were also somewhat constant, respectively,
as the workpiece length increased (Figure 13). The aforementioned effects of U-geometry parameters
on spring-back/spring-go characteristics, including channel width, workpiece thickness, bend angle,
tool radius, and workpiece length, were clearly identified; in the case of pressure pads being used,
the channel width and workpiece length did not have any effect on the spring-back/spring-go
characteristics, but only workpiece length did not have any effects on spring-back characteristics
in the case where no pressure pad was used. Although the results clearly elucidated the effects of
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the U-geometry parameters on the spring-back/spring-go characteristics, the degree of importance
of the U-geometry parameters, in relation to the spring-back/spring-go characteristics, could not be
determined. The degree of importance of the U-geometry parameters is very important for die and
process designs. Therefore, the statistical technique was needed to examine the degree of importance
of the U-geometry parameters, in relation to the spring-back/spring-go characteristics.
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Figure 12. Comparison of the stress distribution analyzed in the workpiece, before unloading,
with respect to various workpiece lengths (θ: 90◦, Rp: 7 mm, W: 30 mm, t: 3 mm, Rud: 5 mm).
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Figure 13. Comparison of the predicted spring-back/spring-go characteristics between the cases of
U-bending with and without pressure pads, with respect to workpiece lengths (θ: 90◦, Rp: 7 mm,
W: 30 mm, t: 3 mm, Rud: 5 mm).
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3.2. The Use of FEM Simulation and Its Validation

To reduce the number of experiments for the examination of the degree of importance of the
U-geometry parameters, FEM simulations were used. Therefore, validation of the accuracy of the
FEM simulation results was necessary. Figure 14 shows examples of the comparison between bent
parts, with and without pressure pads, obtained by FEM and experiments. The results showed the
spring-back and spring-go characteristics formed where pressure pads and no pressure pads were
used, respectively. In addition, as shown in Figure 15, additional bending conditions were also
investigated. The analyzed bending angle was also compared with those obtained by the experiments.
FEM simulation results showed the formation of the spring-back and spring-go characteristics, which
corresponded well with the experiments, and the error, compared with that of the experimental results,
was approximately 1%. Next, workpiece thickness of the bent parts was also examined and compared
with that which was obtained from the FEM simulation results. As the results in Figure 14 show,
the FEM simulation results showed that the workpiece thickness, which corresponded well with the
experiments and the error, compared with that from the experimental results, was approximately 1%.
The bending force was also compared with that obtained by the experiments, as shown in Figure 16.
The bending force increased as the bending stroke increased due to the workpiece being largely bent.
Next, after a bending stroke of approximately 12 mm, the legs of the workpiece were pushed into
the die using a punch and causing a small bending characteristic; this resulted in the decreases in the
bending force. After the entire workpiece was moved to the die, the bending force was decreased to
nearly zero, and it, again, increased when the bottom surface made contact with the die, and increased
sharply when it was completely compressed. The FEM simulations were in good agreement with the
experimental results, wherein the error was approximately 1%.

 

Figure 14. Comparison of the bent parts, obtained using FEM simulations and experiments: (a) with
pressure pads; (b) without pressure pads (θ: 90◦, t: 3 mm, WPL: 120 mm, W: 40 mm, Rp: 5 mm,
Rud: 5 mm). SD: Standard deviation.
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Figure 15. Comparison of the bending angle between the FEM simulations and the experimental results
(θ: 90◦, t: 3 mm, Rud: 5 mm).

Figure 16. Comparison of bending forces between FEM simulations and experimental results (θ: 90◦,
t: 3 mm, WPL: 130 mm, W: 60 mm, Rp: 5 mm, Rud: 5 mm, without pad). EXP: Experiment.

3.3. Statistical Analysis

On the basis of the central composite design technique, Table 3 shows the amounts of spring-back,
analyzed using FEM simulations for both pressure pads and no pressure pads. Based on these bending
conditions, to confirm the accuracy of the FEM simulation results, some bending conditions were
chosen for experimentation. As shown in Figure 17, the FEM simulation results, again, showed the
formation of the spring-back characteristics, which corresponded well with the experiments; the error
compared with that from the experimental results was approximately 1%.
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Table 3. The amounts of spring-back in cases where pressure pads and no pressure pads were used,
analyzed using FEM simulations.

FEM
No.

U-Geometry Parameters
Spring-Back (◦)

θ Wp Rp t WPL

with
Pad

with
no Pad

with
Pad

with
no Pad

with
Pad

with
no Pad

with
Pad

with
no Pad

with
Pad

with
no Pad

with
Pad

with
no Pad

1 90 90 30 30 5 3 3 1 120 120 1.11 0.33
2 120 90 30 30 5 3 3 1 120 130 0.29 0.80
3 90 90 60 30 5 3 3 3 120 120 1.56 0.67
4 120 90 60 30 5 3 3 3 120 130 0.34 0.93
5 90 90 30 30 7 5 3 1 120 120 1.25 0.69
6 120 90 30 30 7 5 3 1 120 130 0.32 0.93
7 90 90 60 30 7 5 3 3 120 120 1.62 0.50
8 120 90 60 30 7 5 3 3 120 130 0.49 0.78
9 90 90 30 60 5 3 5 1 120 120 0.95 0.57
10 120 90 30 60 5 3 5 1 120 130 0.06 0.52
11 90 90 60 60 5 3 5 3 120 120 1.31 0.95
12 120 90 60 60 5 3 5 3 120 130 0.04 0.96
13 90 90 30 60 7 5 5 1 120 120 1.45 0.36
14 120 90 30 60 7 5 5 1 120 130 0.33 0.42
15 90 90 60 60 7 5 5 3 120 120 1.39 0.69
16 120 90 60 60 7 5 5 3 120 130 0.37 0.55
17 90 120 30 30 5 3 3 1 130 120 1.52 1.07
18 120 120 30 30 5 3 3 1 130 130 0.24 1.74
19 90 120 60 30 5 3 3 3 130 120 1.54 0.25
20 120 120 60 30 5 3 3 3 130 130 0.36 0.16
21 90 120 30 30 7 5 3 1 130 120 1.93 0.87
22 120 120 30 30 7 5 3 1 130 130 0.27 1.56
23 90 120 60 30 7 5 3 3 130 120 1.65 0.63
24 120 120 60 30 7 5 3 3 130 130 0.47 0.53
25 90 120 30 60 5 3 5 1 130 120 1.30 1.00
26 120 120 30 60 5 3 5 1 130 130 0.08 1.87
27 90 120 60 60 5 3 5 3 130 120 1.33 0.42
28 120 120 60 60 5 3 5 3 130 130 0.05 0.38
29 90 120 30 60 7 5 5 1 130 120 1.45 1.71
30 120 120 30 60 7 5 5 1 130 130 0.33 1.31
31 90 120 60 60 7 5 5 3 130 120 1.39 0.73
32 120 120 60 60 7 5 5 3 130 130 0.34 0.45
33 105 105 45 45 6 4 4 2 125 125 0.30 2.71
34 90 90 45 45 6 4 4 2 125 125 1.52 2.53
35 120 120 45 45 6 4 4 2 125 125 0.38 2.62
36 105 105 30 30 6 4 4 2 125 125 0.41 1.50
37 105 105 60 60 6 4 4 2 125 125 0.47 2.16
38 105 105 45 45 5 3 4 2 125 125 0.42 2.15
39 105 105 45 45 7 5 4 2 125 125 0.41 2.68
40 105 105 45 45 6 4 3 1 125 125 0.33 1.65
41 105 105 45 45 6 4 5 3 125 125 0.47 1.18
42 105 105 45 45 6 4 4 2 120 120 0.46 2.16
43 105 105 45 45 6 4 4 2 130 130 0.45 2.37
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Figure 17. Comparison of the bent parts, obtained using FEM simulations and experiments: (a) without
pressure pads (θ: 90◦, t: 3 mm, WPL: 130 mm, W: 60 mm, Rp: 3 mm, Rud: 5 mm); (b) with pressure
pads (θ: 90◦, t: 3 mm, WPL: 120 mm, W: 60 mm, Rp: 5 mm, Rud: 5 mm); (c) with no pressure pads
(θ: 120◦, t: 3 mm, WPL: 120 mm, W: 30 mm, Rp: 5 mm, Rud: 5 mm). SD: Standard deviation.

To investigate the degree of importance of the U-geometry parameters on the spring-back
characteristics, based on the spring-back prediction amounts, ANOVA was carried out. The sums
of squares due to the variations of the overall mean (SStotal) and regarding the mean of the
U-geometry parameters (SStreatment) in the cases where pressure pads and no pressure pads were used,
were calculated and are listed in Table 4. The percentage contributions were calculated, according
to Equation (1), and are listed in Table 4; these values were generally applied for considering the
degree of importance of each parameter. The results showed that, in the case of using pressure
pads, the percentage contribution to the bend angle was the largest, followed by workpiece thickness
and tool radius, with their percentage contributions being 91.07%, 2.01% and 1.37%, respectively.
These results indicated that the U-geometry parameters of the bend angle had the most influence
on the spring-back characteristic, followed by workpiece thickness and tool radius, respectively.
These results corresponded well with the stress distribution analyses, as previously mentioned;
additionally they confirmed that channel width and workpiece length rarely had any effects on
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spring-back characteristics in the case where pressure pads were used. On the other hand, in the
case where no pressure pads were used, the percentage contributions of channel width, workpiece
thickness, and bend angle were 60.93%, 16.96% and 1.81%, respectively. These results showed that the
U-geometry parameters of the channel width had the most influence on the spring-back characteristics,
followed by workpiece thickness and bend angle, respectively. In the case of where no pressure pads
were used, this result corresponded well with the stress distribution analyses, as previously mentioned;
they again confirmed that tool radius and workpiece length rarely had any effects on spring-back
characteristics in the case where no pressure pad was used. As these results indicated, the bend
angle and channel width have a major influence in the cases where pressure pads and no pressure
pads are used, respectively. These statistical results indicate that the U-geometry parameters affected
spring-back characteristics differently in the case where pressure pads and no pressure pads were used.
It could be explained that, owing to the different bending mechanisms between bending with pads and
without pads, there were no bending characteristics formed across the punch radius during the bending
phase in the case where pressure pads were used, but it was formed in the case where no pressure pads
were used. Therefore, the U-geometry parameters, which directly affected these bending mechanisms,
were different. Specifically, there were no stresses generated on the bottom surface in the case of
pressure pads being used, resulting in the spring-back characteristics, though they only depended
on the stress generated on the bending allowance and leg zones. Therefore, as mentioned previously,
the U-geometry parameters of the bend angle, workpiece thickness, and tool radius, which greatly
affected these zones, had a great influence on the spring-back characteristics. On the other hand,
excluding the generated stress on the bending allowance and leg zones, the bending and reversed
bending stresses commonly generated on the bottom surface, in the case of pressure pads being used,
resulted in the spring-back characteristics not being dependent only on the stresses generated on the
bending allowance and leg zones, but also dependent on the stresses generated on the bottom surface.
These generated stresses on the bottom surface zone were based on the bending characteristics formed
across the punch radius during the bending phase. Therefore, as mentioned previously, the U-geometry
parameters of channel width, workpiece thickness, and bend angle, which greatly affected these zones,
had a great deal of influence on the spring-back characteristics.

Table 4. Percentage contributions.

Parameters
SStreatment % Contributions

with Pad with no Pad with Pad with no Pad

Bend angle (θ) 12.52 0.39 91.07 1.81
Workpiece thickness (t) 0.28 1.10 2.01 5.11

Tool radius (Rp) 0.19 - 1.37 -
Channel width (W) - 0.01 - 0.05

Workpiece length (WPL) - 0.14 - 0.66
Bend angle (θ) × Bend angle (θ) 0.76 - 5.55 -

Channel width (W) × Channel width (W) - 13.17 - 60.93
Workpiece thickness (t) × Workpiece thickness (t) - 3.67 - 16.96

Bend angle (θ) × Workpiece thickness (t) - 2.82 - 13.05
Workpiece thickness (t) × Workpiece length (WPL) - 0.31 - 1.43

Total 13.75 21.61 100.00 100.00

4. Conclusions

In the present study, in order to examine the degree of importance of U-geometry parameters,
including channel width, workpiece thickness, bend angle, tool radius, and workpiece length,
in relation to the spring-back characteristics, FEM simulations, in association with statistical analyses
of a central composite design, and ANOVA, were applied. The effects of the U-geometry parameters
in the U-bending process, with and without pressure pads, were investigated using FEM simulations.
First, on the basis of stress distribution analyses, the FEM simulation results clearly identified the
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difference of the bending mechanism and the effects of the U-geometry parameters on the spring-back
characteristics of the U-bending process, with and without pressure pads. Specifically, the FEM
simulation results clearly revealed that channel width and workpiece length rarely had any effects
on the change in bending and reversed bending stresses in the case where pressure pads were used.
Again, in the case where no pressure pads were used, the workpiece length rarely had any effects on
the change in the bending and reversed bending stresses. However, the FEM simulation results could
only elucidate the tendency of effects for each U-geometry parameter on the spring-back characteristics.
Next, by using the central composite design and ANOVA, the degree of importance of the U-geometry
parameters, in relation to the spring-back characteristics, could be obtained. The ANOVA results
illustrated the influence of each U-geometry parameter on the spring-back characteristics, together
with their calculated percentage contributions. The bend angle had the most influence in the case of
pressure pads being used, followed by workpiece thickness and tool radius, respectively. On the other
hand, the ANOVA results illustrated the influence of each U-geometry parameter on the spring-back
characteristics, together with their calculated percentage contributions; channel width had the most
influence in the case of no pressure pads being used, followed by workpiece thickness and bend angle,
respectively. Laboratory experiments were carried out and FEM simulation results, as validated by
laboratory experiments, showing a good agreement with the experimental results. The error in the
bend angle, compared with the laboratory experimental results, was approximately 1%. The analyzed
bending forces were also compared with that obtained by experiments, and showed a good agreement
with the experimental results, in which the error was approximately 1%. Therefore, this technique
could be applied as a tool for quality control of U-bent parts, based on spring-back characteristics,
by optimizing the U-geometry parameter design.
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Abstract: Magnesium metal matrix composites (Mg MMCs) possess relatively more favorable
mechanical properties than Mg alloys because they add reinforcements, such as small particles,
short fibers, or continuous fibers, into the matrix. This study investigated the influence of adding
different sizes and percentages of silicon carbide particles (SiCp) for manufacturing AZ61/SiCp Mg
alloy composite extrusion plates on the mechanical properties of SiCp. We also examined the impact
and discussed the evolution of microstructures, changes of material strength, ductility, formability,
and other mechanical properties caused by a subsequent annealing treatment after plate extrusion.
The results showed that the mechanical properties of plates can be improved by adding reinforcement
particles. The effects of grain refinement were as follows: the smaller the size of the reinforcement
particles, the greater the enhancement of mechanical properties. Among them, the AZ61/1 wt %
SiCp/50 nm MMC plate had relatively excellent mechanical properties. Specifically, the ultimate
tensile strength, yielding strength, ductility, hardness, and grain size of the plate were 331 MPa,
136.4 MPa, 43.1%, 62 HV, and 3.3 μm, respectively. Compared with SiCp-free Mg MMC plates,
these properties of the AZ61/1 wt % SiCp/50 nm MMC plate were enhanced (or refined) by 6.4%,
3.4%, 83.4%, 2%, and 13.2%, respectively; by contrast, formability decreased by 9.1%.

Keywords: magnesium metal matrix composites (Mg MMCs); extrusion; annealing; mechanical properties

1. Introduction

Magnesium (Mg) alloys were widely used in the 1950s and 1960s in the aerospace and
automotive industries (e.g., the B-37 airplane and Volkswagen “Beetle”). Since then, Mg alloys
have gained more recognition as a structural material for lightweight applications because of their low
density, high stiffness-to-weight ratio, favorable castability, shock absorption, and excellent damping.
Nevertheless, Mg alloys have not been used for critical applications because of their inferior mechanical
properties, high manufacturing cost, and unfavorable formability at room temperature compared
with other engineering materials [1–4]. One of the most frequently used methods for enhancing the
mechanical properties of alloys is through strengthening by means of second-phase particles [5–7].

Composite materials are vital engineering materials because of their outstanding mechanical
properties [8,9]. Metal matrix composite (MMC) materials are some of the most widely known composites,
but widespread engineering application of MMC materials has been met with resistance because of their
unfavorable machining characteristics, in particular excessive tool wear and inferior surface finish, despite
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superior physical and mechanical properties [10,11]. Continuous fiber reinforcement was a key research
objective for MMCs in the early stage. However, because of the complexity of manufacturing and the
relatively high cost of fibrous MMCs, many researchers have instead focused on using discontinuous
particles as reinforcement for MMCs [12]. The advantages of discontinuous particle-reinforced
MMCs are low cost, being able to fabricate them through secondary processing (e.g., forging or
extrusion), more favorable mechanical properties, and homogeneity. Silicon carbide (SiC) is one of
the most widely incorporated reinforcing materials for MMC fabrication because of its superior
properties and economical production in various forms, such as fibers [13,14], whiskers [15,16],
and especially particles (SiCp), which are exceptionally affordable. The mechanical properties of
SiCp and aluminum oxide (Al2O3)-reinforced Mg-based MMCs have been extensively studied by
researchers [17–30]. Mg alloy sheets fabricated through rolling or extrusion and subsequent annealing
can achieve excellent mechanical properties [31–33]. Due to global restrictions on CO2 emissions,
SiC particulate–reinforced Mg MMCs provide increased specific strength that contribute to weight
reduction in the automobile industry. The particulate SiC–reinforced Mg alloy metal matrix composite
(Mg/SiCp MMC) has rapidly replaced conventional materials in various industries, particularly in
the automotive and aerospace industries, because of its ability to considerably reduce the weight of
products. However, few researchers have studied AZ61 Mg MMCs processed through extrusion and
subsequent annealing, or the effect of particle size or particle percentage of SiCp on the mechanical
properties of such composites.

In this study, the effect of SiC particle size and particle percentage on the mechanical properties of
Mg MMCs was investigated. The evolution of the microstructure and changes in material strength,
ductility, and other mechanical properties caused by the subsequent annealing treatment of the
extruded Mg MMC plates were also examined.

2. Materials and Methods

2.1. Materials

In this study, different sizes (10, 1, and 50 nm) and percentages (0.5, 1, and 2 wt %) of SiCp particles
were added to AZ61 alloys to form AZ61/SiCp MMCs through the melt-stirring casting method for
plate extrusion. The chemical composition of the AZ61 alloys is shown in Table 1.

Table 1. Chemical composition of the AZ61 alloys.

Al Zn Mn Fe Si Cu Ni Mg

5.95 0.64 0.26 0.005 0.009 0.0008 0.0007 Bal.

2.2. Fabrication of the Ingot and Plate of the Mg MMCs and Their Heat Treatments

The AZ61/SiCp MMCs were fabricated using the melt-stirring technique, a schematic of which
is shown in Figure 1. First, AZ61/SiCp MMCs ingots (diameter = 85 mm, height = 140 mm) were
machined to be billets with a diameter of 75 mm and a height of 100 mm. After machining the ingots,
but prior to the extrusion process, T4 treatment (homogenization) was performed on the billets for
10 h at 400 ◦C, which eliminated the β phase caused during casting and improved the strength of the
extrusion process of the AZ61/SiCp MMC plates. The T4 treatment was performed using a 500-ton
extruder (Gongyi, Taibei, Taiwan) with a single pushing cylinder at an extrusion temperature of
300 ◦C. An extrusion ratio of 31.56 was used during the extrusion process. Subsequently, T4 annealing
treatment was performed on the extruded plates for 1 h at 250 ◦C, which improved their ductility
and formability.
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Figure 1. Schematic of the stir-casting melting furnace.

2.3. Morphological and Mechanical Properties

Microstructure characterization was performed with an optical microscope (OLYMPUS BX51,
OLYMPUS, Tokyo, Japan), and the mean grain size was determined using the linear intercept method.
For mechanical testing, an MTS Model 458 axial/torsional testing system was used according to
standard ASTM B 557M-02a (Standard Test Methods of Tension Testing Wrought and Cast Aluminum-
and Magnesium-Alloy Products). With a load of 500 gf, Vickers microhardness was measured using
a Matsuzawa (Model MV-1) hardness tester (Akashi MVK-H1, Mitutoyo, Tokyo, Japan). The average
hardness of each sample was obtained from nine tests and four specimens of each sample were
tested under a strain rate of 1 mm/min. The morphologies were determined using scanning electron
microscopy with energy-dispersive X-ray (SEM-EDX) and scanning transmission electron microscopy
(SEM; FEG SEM, Hitachi S 3400, Tokyo, Japan).

3. Results and Discussion

3.1. Mechanical Properties

Figures 2–5 show the ultimate strength, yield strength, ductility, and hardness, respectively, of the
AZ61/SiCp MMC extruded plates before annealing. The results show that the mechanical properties
of the unannealed AZ61/SiCp MMC extruded plates increased when the percentage of particles
increased; their mechanical properties (all except hardness) all increased when reinforcement particle
size decreased, which caused significant grain size refinement. Among all the combinations, Mg MMCs
with 1 wt % of SiCp/50 nm possessed the optimal mechanical properties. The ultimate tensile strength,
yielding strength, ductility, hardness, and grain size of the AZ61/1 wt % SiCp/50 nm MMC plate were
331 MPa, 136.4 MPa, 43.1%, 62 HV, and 3.3 μm, respectively. Moreover, the ultimate tensile strength,
yielding strength, ductility, hardness, and grain size of the AZ61/1 wt % SiCp/50 nm MMC plate
increased by 6.4%, 3.4%, 83.4%, 2%, and 13.2%, respectively, compared with the SiCp-free Mg MMC
plate (i.e., the AZ61 extruded plate).

Figures 6–9 show the ultimate strength, yield strength, ductility, and hardness, respectively, of the
AZ61/SiCp MMC extruded plate after annealing. The results indicate that the ultimate strength and
yield strength of the annealed AZ61/SiCp MMC extruded plates (all except the AZ61/SiCp/10 μm
MMCs) increased when the percentage of particles increased; furthermore, their hardness decreased
when particle sizes decreased, which is caused by significant grain size refinement.
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Figures 5 and 9 reveal the microhardness trends of the plates. According to the Hall–Petch theory,
the hardness of the unannealed AZ61/SiCp MMC extruded plate increased when the particle size
increased because of the refinement of the grain size (Figures 10 and 11). Similarly, the hardness of the
annealed AZ61/SiCp MMC extruded plate increased when the particle size decreased because of the
refinement of the grain size (Figures 12 and 13).

The conventional Mg alloy was annealed to improve its ductility and formability. In the case of
the SiCp-free AZ61 plates, annealing increased ductility by 73%, compared with that before annealing.
However, in the case of the AZ61/SiCp MMC extruded plates, annealing both only increased the
ductility of the AZ61/SiCp/10 μm MMC plates and decreased the ductility of the AZ61/SiCp/1 μm
and AZ61/SiCp/50 nm MMC plates because adding submicron SiCp and nano SiCp reduced the
number of effective nucleation sites.

After being subjected to annealing treatment at 250 ◦C for 1 h, the AZ61/SiCp/1 μm and
AZ61/SiCp/50 nm MMC plates, irrespective of the quantity of nano or micro particulates, exhibited
improvements in hardness and strength; however, ductility slightly decreased because of the
precipitation of the β phase (see Section 3.2). Although the AZ61/0.5 wt % SiCp/10 μm MMC
annealed plates improved in various properties, the amount of precipitate increased as the percentage
of SiCp increased, which led to a drastic decrease in its strength and ductility.

The mechanical properties of the annealed SiCp-free AZ61 alloy plate were better than those
of unannealed SiCp-free AZ61 alloy plate. Both annealed and unannealed AZ61/SiCp/1 μm and
AZ61/SiCp/50 nm MMC plates exhibited higher strength, hardness, and ductility compared with
the SiCp-free (i.e., AZ61) Mg alloy plate. However, the annealed AZ61/SiCp/10 μm MMC plate was
not in this case because its yield strength did not improve, although its ultimate strength, hardness,
and ductility did improve.

In short, adding submicron SiCp and nano SiCp particles to AZ61 MCC plates during processing
results in excellent advantages, including strengthening the mechanical properties and increasing
ductility of the plates. Annealing can further improve the ductility and formability of the Mg alloy
and Mg MMCs with micron SiCp and reduce those of Mg MMCs with submicron SiCp and nano SiCp.

 
Figure 2. Ultimate strength of the AZ61/SiCp MMC extruded plates before annealing.
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Figure 3. Yield strength of the AZ61/SiCp MMC extruded plates before annealing.

 

Figure 4. Ductility of the AZ61/SiCp MMC extruded plates before annealing.

 

Figure 5. Hardness of the AZ61/SiCp MMC extruded plates before annealing.
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Figure 6. Ultimate strength of the AZ61/SiCp MMC extruded plates after annealing.

 
Figure 7. Yield strength of the AZ61/SiCp MMC extruded plates after annealing.

 

Figure 8. Ductility of the AZ61/SiCp MMC extruded plates after annealing.
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Figure 9. Hardness of the AZ61/SiCp MMC extruded plates after annealing.

3.2. Morphology and SEM Observation

Figure 10 presents the metallography of the AZ61/SiCp MMC extruded plates before annealing
with the addition of different SiCp particle percentages and sizes. The average grain size was calculated
through the linear intercept method (Figure 11). Compared with the average grain size of cast
AZ61/SiCp MMCs, which is approximately 30–80 μm, the average grain size of the AZ61/SiCp MMC
extruded plates was approximately 3–4 μm, which is substantially smaller. Overall, the average grain
size decreased as the addition of SiCp particles increased and as the size of the SiCp particles decreased.
The minimum average grain size obtained for the AZ61/SiCp MMC extruded plates was 2.9 μm,
which diminished 24% compared with the raw AZ61 extruded plate. The results indicate that adding
SiCp restricts grain growth during the extrusion process.

Figure 10. Metallography of the AZ61/SiCp MMCs extruded plates before annealing.
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Figure 11. Average grain size of the AZ61/SiCp MMC extruded plates before annealing.

Figures 12 and 13 present the metallography and average grain size of the AZ61/SiCp MMC
extruded plates after annealing with different percentages and sizes of SiCp particles, respectively.
Prior to annealing, the average grain size of the AZ61/SiCp MMC extruded plates decreased as the
percentage of added SiCp particles increased. Using reinforcement particles larger than 1 μm can
initiate particle-stimulated dynamic recrystallization (particle-stimulated nucleation, PSN), and adding
particles smaller than 1 μm mainly provides a grain boundary pinning mechanism that contributes
to matrix grain refinement. The average grain size of the AZ61/SiCp MMC extruded plates after
annealing was approximately 2.9–3.2 μm, which suggests that adding SiCp particles has no obvious
effect on average grain size. Compared with the average grain size of the AZ61/SiCp MMCs before
annealing, the average grain size of all samples after annealing decreased, except for the MMC with
the addition of 2 wt % of SiCp. This occurred because the energy supplied by the annealing process
could make the high strain zone grain results the static recrystallization. The situation is different
for the average grain size of the AZ61/SiCp MMCs after annealing, where the average grain size
increased as SiCp particles were added because the SiCp particles could not be the nucleation site
in the annealing process. SiCp addition can restrict grain growth, but SiCp particles cannot be used
directly as the nucleation site of an α-Mg alloy; thus, adding a strengthening phase reduces the effective
nucleation site.

Figure 14 shows the images of the as-cast AZ61 Mg alloy; it mainly contains Mg17Al12 and α-Mg.
The particles of SiCp were added to prepare the AZ61/SiCp MMC extruded plate before annealing
(Figure 15). The existence of the SiCp particles was confirmed through EDX analysis, which revealed
that the distribution was nonuniform. Compared with the as-cast AZ61 Mg alloy, SiC had a higher
density and surface tension, which can cause the sinking and floating of SiC. Moreover, harder Mg2Si
produced through extrusion was observed in the matrix of the AZ61/SiCp MMCs prior to annealing,
which can increase the hardness and strength of the MMCs compared with the as-cast AZ61 Mg alloy.
Figure 16 presents the SEM images and EDX results of the AZ61/SiCp MMC extruded plates after
annealing. These results reveal that the existence of the precipitation of Al-Mn and β phase Mg17Al12 is
the principal reason why the mechanical properties changed (the yield strength and ultimate strength
slightly decreased as SiCp addition increased after annealing, but their ductility declined).

264



Metals 2017, 7, 293

Figure 12. Metallography of the AZ61/SiCp MMC extruded plates after annealing.

Figure 13. Average grain size of the AZ61/SiCp MMC extruded plates after annealing.

(a) (b)

Figure 14. SEM images (a,b) of the dendrites on the edge of the as-cast AZ61 magnesium alloy with
different magnifications, respectively.
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(a) (b)

(c) (d)

Figure 15. (a,b) SEM images of the AZ61/SiCp MMCs extruded plates before annealing (10 μm SiC
with 5 wt %) with different magnifications; (c) Test area for EDX analysis of the AZ61/SiCp MMCs
extruded plates before annealing (10 μm SiC with 5 wt %); (d) Element results from EDX analysis of
the AZ61/SiCp MMCs extruded plates before annealing (10 μm SiC with 5 wt %).

(a) (b)

Figure 16. Cont.
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(c) (d) 

 

(e) (f)

Figure 16. (a,b) SEM images of the AZ61/SiCp MMC extruded plates after annealing (10 μm SiC
with 5 wt %) with different magnifications; (c,e) Test point for EDX analysis of the AZ61/SiCp MMC
extruded plates after annealing (10 μm SiC with 5 wt %); (d,f) Element results from EDX analysis of the
AZ61/SiCp MMC extruded plates after annealing (10 μm SiC with 5 wt %).

3.3. Comparison of the Mechanical Measurements of Mg MMCs

The mechanical properties of the present composites and other composites are listed in Table 2.
The present study’s AZ61 MMCs with submicron SiCp and nano SiCp had higher ultimate tensile strength,
but a reduced hardness compared with those of our previous work [34]. Additionally, the SiC/AZ61
MMCs in the present study had a similar hardness compared with that of Hong et al. [35] but exhibited
lower hardness compared with that of Zulkoffli et al. [36] because of their sintering process. Casted AZ61
with 3, 6, and 18 vol % 10 μm SiCp AZ61 MMCs studied by Hu et al. [37] exhibited a strong yield strength
of 168–186 MPa, but considerably smaller elongation of 1.7–4.5%, than did those of the present study.
Casted AZ61 with 3, 6, and 9 vol % 10 μm SiCp AZ61 MMCs studied by Yan et al. [38] were very hard
(79–115 HV) but had no other enhanced mechanical properties. Consequently, the SiC/AZ61 MMCs in
the present study exhibited more complete mechanical property results than did those of other studies.
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4. Conclusions

The effect of reinforcement size and quantity (wt %) of SiCp on the AZ61 alloy synthesized
through the stir-casting melting method followed by hot extrusion and annealing was investigated in
this study. Our conclusions are as follows:

1. The mechanical properties of the annealed SiCp-free AZ61 alloy plate are better than those of the
unannealed SiCp-free AZ61 alloy plate.

2. Both the annealed and unannealed AZ61/SiCp/1 μm and AZ61/SiCp/50 nm MMC plates
exhibited greater strength, hardness, and ductility that did the SiCp-free (i.e., AZ61) MMC Mg
alloy plate.

3. The annealed AZ61/SiCp/1 μm and AZ61/SiCp/50 nm MMC plates exhibited improvements in
hardness and strength, but ductility slightly decreased because of the precipitation of the β phase.

4. Adding submicron SiCp and nano SiCp particles to AZ61 during processing resulted in the
advantages of strengthening the mechanical properties and increasing ductility.

5. Annealing can improve the ductility and formability of Mg alloys and Mg MMCs with micron
SiCp, but it weakens those properties in Mg MMCs with submicron SiCp and nano SiCp.

6. The SiC/AZ61 MMCs in the present study exhibited more complete mechanical property results
compared with other studies.
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