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Preface to ”Modeling, Design and Optimization of

Multiphase Systems in Minerals Processing”

Mineral processing deals with complex particle systems with two-, three- and more phases. The

modeling and understanding of these systems are a challenge for research groups and a need for

the industrial sector. This Special Issue aims to present new advances, methodologies, applications,

and case studies of computer-aided analysis applied to multiphase systems in mineral processing.

This includes aspects such as modeling, design, operation, optimization, uncertainty analysis,

among other topics. We have developed this Special Issue dedicated to the modeling, design, and

optimization of multiphase systems in mineral processing to promote discussion, analysis, and

cooperation between research groups. The Special Issue contains a review article and eleven articles

that cover different methodologies of modeling, design, optimization, and analysis in problems of

adsorption, leaching, flotation, and magnetic separation, among others.

This Special Issue considered different problems in several areas of multiphase systems in

mineral processing. Thus, various strategies and tools were presented to solve or face those problems.

On the whole, I hope that this Special Issue will contribute to a superior understanding of multiphase

phenomena and will promote future research in Modeling, Design, and Optimization of Multiphase

Systems in Minerals Processing.
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received. I thank all of them for their contributions that helped the achievement of this Special Issue.
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Luis A. Cisternas

Special Issue Editor

ix





minerals

Editorial

Editorial for Special Issue “Modeling, Design and
Optimization of Multiphase Systems in
Minerals Processing”

Luis A. Cisternas

Departamento de Ingeniería Química y Procesos de Minerales, Universidad de Antofagasta,
Antofagasta 1240000, Chile; luis.cisternas@uantof.cl; Tel.: +56-552-637-323

Received: 31 January 2020; Accepted: 1 February 2020; Published: 3 February 2020

The exploitation of mining resources has been fundamental for the development of humanity since
before industrialization. After hundreds of years of exploitation of mining resources, the demand for
these resources has continued to increase, and without a doubt, will be maintained and increased in the
future to face the great challenges of engineering [1] and society [2]. Not only will traditional materials
be needed but new mining resources, such as those classified as critical materials, will be required as
well [2,3]. A series of challenges will need to be addressed in order to meet those demands, including
low grade ore, more complex minerals, more stringent environmental regulations, to name just a few.
To face these challenges, tools are needed to help understand, improve, and facilitate the development of
more effective solutions. The use of modeling of various types and levels will undoubtedly be required.
The advantages include not only the possibility of cutting the times and costs of experimentation but
also the study of phenomena where experimentation is difficult or impossible to employ. On the other
hand, a common feature in the processing of mining resources is the presence of multiphase systems.
A multiphase system is defined as one in which two or more different phases (i.e., gas, liquid, or solid)
are present, including systems with the same type of phases (e.g., liquid–liquid). As such, a series of
phenomena associated with processes such as flotation, grinding, magnetic separation, and thickening
are related to multiphase systems. With these antecedents, in considering the importance of modeling
activities and multiphase systems, we have developed this Special Issue dedicated to the modeling,
design, and optimization of multiphase systems in mineral processing to promote discussion, analysis,
and cooperation between research groups. The Special Issue contains a review article and eleven
articles that cover different methodologies of modeling, design, optimization, and analysis in problems
of adsorption, leaching, flotation, and magnetic separation, among others.

Multiphase systems are analyzed at different time and size scales in the review article [4] because
the modeling and post-modeling activities depend on those scales (see Figure 1a). For example,
molecular modeling is necessary to understand the phenomena that occur at the atomic or molecular
level, such as the adsorption of chemical agents on the surface of minerals, while computational
fluid dynamics is a suitable tool at the fluid level. The application of molecular modeling is recent
in the area of study and has been used to complement experimental studies. Given that the type of
information that it delivers cannot be determined experimentally, and the software currently available,
numerous new applications are expected. Simulations using computational fluid dynamics codes can
give comprehensive information about fluid flow and mass transfer in mineral processing processes
and devices, and this can increase the understanding of a given process. The capacity and scope
of computational fluid dynamics methodologies have been considerably expanded, and this type
of simulation has been utilized to help in understanding a given process and in conducting new
process developments. The modeling of experimental results using response surface methodology
is also analyzed, given its wide use in mineral processing. Response surface methodology is based
on the result of the design of experiment which intends to explain and represent the variation of

Minerals 2020, 10, 134; doi:10.3390/min10020134 www.mdpi.com/journal/minerals1
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output variables under conditions that are assumed to reflect the variation. The most commonly used
experimental designs in mineral processing are central composite and Box–Behnken designs. One of
the limitations of the response surface methodology is the use of second-order polynomials, a behavior
rarely observed in multiphasic phenomena. Several applications give reasonable results because the
range of the input variables is small. However, a significant amount of work using this modeling
strategy has unacceptable or questionable adjustment levels. To solve this problem, new modeling
strategies must be proposed, possibly based on artificial intelligence. Precisely, several applications of
artificial intelligence in the design, optimization, and modeling of multiphase systems were analyzed
in the review [4], including artificial neural networks and support vector machines. In fact, there
has been an exponential growth in research associated with artificial intelligence; in 1990, there were
29 publications that included artificial neural networks in their title, while last year this figure was
1430 in Web of Science. Similar behavior was observed in other subjects. Publications that include
support vector machine in the title grew over 2600% from 2000 to 2019. In the coming years, with the
advancement of these techniques and hardware improvements, many more applications are expected.
One of the strategies currently used to understand and model systems is multiscale modeling [5–7].
We have to promote this type of simulation to be able to combine different phenomena that occur at
different scales in multiphase systems. The integration of computational fluid dynamic modeling
and discrete element simulation, which integrates phenomena at the particle and fluid level, has
been an example of an approach that has produced very satisfactory results in terms of its ability to
improve the current understanding of the complexity of mineral processing phenomena. Nevertheless,
greater efforts are needed in the integration of meso-, micro-, and macro-scales modeling in order to
understand and improve multiphase systems, as has been observed in other areas [8]. Uncertainty,
both epistemic and stochastic, is an important issue in mineral processing because several phenomena
are not well known or difficult to measure, and because several variables (e.g., metal price, particle size,
mineral grade) have random variations [9]. Therefore, modeling tools such as uncertainty analysis
and global sensitivity analysis were included in the review. Both tools have been shown to be good
approaches for considering uncertainties [10–12]. These and other topics are included in the review
paper, and readers are recommended to read this review if they are interested in the topic or as an
introduction to reading the other articles that cover specific themes.

Published articles can be analyzed following the same scale logic. Molecular modeling has
allowed for an improved understanding of the mechanisms of interaction between minerals, the
aqueous medium, and flotation reagents [13–15]. For example, studies on the behavior and molecular
mechanism of adsorption of the collector sodium oleate were carried out by density functional
theory and experimental techniques [13]. A similar study, but of the adsorption of flotation collector
N-(carboxymethyl)-N-tetradecylglycine on a fluorapatite surface, was investigated (Figure 1b) [14].
Density functional theory is one of the most used methods in quantum calculations of the electronic
structure of matter. Usually, functional density theory is combined with experimental studies;
for example, molecular modeling helps identify the most stable structure of ionic species and
identify active sites, while experimental techniques such as electrospray ionization-mass spectrometry
and ultraviolet-visible spectroscopy allow the existence of molecules or complexes to be validated
qualitatively and quantitatively [15]. These three manuscripts are good examples of the useful tool
that molecular modeling can be for understanding the performance and development of new reagents.
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(a) 

(b) (c) 

(d) (e) 

Figure 1. Figures from the special issue. (a) Levels of length and time alongside the modeling and
optimization tools [4]; (b) Adsorption configuration of collector N-(carboxymethyl)-N-tetradecylglycine
on fluorapatite. (Ca—green; phosphorus—purple; O—red; H—white; fluorine—light blue; N—dark
blue) [14]; (c) Scheme of the inclined settler [16]; (d) Superstructure for flotation circuit design [17];
(e) Production comparison between strategies that do and do not consider changes in the manner of
operation [18].
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Two manuscripts were published on the numerical simulation of equipment [16,19]. In the first,
different turbulent models were compared using computational fluid dynamics in the simulation of
cyclonic fields, which are important in cyclonic static microbubble flotation columns. The comparison
with experimental values provides important information about which model is most suitable for
modeling the different variables in these systems [19]. The second article shows how simulation
can be used in the development or improvement of new equipment. Two-dimensional numerical
simulations were used to analyze the possibility of improving the separation of particles in inclined
settlers [16]. The inclined settler, whose scheme is shown in Figure 1c, has one of its walls exposed to
heating. Results show that heating one wall has a significant effect on the particle settling velocity and
can help the sedimentation of small particles of the order of 10 μm. These effects can be explained
by the change of properties within the settler produced by the temperature profiles. Simulation of
kinetic phenomena in multi-phase reactions are also present in this special issue [20,21], although the
simulation of the phenomena in these papers have followed traditional methodologies using unreacted
shrinking core and progressive conversion models, which have been shown to be unsuitable in several
cases [22]. In this sense, it is necessary to move towards multiscale simulation using mesoscale
simulation techniques to describe, for example, diffusion and reactive molecular dynamics [23] tools
to describe the processes occurring within the interface in order to generate a procedure that can be
used to increase our understanding of the heterogeneous gas–solid, liquid–solid, or other multiphase
reactions in mineral processing. At the plant level, several articles are included. The use of the tabu
search algorithm was applied to determine the optimal flotation circuit within a set of possibilities
represented by a superstructure, as shown in Figure 1d [17]. The tabu search algorithm is a method
of mathematical optimization classified as a metaheuristic algorithm, which in this work showed a
tendency to give better results than the exact methods. The design and optimization at the separation
circuit level is an active area in multiphase separation in mineral processing, and several reviews
are available in the literature [24,25]. As such, it is not surprising that another study analyzes this
same problem [26] but uses analytical methods that significantly simplify the problem, although
that can lead to important errors or omissions [27]. A larger time scale problem was considered in
the manuscript presented by a multidisciplinary research team [18]. The discrete-event simulation
combination with analytical models of leaching processes was used to optimize mineral extraction
processes. The methodology helps the planning process by incorporating different possibilities of
operation according to the mineralogical changes of the feed. Thus, by simulating a discrete sequence
of events over time it is possible to consider the stochastic uncertainties that naturally occur in the
mineral. This simulation at the plant level, together with models at the unit operation level, allows for
the integration of phenomena that occur at the level of weeks with problems at the level of months
or years of operation, giving flexibility to the value chain by adjusting the mineral recovery to the
mineralogical variation. This strategy allows for production to be improved compared to strategies
that do not consider changes in the manner of operation (Figure 1e).

This Special Issue considered different problems in several areas of multiphase systems in mineral
processing. Thus, various strategies and tools were presented to solve or face those problems. On the
whole, I hope that this Special Issue will contribute to a superior understanding of multiphase
phenomena and will promote future research in the modeling, design, and optimization of multiphase
systems in minerals processing.

Authors’ contributions from China, Chile, Canada, Germany, Iran, Mexico, and Spain were
received. I thank all of them for their contributions that helped in the development of this Special Issue.
Finally, I would like to thank the referees and editorial staff of Minerals for their valuable efforts that
contributed to the success of this initiative.

Acknowledgments: The author is thankful for financial support from the Chilean National Commission for
Science and Technology (Fondecyt 1180826) and MINEDUCUA project (code ANT1856).

Conflicts of Interest: The author declares no conflict of interest.
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Abstract: Multiphase systems are important in minerals processing, and usually include solid–solid
and solid–fluid systems, such as in wet grinding, flotation, dewatering, and magnetic separation,
among several other unit operations. In this paper, the current trends in the process system engineering
tasks of modeling, design, and optimization in multiphase systems, are analyzed. Different scales
of size and time are included, and therefore, the analysis includes modeling at the molecular level
(molecular dynamic modeling) and unit operation level (e.g., computational fluid dynamic, CFD),
and the application of optimization for the design of a plant. New strategies for the modeling,
design, and optimization of multiphase systems are also included, with a strong focus on the
application of artificial intelligence (AI) and the combination of experimentation and modeling with
response surface methodology (RSM). The integration of different modeling techniques such as CFD
with discrete element simulation (DEM) and response surface methodology (RSM) with artificial
neural networks (ANN) is included. The paper finishes with tools to study the uncertainty, both
epistemic and stochastic, based on uncertainty and global sensitivity analyses, which is present in all
mineral processing operations. It is shown that all of these areas are very active and can help in the
understanding, operation, design, and optimization of mineral processing that involves multiphase
systems. Future needs, such as meso-scale modeling, are highlighted.

Keywords: computational fluid dynamic; molecular dynamics; density functional theory; discrete
element simulation; smoothed particle hydrodynamics; flotation; grinding; response surface
methodology; machine learning; artificial neural networks; support vector machine; hydrocyclone;
global sensitivity analysis; uncertainty analysis

1. Introduction

Multiphase systems are common in mineral processing because most of the process includes
the presence of particles, which are usually multiphase mineral particles, and fluids. Examples
of operations in mineral processing that include solid–liquid phases are wet grinding, filtration,
hydrocyclone, and thickening. An example that includes solid–gas phases is cyclone, examples that
include solid–solid phases are magnetic and electrostatic separations, and an example that includes
solid–liquid–gas phases is flotation. These operations are generally difficult to study because they are
opaque and challenging to measure. Therefore, the modeling of these systems, like other systems, is
important, because it allows us to understand their behavior, which allows us to modify them. For
example, these models are applied to optimize and design unit operations or plants that depend on
multiphase systems. In addition, these models can facilitate the development of new technologies
such as new reagents and unit operations.
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There are a growing number of tools and methods for the modeling, optimization, and design
of these multiphase systems. These increases in the numbers of tools and methods are promoted by
the increase in computing power and new algorithms available in the literature. On the other hand,
reliable models are needed for the development of new reagents, equipment, and processes. Also,
these models are necessary for the optimization of operational conditions. The lack of models increases
the dependency on the experience of experts, and also increases the time and cost of scaling up from
laboratory- to full-scale. Because the behavior of these systems depends on physical and chemical
phenomena that occur at different time and length scales, different tools are available based on these
scales. Small scales, e.g., quantum mechanical length scales of 10−13 m with time scales of 10−16 s, are
of significant interest in understanding the interaction of minerals with reagents. Large scales, e.g.,
plants length scales of 103 m with time scales of 106 s, are important in terms of plant integration and
environmental impact.

This manuscript reviews the main tools and methods for the modeling, design, and optimization
of multiphase systems in mineral processing. The idea is not to produce an encyclopedic review,
because there are too many tools and methods, but to highlight the most commonly used tools with
greater projection. Figure 1, which is based on the work of Grossmann and Westerberg [1], shows
different levels of length and time alongside the tools and methods that will be reviewed in this
manuscript. First, molecular mechanics and quantum mechanics are analyzed for the purpose of
understanding different mineralogical systems. Computational fluid dynamics (CFD), which consists
of numerically solving equations of multiphase fluid motion, allows for quantitative predictions
and analyses of multiphase fluid flow phenomena. CFD has been applied to mineral processing for
both parametric studies and flow-physics investigations. Process design is analyzed next, showing
the methods available, with most of them used for flotation processes. Artificial intelligence (AI)
is one area with great projection and amount of research, and therefore, is analyzed from the point
of view of multiphase systems in mineral processing. Most of the research on mineral processing
involves experimental studies, and therefore, experimental design with response surface methodology
(RSM) is an important tool to report. Uncertainty, both epistemic and stochastic, must be considered
when multiphase systems are studied. The two most important methods for considering uncertainty,
uncertainty analysis (UA) and global sensitivity analysis (GSA), are analyzed at the end. Finally, some
conclusions and comments are presented to close this report.

Figure 1. Levels of length and time alongside the modeling and optimization tools analyzed in this
manuscript (CFD—computational fluid dynamics; RSM—response surface methodology; AI—artificial
intelligence; GSA—global sensitivity analysis).
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2. Molecular Dynamic Modeling

The inherent heterogeneous nature and complexity of minerals mineralogy often make the
connection between observation and theory very complicated. Additionally, industrial development
promotes more and more ore deposit investigation and subsequently, transformation through mineral
processing, which adds more phenomena that must be understood. All this complexity from mineralogy
and geochemistry requires molecular modeling tools to understand the fundamental properties and
mechanisms that control the thermodynamics and kinetics of materials. In this sense, molecular
models are often used to supplement experimental observations, providing a powerful complementary
tool to the researcher [2,3]. In 1998, De Villiers [4] from Miltek analyzed the potential of molecular
modeling to improve mineral processes, using the South African industry as an example. He identified
several potential studies including new reagents, the development of new materials, and a theoretical
understanding of surface interactions.

According to the abovementioned reference, this tool can be used to understand all microscopic
effects (atomic level) that occur on mineral surfaces in different field applications. For example,
in the solid–fluid interactions in the flotation process (hydrophobicity and hydrophilicity), and in
thickening (water absorption, hydrate minerals, layered double hydroxides, mineral interlayers, clay
minerals), among other applications. All these applications have made molecular simulation an
accepted approach to solve a number of mineralogical and geochemical problems in multiphase
systems [5].

Molecular modeling tools consist of calculating the total energy of the molecular (isolated cluster)
or periodic system (crystalline or amorphous structure) under investigation. Two fundamental
approaches are typically used: molecular mechanics and quantum mechanics. Figure 2 shows a
diagram of molecular mechanics and quantum mechanics methods. Both methods are related and are
used to examine the structure and energy of a molecule or periodic system [2].

Figure 2. Diagram of molecular mechanics and quantum mechanics methods.

To better understand this diagram, it is necessary to know some concepts regarding how molecular
modeling works. According to this, firstly, ab initio refers to the quantum approach for obtaining the
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electronic properties of a molecule based on the Schrödinger equation (Hψ = Eψ), which describes the
wave function or state function of a quantum-mechanical system. Secondly, the molecular mechanism
relies on the use of analytical expressions that have been parameterized through either experimental
observation or quantum calculations using an energy forcefield, based on Newtonian physics (F =ma,
classical mechanics) to evaluate the interaction energies for the given structure or configuration. In
contrast, in quantum mechanics, the analog of Newton’s law is Schrödinger’s equation, which does
not use empirical parameters to evaluate the energy system. In this sense, in a molecular mechanics
simulation, the most important requirement is the forcefield used to describe the potential energy
of the system. It is essential to have an accurate energy forcefield to achieve a successful energy
minimization. The energy of interaction for an assemblage of atoms in either a molecular or crystalline
configuration is described by the interatomic potential, generated by the forcefield. This interatomic
potential—named potential energy—can be obtained as a function of geometric variables, such as
angle, distance, and other geometric measurements [2].

Therefore, it is possible to describe the potential energy for a complex multibody system by the
summation of all energy interactions in the system. The energy components are the following: the
coulombic energy (electrostatic energy) and the Van der Waals energy (short-range energy associated
with atomic interactions), which represent the non-bonded energy components, and the bond stretching
(bond energy associated with length changes), angle bending, and torsion, which represent the bonded
energy components [6]. From all of these energy components, the total potential energy of a system
can be calculated. These types of energies will not be explained in detail because this work provides a
general overview of molecular modeling.

Thirdly, energy minimization is another concept that must be understood. This concept also
refers to the geometry optimization for obtaining a stable configuration for a molecule or periodic
system. This energy involves the repeated measurement of the potential energy on the surface until
the minimum potential energy is obtained, which corresponds to the configuration where the forces
between atoms are equal to zero. Finally, there are two molecular mechanism approaches—the Monte
Carlo (MC) method and the molecular dynamics (MD) simulation—to analyze all the energies and
chemical systems on mineral surfaces. The MC method is a stochastic analysis that consists of random
sampling of the potential energy surface to obtain a selection of possible equilibrium configurations.
The MD simulation is a deterministic molecular modeling tool that involves the calculations of forces
based on Newtonian physics used to make a mathematical prediction to evaluate the time evolution of a
system on the time scale of pico- and nano-seconds [2,5]. Examples of molecular modeling applications
using MD and MC will be presented later, where a detailed discussion will be presented on the use of
these techniques for various minerals and mineral surfaces.

The quantum mechanism is a method that evaluates the electronic structure and energy of
molecular systems using the Schrödinger equation, which is based on the quantized nature of electronic
configurations in atoms and molecules. This technique permits the obtainment of a detailed description
of reaction mechanisms, properties of molecular and crystalline structures, electrostatic potentials,
thermodynamics properties, and other phenomena that occur in a multiphasic system. The application
of this method in the mineralogical and geochemical field is the most challenging task for today’s
computational modeling.

Quantum chemistry methods can be divided into different classes, where the most used are
the Hartree–Fock method and density functional theory (DFT). The Hartree–Fock method uses
an antisymmetric determinant of one-electron orbitals to define the total wavefunction. A trial
wavefunction is iteratively improved until self-consistency is attained. On the other hand, DTF is a
method in which the total energy is expressed as a function of the electron density, and in which all
correlation contributions are based on the Schrödinger equation for an electron gas.

Finally, a variety of molecular modeling methods have been implemented by a fair number
of research works to study all the interactions between reagents and mineral surfaces, such as
adsorption/desorption of reagents on mineral surfaces (collectors, depressors, frothers) in the flotation

10



Minerals 2020, 10, 22

process, the interaction of water and solute species with mineral surfaces and their behavior in mineral
interlayers, and the impact of clay minerals on the dewatering of coal slurry. Next, we focus on an
overview of the use of molecular modeling and simulation in the last three years to address specific
applications associated with mineralogical and geochemical problems [2,3,5]. Molecular modeling
examples are shown following the study of solid–liquid interactions to obtain a good structural model
for the material.

2.1. Collector/Depressor Adsorption on Different Mineral Surfaces in the Flotation Process

Leal Filho et al. [7] used MD to demonstrate the ability of two polysaccharides to promote
the selective depression of calcite from apatite. They made a good selection of the interaction to
represent the chemical and physico-chemical processes during the depression of calcite. The mineral
surface of calcite and hydroxyapatite were modeled together with the corn starch and ethyl-cellulose.
Firstly, measurements of the unit cell parameters were realized to study the crystal structure of calcite
and hydroxy-apatite by X-ray diffraction. Later, the crystallographic orientations of particles of
hydroxyapatite and particles of calcite were characterized by optical microscopy and scanning electron
microscopy, respectively. The planes predominant for calcite were (101), (401), and (021), and for
hydroxy-apatite it was (001). It was observed that calcium species were common active sites at the
calcite/water and hydroxy-apatite/water interface, and those sites interacted with starch molecules
via the hydroxyl groups existing along with the polymer structure. However, depending on partition
planes (hkl), it was demonstrated that the major steric compatibility was in the calcite/starch system.
The total fitting number Ft (parameter to define steric compatibility between reagents and mineral
orientation) for calcite was: plane (101) Ft = 51.5, plane (401) Ft = 20.1, and plane (021) Ft = 30.3,
and for hydroxy-apatite it was: plane (001) Ft = 8.5. Therefore, from these results, it was concluded
that the larger the Ft, the greater the expected steric compatibility between reagent structure and
crystallographic orientation [7]. Then, these results were compared with micro-flotation experiments
of calcite and hydroxy-apatite with sodium oleate in the presence of starch, and it was proven, by
calculating recoveries, that the Ft was calculated accurately because the recovery was less with the
increase in starch concentration on the calcite surface. Finally, molecular modeling provides appropriate
theoretical representations to understand the depressing ability of starch and ethyl cellulose on the
mineral surface.

Similar studies using MD simulation were developed by Zhang et al. [8]. The adsorption of
collectors on a coal surface was studied. The findings showed that the collector oil absorbed on the coal
surface decreases the number of hydrogen bonds between the modified coal surface and contacting
water molecules. This can be attributed to the improvement of coal surface hydrophobicity. The
hydrophobicity occurs due to the interaction force weakening between water molecules and the coal
surface [8]. The same methodology was used by Zhang et al. [9], but this time studying the adsorption
behavior of methyl laurate and dodecane on the coal surface. It was determined that methyl laurate is
a more successful collector to improve the hydrophobicity of the modified coal surface because the
water molecule mobility in methyl laurate was greater than in dodecane. Finally, Nan et al. [10], using
the DFT calculation, studied a flotation collector, N-(carboxymethyl)-N-tetradecylglycine (NCNT),
in order to understand the adsorption ability of the collector on a fluorapatite (001) surface. They
confirmed that the NCNT collector could be used in the fluorapatite flotation process.

2.2. Interaction of Clay Minerals, Water, and Interlayer Structures

Clay minerals such as kaolinite, montmorillonite, smectites, and others are very common in
soils, sediments, and sedimentary rocks. In this sense, their properties and behavior have received
considerable industrial importance. The interaction of clay minerals with water promotes the water
adsorption in the interlayer structure on the clay surface, which generates complex systems. In
this sense, avoiding water absorption becomes a difficult task. Hence, computational studies of
clay minerals are required to understand the swelling, interlayer structure, and dynamics of water
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distribution on a clay surface. Today, several studies have been developed to obtain significant
dynamical information about these systems. In this section, we show some of the most recent works in
this area.

Ma et al. [11] studied the impact of clay minerals (kaolinite and montmorillonite) on the dewatering
of coal slurry using a molecular-simulation study, followed by an experimental section to corroborate
data accuracy. The molecular simulation results show different adsorptions of water on the side
surfaces of kaolinite and montmorillonite. Water molecules could scarcely diffuse into kaolinite from
the edge but could easily propagate into the montmorillonite layers from the edge surface because of
the existence of a hydrated cation in montmorillonite and a weak interlayer connection. This means
that a small amount of montmorillonite caused a major decrease in the filtration velocity and a huge
rise in the moisture of the filter cake. Therefore, the efficiency of the dewatering process has a strong
dependency on the interaction between kaolinite/montmorillonite and water. Figure 3 shows an
equilibrium snapshot from an MD simulation of water adsorption on the side surfaces of kaolinite
and montmorillonite. Another study of water absorption on a mineral surface was conducted by
Wang et al. [12]. They evaluated the water adsorption on the β-dicalcium silicate (cement) surface
from DFT simulations. This work studied how to improve the hydration rate on the cement surface.
Then, they studied the adsorption mechanics of the water/cement system. The cement hydration is a
crucial step that controls the final properties of cement materials. However, the industrial production
of cement produces a large amount of CO2 emissions and energy consumption. For this reason,
understanding cement hydration mechanisms was the main motivation of this study to provide an
academic basis for the design of new environmentally friendly cement. Finally, Kubicki et al. [13]
studied the vibrational spectra on clays by DFT approaches. Herein, they presented an overview of
quantum mechanical calculations to predict vibrational frequencies of molecules and materials such as
clays and silicates. For creating a realistic model, the vibrational frequencies were calculated by two
analytical methods, Raman and infrared intensities.

Figure 3. Example of an equilibrium snapshot from a molecular dynamics (MD) simulation of water
adsorption on the side surfaces of (a) kaolinite and (b) montmorillonite at 298 K and 1 bar [11].
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The analytical methods combined with computational molecular-scale modeling studies reviewed
in this paper illustrate how these methods can provide otherwise unobtainable structural, dynamical,
and energetic information about mineral-fluid systems. Using modern supercomputers, molecular
modeling can readily model geo-chemically relevant systems containing up to millions of atoms for
times up to milliseconds. Thus, these methods can provide dynamic information at frequencies of the
order of and greater than the gigahertz range. This approach will continue to play an important role
in understanding different mineralogical systems. Future applications in wet grinding can help to
better understand and improve this operation as, currently, it is used in nanoscale grinding [14,15].
The development of experimental methods from computational modeling can be an appropriate route
for future research in this field.

3. Computational Fluid Dynamics (CFD) in Multiphase Systems

Traditional modeling in mineral processing is strongly based on empirical or semi-empirical
models [16–20]. Typically, these models work well under the condition of the experimental data used in
the fitting stage but are not reliable for new operational conditions. For new operational conditions or
new equipment, new equations or parameters must be determined based on additional experimental
data. Several papers have been published that review modeling in multiphase systems including the
flotation process [21], either for classical mathematical models [22] or a soft computers approach [23],
ball mill [24], and hydrocyclone [25]. Some of the papers are more specific, such as the review of the
modeling of bubble-particle detachment [26] or entrainment [27] and water recovery [28] in flotation.
These days, engineers are increasingly using CFD to analyze flow and performance in the design of
new equipment and processes [29]. The secret behind the success of CFD is its ability to simulate
flows, similar to those observed in practical conditions—in terms of tackling real, three-dimensional,
irregular flow geometries and phenomena involving complex physics [30]. This is made possible by
resorting to a numerical solution of the equations’ governing fluid flow rather than seeking an analytical
solution. Usually, the equations describing the flow of fluids consist of mathematical statements of
conservation of such fundamental quantities as mass, momentum, and energy during fluid flow and
allied phenomena. The variables in these equations are three velocity components, pressure, and
temperature of the fluid. In a typical case, each of these varies with location and time within the
flow domain. Their variation is governed and determined by the conservation equations, which take
the form of non-linear partial differential equations. CFD deals with the numerical solution of these
equations [30]. For this, a region of space is discretized by creating what is known as a spatial mesh,
dividing a region of space into small volumes of control. Then, the discretized conservation equations
are solved iteratively in each of them until the residue is sufficiently small. Therefore, a CFD solution
requires a large number of arithmetic computations on real numbers; hence, its rise coincided with
the advent of computers and the rapid expansion of computer power that ensued in the subsequent
decades. In fact, in several cases, even with simplified equations, only approximate results can be
obtained. Figure 4 shows examples of CFD modeling.

Multiphase flows are usually modeled using the Euler–Lagrange (E–L) model, the Euler–Euler
(E–E) model, and the mixture model. In E–L modeling, the fluid phase is modeled as a continuum,
while for the dispersed phase, a large number of individual particles are modeled. The dispersed
phase can exchange momentum, mass, and energy with the fluid phase. Since the particle or droplet
trajectories are computed for each particle or for a bundle of particles that are assumed to follow the
same trajectory, the approach is limited to systems with a low volume fraction of the dispersed phase.
Typical applications are dissolved air flotation and air classification. In E–E models, the different phases
are all treated as continuous phases, and momentum and continuity equations are solved for each
phase. The E–E method can become computationally expensive as the number of equations increases
with the number of phases present in the system. The E–E model can handle very complex flows
but does not always give the best results since empirical information is needed for the momentum
equations. Typical applications are flotation cells and magnetic separators. Another E–E model is the
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volume-of-fluid (VOF) model, whereby the interface between the different phases is tracked. This
model is suitable for hydrocyclone separators. Since the interface between the fluids must be resolved,
it is not applicable to a system with many small drops or bubbles. The mixture phase model shortens
the E–E method, considering a single momentum equation for all the phases, assuming that they are
components of a mixture. In this model, the viscosity is estimated for the mixture. The velocities of the
different phases are subsequently calculated from buoyancy, drag, and other forces, giving the relative
velocities in comparison with the mean velocity of the mixture [29]. Typical applications are bubble
columns, fine particle suspensions, and stirred-tank reactors.

Figure 4. Examples of computational fluid dynamics (CFD) multiphase modeling in mineral processing.
(a) CFD-predicted net attachment rates after flotation time in the stirred cell [31]; (b) Bubble volume
fraction (unit in vol %) distribution in a pipe for a backfill material [32]; (c) Predicted contours of (c1)
pressure and (c2) tangential velocities in Renner’s cyclone [33].

Several factors affect the selection of the most appropriate multiphase model, and the physics
of the system must be analyzed and understood. For example, it must be considered whether the
phases are separated or dispersed and if the particles follow the continuous phase, among several
other factors.

Examples of applications of CFD in mineral processing are given below. CFD was used to
improve the understanding of the influence of the geometric design of the classifier on the cut size
and the resulting particle size distribution in a centrifugal air classification [34]. The E–L approach
was used to investigate how the internal airflow in the second stage of the air classifier affects the
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classification efficiency. The simulation results show that the classification results are affected by
the airflow velocity, particle shape, particle size, the geometry of the air classifier, and turbulence
in the airflow. The performance of a wet, high-intensity, magnetic separator was analyzed using
CFD [35]. The behavior of these systems relies on the interaction between magnetic, hydrodynamic,
gravitational, and interparticle forces. These forces are controlled by the process as well as design
parameters. A three-dimensional E–E approach was developed to predict the flow profile as well
as the concentration profile of solid particles between two parallel plates. Three phases, i.e., one
liquid and two solid phases, were considered. Simulation results agree with the results observed
experimentally. Another application of CFD is the study of flow behavior in a hydrocyclone, which is a
highly swirling and turbulent multiphase structure. Narasimha et al. [33] developed a multiphase CFD
model to understand the particle size segregation inside a six inches hydrocyclone. The predictions
were validated against experimental data, and were shown to be in good agreement. An application,
outside of separators, is the study of the complex flow behavior in the pulp lifter of autogenous
and semi-autogenous grinding mills as it controls the throughput, performance, and efficiency of
mills. CFD modeling—the VOF approach—was used to study the efficient and effective removal of
pulp/slurry from the mill by a pulp lifter design [36]. Comparison with experimental data shows that
CFD can be a useful tool to understand and improve complex flow behavior. In the same direction, a
CFD model, a mixture phases model, was developed to study a three-dimensional backfill pipeline
transport of three-phase foam slurry backfill (TFSB) [32]. The simulation results indicate that TFSB can
maintain a steady state during pipeline transport, experience a markedly reduced pipeline transport
resistance, and exhibit better liquidity than conventional cement slurry. Last but not least, the flotation
process is one of the most studied systems using CFD, and a comprehensive review of the published
literature regarding the CFD modeling of the flotation process was presented [37]. The advances made
in the modeling and simulations of the equipment were critically analyzed, and specific emphasis
was given to the bubble–particle interactions and the effect of turbulence on these interactions. The
simulation of flow behavior of flotation cells has been studied using multiphase E–E [38,39], mixture
phase [40], and E–L [41,42] approaches. Mostly, the finite volume approach has been utilized in the
reported studies, wherein local values of the flow properties are calculated by solving the governing
continuity and momentum equation for each phase [37].

The combination of macroscale CFD simulation with microscale simulation can be a powerful
tool in predicting complex phenomena in multiphase systems [43]. Liu and Schwarz [44,45] proposed
an integrated CFD-based scheme for the prediction of bubble–particle collision efficiency in turbulent
flow from a multiscale modeling perspective. The proposed model can account for changes at the
macroscale in the flotation cell geometry and structure, inlet and exit configurations, impeller structure
and tip speed, air nozzle structure and airflow rate, and at the microscale in turbulence and collision
mechanisms. Similarly, CFD modeling can be combined with discrete element simulation (DEM) to
understand the behavior of individual particles. For example, Lichter et al. [46] combined CFD with
DEM to analyze the effect of cell size and inflow rate on the retention time distribution in flotation cells.
Ji et al. [47] developed two numerical models to model the multiphase flow in hydrocyclones: one is a
combined approach of the VOF model and DEM with the concept of the coarse-grained (CG) particle,
which can be applicable to a relatively dilute flow, and the other is a combined approach of the mixture
model and DEM model with the CG concept, which can be quantitatively applicable to both dilute
and dense flows. Finally, Chu et al. [48] studied the coal-medium flow in a dense medium cyclone
using DEM to model the motion of coal particles, while the flow of the medium was modeled using
the VOF model.

Modeling of wet grinding, including autogenous grinding, semi-autogenous grinding, ball
or stirred mills, has been developed using DEM because it is an adequate method to represent
the movement and collision of particles. Essentially, the Newton’s equation of motion is solved
together with a collision/contact law to resolve inter-particle forces. Its application has included the
design, optimization, and operation of grinding devices. A complete review on DEM application to
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comminution, including autogenous/semi-autogenous grinding and mills, is available [49]. However,
DEM is computationally intensive, which limits the number of particles that can be considered.
Therefore, for a large number of small particles, the method may not be appropriate. In addition, the
aqueous phase, which is added to improve the solid transportation and suppress the dust, must be
considered in the simulation to obtain a realistic or complete description of the behavior of a wet
grinding device. The usual approach to predict the transportation of solid particles interacting with the
slurry flow is a coupled DEM and smoothed particle hydrodynamics (SPH) method [50]. SPH is a type
of particle-based method, known as mesh-free methods, that employ a set of finite numbers of discrete
particles to represent the state and evolution of a flow system [51]. This coupled DEM–SPH method
has been successfully applied to autogenous grinding [52,53]. Figure 5 shows on example of how DEM
and SPH are coupled in this type of simulation. DEM–CFD (e.g., the k–ε-turbulence model) methods
have also been applied to wet grinding, such as stirred media and planetary ball mills [54]. Similar to
DEM–SPH methods, here, CFD takes the fluid flow into account and DEM is used for modeling of the
grinding media.

Figure 5. Example of the physical interactions, the model components, and the data flows in discrete
element simulation–smoothed particle hydrodynamics (DEM–SPH) modeling of wet grinding [53].

Since the beginning of numerical modeling in mineral processing, in the past two decades,
significant advances have been made to simulate multiphase flow behavior. However, it is still far
from complete due to the multiscale nature of the problem, which requires integration of the complex
interplay between the molecular level and system hydrodynamics. One of the important challenges is
the development of methodologies and theories for an adequate representation of the meso-scales.
The meso-scales are important in linking micro and macro behaviors and in showing the complexity
and diversity of phenomena that occur [55]. The meso-scales can be decisive in the modeling and
understanding of multiphase systems where the behavior of the system is strongly influenced by the
phenomena at that level [56]. For example, Figure 6 shows the relationship between macro and micro
scales with the meso-scale of bubble behavior in flotation.
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Figure 6. Relationship between scales in bubble behavior in flotation (a) macro-scale: cell level,
(b) meso-scale: bubble coalescence and breakup studies, and (c) micro/nano-scale: molecular
interactions [57].

4. Design and Optimization

The development of systematic methods for process design in multiphase mineral processing has
been active, but to our knowledge, has still not been applied in the industry. The development of these
methods has been motived by the search to increase productivity, reduce costs, reduce the adverse
environmental impact of waste, and to develop simpler, more economical processes [58]. In general,
there are three methods for process design: heuristic-based methods, hybrid methods, and rigorous
methods. The heuristic-based method uses rules-of-thumb to help identify process alternatives. Hybrid
methods combine first principles with the insight of the designer to obtain a feasible process design.
Rigorous methods use a mathematical model to represent a set of alternatives and an optimization
algorithm to search for optimal solutions. As they move from heuristic to rigorous methods, the
mathematical complexity of the problem increases, the probability of getting better designs increases,
the importance of the designer’s experience decreases, and the design process goes from being closer
to art to being closer to a science.

Most of the work published in the literature is related to the design of flotation circuits. Few
works have been published based on heuristic design methods [59,60]. Chan and Price [60] presented
a method to design a process for non-sharp separations based on heuristics. The process design is
built up unit by unit, stopping when further addition does not increase the profit. The method was
applied to flotation circuits. Because heuristic design methods do not guarantee the finding of optimal
solutions, this approach to solve the design problem has lost interest from the scientific community.

The most important hybrid method for designing mineral processing facilities is linear circuit
analysis (LCA). This technique provides fundamental insights into how unit operations interact and
respond when arranged in multistage processing circuits [61]. The method, proposed by Meloy [62] and
then developed by Meloy, Williams, and Fuerstanou over several years [63–66], consists of representing
the separation yield of a process unit by a transfer function, and then expressing recoveries of the
concentrate and tailing as a function of this transfer function. This mass balance approach is extended
to the circuit by expressing the global recovery of the circuit as a function of the transfer function of
each process unit. Figure 7 shows an example of LCA formulation.
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LCA has successfully been utilized to improve the operating performance of industrial processing
circuits including magnetic separators [67] and spirals separators [68,69]. More recently, advanced
versions of this tool have also been developed to include techno-economic objective functions [70] and
circuit uncertainty analysis [71]—a complete review, written by Noble et al. [61], is available. Despite
its applications, LCA has several disadvantages, mainly caused by the common practice of assuming
that all transfer functions are equal. This simplification does not allow researchers to examine the
whole behavior of a concentration circuit because it reduces a multidimensional function of the transfer
functions of all the units to one dimension [72]. For example, differences of up to 10% have been
observed in the overall circuit recovery for two- and three-stage circuits in the case of identical and
non-identical stage recovery [73].

Figure 7. Linear circuit analysis (LCA) formulation example, including uncertainty analysis:
(a) individual unit, (b) two-stage circuit [71].

Rigorous methods are based on optimization procedures. The methodologies consist of developing
a superstructure that represents a set of alternatives in which to search for the optimal solution. A
mathematical model based on mass balance and kinetics expressions of each operation unit is developed
to represent the superstructure, and then, using an objective function, it is solved to obtain the optimal
solution. The mathematical model results in a mixed-integer nonlinear programming model (MINLP),
which is difficult to solve due to the nonconvex nature. Most of the methodologies proposed are for
flotation circuit design, but one methodology has been proposed for a dewatering system [74]. Several
reviews on flotation circuit design are available [75–79], and therefore, a brief description is given here.
Table 1 shows a list of methodologies that use optimization for the design of flotation circuits. It can be
observed that most of the works use few components and/or few process units because the problem is
difficult to solve. Also, some simplification of the problem has been applied so that the model is linear
programming (LP), nonlinear programming (NLP), or mixed-integer linear programming (MILP).
Only in the last few years can it be observed that methodologies are applied to real size plants with at
least six species and five process units. The application to real size plants has been possible due to
the advances in computer power, optimization algorithm improvements, and the fact that the stage
recovery (unit transfer function) uncertainty has a low effect on the optimal circuit structure [80]. By
now, this type of methodology can generate a set of optimal alternatives that can be subject to further
study by the designer. Also, the case studies analyzed generated new knowledge that could be difficult
to obtain from plant experience.

The design of concentration circuits using rigorous methods requires further development to
incorporate regrinding and equipment selection, which can affect the circuit performance. A few
works have considered regrinding in the design of flotation circuits [81–83]; however, they have
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used simplified models or the grinding stage was not considered in the decision problem. Therefore,
strategies to incorporate grinding in the design of these systems must be considered. A major challenge
is the modification of the way the design process occurs in the organizations, which is based on
designer experience. Consequently, the usefulness of this type of methodology must be highlighted
and adapted in the innovation of the mining sector. For example, breakthrough circuit design may
not be the best option because of high capex and small research and development activities in the
mining industry. Then, in-process changes of the circuit design, where one or two units or structures
are changed, may be a better option.

Table 1. Flotation circuit design methodologies (adapted from Reference [84]) (LP linear programming;
NLP nonlinear programming; MILP, mixed-integer linear programming; MINLP, mixed-integer
nonlinear programming).

Reference
Model
Type

Cell or
Bank

Model

Entrainment
Model

Froth
Recovery

Model

Algorithm
Used

Maximum
Number

of Species

Maximum
Number of

Cell or Bank

Mehrotra and
Kapur [85] NLP Bank no no Mathematical

programming 3 4

Reuter et al.
[86] LP Bank no no Mathematical

programming 3 4

Reuter and
Van Deventer

[87]
LP Bank no no Mathematical

programming 3 5

Schena et al.
[88] MINLP Bank no no Mathematical

programming 2 4

Schena et al.
[83] MINLP Bank no no Mathematical

programming 2 6

Guria et al.
[89] NLP Cell no no Genetic

Algorithm 3 4

Guria et al.
[90] NLP Cell no no Genetic

Algorithm 2 2

Cisternas et al.
[81] MINLP Bank no no Mathematical

programming 3 4

Méndez et al.
[82] MINLP Bank no no Mathematical

programming 3 3

Ghobadi et al.
[91] MINLP Bank yes no Genetic

Algorithm 3 2

Maldonado
et al. [92] NLP Bank no no Mathematical

programming 2 6

Hu et al. [93] MINLP Cell yes yes Genetic
Algorithm 2 8

Cisternas et al.
[94] MINLP Bank no no Mathematical

programming 3 5

Pirouzan et al.
[95] NLP Bank no no Genetic

Algorithm 2 4

Calisaya et al.
[96]

MILP
MINLP Bank no no Mathematical

programming 5 7

Acosta-Flores
et al. [84]

MILP
MINLP

Bank
Cell no yes Mathematical

programming 15 3
8

Lucay et al.
[97] MINLP Bank no no Tabu-search 7 5

5. Artificial Intelligence (AI) Applied to Multiphase Systems

The term AI appeared in 1955 [98]. AI is a branch of computer science dedicated to the development
of computer algorithms to accomplish tasks traditionally associated with human intelligence. In recent
years, the interest from the mining industry in utilizing AI techniques in areas such as geology and
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minerals processing has increased. This trend is repeated in the ambit of scientific research [23,99–101].
Among these techniques, soft computing is highlighted, which has been used in the modeling, design,
and optimization of mining processes.

Soft computing is defined as the group of methodologies and tools that can assist in the design,
development, and operation of intelligent systems that are capable of adaptation, learning, and
operating autonomously in an environment of uncertainty and imprecision [102]. Soft computing can
be divided into two groups: probability reasoning, and functional approximation and randomized
search. The first group, in turn, can be divided into probabilistic models and fuzzy logic. The second
group, in turn, can be divided into evolutionary computing (EC), swarm optimization (SO), and
machine learning [103–105]. The developed tools in each group mentioned earlier are shown in Figure 8.
Note that ML includes a broad set of methods used to extract useful models from empirical data.
Machine learning tools are focused on endowing programs with the ability to “learn” and adapt [106].
These tools need training algorithms to learn, some of which are shown in Figure 8 (SO and EC). These
algorithms, as seen later, can be used for optimizing and designing metallurgical processes [93,97].

Figure 8. Methodologies and tools considered in soft computing.

Modeling can be divided into data-driven, fault detection and/or diagnosis, and machine vision.
The first considers building models for complementing or replacing physically-based models. The
second involves a statistical model based on data that are considered representative of the normal
operating condition (NOC) of the process. Any observations that exceed a certain limit in this NOC
model are considered as faults [107]. The third considers a type of data-driven modeling that uses
images or video, rather than process measurements.

Data-based modeling uses information extracted from experimental, simulated, or industrial data.
At an industrial scale, these methods are applied as soft sensors for the prediction of measurements
that are difficult to measure. Some applications of these methods include the modeling of metallurgical
responses or subprocesses involved in integral processes: grinding [108–114], thickening [115],
flotation [116–121], and hydrocyclones [122], among other processes. For example, Estrada-Ruiz and
Pérez-Garibay [118] used multilayer perceptron, which is a type of neural network, for estimating
the mean bubble diameter and bubble size distribution on the mineralized froth surface. Meanwhile,
Jahedsaravani et al. [120] used multilayer perceptron for predicting the copper recovery, copper
concentrate grade, mass recovery of the concentrate, and water recovery in the concentrate obtained
through batch flotation. Saravani et al. [121] developed a fuzzy model for estimating the performance
of an industrial flotation column. Núñez et al. [114] developed a fuzzy model for predicting the future
weight of a semi-autogenous grinding (SAG) mill. Artificial neural networks (ANNs), support vector
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machine (SVM), and fuzzy models substantially reduce the computational cost involved in simulation,
and uncertainty and sensitivity analyses [123].

Fault detection is commonly carried out using principal component analysis (PCA) or its
extensions/modifications [107], and it has been used in flotation systems [124,125] and milling
circuits [126,127]. Fault diagnosis, i.e., the identification of variables associated with faulty conditions,
is usually achieved via the use of approaches based on PCA. Some applications of these methods
include flotation [128–130] and grinding [126,127]. For example, Wakefield et al. [127] simulated a
milling circuit for investigating faults related to particle size estimates and mill liners. They applied
statistical tools (PCA) for detecting faults, in conjunction with process topology data-driven techniques
(Granger causality) for root cause analysis. These authors reported that the statistical monitoring
method took slightly longer to detect the mill liner fault, due to the incipient nature of the fault.
However, this method is significantly faster than what has been achieved by monitoring only the
economic performance of the circuit. The fault diagnosis identified the mill power as the root cause of
the fault.

Machine vision is the study of techniques for extracting meaningful information from
high-dimensional images, and it has been used almost exclusively in flotation [131–133]. Developed
models were used for classifying flotation froth images, and commonly, these were based on SVM,
ANNs, and decision trees [23]. For example, Zhu and Yu [132] proposed an ANN model based on
features extracted from digital froth images at a hematite flotation plant. This model was used to help
identify flotation conditions and to adjust the reagent’s quantity. Zhao et al. [134] estimated the bubble
size distribution using image processing techniques based on decision trees.

Many of the developed models were used to optimize the process, for example, Curilem et al. [113]
used ANNs and SVM models for online optimization of the energy consumption in SAG. Zhu and
Yu [132] used the developed model for optimizing the reagent’s dosage. Saravani et al. [121] used a
fuzzy model for optimizing and stabilizing the industrial flotation column. Note that ANN and SVM,
among other tools included in machine learning, require training algorithms, which can be divided
into exact and approximate algorithms. This last group considers genetic algorithms, particles swarm
optimization, and differential evolution, among others, including their hybridizations. According to
the related literature, these algorithms have been used for tuning the parameters of the ANN, SVM, and
fuzzy models [135], and for minimizing/maximizing the objective function in optimization problems
and process design.

Process optimization via approximate algorithms has been reported by several authors, for
example, Tandon et al. [136] developed an ANN for predicting cutting forces in a milling process,
which, in turn, was used to optimize both feed and speed through particle swarm optimization.
Massinaei et al. [137] used ANN and gravitational search algorithms to model and optimize the
metallurgical performance of a flotation column. Shunmugam et al. [138] used genetic algorithms to
optimize the minimum production cost in a face milling operation. Here, the trend is using hybrid
algorithms to explore the search space efficiently and find a global optimal solution [101,139,140].

Process design via approximate algorithms has been performed almost exclusively in froth flotation,
specifically in flotation circuit design. The latter considers three ingredients: first, a superstructure for
representing the alternatives for design, second, a mathematical model for modeling the alternatives for
design, included goals, constraints, and objective function, and third, an optimization algorithm [76].
Lucay et al. [97] considered a stage superstructure composed of five stages of flotation, which
were modeled using a bank model. Here, the single-objective function was of the economic type,
and the Tabu-Search algorithm was used for solving the design problem. Hu et al. [93] used a
superstructure of eight cells, which were modeled using a cell model. They used a single-objective
function of the economic type and genetic algorithm for solving the problem. Ghobahi et al. [91] used
genetic algorithms, a superstructure of stages, and single-objective functions of the technical type.
Pirouzan et al. [95] also applied genetic algorithms but considered a multi-objective function of the
technical type. Due to the multi-objective nature of the problem, the authors used the Pareto method
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to obtain a set of solutions. The superstructure used involved three and four flotation stages, out of
all possible combinations, which were modeled using a bank model. These authors applied their
methodology to improve the design of a flotation circuit processing coal. Figure 9a shows the initial
flotation circuit design, and Figure 9b shows the new design of the flotation circuit. They reported
that the new design provided a recovery of ash that was 6.7% higher than that of the initial design. In
addition, to consider designs of four stages would increase the recovery by 3.8%, and the ash grade
would be 11.2%, which is within the acceptable quality level. Here, the common factor is the use of
objective functions of the economic type because objective technical functions are difficult to define,
including approaches using the Pareto method to address multi-objective problems [76].

Figure 9. Comparison of flotation circuit design: (a) design and ash contents of the initial circuit,
(b) design and ash contents of the new circuit, adapted from Pirouzan et al. [95].

Obtaining data can be very expensive, so one challenge in data-based modeling is developing
methodologies that allow for the attainment of robust models using a small amount of data. In addition,
at an industrial scale, the data frequently exhibit as being high-dimensional, non-normally distributed,
and nonstationary, with nonlinear relationships, including noise and outliers, which makes it even
more difficult to develop a model capturing the true relationships between the input variables. These
comments are also valid for fault detection and diagnosis and for machine vision.

6. Response Surface Methodology (RSM)

RSM is used for modeling and optimization processes. RSM involves the following three
steps [141]: first, a design of experiments (DoE) for driving the experiments, second, the response
surface is modeled based on empirical models, and third, the optimization of the responses is
carried out using the empirical model. According to Garud et al. [142], DoE can be divided into
broad families, i.e., classical and modern design of experiments. The first is based on laboratory
experiments. This includes approaches such as full- and half-factorial design, central composite
design, Plackett–Burman design, and Box–Behnken design, among others [143]. The second is based
on computer simulations. This includes approaches such as full-factorial design [144], fractional
factorial design, central composite design [145], Latin hypercube sampling [146], and symmetric Latin
hypercube sampling [147], among others.

One advantage of the classical RSM is that it needs a smaller number of experiments, which means
it is cheaper and requires less time. These characteristics explain the large number of applications,
including flotation [148,149], grinding [150–152], and thickening [153], among other processes.

The related literature shows that classical RSM is commonly applied using a second-order
polynomial as a prediction model [143]. For example, optimal conditions of rotation speed, solid
concentration, and grinding time were obtained for wet grinding in a ball mill using central composite
design with a second-order polynomial [152]. In fact, an excellent determination coefficient (R2 =

0.9989) was obtained, which indicates a good agreement with experimental values. Similar good

22



Minerals 2020, 10, 22

results were observed using a Box–Bhenken design in copper sulphide ore grinding in a ball mill [150].
However, several processes do not follow a second-order polynomial behavior and, consequently, a
poor adjustment of the model is obtained (see Figure 10). The immediate consequence is incorrect
optimization. The related literature proposes different approaches in the modeling of surface response
instead of polynomial models. For example, regression of Gaussian processes has been proposed, since
these models can model complex functions [141,154]. Also, the use of SVM regression as a prediction
model has been proposed [155]. However, the most popular alternative has been ANNs [156].

Figure 10. (a) Quartz recovery using a second-order polynomial as a prediction model (R2 = 0.931),
(b) quartz recovery using an artificial neural network as a prediction model (R2 = 0.982) [156].

On the other hand, according to Garud et al. [142], the chemical and process system engineering
community has exclusively employed modern DoE techniques in the context of surrogate approximation
and surrogate-assisted optimization. Modern RSM is also called response surface surrogate (RSS).
Surrogate modeling techniques are grouped by some authors into two broad families, which are
statistical or empirical data-driven models that emulate the high-fidelity model response, and
lower-fidelity physically-based surrogates, which are simplified models of the original system [123].

Data-driven surrogates involve empirical approximations of the complex model output calibrated
in a set of inputs and outputs of the complex model. Some approximate techniques proposed
in the related literature are: polynomial, kriging (Gaussian process), k nearest neighbors, proper
orthogonal decomposition, radial basis functions, support vector machines, multivariate adaptive
regression splines, high-dimensional model representation, treed Gaussian processes, Gaussian
emulator, smoothing splines analysis of variance (ANOVA) models, polynomial chaos expansions,
genetic programming, Bayesian networks, and ANNs [123,157].

This approach has been applied in flotation [158], thickening [159,160], and comminution [161],
among others. Usually, these works are based on CFD models, which consider several complex
phenomena involved in the studied process. However, these models are computationally expensive
to evaluate. This limits their application in continuous process modeling for dynamic simulation,
optimization algorithms, and control purposes. Surrogate model techniques can help to overcome
this disadvantage. For example, Rabhi et al. [158] developed surrogate models via a hierarchical
polynomial using a dataset obtained through simulations of a CFD model of froth flotation. The
surrogate model was used for estimating the bubble–particle collision probability (see Figure 11a).
These authors reported that the surrogate models developed were highly accurate with a negligible
CPU (central processing unit) time. This accuracy increases with an increasing number of interpolation
points (see Figure 11b). Stephens et al. [159] developed surrogate models of a CDF model of flocculant
adsorption in an industrial thickener because the latter is impractical for performing sensitivity analysis
(SA). These authors used radial basis functions, ANNs, and least squares-support vector machines as
surrogate models, and they reported that the radial angle between the flocculant sparge and feed pipe,
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and the distance from the feed well to the flocculant sparge, are the most important parameters in
flocculant loss (output variable).

Figure 11. (a) Bubble–particle collision probability, Pc, versus bubble diameter, (b) prediction absolute
error versus number of interpolation points [158].

7. Uncertainty and Sensitivity Analyses

UA corresponds to determining the uncertainty in the output variables as a result of the uncertainty
in the input variables. For performing UA, the related literature proposed several theories, such as
fuzzy theory and probability theory, among other theories [162]. Meanwhile, SA can be defined as
the study of how the uncertainty in the output of a model can be apportioned to different sources of
uncertainty in the model input. There are two types of SA: local sensitivity analysis (LSA) and GSA.
The second is the most robust because it considers the full range of uncertainty of the input variables.

According to Saltelli et al. [163], SA is an ingredient of modeling. These authors suggested that SA
could considerably assist in the use of models, by providing objective criteria of judgment for different
phases of the model-building process: model identification and discrimination, model calibration, and
model corroboration. In line with this, Lane and Ryan [164] indicate that a well-developed model
should include model verification, validation, and uncertainty quantification. Model verification is
used for ensuring that the model is behaving properly, for example, the model can be compared with
other models or with known analytical solutions. Model validation involves the comparison with
experimental data. Uncertainty quantification (UQ) studies the effect of uncertainties on the model. UQ
can be performed using uncertainty and sensitivity analyses. These provide a general overview of the
effect of uncertainties. Typically, model verification, calibration, and corroboration are not applied in
mineral processing, but they must be considered in future model development. The interested readers
can see the model developed by Mellado et al. [165] for heap leaching, which has been validated,
verified, and corroborated [166–168].

UA and GSA have also been used to identify the operational conditions of a mill system under
uncertainty. Lucay et al. [162] applied UA for studying the effect of the distribution and magnitude
of the uncertainties of input variables in the responses of the grinding process (see Figure 12a).
GSA was utilized to identify influential input variables. Then, the regionalization of the influential
input variables was applied to identify the operational regions (see Figure 12b). In other words, the
control of the uncertainty of the significant input variables allows for the control of uncertainty in
the mill system. GSA has also been applied in the design or optimization of flotation circuits under
uncertainty [169–172]. Sepúlveda et al. [169] proposed a methodology for the conceptual design of
flotation circuits. The methodology involved three decision levels: level I—the definition of the analysis
of the problem, level II—the synthesis and screening of alternatives, and level III—the final design.
This last level considers the identification of gaps and opportunities for improvement, among other
aspects. Identification was performed using LSA and GSA. Figure 13a shows the flotation circuits
designed using this methodology, and Figure 13b shows how the uncertainty on the recovery of each
species in the flotation stages affects their global recovery. These authors reported that if the target
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is increasing the recovery of chalcopyrite, it is recommended that modifications should be made in
cleaner 3 (see Figure 13b) because changes at this stage have a significant effect on the global recovery
of chalcopyrite and little effect on the global recovery of other species (higher Sobol index values).

Figure 12. (a) The comminution-specific energy histogram of a SAG (semi-autogenous grinding) mill
under three uncertainty magnitudes. (b) The regionalization of fresh ore flux fed (F), percentage of mill
volume occupied by steel balls (Jb), and percentage of critical speed (φc) [162].

Figure 13. (a) Designed circuit using the methodology. (b) Sobol total index for each stage and for
chalcopyrite (Cp), chalcopyrite–pyrite (CpPy), pyrite–arsenopyrite, and silica (Sc) [169].
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Here, the trend is using methods of GSA based on the decomposition of variance due to
its versatility [173]. However, this last approach is computationally expensive. This drawback
has been overcome in other engineering areas via the development of metamodels or surrogate
models [123,157,174], such as ANNs. This approach has not been applied to multiphase mineral
processing systems; however, we estimate that this will change due to metamodels that are not only
more efficient for performing GSA and UA, but also for carrying complementary analyses, such as
data classification.

8. Discussion and Conclusions

Experimentally based research is time demanding and costly, but necessary in multiphase mineral
processing systems. These systems include operations and phenomena such as flotation, hydroclyclone,
grinding, and magnetic separation. The need for models for these systems is not only necessary to
reduce the cost and time associated with research activities but also, because if we do not have a
model, we do not understand the system, and if we do not understand the system, we cannot modify
it to obtain the desired conditions. The models and tools available to study multiphase systems in
mineral processing depend on the length and time scales of the phenomenon that needs to be analyzed.
Important advances have been developed in different tools, such as MD at the molecular level, CFD at
the fluid level, and mathematical programming at the plant level. RSM can be applied to all levels to
model experimental data and numerical experiments. UA and GSA are the most powerful tools to
analyze uncertainty. AI can have applications at all levels and, in the future, new applications and
developments are expected.

MD has recently emerged in the study of multiphase systems in mineral processing. New studies
and applications will undoubtedly show the benefits of understanding phenomena at the molecular
level in these systems. There are other challenges that have not been analyzed in detail in the literature,
such as integration in multiscale modeling, design, and optimization. Some advances have been
observed, for example, the integration of CFD modeling with DEM to integrate particle and fluid
phenomena. However, new research on meso-scale modeling integrated with micro- and macro-scale
modeling is essential to better describe and optimize multiphase systems. Also, some tools have
been combined to increase the capabilities of these methods, for example, ANNs have been combined
with RSM to be able to model complex behavior. Examples in design are the integration of process
design with control design and molecular modeling with process design. The simultaneous design of
process/control or process/molecular can, as a result, produce a better overall design. For example,
explicit process control structures can be included in the process design problem, which allows for
consideration of the operability in early stages of the design process [175]. A good understanding
of molecular phenomena can aid the consideration of the properties in process design, for example,
deciding the best location for stream recycling not only based on mineral concentrations, but also
considering the final result in properties (such as pH, chemical potential, dissolved oxygen). A
technique for property integration based on property clustering can be used for this purpose [176–178].
To achieve these objectives, more research and development efforts in this area are necessary.

Despite the advantages of the use of optimal design tools to identify better process structures, they
have not been used in practice in mineral processing, at least to the authors’ knowledge. Therefore,
the usefulness of this type of methodology must be highlighted and adapted in the innovation of
the mining sector. In-process changes of the circuit design, where one or two units or structures are
changed, can be explored for this purpose.
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Abstract: A scientific and rigorous study on the adsorption behavior and molecular mechanism of
collector sodium oleate (NaOL) on a Ca2+-activated hydroxylated α-quartz surface was performed
through experiments and density functional theory (DFT) simulations. The rarely reported hydroxylation
behaviors of water molecules on the α-quartz (101) surface were first innovatively and systematically
studied by DFT calculations. Both experimental and computational results consistently demonstrated that
the adsorbed calcium species onto the hydroxylated structure can significantly enhance the adsorption
of oleate ions, resulting in a higher quartz recovery. The calculated adsorption energies confirmed that
the adsorbed hydrated Ca2+ in the form of Ca(H2O)3(OH)+ can greatly promote the adsorption of OL−
on hydroxylated quartz (101). In addition, Mulliken population analysis together with electron density
difference analysis intuitively illustrated the process of electron transfer and the Ca-bridge phenomenon
between the hydroxylated surface and OL− ions. This work may offer new insights into the interaction
mechanisms existing among oxidized minerals, aqueous medium, and flotation reagents.

Keywords: quartz; DFT calculation; hydroxylation; adsorption; flotation

1. Introduction

Quartz is one of the main gangue minerals in iron ores [1], and it is also the common gangue
mineral for most metal oxidized ores, non-metal oxidized ores, sulfide ores, silicate minerals, phosphate
minerals [2,3]. There are many varieties of quartz in nature, such as α-quartz, β-quartz, coesite, and
stishovite, among which α-quartz is the most widely distributed, and is the main rock-forming minerals
of magmatic, sedimentary, and metamorphic rocks [4]. In addition, as an important industrial raw
material, quartz has been widely used in electronic devices, optical instruments, glass raw materials,
abrasive materials, refractories, and other aspects [5–8]. Therefore, the separation of quartz from other
minerals makes great sense for mineral processing and relevant industries.

Flotation, one of the most efficient mineral processing methods which selectively concentrates
target minerals based on their physicochemical properties and differences resulting from the intrinsic
properties of ores and modification of flotation reagents, has been widely employed in the separation
of iron ores [9–11]. It is generally acknowledged that cationic/anionic reverse flotation is one of the
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most efficient technologies for the removal of quartz and enrichment of iron-containing minerals from
iron ores [12]. The collectors of quartz reverse flotation could be classified into cationic collectors
and anion collectors, among which cationic collectors are sensitive to slime and cause large foam
viscosity while anion collectors have good selectivity and adaptability to ores [13]. Therefore, anion
collectors (e.g., sodium oleate) are usually used in practical production to reduce SiO2 content to
obtain high-grade iron concentrate [14]. However, low recovery of quartz is gained only when sodium
oleate is used. In most cases, before the addition of sodium oleate, metal ion activators should be
previously added to the pulp and adsorbed onto the quartz’s surface as active sites. Actually, the
activation mechanisms of metal ions on mineral surfaces have been research hotspots in the field of
flotation [15,16]. Divalent ions, such as Cu2+, Pb2+, Ca2+, etc., are widely used to activate specific
mineral surfaces [15,17–19]. Calcium ion possesses more widespread applications for separating quartz
from other valuable minerals compared with most other metallic ions [17,20]. The activation of calcium
ion on quartz has been previously studied by other scholars through various characterization methods
and theory calculations, but no consistent conclusion has been reached. For instance, Shi et al. [21]
considered that Ca(OH)2 precipitation was the main activation component of quartz; Guo et al. [2]
concluded that the activation of calcium ions on quartz was due to the preferential chemical adsorption
of Ca2+ on oxygen sites of quartz surface; and Gong et al. [22] believed that the adsorption of sodium
oleate on the quartz surface was mainly attributed to the activation of Ca(OH)+.

In recent years, with the rapid developments of theoretical and computational chemistry, more
effective methods can be adopted to visually investigate the interaction mechanisms between reagents and
minerals at a microscopic level. Density functional theory (DFT) calculation is a kind of simulation method
whose application in mineral processing is relatively mature [12,23] and it has great potential to provide
novel and microcosmic insights into the flotation process [24,25] which cannot be obtained in conventional
experimental studies. For example, Zhu et al. [12] intensively studied the interaction mechanism between
collector α-Bromolauric acid and Ca2+-activated quartz (101) surface, and concluded that the essence of
activation and flotation of quartz was that Ca(OH)+ ions served as a bridge between the collector and
the mineral surface. Rath et al. [26] found that magnetite could form the most stable surface complexes
with oleate through comparing the interaction of oleate with hematite, magnetite, and goethite based on
DFT calculation. Zhao et al. [27] investigated the adsorption behaviors of Ca(OH)+ on pyrite, marcasite,
and pyrrhotite surfaces, and discussed in depth the corresponding bonding mechanism and electron
transfer using DFT simulation. Long et al. [28] confirmed by researching the effects of the three typical
thiol collectors on galena and sphalerite in the presence of water on the basis of the first principles, that
there existed distinct differences in the electron distribution, the atoms’ activity on the mineral’s surface,
and the interactions between the collectors and the minerals. It is worth mentioning that metal ions in
aqueous systems will experience complex behaviors to generate hydrated metal ions cluster [18,29–31],
which has profound impacts on the interactions between collectors and the mineral surface. Wang et al. [32]
conducted an in-depth simulations study on the activation mechanism of calcium ions on quartz and found
that the major activation component of calcium ions adsorbed on the surface of quartz was (Ca(H2O)4)2+

which transformed into (Ca(H2O)3(OH))+ after the adsorption process. Hu et al. [15], by studying the
activation mechanism of calcium ion on a sericite surface, concluded that adsorption onto a sericite (001)
surface of hydrated calcium ions in the form of (Ca(H2O)3(OH))+ was the most favorable. According to
the latest and thorough studies mentioned above regarding the activation mechanism of calcium ions,
it is believed that the Ca(H2O)3(OH)+ cluster acts as the main active components in alkaline solution.
Moreover, water molecules play an indispensable role in the flotation process [28,33] and quartz possesses
strong hydrophilicity [34,35]. De Leeuw’s first principles calculations show that the existence of hydration
behavior has a very important influence on mineral surface structures and reactivities, and a solvent effect
must be considered in the DFT simulations of the mineral flotation process in order to accurately predict the
affinity between flotation reagents and mineral surface [36]. Pradip et al. [37] believe that flotation reagents
and mineral surfaces need to match each other in spatial structure and properties to display productive
effects. Therefore, only when the hydroxylation behaviors of water molecules on quartz surfaces are firstly
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fully considered in DFT calculations can the adsorption and flotation mechanisms of flotation reagents
onto quartz surfaces be reasonably and accurately investigated.

Unfortunately, although many in-depth studies on the activation or flotation of quartz have been
carried out through experiments and theoretical simulations, there are two serious shortcomings as
follows [12,14,22,32]: There is a lack of rigorous and systematic studies on the hydroxylation behaviors
of quartz in aqueous solution, as well as a lack of further investigations on the microscopic mechanisms
between flotation agents and pre-hydroxylated quartz. Therefore, the main objective of this study was
to firstly systematically study the rarely reported strong hydroxylation behaviors of water molecules
on quartz surfaces and further to rigorously research the adsorption and flotation mechanisms of
flotation reagents onto hydroxylated quartz structures. The adopted experimental characterization
methods included X-ray diffraction (XRD) spectrums, micro-flotation tests, zeta potential tests and
Fourier transform infrared (FTIR) spectrums. In addition, the interaction mechanism at micro aspects
were further investigated by first principles DFT calculations. This work may provide novel insights
into the interaction mechanisms existing among aqueous medium, α-quartz surfaces, calcium ions,
and anionic collectors.

2. Experimental and Computational Details

2.1. Materials and Reagents

The high-purity massive quartz crystal sample was smashed into small pieces with a maximum
particle size of 30 mm by a hammer and sent to the JC6 jaw crusher for crushing to prepare smaller
particles with a size below 2 mm. The crushed minerals were ground with a porcelain mortar and then
sieved, among which a partial fraction (−38 μm) was further ground using an agate mortar to obtain a
particle size less than 5 μm for various analyses and the sample within the range of 38–74 μm was used
for micro-flotation tests [38]. The X-ray diffraction (XRD) spectrum of the sample is shown in Figure 1.
The chemical element analysis results indicated that the content of SiO2 in the quartz samples was as
high as 97.63%, and the sample contained very small amounts of impurities (0.035% Ca and 0.025%
Fe), which was pure enough for the following tests. In the experiments, chemical pure sodium oleate
(NaOL), analytical pure calcium chloride (CaCl2), sodium hydroxide (NaOH), hydrochloric acid (HCl),
potassium nitrate (KNO3), and deionized water were used.

Figure 1. The XRD spectrum of the used quartz pure mineral sample.

2.2. Methodology

2.2.1. Micro-Flotation

All flotation tests were carried out using an XFG flotation machine with a 40 mL cell operated at
1650 rpm. In three parallel tests, 35 mL deionized water and 2 g pure mineral sample were mixed and
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stirred [15]. Firstly, pH regulators were added to adjust the flotation pulp to the specified pH value in the
subsequent 2 min. Secondly, the pulp was conditioned with CaCl2 for 3 min. Finally, a certain amount of
NaOL was added into the cell with a 3 min conditioning time. The scraping operation lasted for 4 min
and the concentrate was scraped out in the form of mineralized froth every 5 s. It should be mentioned
that the addition of flotation agents would make the pH of the slurry fluctuate, so the pH regulators were
discontinuously added to keep the pH of the slurry stable until 1 min before scraping. The products were
filtrated, dried, and weighed, and the recovery was calculated based on the solid weight distribution
among the two products [38]. The specific process of flotation tests is presented in Figure 2.

Figure 2. The flowsheet and conditions of the micro-flotation tests.

2.2.2. Zeta Potential Measurements

Zeta potentials were measured by Malvern ZETASIZER Nano-Z instrument at 25 ◦C.
The suspension with a mass concentration of 1% (40 mg –5 μm quartz: 40 mL aqueous solution)
containing 1 × 10−2 mol/L KNO3, serving as a background electrolyte, was agitated for 5 min to
make the quartz particles fully disperse [35]. The desired reagent(s) was added in accordance with
the actual flotation test conditions. Similar to the actual micro-flotation process, pH regulators were
discontinuously added to adjust the slurry to the specified pH range until 5 min before stirring stops
(note: 1 min before scraping operation, plus 4 min during bubble scraping process) during the zeta
potential measurements. After 5 min standing time, a small amount of supernatant was slowly injected
into a test cell with a syringe. Each sample result presented is the average of three independent
measurements with a measurement tolerance of ±3 mV.

2.2.3. FTIR Spectroscopy

Characteristic peaks in the FTIR spectrums can be used to analyze the adsorption behaviors
between reagents and the mineral surface [35,39]. The pure mineral was first ground to −2 μm in
an agate mortar and then treated according to the procedures described in the flotation flowsheet,
and finally measured by Fourier transform infrared spectroscopy (FTIR) Vertex 80v manufactured
by Bruker, Germany. This equipment can create a vacuum environment to guarantee the test results
are accurate enough for FTIR analysis. The infrared spectra of samples were recorded by the FTIR
spectrometer at a resolution of 4 cm−1 in the range of 400 cm−1 to 4000 cm−1 at room temperature [33].

2.2.4. Computational Details

In this work, all periodic calculations were performed by utilizing the Cambridge Serial Total
Energy Package (CASTEP) module [40] in Materials Studio 2017. A periodic model of the quartz bulk
phase was built from the XRD crystal structure obtained from the American Mineralogist Crystal
Structure Database [41]. Firstly, the quartz unit-cell underwent crystal optimization convergence
tests for exchange-correlation functions and the k-point set mesh and cutoff energy, respectively [12].
Afterwards, the optimized quartz lattice parameters were compared with the obtained experimental
values to ascertain the optimum parameters. The Fast Fourier Transformation (FFT) grid quality was
set to a fine level. For self-consistent iteration, the density mixing electronic minimizer was used with
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a self-consistent field (SCF) tolerance of 2.0 × 10−6 eV/atom. The convergence tolerance during the
entire simulation work set for the energy, maximum force, and maximum displacement tolerance was
2.0 × 10−5 eV/atom, 0.05 eV/Å, and 0.002 Å, respectively. All the optimal parameters confirmed in
the unit-cell geometry optimization tests remained constant in all subsequent simulation jobs unless
otherwise mentioned.

Surface energy is defined as the work needed to generate a unit’s new surface [25]. For higher
surface energy, the corresponding cleavage surface is hard to create and thermodynamically unstable,
which can serve as a good measurement for judging the stability of a specified surface [25,42]. According
to previous literature and aforementioned XRD results, we found that the quartz (101) surface was the
most stable cleavage plane [12,32,43]. Therefore, our subsequent simulation was based on the quartz
(101) surface. The surface slab was first created by cleaving the optimized quartz bulk unit-cell at
the (101) cleavage plane; then, the symmetric Si9O18 surface slab was obtained by adjusting the top
position and the thickness position. The final periodic structure, whose cell formula was Si54O108,
was obtained by using (2 × 3 × 1) super-cell with 20 Å vacuum thickness, which is sufficient for
the prevention of interactions among slabs [32,43]. According to a previous study [35], the contact
angle of quartz in distilled water is lower than 25◦, which implies that the surface of quartz is highly
hydrophilic. Owing to its strong hydrophilicity, it is obligatory to innovatively study the rarely reported
hydroxylation behaviors between quartz (101) surface and water molecules in DFT simulations. Usually,
the adsorption energy of a spontaneous chemical reaction is subtractive, and the more negative the
adsorption energy, the more stable the hydroxylation configuration obtained [25].

According to the work of Wang et al. [32], the hollow site of the same Si center and the top
sites of O atoms are implied as the major adsorption sites, thus we put adsorbates in the vacancy
above the Si atom (this Si atom was attached to three O atoms and at the center of the O atoms)
on the hydroxylated quartz (101) surface to obtain a relatively stable adsorption configuration in
each simulation. The interaction strength of different adsorbates on quartz surface (101) can also
be measured by the adsorption energy, which is regarded as a good measure to assess the relative
interaction strength [32,44]. It is worth mentioning that the reasonable initial oleate ion structure was
obtained from the National Center for Biotechnology Information [45]. Under the comprehensive
consideration of acceptable calculation accuracy and affordable calculation cost, the Si18O36 layer at
the bottom of the quartz periodic model and counterions (Na+, Cl−) were constrained, while the rest
of the parts were allowed structural relaxation within constrained volume during all optimization
calculations. The k-point set was changed to gamma point and energy-cutoffwas set as 381.0 eV for
the subsequent structural optimization calculations.

3. Results and Discussion

3.1. Micro-Flotation Tests

The flotation recovery of quartz as a function of pH is presented in Figure 3a. When CaCl2
was absent, the recovery of quartz increased slightly in the whole range of pH tests. The maximum
recovery of quartz at pH 12 was only 38%, which is consistent with the flotation phenomena of
Wang [46]. This indicates that NaOL has a poor collecting ability for quartz. According to research by
Tian et al. [47], it was found that the dosing methods of benzohydroxamic acid and lead nitrate have a
great influence on the flotation behavior of cassiterite. Therefore, it is worthwhile to study the effects
of mixed-dosing and sequential-dosing methods of NaOL and CaCl2 on quartz. Obviously, when the
CaCl2 concentration is selected as 25 mg/L, the recovery trend of quartz in the two methods (sequential
dosing and mixed dosing) is consistent and there is basically no difference in the value, with the pH
increasing. However, when the pH value is lower than 10, the recovery of quartz increases slowly with
increasing pH, and the recovery is lower than that without CaCl2. The reason behind this phenomenon
can be explained as the generation of Ca(IO)2, which consumes a lot of oleate ions. As pH continues
to increase, the recovery of quartz increases sharply and reaches a balance after the pH increases to
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11.5. At this point, the recovery was around 93%, which was much higher than that without CaCl2.
This means that CaCl2 can greatly improve the collecting ability of NaOL for quartz in a reasonable pH
range. Therefore, the optimal pH range of 11.5–12.0 was chosen for the succeeding flotation tests.

Figure 3. Quartz recovery as a function of pH (a), CaCl2 concentration (b), and NaOL concentration (c).

Figure 3b shows the recovery of quartz as a function of CaCl2 concentration. When the pH value
was 11.5 and NaOL concentration was fixed at 75 mg/L, with an increase in CaCl2 concentration from
10 mg/L to 75 mg/L, the quartz recovery first increased sharply to the maximum value of about 92% and
then reached equilibrium. The difference in dosing methods had little effect on the final experimental
results. The proper CaCl2 dosage was determined as 20 mg/L.

Figure 3c illustrates the recovery of quartz as a function of NaOL concentration. When the
pH value of the slurry was fixed at 11.5, for the condition without CaCl2 activation, as the NaOL
concentration increased from 0 mg/L to 75 mg/L, the recovery of quartz gradually and consistently
increased to a maximum value about 33% at 75 mg/L. When CaCl2 existed, the trend in quartz
recovery using the two dosing methods both increased rapidly and then remained stable with NaOL
concentration increasing, and the recovery of the same dosage was basically the same. The equilibrium
recovery increased by 70% compared with that of NaOL alone at 40 mg/L, which indicates that the
addition of CaCl2 significantly improves the flotation performance of NaOL on quartz. The most
reasonable NaOL dosage can be determined as 40 mg/L.
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3.2. Solution Species Distribution Analysis

In aqueous solution, calcium ion may possess various forms such as Ca2+, Ca(OH)+, Ca(OH)2

molecule and Ca(OH)2 precipitate [48–50]. Figure 4A displays the distribution diagram of calcium
species in aqueous solution at calcium (II) ions concentration of 1.8 × 10−4 mol/L (CaCl2 20 mg/L).
It could be easily found that positively Ca2+ and Ca(OH)+ are the dominant species when pH is
lower than 12.6 while Ca(OH)2 molecule becomes the major component when pH value is higher
than 12.6. Figure 4B shows the distribution diagram of oleate ions species with total concentration of
1.8 × 10−4 mol/L (NaOL 40 mg/L) [48,51]. Obviously, oleic acid molecules and OL− are the predominant
components when pH is below 8.33; with pH increasing, oleate ions (OL− and (OL)2

2−) become the
main components. Theoretically speaking, these species can absorb on the quartz surface due to
the coexistence of electrostatic attraction and chemisorption [38]. However, according to aforesaid
experimental results, the flotation recovery of quartz in the presence of calcium ion reaches highest
values when the pulp pH ranges from 11 to 12. Thus, calcium species (Ca2+ and Ca(OH)+) and
collector ions were considered as the possible components in the adsorption process for this study [32].
In consideration of the far-reaching influence of the hydration structures formed by metal ions in
aqueous solution on the interactions of flotation reagents and mineral surfaces along with the latest
research results of Wang et al. [32] and Hu et al. [15], it can be found that calcium ions are usually
absorbed on the quartz surface in the form of a (Ca(OH)(H2O)3)+ cluster. Therefore, (Ca(OH)(H2O)3)+

and OL− were adopted as the effective activator and collector components in the flotation system of
quartz for the following DFT calculations.

Figure 4. (A) Species distribution diagram of calcium ion as a function of pH; (B) species distribution
diagram of oleate ion as a function of pH; (C) zeta potentials of quartz as a function of pH in the absence
or presence of flotation reagents; (D) FTIR spectra of the quartz test sample with different conditions.
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3.3. Zeta Potential Analysis

It is generally acknowledged that the zeta potential is useful for understanding the adsorption
behaviors of flotation reagents on minerals’ surface, which can largely explain the differences in
flotation performance and flotation efficiency [33]. Figure 4C presents the zeta potential of quartz as a
function of pH in the absence or presence of reagents. “a” in Figure 4C displays the variation trend in
zeta potential of the quartz sample with increasing pH. Obviously, the zeta potential of the original
quartz sample always had a negative value under the tested pH range of 4.5–12. During the stage
with a pH 4.5–10.5, more OH− ions adsorbed on the surface of quartz with increasing pH resulting
in a decrease in the zeta potential [52]. However, when the pH was around 10.5, the zeta potential
of quartz reached a turning point, which was attributed to the saturation adsorption of negatively
charge OH− ions [35]. As pH continues increasing, the zeta potential will rise due to the shielding
effect of negatively charged ions and the compression of double layers [35]. The zeta potential of
quartz treated by CaCl2, shown in “b” of Figure 4C, was always higher than that of pure quartz in
the whole tested range of pH, and it became more evident with the increase of pH, suggesting the
increased adsorption quantity of calcium species on the surface of the quartz. When NaOL was added
to the quartz suspension treated with CaCl2, the zeta potential change process illustrated in “c” of
Figure 4C can be divided into two parts. When pH was lower than 8.3, the zeta potential was lower
than that of the original quartz. In terms of Figure 4B and “b” of Figure 4C, it’s clear that the decrease
in zeta potential was mainly attributed to a small amount of adsorption of oleate ions on quartz’s
surface. Moreover, the presence of large amounts of free Ca2+ led to the decrease in oleate ions, which
is consistent with the conclusion from the micro-flotation tests that the recovery of quartz with the
CaCl2 and NaOL treatments was lower than that of NaOL alone in this range. With the continuous
increase in pH (pH > 8.33), the adsorption of oleate ions onto the quartz surface caused the decrease in
zeta potential compared with “b” of Figure 4C and the increase in zeta potential compared with “a” of
Figure 4C. This implies that the presence of calcium species enhanced the positive adsorption of oleate
ions on the surface of the quartz, which can be confirmed by better flotation performance, as presented
in Figure 3.

3.4. FTIR Tests

The FTIR spectra of NaOL and quartz test samples are presented in Figure 4D for proposing a
possible adsorption mechanism of reagents on the surface of quartz. In the FTIR spectrum of NaOL,
the peaks at 2924 and 2852 cm−1 resulted from the symmetric C–H vibration of –CH2– and –CH3–,
respectively [53]. The peaks at 1561 and 1453 cm−1 corresponded to the asymmetric and symmetric
stretching vibration of –COO–, respectively [53,54]. The quartz spectrum displayed several peaks in
the region of 2000–400 cm−1. The peaks at 1085 and 794 cm−1 can be attributed to the asymmetric and
symmetric stretching vibration of Si–O, and the peaks at 693 and 460 cm−1 were associated with the
symmetrical and asymmetrical bending vibration [55,56]. No new peaks were formed in the FTIR
spectrum of quartz treated by NaOL alone, and one can consider NaOL as the physical adsorption
or non-adsorption on the quartz surface combined with the experimental results of micro-flotation.
Interestingly, the peak of 1085 cm−1 disappeared in the FTIR spectrum of quartz treated with CaCl2
alone, and the peaks of 1104 and 1076 cm−1 appeared nearby, indicating that the adsorption of calcium
species will change the surface structure of quartz to some extent. When quartz was treated in the
order of CaCl2 and NaOL, it was observed that five distinct new peaks appeared in the FTIR spectrum,
namely, 2923 cm−1, 2853 cm−1, 1576 cm−1, 1541 cm−1, and 1467 cm−1, respectively, corresponding to the
stretching vibration of –CH2– and –CH3–, and –COO–. Therefore, it can be concluded that oleate ions
were indirectly chemisorbed on the quartz surface via the action of calcium species under appropriate
pH conditions. Two possible effects from the calcium species exist: one is that the adsorption on the
surface of the quartz increased the action sites of the oleate ions, and the other is that the generated
calcium oleate complexes (such as Ca(OL)+, Ca(OL)2, Ca(OH)(OL), etc.) assembled on the quartz
surface to increase its hydrophobicity and float up.
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3.5. Computational Results

3.5.1. Quartz Bulk Cell Optimization

Firstly, the influence of various exchange-correlation functionals on the rationality of α-quartz
bulk cells was studied under the cut-off energy of 489.8 eV and a k-point set of 3 × 3 × 2. At present,
generalized gradient approximation (GGA) and local density approximation (LDA) were the two
favorite types in practice [12,25]. Taking the limitation of LDA into consideration, GGA is more
appropriate for this simulation’s calculation [12,57]. Thus, several functionals such as Perdew–Wang’s
1991 (PW91) [58], the revised Perdew–Burke–Ernzerhof (RPBE) [59], Perdew–Burke–Ernzerhof solids
(PBESOL) [60], Perdew–Burke–Ernzerhof (PBE) [61], and Wu–Cohen (WC) [62] were investigated
based on the GGA framework. The experimental values and optimized quartz lattice parameters are
tabulated in Table 1, and the optimal functional was determined by comparing the Difference (%)
between the calculated values and the experimental values. The formulas for calculating “Difference/%”
are attached below:

Total Difference (Å) = (am − a) + (bm − b) + (cm − c)

Difference (%) = Total Difference /(a + b + c)

where a, b, and c represent the experimental lattice parameter values obtained from the American
Mineralogist Crystal Structure Database (AMCSD) website; am, bm, and cm refer to the simulated lattice
parameter values based on the identical α-quartz crystal structure combined with different functionals.

Table 1. Comparison of the computed quartz parameters from different generalized gradient
approximation (GGA) functionals with experimental values under the condition of a cut-off energy of
489.8 eV and k-point mesh 3 × 3 × 2.

Data
Sources

Functionals a/Å b/Å c/Å
Total

Difference/Å
Difference/%

AMCSD - 4.914 4.914 5.405 - -

Calculated
Values

GGA-WC 5.054 5.054 5.524 0.399 2.62
GGA-PBE 5.088 5.088 5.574 0.518 3.40

GGA-RPBE 5.142 5.142 5.631 0.684 4.49
GGA-PBESOL 5.035 5.035 5.526 0.363 2.38

GGA-PW91 5.123 5.123 5.584 0.597 3.92

It is obvious from Table 1 that the calculated lattice parameters on account of the five GGA
functionals coincided well with the experimental values from AMCSD and that the total lattice constant
differences did not exceed 5%. Moreover, when the functional was determined as GGA-PBESOL, the
minimal lattice parameter difference of 2.38% could be obtained [12]. Therefore, GGA-PBESOL was
selected for the subsequent convergence tests.

Figure 5a shows that under the conditions of a GGA-PBESOL functional and a cut-off energy of
489.8 eV, when the k-point set increased from 2 × 2 × 2 to 4 × 4 × 6, the variation trends of the total
energy and lattice constants difference were similar, both changing considerably and then tending to
become stable. It was obvious that the total energy and lattice difference of the system converged to
relatively low constant values at k-point 3 × 3 × 2. Thus, the proper k-point set was determined as
3 × 3 × 2.

Figure 5b presents the total energy and lattice constants difference as a function of cut-off energy.
As illustrated in Figure 5b, the total energy and lattice constants differences both kept decreasing to an
equilibrium value with the increase of cut-off energy. Then, the decrease in total energy was lower
than 0.05 eV and the reduction in the lattice parameters difference did not exceed 0.003% when the
cut-off energy was beyond 571.4 eV. Therefore, the appropriate cutoff energy was selected as 571.4 eV.
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Figure 5. Total energy and lattice parameter difference as a function of k-point set with a cutoff energy
of 489.8 eV and a GGA-PBESOL functional (a), as a function of cutoff energy with the k-point set to
3 × 3 × 2 and with a GGA-PBESOL functional (b).

In conclusion, the rational parameters for quartz bulk cell optimization were determined as a
GGA-PBESOL functional, k-point set 3 × 3 × 2, and a cutoff energy of 571.4 eV, which could generate a
sufficiently accurate structure at an acceptable cost. The experimental conclusions basically tally with
previous research results [12]. The optimized quartz bulk cell structure on the strength of optimum
parameters is shown in Figure 6.

Figure 6. The optimized quartz bulk unit-cell with the optimum parameters of a GGA-PBESOL
functional, 3 × 3 × 2 k-point set, 571.4 eV cut-off energy (color codes: yellow—Si, red—O).

3.5.2. Hydroxylation Model of Quartz (101) Surface

The initial cleaved (101) surface structure of the quartz is shown in Figure 7a, and its optimized
structure at the GGA-PBESOL level is presented in Figure 7b. It can be seen from Figure 7 that the
newly generated (101) surface structure will undergo a slight reconstruction to obtain a stable surface.
Each Si atom was coordinated with four O atoms to form a tetrahedral structure, where the bond
lengths of the Si–O bond formed by O atoms connected up and down with a Si atom extend from
1.539 Å to 1.546 Å and 1.677 Å to 1.704 Å, respectively, and the bond lengths of the Si–O bond formed
by O connected left and right, with Si shortened from 1.688 Å to 1.680 Å and 1.742 Å to 1.727 Å,
respectively. Before simulating the adsorptions of various adsorbates onto the quartz surface, the first
consideration was to investigate the rarely reported hydroxylation behaviors of water molecules on
the α-quartz (101) surface to more accurately describe the subsequent interaction mechanisms [36].
The hydroxylation reaction of the quartz (101) surface can be evaluated by the adsorption energy
(Eads) of water on the quartz’s surface. The equation for adsorption energy (Eads) can be defined as
the following [15]: Eads = Esystem – (Equartz(101) + EH2O), where Esystem represents the total energy of the
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optimized hydroxylated configuration of the H2O-absorbed quartz (101) surface, Equartz(101) and EH2O
refer to the total energy of the optimized quartz (101) surface and optimized H2O molecules in the
periodic structure, respectively. Firstly, individual water molecules are placed above unsaturated
Si atoms on the quartz (101) surface. Due to the strong hydrophilicity of the quartz surface, it was
found that H2O would spontaneously crack into H and OH, and separately combine with O atoms
and Si atoms onto the quartz (101) surface after optimization. At the same time, one can easily find
that two new Si–OH silanol groups were generated accompanied by the formation of Ow–H2···Oq

hydrogen bonds with distance and bond angles of 2.598 Å and 169.2◦, as illustrated in Figure 8a (note
that Oq and Siq belong to the surface atoms of quartz; H1, H2, and Ow belong to the water molecule).
The adsorption energy of a single water molecule on the quartz (101) surface was −501.4 kJ/mol, which
indicates that the hydroxylation process was thermodynamically favorable. In consideration of the
existence of six unsaturated Si atoms on the cleaved quartz (101) surface, six H2O molecules were
placed directly above six different unsaturated Si atoms to explore the hydroxylation behaviors of water
molecules on quartz. Figure 8b presents the optimized complete hydroxylation models of the quartz
(101) surface with six water molecules adsorbed at the same parameter settings. The configuration A
in Figure 8b is the original optimized hydroxylation model, and the other three possible configurations
can be obtained in consideration of the symmetry of the system. Clearly, the bond lengths of the
newly generated Oq–H and Siq–OH in the four hydroxylation models show little difference, but there
is a significant diversity in the orientation of the bonds. The adsorption energy of the four different
hydroxylation configurations of the quartz (101) surface is listed in Table 2. When all the O–H bonds
on the surface of the quartz intersect with each other, the obtained configuration (i.e., configuration D
in Figure 8b) has the lowest energy about −2517.8 kJ/mol, indicating that configuration D was the most
stable in terms of thermodynamics.

Table 2. The adsorption energy of the hydroxylation models of the quartz (101) surface with water
molecules adsorbed.

Configuration a A B C D

Adsorption energy (kJ/mol) −501.4 −2483.8 −2489.3 −2467.9 −2517.8

Figure 7. Quartz (101) surface structures: (a) original configuration and (b) optimized configuration
(color codes: red—O, yellow—Si).
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Figure 8. The hydroxylation model of the quartz (101) surface with one water molecule adsorbed (a),
four possible complete hydroxylation models of the quartz (101) surface with six water molecules
adsorbed (b) (some structural fragments were cut out for the convenience of comparing structural
differences) (color codes: gray—H, red—O, yellow—Si).

3.5.3. Adsorbates on the Hydroxylated Quartz (101) Surface

Based on the results of the flotation tests, solution chemistry calculations, and previous research
work [15,29,32], it can be concluded that the main adsorbates in the pulp include H2O molecules, OH−
ions, Ca(H2O)3(OH)+ ions, OL− (oleate ions). As the sequential-dosing method and the mixed-dosing
method for NaOL and CaCl2 had no effect on the recovery of quartz flotation, the sequential-dosing
method was selected to gradually study the activation and flotation mechanisms in DFT simulations to
thoroughly elucidate the flotation process of quartz. The optimized adsorption structures of various
adsorbates on hydroxylated quartz (101) surface are displayed in Figure 9 and the corresponding
adsorption energy is listed in Table 3. Figure 9a shows the adsorption of water molecules. The closest
distances between the two hydrogen atoms of the water molecule and the hydroxylated surface
were 1.927 Å and 2.824 Å, respectively, and the Ow–H1···Oq hydrogen bond with the Ow···O distance
of 2.879 Å and bond angle of 158.6◦ can be observed. The corresponding interaction energy was
−20.9 kJ/mol, suggesting that a weaker interaction existed between the water molecule and the
hydroxylated structure and that other adsorbates can easily expel the water molecular layers to act on
the hydroxylated surface. Figure 9b depicts the adsorption of the OH− ion. The distances between the
O atom in the OH− ion and H atoms in hydroxylated structure were 1.232 Å and 1.162 Å, respectively,
and the interaction energy was −291.6 kJ/mol. The bond lengths of the covalent O–H bonds of the
involved Si–OH silanol groups were 1.161 Å and 1.258 Å, respectively. It can be inferred that the O
atom in the OH− ion forms covalent bonds with the H atoms of the hydroxylated surface. Figure 9c
describes the adsorption of the OL− ion. The shorter distances between the oxygen atoms of oleate
ions and the H atoms on the hydroxylated surface were 1.284 Å and 1.675 Å, respectively, and the
strong hydrogen bond (Oq–H···O1 hydrogen bond: Oq···O1 distance, 2.651 Å, Oq–H···O1 angle, 159.7◦)
was formed [63]. The corresponding interaction energy was −203.6 kJ/mol, manifesting that pure OL−
had a certain collection capacity for quartz by hydrogen bonds and Van der Waals forces, which is
consistent with the results of flotation tests. Figure 9d represents the adsorption of Ca(H2O)3(OH)+,
and the bond length of the newly formed Ca–Ow bond was 2.343 Å (note that the Ow atom belongs
to water molecules involved in hydroxylation). The interaction energy of Ca(H2O)3(OH)+ on the
hydroxylated surface of approximately −254.3 kJ/mol was 50.7 kJ/mol lower than that of pure OL−
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on the quartz surface and 37.3 kJ/mol higher than that of OH− on the quartz surface, which indicates
that Ca(H2O)3(OH)+ was easier to adsorb on the hydroxylated surface than OL− and could activate
the hydroxylated quartz (101) surface. Through careful analysis of the optimized structures, one can
observe that Ca(H2O)3(OH)+ adsorbed on the quartz surface via Ow atom sites on the hydroxylated
structure, which is different from OH− and OL− through H atom sites, so the adsorption of OH−
and OL− had little effect on the adsorption of Ca(H2O)3(OH)+. Figure 9e presents the optimized
system of hydroxylated Quartz–Ca(H2O)3(OH)–OL, formed by OL− coordinating with the Ca atom
based on the previous optimized structure (Figure 9d). We found that the O atoms in the OL− and Ca
atoms in the optimized structure (Figure 9d) formed new O–Ca bonds with bond lengths of 2.343 Å
and 2.369 Å, respectively. Simultaneously, a water molecule originally bound with a Ca atom was
spontaneously dissociated into free H2O due to the stable six-coordinated structure of calcium ion
in the solution [29]. Besides, the bond length of the previous Ow–Ca was shortened from 2.343 Å to
2.253 Å. The adsorption energy of OL− on the activated surface was −460.7 kJ/mol, which decreased
by 257.1 kJ/mol compared with that of OL− without activation. This indicates that activation of
Ca(H2O)3(OH)+ markedly promoted the adsorption of OL− on the hydroxylated quartz (101) surface,
which enhanced the hydrophobicity of the surface and greatly improved the recovery of quartz.

Figure 9. The optimized adsorption model of a water molecule on the hydroxylated quartz (101) surface
(a), OH− ions on the hydroxylated quartz (101) surface (b), OL− on the hydroxylated quartz (101)
surface (c), Ca(H2O)3(OH)+ ions on the hydroxylated quartz (101) surface (d), OL− on the previously
activated structure (e).

Table 3. The calculated adsorption energy of various adsorbates on the hydroxylated quartz (101)
surface; unit is kJ/mol.

Adsorbate H2O OH− OL− Ca(H2O)3(OH)+
OL− on the

Ca(H2O)3(OH)+-Activated Surface

Interaction energy −20.9 −291.6 −203.6 −254.3 −460.7

3.5.4. Electronic Properties Analyses

The Mulliken population analysis can explain the process of electron transfer, and the magnitude
of bond populations was used as a handy assessment of the bond covalency [25]. The whole adsorption
process can be divided into two stages: the first stage is the adsorption of Ca(H2O)3(OH)+ on the
hydroxylated quartz (101) surface through the interaction with Ow atoms, followed by the adsorption
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of OL− ions on the activated structure by calcium cluster. The involved atoms are labeled as presented
in Figure 10 and the Mulliken populations for pertinent atoms and bonds are tabulated in Tables 4
and 5, respectively. Obviously, during the adsorption process, the Mulliken charges of Ca atoms
increased from +1.33 to +1.43, while the charges of Ow and O1 decreased from −1.06 to −1.13 and
−0.55 to −0.70, respectively. This indicates that the electrons of the calcium cluster were transferred to
the oxygen atom on the hydroxylated surface and to the oxygen atoms of OL−. The bond population of
Ca–Ow increased from 0.08 to 0.13, revealing the strengthened covalent character of the Ca–Ow bonds
in the adsorption process of OL−, which is consistent with shorter Ca–Ow bond length. The bond
population of Ca–O1 changed from 0.00 to 0.07, corresponding to the formation of new bonds (note
that the O1 atom belonged to the OL− ion). In addition, the bond populations of Ca–Ow1 and Ca–Ow2

in the calcium cluster structure decreased from 0.05 to 0.00 and 0.32 to 0.04, respectively, implying that
the adsorption of OL− resulted in a certain degree of weakening of the calcium cluster structure.

Figure 10 represents the electron density difference of OL− ion on Ca2+-activated hydroxylated
α-quartz (101) surface. Obviously, the electron density of calcium atom decreased and the electron
density of Ow and O1 atoms increased. The electron density of the overlap area between Ca and O
atoms was very low, indicating a weaker covalency of Ca–O bonds, which accords with the lower bond
population of Ca–O bonds. In terms of population analysis and electron density difference, it can be
concluded that Ca atoms interact with the hydroxylated surface and OL− by ionic Ca–O bonds during
the whole adsorption process, where Ca atoms serve as a bridge between the hydroxylated quartz
(101) surface and NaOL collector [12].

Figure 10. The electron density difference of OL− ions adsorbed on the Ca2+-activated hydroxylated
α-quartz (101) surface after optimization (blue contour represents decreased electron density and red
contour indicates increased electron density).

Table 4. Mulliken populations of NaOL on the Ca(H2O)3(OH)+-activated hydroxylated α-quartz
(101) surface.

Atom In Sequence s p d Total Charge (e)

Ca
Before 2.09 5.99 0.58 8.67 1.33

After 2.10 6.00 0.47 8.57 1.43

Ow
Before 1.84 5.21 0.00 7.06 −1.06

After 1.87 5.25 0.00 7.13 −1.13

O1
Before 1.85 4.70 0.00 6.55 −0.55

After 1.81 4.89 0.00 6.70 −0.70

The energy levels corresponding to the angular quantum number 0, 1, 2 are marked by the spectroscopy symbols s,
p, d, respectively.
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Table 5. The bond populations of NaOL on the Ca(H2O)3(OH)+-activated hydroxylated α-quartz
(101) surface.

Bond
Mulliken Populations

Before Length/Å After Length/Å

Ca–Ow 0.08 2.343 0.13 2.253
Ca–Ow1 0.05 2.553 0.00 -
Ca–Ow2 0.32 2.036 0.04 2.511
Ca–O1 0.00 - 0.07 2.343

4. Conclusions

In this work, the rarely reported hydroxylation behaviors of water molecules on the α-quartz
(101) surface were innovatively and systematically studied for the first time by DFT calculations, and
the activation and flotation mechanisms of Ca (II) species and OL− ions onto hydroxylated quartz
structures were further scientifically and rigorously investigated by micro-flotation tests, zeta potential
measurements, solution species distribution analysis, FTIR analysis, and first principles calculations.

The flotation results showed that the equilibrium recovery of quartz exceeded 87% in the presence
of CaCl2 and NaOL in the optimal flotation pH range, which was up 70% compared with NaOL
alone. Zeta potential analyses manifested calcium species can adsorb on the quartz surface with pH
increasing and enhance the positive adsorption of oleate ions; The FTIR spectra of the quartz samples
showed pure oleate ions exist physical adsorption or non-adsorption on quartz surface and oleate ions
are mainly indirectly chemisorbed on the surface of quartz via calcium species. Owing to the strong
hydrophilicity of quartz, the hydroxylation behaviors of H2O molecules on the α-quartz (101) surface
were spontaneous and intense, and the most stable hydroxylated structure can be obtained when all
the O–H bonds of the quartz surface intersect with each other in pairs.

According to the adsorption energies of various adsorbates on the pre-hydroxylated α-quartz
(101) surface, the interaction strengths of the H2O, OH− ions, Ca(H2O)3(OH)+ ions, and OL− ions
are in the order of H2O < OL− < Ca(H2O)3(OH)+ < OH−. However, due to the different action
sites, the adsorptions of OH− and OL− have little effect on the adsorption of Ca(H2O)3(OH)+ on the
hydroxylated surface. The interaction strength of OL− on the activated structure was much higher
than that of OL− alone, indicating that calcium ions can advantageously promote the adsorption of
OL− on the surface of quartz. Mulliken population analysis along with electron density difference
analysis showed electron transfer from calcium atoms to oxygen atoms on the hydroxylated surface
and the oxygen atoms of OL−, where Ca atoms serve as a bridge between the pre-hydroxylated quartz
(101) surface and OL− ions.
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Abstract: In this study, a flotation collector N-(carboxymethyl)-N-tetradecylglycine (NCNT) was
introduced for the purpose of energy-saving, and its adsorption ability on a fluorapatite (001) surface
was investigated by density functional theory calculation. The results of frontier molecular orbital
analysis of NCNT and adsorption energy between NCNT and fluorapatite (FAp) showed that NCNT
possessed better activity and stronger interactions in the reagent–FAp system than oleic acid (OA).
A simulation model revealed that the adsorption positions of NCNT on the fluorapatite surface are
calcium atoms, at which NCNT chemisorbed on (001) fluorapatite surface via a bidentate geometry
involving the formation of two Ca–O bonds. Flotation experiments verified that NCNT had a good
recovery of 92.27% on FAp at pH 3.5, which was slightly lower than OA. Moreover, NCNT was used
at 16 ◦C, which was much lower than the OA’s service condition (25 ◦C).

Keywords: fluorapatite; density functional theory; frontier molecular orbital; flotation mechanism

1. Introduction

Fluorapatite (FAp, Ca10(PO4)6F) is the most important of all apatites, including chlorapatite and
hydroxyapatite, due to its large natural reserves. It is a major raw material of phosphate fertilizer
and, as the global consumption of phosphate fertilizer reaches 90 million tons per year, FAp has high
commercial value around the world. Hence, it is very important to exploit and concentrate FAp [1].

There are many methods for FAp concentration, with the most widely recognized being
flotation [2]. This method is very effective for separating minerals from gangue, based on differences
in hydrophobicity between mineral surfaces [3]. To meet production requirements, such differences in
hydrophobicity can be magnified by the addition of a collector. Three types of collectors, including
anionic, cationic, and amphoteric collectors, are commonly used in FAp flotation processes. Anionic
collectors are a widely used phosphorite collector. Alkyl hydroxamic acid [4], vegetal oil [5,6],
and new compounds such as Atrac [7], have been employed to separate apatite from dolomite,
silicate, and magnetite, respectively. Mixed anionic collectors have been adopted to improve the
phosphate flotation recovery [8]. A cationic collector is usually used in a reverse flotation process
to separate phosphorite from silicate [9]. An amphoteric collector is relatively new compared
to the other two collectors. Recently, dodecyl-N-carboxyethyl-N-hydroxyethyl-imidazoline [10],
dodecyl-N-carboxyethyl-N-hyroxyethyl-imidazoline [11] and alpha-benzol amino benzyl phosphoric
acid [12] have been synthesized, and used in phosphate mineral separations. Among the three types of
collectors, anionic collectors have the advantage of being less expensive. However, sodium oleate,
the most commonly used anionic collector, requires relatively high temperature in the flotation progress,
therefore it is costly and unfriendly to the environment.
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In the present study, to counter the energy cost problem, a new anionic collector,
N-(carboxymethyl)-N-tetradecylglycine (NCNT) was introduced, which is low-cost and can be applied
at room temperature. NCNT’s interaction mechanism with FAp was investigated using molecular
simulation methods.

Molecular simulation is a common practice for flotation studies at the atomic level and includes first
principle calculations, the Monte Carlo method, and the molecular dynamic method. A considerable
number of theoretical works on apatite have been published. The bulk structure properties of
Ca5(PO4)3X (X = F, Cl or Br) have been investigated by the density functional theory (DFT) method
with the generalized gradient approximation [13]. The structure and energy of FAp surfaces have been
modeled by Mkhonto using the classical energy minimization technique [14]. The adsorption system
of different adsorbates, including water [15], glycine [16,17], alkyl hydroxamate [18], diphosphonic
acid [19], citric acid [20], and some small organic adsorbates [21], on apatite surfaces had been well
investigated using the molecular dynamic simulation method and semi-empirical quantum mechanical
calculations. However, to our present knowledge, the DFT method has not yet been introduced into
the surface structure computing and adsorption system simulation of FAp [22,23].

In this study, the energies of FAp surfaces, optimization convergence tests on surface depth and
vacuum were performed to obtain the optimal surface model. Nest, frontier molecular orbital and
adsorption energies were computed to compare the interaction strengths of NCNT and OA on FAp
surfaces. Then, the adsorption mechanism of NCNT on FAp (001) surface was explained from the
partial density of states and electron density differences. Finally, flotation experiments were executed
to investigate the NCNT’s flotation ability.

2. Computational Details and Experimental Method

Calculations were carried out using the Cambridge serial total energy package [24,25] (CASTEP)
and DMol3 modules [26,27]. The CASTEP module was employed to optimize geometry, calculate
energies, and analyze the properties of adsorbates and mineral surfaces. The DMol3 module was used
to calculate frontier orbital energies. Parameter consistency was maintained in geometry optimization
and property analysis.

2.1. NCNT Characterization

The frontier molecular orbitals of adsorbates were calculated using the DMol3 modules, after
their optimization by CASTEP. The calculation parameters of the collectors were consistent with the
FAp bulk and surface optimization.

2.2. FAp Bulk Structure Optimization

Different exchange-correlation functionals of the generalized gradient approximation (GGA),
cutoff energies for the plane wave basis set and Brillouin zone k-points [28,29] were tested. The lattice
parameters of the computed bulk were compared to the experimental values from XRD spectra
of the real mineral to verify the validity of the simulation parameters. Ultrasoft pseudopotentials
were adopted and the calculated atomic orbitals were H—1s1, C—2s22p2, N—2s22p3, O—2s22p4,
F—2s22p5, P—3s23p3, Ca—3s23p64s2 [30]. Convergence criteria were set as follows: when the
Broyden–Fletcher–Goldfarb–Shanno (BFGS) algorithm was used, 2 × 10−5 eV for energy, 0.05 eV/Å for
maximum force, 0.1 GPa for maximum stress, and 2 × 10−3 Å for maxmum displacement, the SCF
tolerance was set at 2 × 10−6 eV/atom.

2.3. Surface Energy Calculation

Surface energy was the measurement of bond destruction that occurred during surface creation.
A small surface energy of a certain crystal surface means that the surface has more stable thermodynamic
stability. For the same surface, different slab terminations might impact the surface thermodynamic
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stability and adsorption activity with the collector. Therefore, it was necessary to investigate the surface
energies of different slab terminations. The surface energy was calculated by Equation (1).

Esurf = [Eslab - (Nslab/Nbulk) Ebulk]/2A (1)

where Eslab and Ebulk refer to the total energies of the FAp surface slab and bulk unit cell, respectively;
Nslab and Nbulk are the numbers of atoms contained in the slab and bulk unit cells, respectively; A is the
unit area; and 2 signifies two surfaces along the z-axis in the FAp surface slab.

2.4. Adsorption Energy Calculation

The relative affinity of the interactions of the optimized FAp mineral surface and various adsorbates
was quantified in terms of the total adsorption energy (Eads), defined as Equation (2).

Eads = Ecomplex - (Eadsorbate + Emineral) (2)

where Ecomplex is defined as the energy of the optimized adsorption system of the collector and FAp,
and Eadsorbate and Emineral are the energy of the adsorbate and FAp surface, respectively [31].

2.5. Flotation Experiment

Flotation experiments were performed using an XFG 1150 flotation machine (Jilin Exploration
Machinery Plant, Changchun, China). The procedure was as follows: the pure FAp mineral sample
(2.00 g) was mixed with deionized water (30 mL) and then added in the flotation cell. The slurry
was stirred for 3 min at a rotation rate of 1992 r/min. The pH regulator (0.1% HCl or NaOH solution)
and collector (NCNT/OA) were added into the cell at 2 min intervals. After the flotation procedure,
the concentrate and the tailing were dried separately for the recovery rate calculations.

3. Results

3.1. Structure and Property of NCNT

NCNT contained two acetic acid groups connected by an nitrogen (N) atom and a shorter
hydrophobic carbon chain (C14) than OA for the purpose of good adsorbability on FAp as well as
better solubility. The structure of NCNT and OA are shown in Figure 1.

Figure 1. Molecular structure of NCNT (a) and OA (b).

The frontier molecular orbitals of NCNT were calculated to represent the reaction activity between
NCNT and the FAp surface. Frontier molecular orbitals were presented by Fukui and constituted with
the highest occupied molecular orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO).
The energy gap (EHOMO-LUMO) between these two molecular orbitals was a criterion of compound
activity, with a higher value indicating better compound activity [32]. The calculation results for the
adsorbates are shown in Table 1.
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Table 1. Energy gap (EHOMO-LUMO) of the adsorbates and adsorption energies on FAp (001) surface.

Adsorbate NCNT NCNT2− OA OA− H2O OH−

EHOMO (eV) −5.357 2.786 −5.78 0.336 −6.454 4.78
ELUMO (eV) −1.178 3.718 −0.967 1.486 −0.275 9.757

EHOMO-LUMO (eV) −4.179 −0.932 −4.813 −1.15 −6.179 −4.977

According to the values in Table 1, the EHOMO-LUMO increased as H2O < OH− < OA <NCNT <
OA− < NCNT2−. According to frontier molecular orbital theory, the activity of the ionization state
of NCNT (NCNT2−) was remarkably stronger than its molecular state, indicating that the ionization
state of NCNT was more likely to interact with FAp. This was mainly because lone pair electrons
from a p orbital of an oxygen (O) atom in −OH and the π bond of C=O formed a p–π conjugation.
This conjugation induced the electrons of the O atom in −OH to drift toward the π bond and make
the dissociation of the H atom in OH− easier. On the other hand, NCNT2− more easily reacted with
the FAp surface than with OA−, water, and hydroxyl ions, indicating that the adsorption ability of
NCNT2− might be stronger than that of OA−, and it could repel the hydration shell, and then absorb
onto the FAp surface.

The HOMO of NCNT2− and OA− showed that a large proportion of the HOMO of NCNT2− was
provided by O atoms and a small portion was provided by N atoms (Figure 2). The HOMO of OA−
was afforded only by O atoms.

Figure 2. HOMO constitution of the ionic form: NCNT2− (left) and OA− (right). Carbon, nitrogen,
oxygen and hydrogen atoms are in gray, dark blue, red and white, respectively.

3.2. Simulation Parameter Screening and Rationality Verification of FAp Bulk

To obtain a rational model, the simulation parameters were screened as follows [33]. The geometry
optimizations of FAp bulk were executed under the condition of 340 eV cutoff energy and Brillouin
zone k-point of 2 × 2 × 2 using different DFT functionals, including Perdew–Burke–Ernzerhof (PBE),
revised Perdew–Burke–Ernzerhof (RPBE), Perdew–Wang’s 1991 (PW91), Wu–Cohen (WC) revised and
Perdew–Burke–Ernzerhof solids (PBESOL). The results were compared with experimental values [34]
and are listed in Table 2.

Table 2. Comparison of lattice parameters of FAp bulk obtained from different exchange-correlation
functionals with cutoff energy 340 eV and k-point 2 × 2 × 2 condition.

Data Resource Functional a/Å b/Å c/Å Difference/%

Experimental 9.370 9.370 6.880 -

Simulation

GGA-PBE 9.305 9.305 6.858 0.593
GGA-RPBE 9.450 9.459 6.941 0.862
GGA-PW91 9.294 9.294 6.840 0.749
GGA-WC 9.212 9.212 6.770 1.66

GGA-PBESOL 9.199 9.199 6.785 1.71
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The calculated lattice parameters agreed well with the experimental results when the GGA-PBE
functional was adopted, and the difference between simulation and experimental results was 0.593%,
which was acceptable in theoretical calculations. The total energies of cutoff energy and Brillouin zone
k-point for convergence testing were calculated using this functional (Figure 3).

Figure 3. The k-points convergence test with cutoff energy of 340 eV (left) and cutoff energy convergence
test with k-point 2 × 2 × 2 (right).

With a cutoff energy of 340 eV and using the PBE functional, total energy decreased with increased
cutoff energy. When the k-point was beyond 2 × 2 × 2, the total energy converged very well. When the
cutoff energy was >340 eV, the difference in total energies was <1 eV. Thus, the k-point 2 × 2 × 2 and
cutoff energy at 340 eV were suitable for calculation accuracy.

To ensure that the present simulation methods were credible, the simulated X-ray diffraction
(XRD) was compared with experimental results, which showed that the simulated FAp XRD was in
good agreement with the experimental spectra (Figure 4). This indicated that the simulated bulk was
reliable and the parameter settings mentioned above rational and reasonable.

Figure 4. Comparison of (a) simulated and (b) experimental XRD spectra.

3.3. Structure Optimization of FAp Surface

According to the literature [35], the FAp (001) and (100) surfaces have been experimentally shown
to be the dominant cleavage surfaces. As different slab terminations might generate different surface
structures and thus affect surface energy, the surface energies of different slab terminations on FAp
(001) and (100) surfaces were calculated. The slab termination with lowest surface energy was the
most thermodynamically stable structure, which was then used as the surface model, with the slab
sliced from geometry optimized FAp bulk. Vacuum thickness was set at 10 Å and the other surface
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simulation parameters employed were the same as for the bulk except that the k-point was set as 2 × 2
× 1 (Figure 5).

Figure 5. Surface energy of different top position fractionals on (100) and (001) surface.

In general, the surface energies of (001) were smaller than those of (100), indicating that (001)
was the more thermodynamically stable surface. This conclusion confirmed the literature report that
used the quantum mechanical method [14]. Moreover, when the top position was 0.005, (001) had the
smallest surface energy (0.26945 J·m−2). At this point, the slab termination was Ca–O–Ca.

Surface relaxation and reconstruction are common phenomena during the cleavage of solid
materials. The top atoms on the surface lose their surrounding atoms, which leads to an unbalanced
interaction between atoms. Thus, after cleavage, the top atoms relax to seek new balanced positions.
In the inner surface, the relaxation phenomenon recedes, accompanied with increased distance from
the top surface; therefore, surface energy will tend to be stable along with the increased slab depth.
In the simulation calculation, the two surfaces along the c-axis (top and bottom) will act upon each
other. This influence will reduce to negligible when increasing the vacuum thickness to a certain value.
For these reasons, convergence tests of surface depth and vacuum thickness were performed to insure
the reliability of the surface simulation model. Results of surface energy convergence tests are listed in
Table 3.

Table 3. Convergence tests of slab depth and vacuum thickness.

Slab depth (Å) 6.858 10.287 13.716 17.145 20.574

Surface energy (J·m−2) 0.3107 0.5483 0.5769 0.5856 0.6022

Vacuum thickness (Å) 10 12 14 16 18

Surface energy (J·m−2) 0.3150 0.3167 0.3184 0.3186 0.3188

When the surface depth was larger than 10.287 Å, variation in surface energy was <0.03 J·m−2.
When the vacuum thickness was larger than 14 Å, surface energy changes tended to be small. Thus,
the optimized parameters of the FAp (001) surface were 10.287 Å for surface depth and 18 Å for
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vacuum thickness in consideration of collector size. The optimized FAp (001) surface model is shown
in Figure 6.

Figure 6. Surface structure of FAp (001) before (a) and after optimization (b). (Ca—green,
phosphorus—purple, O—red, fluorine—light blue)

3.4. Adsorption Site and Adsorption Configurations

To obtain the adsorption site of the collector on the FAp (001) surface, mulliken charges were
calculated (Figure 6). On the FAp (001) surface, calcium (Ca) atoms have positive charges, while O
atoms and fluorine atoms have negative charges. According to the electronic theory of acid and alkali,
a metal cation is a kind of Lewis acid, which is an electron pair acceptor, and an anion is a Lewis alkali,
which is an electron pair donor. Based on this theory, Ca on the FAp surface was a Lewis acid and it
could accept an electron from an anion collector (HOMO). Thus, Ca was the adsorption site on the FAp
(001) surface.

After confirming the adsorption site, the adsorption configurations of NCNT2− and OA− on FAp
surfaces were considered with multiple possibilities and the most stable one was selected (Figure 7).
In the resulting representation, the angle of C–N–C between the two acetates of NCNT2− was 111.289◦
due to the existence of the N atom. This angle provided NCNT2− with a specific steric configuration
that allowed the NCNT2− to adsorb in a bidentate mode on the Ca–O–Ca terminated (001) surface,
forming two Ca–O bonds with two surface Ca. This structure had the possibility of making the
NCNT2−–FAp interaction stronger than the OA−–FAp interaction.
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Figure 7. Adsorption configuration of NCNT2− on FAp. (Ca—green, phosphorus—purple, O—red,
H—white, fluorine—light blue, N—dark blue).

3.5. Adsorption Energy

Comparison of adsorption energies (Eads) was the most credible evidence of interaction strengths
in the computer simulation approach. A more negative Eads indicated that interaction of the collector
on the FAp surface was stronger. Therefore, adsorption energies of adsorbates on the FAp (001) surface
were calculated, and it was observed that the adsorption energy of NCNT2− was 8.936 J·m−2, larger
than that of OA−, which indicated that the interaction strength of the NCNT–FAp system was a bit
stronger than in the OA–FAp system (Table 4). These results showed that NCNT2− expelled the
hydration shell, such that it adsorbed on the FAp surface. On the other hand, the adsorption energy of
NCNT2− on the FAp (001) surface was smaller than that of H2O and OH−.

Table 4. Adsorption energy of the adsorbates on FAp (001) surface.

Adsorbate NCNT2− OA− H2O OH−

Eads (J·m−2) −210.297 −219.233 −192.71 −189.65

3.6. Adsorption Mechanism Study of NCNT2−

The overall picture showed the partial density of the state of the O atom of NCNT2− and the Ca
atom bonding with the collector on the FAp surface (Figures 8 and 9). Before NCNT2− was adsorbed
on the FAp (001) surface, a valence band of O was constituted of teh p state, which was localized.
The phenomenon that the valence band appeared near the Fermi surface indicated that the compound
had good activity. After adsorption, the O p state shifted in the lower energy direction and the Ca
conduction band was constituted of d and s states in the initial state. After bonding with the O, the
conduction band of Ca disappeared. In short, after adsorption, the partial density of the state of O
and Ca both moved in the lower energy direction. This phenomenon indicated that O and Ca become
stable because of the O–Ca bond.

The calculated electron density difference depicted electron transmission in the bonding progress
(Figure 10). The results showed that, after adsorption, Ca atoms on the surface gained electrons, while
O atoms lost electrons. This phenomenon suggested that charges transfer from Ca atoms to O atoms.
In addition, the electron depletion zone was around O atoms and the electron accumulation zone was
around Ca atoms, which indicated that Ca and O bonded together by ionic bonding.
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Figure 8. Partial density of states for O of FAp surface.

Figure 9. Partial density of states for Ca of NCNT2−.

Figure 10. Electron density difference plot of adsorbed NCNT2− on FAp (001) surface. Red contours
correspond to electron density depletion, while blue contours represent electron density accumulation.

3.7. Flotation Results

Flotation results demonstrated that the best FAp recovery with the NCNT collector was 92.27%,
which was slightly lower than the recovery with OA (94.52%, Figure 11). It was noteworthy that the
optimal pH of NCNT was 3.5, which might be an inconvenience for processing equipment. When the
temperature was dropped to 16 ◦C, FAp recovery with the NCNT collector still surpassed 90%, while
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the recovery with OA was reduced to 70.02%. This outcome indicated that, as expected, NCNT could
be employed under a relatively low temperature, thus conserving energy.

Figure 11. Effect of slurry Ph (left) and flotation temperature (right) on the recovery of FAp.

4. Discussion

The traditional collector sodium oleate requires heating because of its poor solubility [36].
The factors that affect the surfactant solubility include a shorter carbon chain length, multiple
hydrophilic groups, increased branches and so on. Compared to oleic acid, the hydrophobic groups
of NCNT were reduced from C18 to C14, and a carboxylic acid group was added to increase water
solubility of the molecule, thereby achieving its low temperature tolerance. In order to quantify the
solubility of the collector, we introduced the logP parameter, which is commonly used in the chemical
industry. LogP is the logarithm of the ratio of the partition coefficient of a substance between n-octanol
(oil) and water which is a measure of the relative distribution of the substance between the oil phase
and water phases. A small logP value means that the substance has higher hydrophilicity, so it is very
soluble in water. According to the database Scifinder, the logP of NCNT is 6.402, which is less than the
7.421 value of oleic acid. Therefore, as expected, the solubility of NCNT in water is significantly better
than oleic acid.

Through simulation, the EHOMO-LUMO of NCNT2− was larger than that of OA−, and the interaction
strength of the NCNT–FAp system was a bit stronger than that of the OA–FAp system. These results
indicated that NCNT’s molecular structure met the demands for a sufficient interaction strength
with the apatite surface. However, a strong interaction strength might not directly lead to good
flotation ability. Meanwhile, the collector’s increased hydrophilicity caused concern regarding its
flotation ability. Flotation experiments certified that NCNT had good recovery, 92.27%, on FAp, which
was slightly lower than with OA. The temperature condition experiment revealed that, due to good
hydrophilicity, NCNT could be employed at 16 ◦C, which was much lower than OA’s service condition
of 25 ◦C. Despite the advantages of NCNT, this new collector has its disadvantages. The first is poor
foamability. In the flotation experiment, the foam generated by NCNT was not quite as much as
with OA. It was projected here that the addition of a foaming agent might help NCNT attain a better
flotation performance. The second was that the optimal pH condition for NCNT was 3.5. By mixing
with other reagents, a highly efficient and low-energy mixed collector could be expected to be attained,
which will be the focus of a future research project.

5. Conclusions

From the above analysis, the following conclusions were drawn:
1. The calculated FAp bulk lattice parameters agreed well with the experimental values when

simulation parameters adopted were GGA-PBE functional, cutoff energy at 340 eV, and k-point 2 ×
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2 × 2. The (001) surface of FAp was more stable than the (100) surface. Employing the parameters
of surface depth (10.287 Å) and vacuum thickness (18 Å) obtained a rational structure for the FAp
(001) surface.

2. According to the results of ELUMO-HOMO and adsorption energies, the new collector NCNT had
better activity and stronger interactions in the reagent–FAp system than did OA.

3. Combining the results of the partial density of states, electronic density difference and the angle
between two oxalic acids, the mechanism of NCNT adsorption on the FAp surface was described as the
chemisorption of NCNT on the (001) surface via a bidentate geometry which formed two Ca–O bonds.

4. Flotation results confirmed the simulation results, which indicated that the NCNT collector
could be used in FAp flotation at a lower temperature than OA.

In summary, NCNT was shown to be an energy-saving collector. If its disadvantages can be
remedied by combination with other reagents, this new collector has potential for applications in the
flotation industry.
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Abstract: Novel collector lead(II)-benzohydroxamic acid (Pb(II)–BHA) complexes in aqueous
solution were characterized by using experimental approaches, including Ultraviolet-visible (UV-Vis)
spectroscopy and electrospray ionization-mass spectrometry (ESI-MS), as well as first-principle
density functional theory (DFT) calculations with consideration for solvation effects. The Job
plot delineated that a single coordinated Pb(BHA)+ should be formed first, and that the higher
coordination number complexes can be formed subsequently. Moreover, the Pb(II)–BHA species can
aggregate with each other to form complicated structures, such as Pb(BHA)2 or highly complicated
complexes. ESI-MS results validated the existence of Pb-(BHA)n=1,2 under different solution pH
values. Further, the first-principles calculations suggested that Pb(BHA)+ should be the most stable
structure, and the Pb atom in Pb(BHA)+ will act as an active site to attack nucleophiles. These findings
are meaningful to further illustrate the adsorption mechanism of Pb(II)–BHA complexes, and are
helpful for developing new reagents in mineral processing.

Keywords: Pb(II)–BHA; lead chemistry; metal–organic collectors; DFT calculation; surface activation

1. Introduction

Metal–organic coordination complexes have been widely used in the materials, chemistry.
Recently, their promising applications in mining have attracted research attention [1–8]. For instance,
lead(II)-benzohydroxamic acid (Pb(II)–BHA) complexes are effective collectors in the beneficiation
of oxide minerals, including tungsten minerals, cassiterite, and rutile [9,10]. Given the excellent
selectivity and good collecting ability of Pb(II)–BHA, the scheelite flotation process could be simplified
remarkably without the addition of sodium silicate, overcoming the shortage of heating in the routine
flotation of scheelite [9–11]. The beneficiation of scheelite is currently one of the most challenging
problems worldwide in the field of mineral processing. Conventionally, separating scheelite from
calcium bearing minerals, such as fluorite and calcite, by using anionic collectors (especially for fatty
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acid) is difficult due to their highly similar properties in calcium-bearing surfaces [12,13]. Fortunately,
our group first introduced the Pb complexes of benzohydroxamic acid (Pb(II)–BHA complexes) to
effectively separate scheelite from calcium-bearing gangues by properly regulating the Pb/BHA
ratio and pH [9,11]. Furthermore, as displayed in Figure 1a, the novel flotation scheme (Scheme i
in Figure 1b), with Pb(II)–BHA complexes used as the collector, has shown better performance than
the traditional activation flotation scheme (Scheme ii in Figure 1b), which first added Pb(II) as the
activator and subsequently added BHA as the collector [10,14–23]. The effective microstructures of
Pb(II)–BHA complexes in the solution, however, as well as their interaction mechanisms with oxide
minerals remain unclear. Considering the using of Pb(II) ions may result in environmental/public
health issues, a further understanding of this activating mechanism can be helpful for exploring the
alternative reagents.

Figure 1. (a) The flotation recovery of scheelite (S) [9] and cassiterite (C) [24] as a function of dosage of
Pb(II) ion (1/2 in (a) represents the flotation scheme in i and ii in (b)); (b) two flotation schemes.

The hydroxamic acid group (–CO–NH–OH) is the functional group of the BHA [25–27].
The functional group has different properties that remain poorly characterized; in fact, a reliable
assignment of the correct structure is challenging because the several possible conformations strongly
depend on concentration, temperature, and the nature of the solvent [28]. The hydroxamate collectors,
such as benzohydroxamic acid (BHA), naphthenic hydroxamate, and amide hydroxamate, have been
useful as highly selective flotation collectors in recent years. The role to function as collectors in mineral
flotation has been documented by Lynch et al. [29]. The chelate between hydroxamic acids and the
metal ion, however, has remained poorly investigated. Currently, first-principle calculations based
on density functional theory (DFT) and some advanced experimental technologies are used to obtain
more information on the molecular structure of BHA [30]. Wander et al.’s benchmarking calculations
indicate that the DFT calculation can achieve near chemical accuracy of hydrolysis constants for metal
ions in most cases [31]. Nuclear magnetic resonance and DFT calculations performed by Garcia et al.
show that the adopted BHA conformation of BHA aqueous solution is a closed Z (cis) configuration in
aqueous solution [32]. Both Z (cis) and E (trans) conformations in Scheme 1 regularly co-exist in solvent.
The concentration and environmental factors determine the ratio of Z type to E type conformations to
some extent, and potential barriers are present among different conformations [33,34].

Scheme 1. BHA conformers.
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BHA can chelate with metal ions, such as copper(II) cadmium(II), cobalt(II), nickel(II),
manganese(II), lead(II), zinc(II), aluminum(III), iron(III), and bismuth(III), thus taking on diverse
chelate structures [26,35]. Very few heavy metal ion complexes of BHA chelates have been extensively
investigated for their special uses, such as the bismuth(III) complex that has activity against Helicobacter
pylori; however, reports about the novel Pb(II)–BHA complexes are also few. Understanding the
microstructures of Pb(II)–BHA complexes is essential to improve the technique working in flotation
practice and fundamental field of lead chemistry [36–39].

This current study aims to investigate configurations of Pb(II)–BHA coordination complexes in
aqueous solution. Accordingly, UV-Vis spectroscopy and electrospray ionization mass spectrometry
(ESI-MS) were performed to characterize the configuration of Pb(II)–BHA complexes. Furthermore,
first-principle DFT calculations were performed to understand the constituents and properties of
Pb(II)–BHA complexes at the molecular level. The frontier molecular orbital [40] and natural
atomic orbitals (NAOs) [41] were used to describe the reactivity of the studied Pb(II)–BHA complex.
This work has shed new light on effective microstructures of Pb(II)–BHA coordination complexes for
mineral flotation.

2. Methodology

2.1. Experimental Details

2.1.1. Materials

Analytical grade BHA (>98%) was purchased from Tokyo Chemical Industry Co., Ltd. in Japan.
Analytical grade lead nitrate (>99%) was used. pH regulators were prepared with the stock solution of
sodium hydroxide (>96%) and hydrochloric acid (36~38%). All purity is in mass percent. The 18.2 MΩ
pure water produced by Arium Mini Plus (Sartorius Weighing Technology, Goettingen, Germany) was
used in this work.

2.1.2. UV-Vis Tests

The UV-Vis spectrum of the Pb(II)-hydroxide system has been investigated elsewhere [42]. Here
we will not assign the characteristic peaks of the Pb(II)–BHA complex. The Job plot [43], proposed by
Job, provides qualitative and quantitative insight into the stoichiometry with the underlying association
of ligand- and solvent-dependent reaction rates. The Job plot was used to track the full reaction path.
Moreover, we changed the guest and host solution to comprehensively understand the stoichiometry of
the product. In this work, the concentration of the Pb(II)–BHA complex, as determined by integration
of the intensity of specific wavenumber, was plotted against the mole fraction XA (the guest solution is
BHA solution) and XB (the guest solution is Pb(II) ion solution). A Shimadzu UV2600/2700 Ultraviolet
spectrophotometer was used to obtain the UV-Vis spectra at a fixed concentration of Pb(II) ion at
0.1 mM using the equimolar continuous change method and molar ratio method.

2.1.3. ESI-MS Tests

ESI-MS patterns were collected in positive ion mode with a Bruker Q-TOF Qualification Standard
Kit, using solutions of the 0.1 mM/L mixture of lead nitrate and BHA. ESI-MS patterns were used to
obtain the proof of coordinated compounds of Pb(II)–BHA complexes at the molar ratio of 1:1 (v:v,
at the natural pH 4.4) and 1:2 (v:v, at pH 13.0). The natural pH was selected for exclusion of guest
species so that we can get a relatively simple Pb–BHA structure in aqueous solution. A high pH of 13.0
was selected in according to a report that high pH can result in more complicated solution species [10].
The two case studies, regarded as representatives of both acid and alkaline solutions, are supposed to
provide evidence of Pb–BHA complexes.
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2.2. Computational Methods

All calculations were performed with the Gaussian 09 (version D.01) quantum chemistry package,
based on the B3LYP method: A three-parameter hybrid functional by replacing a certain amount of the
PW91 generalized gradient approximation (GGA) correlation functional with the LYP GGA correlation
functional [44–46]. The implicit solvation effects were considered using the polarized continuum
models (PCM) in the calculation [47]. On the other hand, the water molecules in the first hydration
of Pb(II)–BHA complex were also considered with the explicit solvation model. The aug-cc-pVDZ
basis set was employed as all-electron basis set in all types of calculation on the light atoms H, C, N,
and O, except for the Pb atom in Pb(II)–BHA complex systems. The aug-cc-pVDZ-PP basis set with a
relativistic pseudopotential was used for the Pb atom. The basis set, obtained from EMSL Basis Set
Exchange web site, has already been verified as producing acceptable thermodynamic information of
hydrated Pb(II) ions [30,48,49]. The Los Alamos effective core potential double-ξ (LanL2Dz) was used
for the primary geometry optimization of modeled benzohydroxamic acid and its Pb(II) complex in
ionic form. LanL2Dz replaced 78 core electrons with relativistic effective core potential (RECP) [50];
therefore, only two valence electrons of Pb(II) ions were described [51]. To refine the structure and
calculate the molecular orbitals, we further used the larger aug-cc-pVDZ basis set for the light atoms,
such as hydrogen, oxygen, nitrogen, and carbon, and we used the aug-cc-pVDZ–PP with RECP of the
inner 60 electrons for Pb(II) ions to calculate the frequency [52]. The default convergence parameters
(with maximum force within 4.5 × 10−4, force RMS within 1.8 × 10−3) in the Gaussian 09 software
were retained to optimize the structure. All calculations were successfully converged, without virtual
frequencies in the vibration analysis.

There are three protonation sites in the BHA molecule. The carbonyl oxygen site is found to be
the preferred site for protonation by Arora et al. [53] in aqueous solution. In the building of BHA anion
models [54], the proton at the carbonyl oxygen was removed according to the preferred deprotonation
site reported by Begoña et al. [32]. The Pb(II) ion was set as the metal center ion which would be the
coordination center of the bidentate BHA anions. The envisaged conformations were ligated by two,
three and four BHA anions. Thermodynamic values for Gibbs free energy [55] were obtained using
the PCM with the context:

ΔGr = ∑ Gprod − ∑ Greact (1)

where Gprod and Greact are the free energy or the products and the reactants included in the
reaction, respectively.

The Gauss View was used as a visualization tool in this paper. In addition, all calculations
including the mapped molecular orbitals in this work were performed at the theory level of
PCM-B3LYP/aug-cc-pVDZ on light atoms (C, H, O, and N) and PCM -B3LYP/aug-cc-pVDZ-PP
on Pb atoms [56]. Molecular orbital contours for the highest occupied molecular orbital (HOMO) and
the lowest unoccupied molecular orbital (LUMO) of the cluster model were computed at the same
theoretical level. The contributions of the Pb atom to the frontier molecular orbitals were calculated
with a multifunctional wave function analyzer Multiwfn [57] based on the NAO method.

3. Results and Discussion

3.1. Experimental

3.1.1. UV-Vis Results

Because of the superposition of UV-Vis absorbance peaks of the products and the reactants,
carefully processing the collected UV-Vis data is essential. Initially, the first and the last points were
fixed at zero absorbance because the complexity of the product might be different when one component
is in excess, and the further fitting procedures would exclude the two points [58]. The starting second
point and the last second point were connected to form a background. After deducing the background
absorbance, the Job plots were plotted, as shown in Figure 2b,d. Here, Job plots were fitted using
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the method of initial tangents using experimental data close to the beginning points (the first and
last points were not included due to the formation of hydrated Pb complexes and the solvation of
BHA) [59]. As illustrated in Figure 2, XA and XB were the mole fractions of Pb(II) ions and BHA
according to dosing method 1 and 2, respectively. The wavelength at 230 nm represents the significant
changes in the solution components. The same trends can also be obtained by using other wavelengths
between 230 nm and 240 nm (Figure 3).

Figure 2. (a,c) are the UV-Vis absorbance spectra spanning the wavelength from 185 nm to 325 nm for
the different dosing strategies; (b,d) are the corresponding Job plots at 230 nm of (a,c), respectively. XA

and XB are the mole fractions of Pb(II) ions and BHA according to dosing strategies 1 and 2, respectively.
All stock solutions are prepared at 1 mM/L concentration.

Figure 3. UV-Vis absorbance changes of 1 mM/L Pb(II) ion solution with respect to the continuous
addition of BHA (at wavelengths of 221, 230, 235, and 240 nm), based on the continuous concentration
change method. Spheres for atoms Pb, C, H, O, and N in the inset are colored in orange, grey, white,
red, and blue, respectively.
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Figure 2a,c shows that the increasing dosage of Pb(II) ions and BHA has strengthened and
extended the absorbance peaks. Job plots have been obtained from the newly mixed Pb(II)–BHA
mixture, with the collected characteristic absorbance peaks of UV-Vis spectra in aqueous solution
having both dosing methods. The absorbance peak at 230 nm has been plotted with respect to the range
of the molar ratios of Pb(II):BHA from 1:9 to 9:1. The obtained Job plots show that the stoichiometry of
the complexes for the first one with BHA as a guest solution is XA = 0.42 (Figure 2b), which supports
a stoichiometry of Pb(II):BHA between 1:1 to 1:2. Meanwhile, the reversing dosing method with
the Pb(II) ion solution as the guest solution obtained XB = 0.67 (Figure 2d), clearly indicating that a
stoichiometry of 1:2 corresponds to the structure of Pb(BHA)2. These results support the formation of
Pb(BHA)2 complex when excessive BHA solution is added.

At the natural pH value of 4.4, the main components of Pb2+ solution are the Pb2+ cations [42];
as for the BHA solution, the mean components are BHA− anions [60]. Hence, both Pb2+ and BHA−

should be the main reactants involved in the coordination reaction. In addition, the stability constants
obtained in our previous work [10] for the Pb–BHA complexes are 9.14 ± 0.05 ((Pb)(BHA)+) and
12.63 ± 0.01 ((Pb)(BHA)2). Apparently, these experimental results support the existence of Pb(BHA)+

and Pb(BHA)2. Considering the order that we prepared the mixture for the UV-Vis tests can influence
the reaction paths, the accepted potential reaction mechanism are described as follows:

BHA− + Pb2+ → Pb(BHA)+
BHA−→ Pb(BHA)2 (2)

2BHA− + Pb2+ → Pb(BHA)2 (3)

where Equation (2) can be explained as the stepwise formation of the single coordinated Pb(BHA)+

complex, when a small quantity of BHA− solution is used as a guest specie, and Equation (3) is ideal
for interpreting the formation of Pb(BHA)2, when Pb(II) solution is used as a guest specie. The water
molecules and other ions are excluded to better identify the highest coordination number of BHA with
Pb(II) as central metal ion.

Figure 3 shows the continued UV-Vis test results at the characteristic peaks of 221, 230, 235,
and 240 nm that can explain the mechanism of forming high coordination complexes. These drawn
curves show a consistent trend. For a clear illustration, we have divided these curves into three stages.
At the beginning stage, the absorbance increases rapidly. At the end of the rising stage at 1 mM/L of
BHA, a 1:1 (v:v) Pb(II)–BHA complex is formed, which is consistent with both the obtained result of the
Pb(BHA)+ complex in the Job plots and the computational section. Afterward, the curves show a slow
rising stage region with a small slope from 1 mM/L to 2.5 mM/L. The fluctuation of these collected
data suggests that the component in the solution should be intricate. Interestingly, these trends end
with the same proportion of Pb:BHA = 1:2.5, at which the Pb(BHA)2 complex can exist as indicated by
the Job plots. When increasing the BHA concentration, these curves adopt a horizontal line-like region
of the similar absorbance intensity to pure BHA solution.

The three stages in the curve can be seen as the stepwise formation of high coordination complexes,
as interpreted by Equation (2). Note that the higher coordination components with more than 2 BHA as
ligands are not sufficiently supported by the Job plots. Better experimental evidence has been collected
from the electrospray ionization-mass spectrometry (ESI-MS) pattern.

3.1.2. ESI-MS Results

To find out possible Pb(II)–BHA complexes formed in the solution, the collected ESI-MS data of
reaction mixtures of lead nitrate and BHA with water as the solvent at the positive mode are shown in
Figure 4. Figure 4a shows that when the solution pH is approximately 13.0 in the mixture, the main
product is the single coordination complex Pb(BHA)+ with m/z values of 343. Figure 4b shows that
Pb(II)–BHA complex at the molar ratio of 1:2 can produce m/z values of 362 and 497 responding to
the (Pb(H2O)BHA)+ and (Pb(OH)BHA2)+ in aqueous solution, respectively. The later (Pb(OH)BHA2)+

configuration is quite abnormal, in which lead ion possesses a positive tetravalence. The reason
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for this is still unclear. However, this does not affect the following discussions and conclusions.
The inset in Figure 4b shows the predicated spectra of (Pb(OH)BHA2)+ is in good agreement with
the experimental one, further suggesting the existence of the double coordinated complexes. Proof
of the single coordinated Pb(II) complex and double coordinated complex with BHA as ligands is
provided, indicating that the Pb(BHA)+, Pb(BHA)2, and the possible high coordination complexes are
closely related to the pH value. This finding is consistent with the result obtained from the continuous
concentration change method. Meanwhile, these findings of the hydrated Pb(II) of (PbOH(H2O)6)+

and the Pb(II)–BHA complex, as shown in Figure 4b, suggested that the hydration shell of Pb(II) may
be destroyed due to its coordination reaction with BHA.

Figure 4. ESI-MS results of the mixture of (a) Pb:BHA molar ratio of 1:1 at a pH value of 13.0 and
(b) Pb:BHA molar ratio of 1:2 at the natural pH of 4.4. The inset in (b) is the comparative results of the
theoretical spectra and the experimental spectra. (Solution concentrations are 1 mM/L).

The ESI-MS results have validated the existence of the Pb(II) complex with one and two BHA
as ligands. The experimental approaches are not sufficient, however, to provide exact structures or
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properties at the microscopic scale; thus, the structures of Pb(II)–BHA complexes, have been further
explored by using first-principle DFT calculations at high accuracy, including the solvation effects.

3.2. Theoretical Prediction

3.2.1. Prediction of Stable BHA Isomers and Pb(II)–BHA Complexes

All optimized BHA and BHA− (the anion of the BHA molecule with the dissociation of the proton)
structures and their complexes with the Pb(II) ion are shown in the first two rows in Figure 5a at a
B3LYP/aug-cc-pVDZ theoretical level. These optimized structures are divided into four categories
called Ei, Zi, Ea, and Za. From the calculation results as shown in Figure 5b, it is clear that the
corresponding Za type is most stable configuration for BHA, BHA−, Pb(BHA)2+, and Pb(BHA)+.
The interesting finding is that BHA prefers to coordinate with Pb(II) to form a “Pb–O–C–N–O”
five-membered ring, not a “Pb–O–C–N” four-membered ring, which is consistent with the previous
report [26].

Figure 5. (a) Optimized structures of BHA, BHA−, Pb(BHA)2+, and Pb(BHA)+. (b) Comparison of
Gibbs free energy of BHA, BHA−, Pb(BHA)2+, and Pb(BHA)+ isomers with the Gibbs free energy of
Za type as zero point. Spheres for Pb, C, H, O, and N atoms are colored in orange, gray, white, red,
and blue, respectively.

Because Za-type BHA is the most stable structure, it has been adopted in the following calculations
and discussions. To better understand the interaction of Pb–BHA with water molecules, the influence of
water molecules on the studied system has been further investigated using the explicit water molecules.

3.2.2. Single Pb–BHA in Aqueous Solution

The hydration of lead-BHA complex with different coordination water molecules has been
investigated to consider the real aqueous environment. Figure 6a shows that water molecules were
added one by one to coordinate with the Pb(BHA)+ complex. This procedure can be described by
Equations (4) and (5) below:

Pb(H2O) 2+
m + BHA− ↔ Pb(H2O)m(BHA)+ (4)

Pb(BHA)+(H2O)m + H2O ↔ Pb(BHA)+H2O(m+1) (5)

where m(0→4). Here, the hydrated lead(II) cation is a six folded complex in the first hydration shell,
according to the previous report [51].

As shown in Figure 6a, the electronical density distribution of LUMO (bottom (a)) shifted from
the lead ion to the BHA molecule, indicating the active site of the lead-BHA complex can be influenced
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by the coordinated water molecules. The increasing number of water molecules from 0 to 3 results in
small differences in the electronical density distribution of LUMO and HOMO, which suggests the
active site of Pb(BHA)+ is stable. A fairly dispersed distribution of LUMO and HOMO on the whole
complex has been observed, after adding more than 3 water molecules, which should be due to the
influence of the surrounding water molecules.

Figure 6. The optimized structure (top (a)) of hydrated Pb(BHA)+ with the addition of water molecules
one by one and the corresponding highest occupied molecular orbital (HOMO) (middle (a)) and lowest
unoccupied molecular orbital (LUMO) (bottom (a)). (b) Gibbs free energy difference between the
hydrated Pb(BHA)+ and hydrated Pb2+ +BHA complex with four and five water molecules. (c) The
hydroxylation of Pb(BHA)+. The contours have been computed at the PCM-B3LYP level of theory with
a threshold of 0.001 au, and spheres for Pb, C, H, O, and N atoms are colored in orange, gray, white,
red, and blue, respectively.

Figure 6b shows the optimized structures of a BHA reacted with a hydrated lead(II) ion (left of
Figure 6b, denoted as (Pb(H2O)m)BHA)+ and the hydration structure of Pb(BHA)+ (right of Figure 6b,
denoted as (Pb–BHA)(H2O)m)+ with four (m = 4) and five (m = 5) water molecules, respectively.
The Gibbs free energy differences between ((Pb(H2O)m)BHA)+ and ((Pb–BHA)(H2O)m)+ are −7.44
kcal/mol and −5.07 kcal/mol with respect to four (m = 4) and five (m = 5) water molecules, respectively.
These calculated results show that ((Pb–BHA)(H2O)m)+ is more favorable in thermodynamics.

As is tabulated in Table 1, all the Gibbs free energy differences of the coordination reactions of
(Pb–BHA)+(H2O)m (m > 0) with another water molecule shown are positive, although all the Gibbs free
energy changes of the coordination reactions of Pb2+ with water molecule are negative. This indicates
that Pb2+ prefers to coordinate with more than five water molecules, but (Pb–BHA)− will not like to
coordinate with more than two water molecules (ΔG > 10 kcal/mol for the third water molecule),
and in the hydration configurations of ((Pb–BHA)(H2O)m)+, (Pb–BHA)− and (Pb–BHA)−H2O should
be the dominate species. These findings are consistent with the ESI-MS results.

73



Minerals 2018, 8, 368

Table 1. The changes in the reaction Gibbs free energy (ΔG) and the difference of Pb–O mean distance
in the hydration system with coordination number (CN) m of water molecules varied from 1 to 5.

CN of Water
Molecules (m)

ΔG/(Kcal/mol) Pb–O Mean Distance (Å)

(Pb–BHA)+(H2O)m Pb(H2O)m
2+ (Pb–BHA)+(H2O)m Pb(H2O)m

2+

1 1.41 −50.48 2.53 2.34
2 1.38 −36.75 2.64 2.38
3 7.40 −27.34 2.69 2.42
4 4.64 −17.65 2.77 2.49
5 8.35 −14.56 2.83 2.55

On the other hand, with the addition of the coordinated water molecules, the average bond
length of Pb–O in both hydration systems of (Pb–BHA)+(H2O)m and Pb(H2O)m

2+ increased. The bond
length of Pb–O in (Pb–BHA)+H2O is 2.53 Å, which is similar to the mean bond length of Pb–O in
Pb(H2O)5 (2.55 Å). In structure chemistry, the basic idea is that the longer bond length, the less stable
the corresponding complex. Thus, the changes of mean bond length of Pb–O in (Pb–BHA)+(H2O)m and
Pb(H2O)m

2+ also confirmed that (Pb–BHA)+(H2O)m are less stable than (Pb–BHA)+ and Pb(H2O)m
2+.

In addition, the scheelite flotation [16] are usually performed at the alkaline pH, hydroxyl ion
(OH−) are a key component in the pulp. Thus, the coordination reactions of Pb(BHA)+ with OH−

were also investigated in this work. Herein, the coordination of the Pb(BHA)+ with OH− has been
simulated in a stepwise order, as shown in Figure 6c. The reaction site has been chosen according
to the LUMO of Pb(BHA)+. The optimized structures of Pb(BHA)(OH) and (Pb(BHA)(OH)2)− and
the reaction Gibbs free energies changes (ΔG) are also given in Figure 6c. The hydroxyl binding with
Pb(BHA)+ and PbOH(BHA) respond with binding energies of −33.81 Kcal/mol and −12.82 Kcal/mol,
respectively. These results suggest that the coordination reaction of hydroxyl with the Pb(BHA)+

are thermodynamically favorable. At a natural pH of 4.4, both Pb2+ and BHA− should be the major
reactants involved in the coordination reaction. At a real flotation plant, however, a higher pH value
close to 9 is used. At such pH or a higher pH, both Pb(BHA)(OH) and (Pb(BHA)(OH)2)− could exist in
the flotation solution. These results are in good accordance with experimental m/z value of 383 and
423 in ESI-MS patterns, which refer to (Pb(BHA)(OH)+Na)+ and the (Pb(BHA)(OH)2 + 2Na)+ species
in Figure 4, respectively.

Consistently positive ΔG of the coordination reactions between (Pb–BHA)+(H2O)m (m > 1) and
another water molecule should be ascribed to the result of the stronger coordination of BHA− with
Pb2+ (ΔG is −356.55 kcal/mol as listed in Table 1). The coordination involving charge transfer from
the ligand BHA− to the metal ion Pb2+ makes the properties and electronic structure of Pb–BHA less
active than the independent lead(II) ion. The results agree well with the transformation in Figure 6b,
where the bonded BHA is strong enough to protect the Pb2+ from the influence of surrounding
water molecules.

Based on these results and discussions (the BHA− can coordinate with the Pb(II) smoothly),
the following work has been conducted under the implicit model rather than explicit water molecules.

3.2.3. High Coordination Complexes

In thermodynamics, the isomer with the lowest Gibbs free energy (G) could be the most stable
and most efficient isomer; Za type structures should be the optimal configurations and the dominant
components according to the Gibbs free energies shown in Figure 5b, which is consistent with the
results obtained by Begoña et al. [32]. The Za type structure as the ligand has been used for the
subsequent calculations. The initial Pb(II)–BHA coordination complexes are modeled with the Pb(II)
ion as the central metal ion, based on the stepwise mechanism in Equation (2). To obtain the possible
high coordination compounds, we increased the coordination number of BHA ligand to 4.
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As shown in Figure 7, all Pb(II)–BHA coordination complexes possess hemidirected geometry (in
such configuration, BHA ligands occupy merely half of the space surrounding the Pb(II) atom) [7,51,61].
As shown in Table 2, the reaction between the BHA with the Pb(II) (Figure 7a) corresponds to a total
reaction free energy change of −356.55 Kcal/mol, indicating the Pb–BHA− is a fairly favorable
specie in thermodynamics. For the second BHA− ligand (Figure 7b), the total reaction free energy
change is −27.20 Kcal/mol, excluding the reaction free energy of Pb(BHA)+. The reaction energy
(−356.55 Kcal/mol) of BHA− with Pb2+ is much higher than that of water molecules with Pb
(−50.48 Kcal/mol), indicating the coordination reaction of BHA− with Pb2+ will be more efficient than
that of H2O with Pb2+. Thereafter, the coordination reaction of the third BHA− produces a positive
change in Gibbs free energy of 0.03 Kcal/mol, implying that the binding of the third water molecule
with the former Pb(BHA)2 is not favorable in thermodynamics. Moreover, as is shown in Figure 7c,
when CN reaches 4, the intramolecular aggregation occurred due to a hydrogen bonding interaction
(The highlighted N–H...O bond in Figure 7c) between the added BHA− and another adjoining BHA−,
with the hydrogen bond (N–H...O) length of 1.84 Å [26,62] and the N–H...O angle of 153.9◦. A higher
CN than 3 should not be stable, but a Pb(II)–BHA complex with three or more BHA ligands can appear
due to the intermolecular interactions, including the Van der Waals’ force, H-bonding interaction.

Figure 7. (a–c) Optimized structures of Pb(II)–BHA with coordination numbers (CN) of Figures 2a,
3b and 4c. Spheres for Pb, C, H, O, and N atoms are colored in orange, gray, white, red,
and blue, respectively.

Table 2. The changes in Gibbs free energy (ΔG) and Pb–O mean distance in Pb(II)–BHA complexes
with CN of BHA ligands ranging from 1 to 3.

CN Reaction ΔG(Kcal/mol) Pb–O (Å) εgap (eV)

1 Pb2+ + BHA- −356.55 2.26 4.17
2 Pb(BHA)+ + BHA- −27.20 2.40 4.50
3 Pb(BHA)2 + BHA- +0.03 2.58 4.17

3.2.4. Frontier Molecular Orbital Analysis

In Figure 8 the ligands of Pb(BHA)2 (b) and (Pb(BHA)3)− (c) occupied just half of the space
surrounding the Pb(II) ions. Pb(BHA)2 and (Pb(BHA)3)− adopted the hemidirected Pb(II)–BHA
structures due to the lone pair electron contributed by BHA ligands [51,63]. Additionally, the structure
of BHA can form some dimer structures and even interact with themselves. The adjoining BHA may
result in aggregation due to intermolecular interaction [32].
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As illustrated in Figure 8a, the LUMO of Pb(BHA)+ is mainly located at the Pb atom indicating
that the Pb site of the Pb(BHA)+ should be active in electrophilic reaction. The LUMO of Pb(BHA)2 in
Figure 7b and the (Pb(BHA)3)− in Figure 8c, however, spreads over the whole molecule, suggesting
that the molecule is not active in electrophilic reaction. Because the Pb(II)–BHA is used as selective
collector of oxide mineral, where the hydrated oxide mineral surface is an electron rich system,
the Pb(BHA)+ can be more actively absorb onto the surface than other species in the Pb(II)–BHA
solution. Additionally, as is shown in Table 3, the Pb atom contributes 91.93% to the LUMO, a rate
much higher than that in other Pb(II)–BHA complexes, based on the NAO [64] method. These results
have further verified that the Pb atom in Pb(BHA)+ can be the active site to adsorb onto the oxide
minerals surface. This is consistent with the reported results [9,10,24,65].

Figure 8. (a–c) The frontier molecular orbitals (HOMO and LUMO) of Pb(II)–BHA complexes with 1 a,
2b, and 3c BHA ligands. The orbitals are generated at the B3LYP/aug-cc-pVDZ theory level with a
threshold of 0.001 au, and the solvation effect is included with PCM model. Spheres for Pb, C, H, O,
and N atoms are colored in orange, gray, white, red, and blue, respectively.

Table 3. The contribution of the Pb atom to frontier molecular orbitals (HOMO+1, HOMO, LUMO,
and LUMO−1) based on the NAO [64] method.

Pb–BHA
Orbital Composition Assigned to Pb atom/%

HOMO−1 HOMO LUMO LUMO+1

Pb(BHA)+ 0.03 3.55 91.93 77.54
Pb(BHA)2 1.14 1.28 1.14 0.02
Pb(BHA)−3 1.01 0.75 0.13 0.00

4. Conclusions

In the present study, experimentally, Job plots considering two dosing strategies indicate that the
Pb coordination compounds in solution may adopt the stoichiometry of Pb(BHA)+ and Pb(BHA)2.
UV-Vis results obtained by the equimolar continuous change method show that the Pb(BHA)+

and the high coordination number compounds should be formed stepwise in aqueous solution.
Thereafter, the electrospray ionization-mass spectrometry (ESI-MS) results provide strong proofs
that the Pb(BHA)+ and (PbOH(BHA)2)+ should be the stable species at the alkaline pH in solution;
and the Pb(BHA)+ should be the major component in aqueous solution at the natural pH. Furthermore,

76



Minerals 2018, 8, 368

first-principles density functional theory (DFT) calculations show that: the Za type BHA should be
the major structure; the Pb(BHA)+ can be stable in aqueous solution; and the formation of higher
coordination number complexes are not favorable. Finally, the frontier molecular orbitals analyses
show that the Pb atom of Pb(BHA)+ is the largest contributor to the LUMO. This suggests that the Pb
atom in the structure should be the active site for accepting nucleophile and can also be the active site
to adsorb onto the surface of oxide minerals. Both experimental results and theoretical results are in
good accordance. These findings are meaningful to further illustrate the adsorption mechanism of
Pb(II)–BHA complexes in mineral processing.
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Abstract: Cyclonic fields are important for cyclonic static microbubble flotation columns (FCSMCs),
one of the most important developments in column flotation technology, particularly for separation
of fine particles, where the internal flow field has enormous influence on flotation performance.
PIV (particle image velocimetry) and CFD (computational fluid dynamics) are the most effective
methods to study flow fields. However, data is insufficient for FCSMC flow fields and similar cyclonic
equipment, with turbulence model simulations producing different views to measured data. This
paper employs an endoscope and PIV to measure axial and cross sections for single-phase swirling
flow fields in FCSMCs. We then compare various turbulence model simulations (Reynolds stress
model (RSM), standard k-ε, realizable k-ε, and RNG (renormalization group) k-ε) to the measured data.
The RSM (Reynolds stress model) predicts cyclonic flow field best in flotation columns with 16.22%
average relative velocity deviation. Although the realizable k-ε model has less than 30% relative
deviation in radial and tangential directions, axial deviations reach 78.11%. Standard k-ε and RNG k-ε
models exhibited approximately 40% and 30% radial and tangential deviation, respectively, and cannot
be used even for trend predictions for axial velocity. k-εmodels are based on isotropic assumptions
with semi-empirical formulas summarized from experiments, whereas RSM fundamentally considers
laminar flow and Reynolds stress, and hence is more suitable for anisotropic performance. This study
will contribute to flotation column and other cyclonic flow field equipment research.

Keywords: CFD; cyclonic flow field; flotation column; endoscopic laser PIV; turbulence models

1. Introduction

Cyclonic structures are employed in cyclonic static microbubble flotation columns (FCSMCs),
which have sprung up since it was patented in 1999 [1] and been successfully applied to refining stages,
to facilitate centrifugal separation [2], bubble dispersion [3], and the reduction of sorting granularity [4].
Figure 1 shows a typical FCSMC structure, incorporating an inverted cone in its middle part. Air
is introduced and crushed into microbubbles by bubble generators in the pipe flow. The mixture of
slurry and bubbles enters the flotation column from two symmetrical inlets on the swirl inverted cone,
forming a swirl flow field. Hydrophobic mineral particles attach to the bubbles and are carried up to
be concentrated. Under the centrifugal force in the swirling flow field, the high-density and coarse
particles move outward and are discharged from the tail port. The remaining minerals enter the mid
port and are separated again in the following pipe flow unit. This complex process involve lift, drag,
and other interaction since gas and particles move in liquid. Under liquid forces and interface forces,
collisions, adhesions, and detachments between particles and bubbles happen, as shown in Figure 2.
Generally, this process happened in a turbulence flow environment [5] and are affected by the turbulent
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flow field. Therefore, the turbulence in cyclonic flow fields is an important research topic for this type
of flotation column and other similar equipment.

Figure 1. Typical cyclonic static microbubble flotation column structure.

Figure 2. Forces and interactions inside an operating flotation column.

Fine mineral particles and water are thoroughly mixed in a stirred tank to form a homogeneous
slurry, and then introduced into the flotation column. Flotation feed particles are generally <0.074 mm
in diameter, and flow well in the slurry. This work will provide an important reference for the study of
multiphase flow in a flotation column and will have a positive impact on the industrial application of
flotation columns.

Flow fields have been studied for many years with continuous developments in experimental
fluid dynamics (EFD) and computational fluid dynamics (CFD). Particle image velocimetry (PIV) is
an advanced EFD-based velocity measurement method developed in the late 1970s. PIV can record
velocity distribution information for a large number of spatial points in the same transient state,
providing flow field structure and characteristics [6].

Although PIV has been widely used for cyclonic flow field measurement, data remains inadequate
to fully reflect detailed flow features. For example, Marins et al. [7] used PIV to measure axial and
tangential velocity of a hydrocyclone without an air core to obtain the radial velocity. Cui et al. [8]
used PIV to measure axial and radial velocity in the axial section of a hydrocyclone with an air core,
but cross-section measurement was not possible due to overflow. Tangential velocity is particularly
difficult to measure for flotation columns since the column top is open and the swirling flow interferes
with the light path. Yan et al. [9] and Wang et al. [10] used PIV to measure single-phase cyclonic flow
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fields for flotation columns, but only obtained axial velocity by measuring one quasi axial section of
the flotation column under a fixed volume flow rate.

Computational fluid dynamics provides effective methods to numerically study flow fields and
has been successfully used to calculate various cyclonic equipment parameters. However, numerical
simulations tend to simplify boundary conditions and material properties, and discretization differences
can lead to different results. Therefore, numerical simulation requires experimental data to verify
its reliability. Reasonable numerical simulation has a guiding effect on experimental and theoretical
analysis, which can make up for the lack of experimental work. The turbulence model selection
has significant influence on CFD simulation accuracy for single-phase cyclonic flow. Due to the
large resources occupied by DNS (direct numerical simulation) and LES (large eddy simulation),
the Reynolds stress model (RSM) and k-ε turbulence models are more commonly used for column
simulation. Khan et al. [11] proposed a three-dimensional (3D) model of a bubble column simulated
using k-ε and RSM models. They performed LDA (laser doppler anemometry measurements) in
the column to verify the simulation, and confirmed that k-ε and RSM models could effectively
predict bubble column internal flow fields. However, several issues remain for application of these
turbulence models to cyclonic flow simulations. Wang et al. [10] compared single-phase PIV experiment
results with CFD predictions, and concluded that the RSM model was more suitable for single-phase
cyclonic field simulation in a FCSMC. Zhang et al. [12] and Yan et al. [13] used the standard k-ε
turbulence model to simulate single-phase internal flow fields within flotation columns and analyze
their benefits. Swain et al. [14] used RSM and standard k-εmodels to simulate gas–liquid two-phase
flow in a hydrocyclone, and concluded that both models could predict the hydrocyclone flow pattern.
Azadi et al. [15] used RNG k-ε and Reynolds stress models to calculate cyclonic flow fields, and showed
that RSM predictions produced smaller deviations but required higher computational power than the
RNG k-εmodel.

Two main problems have prevented flow field application to cyclonic flotation columns: Measured
data is not available for the tangential section and turbulent numerical models remain uncertain.

Therefore, the current study first improved the traditional PIV experimental method for flotation
columns, and then developed an experimental platform for measuring the swirling field axial and
cross sections inside a flotation column, providing detailed flow field information including axial,
radial and tangential velocity. We subsequently performed 3D and unsteady single-phase simulations
for cyclonic flotation columns, and investigated different turbulence model suitability to accurately
model single-phase flow fields inside the flotation column. This study provides a new reference for
numerical studies and PIV tests on flotation columns and similar equipment flow fields.

2. PIV Experiment

2.1. Experiment Apparatus

We constructed a cyclonic flotation column as sown in Figure 1 for PIV tests, with height =
1400 mm and inner diameter = 190 mm. The flotation column was constructed from glass to ensure
transparency. The experimental medium was deionized water at room temperature. A water-filled
cube box surrounded the column flotation unit to eliminate cylindrical surface refraction. Water from
the pump was divided into two symmetrical lines. After passing through a bubble generator with the
air inlet closed, water tangentially flowed into the inverted cone, forming a cyclonic field. Since the
single-phase experiment did not include particles, we neglected feeding and discharging effects.

2.2. Experiment Method

We measured flotation column axial and cross sections to obtain axial, radial, and tangential
velocity. The flotation column position was fixed during the experiment, and measurements were
performed by adjusting the relative positions of the laser light sheet and CCD camera. The scanning
surface formed by the laser light sheet should be kept perpendicular to the imaging direction of the
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CCD camera. The tracer particles used for the PIV test were hollow glass spheres having a diameter of
10 μm, and its density was 1.05 g/cm3, which shows good water following performance. The software
used for the PIV test was Dynamic Studio, which is a mature image system software platform for
many fluid mechanics experiments, such as PIV, LIF, combustion, and atomization analysis. In the PIV
test, Dynamic Studio processed image information into vectors, velocity, and other hydrodynamic
parameters of the flow field.

Figure 3 shows how the laser light sheet, CCD camera, and test sections were placed to measure
the flotation column axial section. Several bubbles clustered near the column axis, which would
interfere with the laser light sheet, reduce the flow field and luminance at the axis and in the other half
of the flotation column, impacting measurement accuracy. This approach is similar to that employed
by Wang et al. [10]. Therefore, following some initial experiments, we adopted the quasi-axial section,
deviating 10 mm from the central axial section as the measurement plane to ensure more accurate
experimental data, as shown in the dash-solid section in Figure 3 (260–340 mm above the inverted
cone). The left side was illuminated by laser with sufficient intensity. Four circulating flow types were
selected for experiments, considering industrial applications. Table 1 shows optimal experimental
parameters derived from several trial experiments and adjustments, and we averaged 200 photograph
pairs. Experimental data at 300 mm height was extracted for comparison with CFD simulations.

Figure 3. Particle image velocimetry (PIV) measurement of a quasi-axial section.

Table 1. PIV experimental parameters for cyclonic static microbubble flotation column vertical sections.

Measuring
Surface

Recycling Flow
(m3/h)

Measurement
Parameters

Laser Interval (μs)
Trigger

Frequency

Vertical section,
260–340 mm above

the cyclonic
flotation unit

0.25
Axial velocity,
radial velocity

1200

9.0 Hz
0.50 800
1.00 600
1.50 300

To obtain tangential velocity, we installed the CCD camera above the column, providing downward
looking images to measure the horizontal section. However, the water swirls when the flotation
column is in operation, and the free surface between air and water inside the column flotation zone,
forms an inverted cone. Laser-illuminated tracer particles are refracted when passing through this free
surface, causing deviations in the CCD images. To solve this problem, we employed an endoscope for
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the PIV test, allowing the lens to be inserted into the water to test the flow field, and hence eliminating
most optical interference. Velarde [16] and Helmi [17] used an endoscopic laser PIV technique for
dense gas–solid fluidized beds in 2016 and 2018, respectively, which inspired the current proposed PIV
measurement system for cyclonic flow fields in the flotation column.

Figure 4 shows how an endoscope was installed onto the CCD camera and extended below the
free surface. The measured horizontal section was 300 mm above the inverted cone. Table 2 shows
optimal experimental parameters derived from many preliminary experiments, with 200 photograph
pairs captured for averaging. Similar to flotation column axial section measurements discussed above,
we selected data along a straight line in the radial direction, and the same four circulating flows were
employed, as shown in Table 2.

Figure 4. Horizontal section PIV measurement.

Table 2. Cyclonic static microbubble flotation column (FCSMC) horizontal section PIV measurement
parameters.

Measuring Surface
Recycling Flow

(m3/h)
Measurement

Parameter
Laser

Interval (μs)
Trigger

Frequency

Column cross-section,
300 mm above the

column flotation unit

0.25

Tangential velocity

1000

9.0 Hz
0.50 600
1.00 400
1.50 200

3. Numerical Simulation

3.1. Turbulence Models

Turbulence models greatly impact results from single-phase numerical simulations (Table 3).
Turbulence model expression establishment and application differ, producing inconsistent predictions
for many flow field types. We compared the RSM, standard k-εmodel, realizable k-εmodel, and RNG
k-εmodels. As one of the most widely used turbulence models, the standard k-εmodel is based on
transport equations for turbulent kinetic energy, k, and its dissipation rate, ε [18], which are defined as

∂(ρk)
∂t

+
∂(ρkui)

∂xi
=
∂
∂xj

[(
μ+
μt

σk

)
∂k
∂xj

]
+ Gk + Gb − ρε−YM + Sk, (1)
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∂(ρε)

∂t
+
∂(ρεui)

∂xi
=
∂
∂xj

[(
μ+
μt

σε

)
∂ε
∂xj

]
+

C1εε
k

(Gk + C3εGb) −C2ερ
ε2

k
+ Sε. (2)

Table 3. Symbol and interpretation.

Symbol Interpretation Symbol Interpretation

k Turbulence kinetic energy ϕ Press strain
ε Turbulence dissipation rate D Turbulence diffusion
ρ Density p Pressure
u Velocity μ Viscosity
C Constant t Time
P Turbulence production term δ Kronecker delta function

i, 1 x component j, 2 y component
k, 3 z component (in the RSM) Sk,Sε User-defined source terms.

Gk
The generation of turbulence kinetic energy due to the mean velocity gradients, calculated as
described in Modeling Turbulent Production in the k-εModels.

Gb
The generation of turbulence kinetic energy due to buoyancy, calculated as described in Effects
of Buoyancy on Turbulence in the k-εModels.

YM
The contribution of the fluctuating dilatation in compressible turbulence to the overall dissipation
rate, calculated as described in Effects of Compressibility on Turbulence in the k-εModels.

σk,σε The turbulent Prandt1 numbers for k and ε.

The RNG k-ε model was proposed by Yakhot and Orzga [19] in 1986. It is similar in form to
the standard k-εmodel, but includes some refinements. The RNG model has an additional term in
its equation that improves the accuracy for rapidly strained flows. In addition, the effect of swirl on
turbulence is included in the model, enhancing accuracy for swirling flows. What is more, it provides
an analytical formula for turbulent Prandtl numbers, while the standard k-εmodel uses user-specified,
constant values. Therefore, these features make the RNG k-εmodel more accurate and reliable for a
wider class of flows than the standard k-εmodel. The equations are given as:

∂(ρk)
∂t

+
∂(ρkui)

∂xi
=
∂
∂xj

[
akμe f f

∂k
∂xj

]
+ Gk + Gb − ρε−YM + Sk, (3)

∂(ρε)

∂t
+
∂(ρεui)

∂xi
=
∂
∂xj

(
aεμe f f

∂ε
∂xj

)
+

C1εε
k

(Gk + C3εGb) −C2ερ
ε2

k
−Rε + Sε. (4)

The realizable k-εmodel was proposed by Moin et al. [20] who believe that the standard k-εmodel
may cause stress errors when the time-averaged strain rate is strong. The model [21] implements
an alternative formulation for turbulent viscosity [22] based on a modified transport equation for
dissipation derived from an exact equation for mean-square vorticity fluctuation transportation:

∂(ρk)
∂t

+
∂
(
ρkuj

)
∂xj

=
∂
∂xj

[(
μ+
μt

σk

)
∂k
∂xj

]
+ Gk + Gb − ρε−YM + Sk, (5)

∂(ρε)

∂t
+
∂
(
ρεuj

)
∂xj

=
∂
∂xj

[(
μ+
μt

σε

)
∂ε
∂xj

]
+ ρC1Eε− ρC2

ε2

k +
√
νε

+ C1ε
ε
k

C3εGb + Sε. (6)

RSM closes the Reynolds-averaged Naiver–Stokes equations by abandoning the isotropic
eddy-viscosity hypothesis and solving transport equations for Reynolds stresses, together with
an equation for the dissipation rate [23–25]. The control equations are as follows:

Continuity equations:
∂ρ

∂t
+
∂
∂
(ρui) = 0. (7)
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Momentum equation:

∂ui
∂t

+
∂
∂xj

(
uiuj

)
= − 1
ρ

∂p
∂xi

+
1
ρ
∂
∂xj

[
μ

(
∂ui
∂xj

+
∂uj

∂xi

)]
+
∂
∂xj

(
−u′i u

′
j

)
, (8)

where
ui = ui + u′i . (9)

Turbulence production term Pij is defined as

Pij = ρ

(
u′i u
′
k

∂uj

∂xk
+ uju′k

∂uj

∂xk

)
. (10)

Turbulence dissipation rate εi j is given as

εi j = 2μ
∂u′i
∂xk

∂u′j
∂xk

. (11)

Press strain ϕi j is defined as

ϕi j = p

⎛⎜⎜⎜⎜⎜⎝
∂u′i
∂xj

+
∂u′j
∂xi

⎞⎟⎟⎟⎟⎟⎠. (12)

Turbulence diffusion DT,i j is given as

DT,i j = − ∂∂xk

(
ρu′i u

′
ju
′
k + pu′iδ jk − μ ∂∂xk

u′i u
′
j

)
. (13)

3.2. Geometry and Mesh

The 3D FCSMC model was established for the experimental device, as shown in Figure 5, and
geometric model processing was consistent with Wang et al. [10] and Yan et al. [13]. A structured mesh
was constructed aside from the inverted cone, which was unstructured mesh (see Figure 5), and grid
independence was verified. Figure 6 shows axial velocity along the horizontal direction at 300 mm
column height for different mesh schemes. We selected a model incorporating 379,658 grids.

Figure 5. Flotation column 3D model (a) and mesh (b).
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Figure 6. Grid independence: The curve of axial velocity along the horizontal direction on a section
300 mm above the inverted cone at 1.50 m3/h flux.

3.3. Boundary Conditions and Solution

In order to match the numerical simulation with the PIV experiment, we set the boundary
conditions according to the experiment. Two tangential inlets (Figure 5, Inlet 1 and 2) in the cyclonic
unit are defined as velocity inlets, with fluid speeds of 0.11, 0.22, 0.44, and 0.66 m/s for 0.25, 0.50, 1.00,
and 1.50 m3/h flow rates, respectively. Since the fluid was single phase, we assumed that all feed
was discharged from the middling port, with the amount of feed equal to the amount of discharge.
Therefore, the middling port outlet was defined as a negative velocity inlet with 0.22, −0.44, −0.88, and
−1.32 m/s, respectively. The acceleration of gravity is 9.81 m/s, which is vertically downward along the
axis. Table 4 shows all boundary conditions and calculation values.

Table 4. Circulation flow boundary conditions.

Boundary Type
Circulating Volume Rate (m3/h)

0.25 0.50 1.00 1.50

Inlet 1 Inlet velocity (m/s) 0.11 0.22 0.44 0.66
Inlet 2 Inlet velocity (m/s) 0.11 0.22 0.44 0.66

Concentrate outlet Symmetry - - - -
Middling port outlet Inlet velocity (m/s) −0.22 −0.44 −0.88 −1.32

Commercial CFD code ANSYS Fluent was employed to carry out the simulation. We used the
SIMPLE algorithm for pressure–velocity coupling, the least squares cell based on gradient, the PRESTO!
scheme for pressure discretization, and the second order upwind scheme for momentum discretization,
turbulent kinetic energy, turbulent dissipation rate, and Reynolds stresses. The calculation used an
unsteady solver, hence once the parameters and residuals of the monitored point reached statistical
stability, the results of the previous 20 s duration were averaged and used for subsequent analysis.

3.4. CFD and PIV Comparison

3.4.1. Velocity Vectors

Figure 7a shows the vertical PIV experimental vectors located at the plane 260–340 mm above the
inverted cone and parallel to the 10 mm axial section. Simulation and PIV results were compared at 1.00 m3/s
to verify prediction accuracy. PIV showed gradually increasing water vector magnitude as distance from
the column wall increased, followed by a sharp reduction, with water flowing approximately horizontally
toward the axis. Figure 7b shows that RSM model vectors were consistent with the PIV results, whereas
other models (Figure 7c–e) produced divergent directions close to the axis, being diagonally downwards.

Figure 8 compares PIV (Figure 8a) and model (Figure 8b–e) results for the horizontal plane
300 mm above the inverted cone. All the models are consistent with PIV in that the water rotates
counterclockwise around the center.
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Figure 7. Experimental and simulation water flow vectors in quasi-axis sections. (a) PIV measured
water flow vectors; (b) RSM model flow vectors; (c) Standard k-εmodel flow vectors; (d) Realizable k-ε
model flow vectors; (e) RNG k-εmodel flow vectors.

Figure 8. Experiment model water flow vectors in horizontal sections. (a) PIV measured water flow
vectors; (b) RSM model flow vectors; (c) Standard k-εmodel flow vectors; (d) Realizable k-εmodel flow
vectors; (e) RNG k-εmodel flow vectors.
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3.4.2. Quantitative Analysis

Figures 9 and 10 compare the simulated and measured velocity profiles along the horizontal
direction for a cyclic flux of 0.25, 0.50, 1.00, and 1.50 m3/h, respectively, at z = 300 mm, 10 mm off-axis.
As for Figure 11, the velocity distribution of the simulation and measurement in the horizontal direction
from the axis to the wall at z = 300 mm is compared. The RSM and realizable k-ε turbulent model
axial velocity distribution trends exhibit the in “

√
” shape, consistent with PIV results. However, the

standard k-ε and RNG k-εmodel trends diverge widely.
Figures 10 and 11 show radial and tangential velocity results, respectively. Distribution trends

along the horizontal direction are consistent with PIV results for all turbulence models.
Thus, RSM and realizable k-εmodels exhibit good prediction performance for velocity distributions

in all directions, whereas the standard k-ε model and the RNG k-ε model can only predict velocity
distribution trends in radial and tangential directions.

Tables 5–7 summarize absolute deviations between simulation and PIV results (excluding data within 3
mm of the zero velocity point) for axial, radial, and tangential velocities, respectively. Since the standard k-ε
model and the RNG k-εmodel cannot predict velocity distribution trends in the axial direction, only radial
and tangential errors were analyzed. The RSM model achieved the smallest error for all directions.

Table 5. Simulation model axial velocity absolute deviation from PIV measurement.

Flow Rate (m3/h)
Turbulence Model

RSM (%) Standard k-ε (%) Realizable k-ε (%) RNG k-ε (%)

0.25 19.89 87.12 106.15 102.86
0.50 18.76 71.87 68.42 80.11
1.00 14.39 90.42 67.22 86.85
1.50 16.39 83.58 70.65 88.26

Mean absolute deviation 17.36 83.25 78.11 89.52

Figure 9. Axial velocity distribution calculated by turbulence models and PIV measurement along the
horizontal direction, 300 mm high, and 10 mm from the axial section.
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Figure 10. Radial velocity distribution calculated by turbulence models and PIV measurement along
the horizontal direction, 300 mm high, and 10 mm from the axial section.

Figure 11. Tangential velocity distribution calculated by turbulence models and PIV measurement
along the horizontal direction, 300 mm high.
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Table 6. Simulation model radial velocity absolute deviation from PIV measurement.

Flow Rate (m3/h)
Turbulence Model

RSM (%) Standard k-ε (%) Realizable k-ε (%) RNG k-ε (%)

0.25 11.54 41.33 30.82 31.89
0.50 18.23 38.42 30.50 31.29
1.00 13.55 37.17 29.24 31.56
1.50 15.86 32.06 25.20 36.54

Mean absolute deviation 14.79 37.25 28.94 32.82

Table 7. Simulation model tangential velocity absolute deviation from PIV measurement.

Flow Rate (m3/h)
Turbulence Model

RSM (%) Standard k-ε (%) Realizable k-ε (%) RNG k-ε (%)

0.25 16.87 46.84 27.39 32.86
0.50 13.87 37.74 27.88 30.79
1.00 10.39 36.49 24.61 28.14
1.50 12.77 34.60 24.60 26.61

Mean absolute deviation 13.48 38.92 26.12 29.60

The k-εmodels are based on isotropic assumptions with semi-empirical formulas summarized
from experimental results. However, the high-intensity swirling field has a large turbulent velocity
gradient and fluctuating turbulent velocity, and hence is not even approximately isotropic. Therefore,
k-εmodels are less effective, and the swirling flow field inside the flotation column cannot be correctly
modelled. The RSM model is the most accurate model among the four models considered. This
model abandons the isotropic assumption, considering laminar flow and Reynolds stress, and hence is
suitable for anisotropic cases.

4. Conclusions

We performed numerical simulations and PIV measurements for a single-phase swirling field in a
lab-scale FCSMC at four circulation fluxes (0.25, 0.50, 1.00, and 1.50 m3/h). Axial and radial velocity
distributions were measured and modelled on the flotation column quasi-axial section. Experimental
errors due to refraction at the free surface were avoided by adding an endoscopic lens to the CCD
camera, inserting the speculum below the free surface, and allowing tangential velocity distribution to
be measured on the indicated section. The RSM, standard k-εmodel, realizable k-εmodel, and RNG
k-εmodel were used for CFD simulations for FCSMC single-phase swirling fields. Comparing the PIV
experimental and simulation results and of the PIV, we made the following conclusions:

(1) Standard k-εmodel and RNG k-εmodel. Radial and tangential velocity distribution trends
simulated by these models were consistent with PIV measurements, but axial velocity along the
horizontal direction deviated widely from PIV results. Thus, axial errors were not considered. Mean
absolute radial and tangential velocity deviations were 37.25% and 38.92%, for the standard k-εmodel
and slightly better for the RNG k-εmodel (32.82% and 29.60%), respectively.

(2) RSM and realizable k-ε model. Radial, tangential, and axial velocity distribution trends
simulated by these models were all consistent with PIV measurements. Mean absolute axial, radial,
and tangential velocity deviations were 17.36%, 14.79%, and 13.48% for the RSM model, and 78.11%,
28.94%, and 26.12% for the realizable k-ε model, respectively. Therefore, the RSM model exhibited
superior performance, particularly in the axial direction.

(3) The k-ε models [26] are based on isotropic assumptions with semi-empirical formulas
summarized from experimental results. However, the internal flow field of the flotation column is a
high-intensity vortex field with a large turbulent velocity gradient and fluctuating turbulent velocity,
and hence is not approximately isotropic. The RSM model [27] abandons the isotropic assumption,
considering laminar flow and Reynolds stress, and hence is suitable for anisotropic cases, especially the
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swirling flow field inside the flotation column. In fact, the RANS (Reynolds Averaged Navier-Stokes)
model [28] does not distinguish between the size and direction of the vortex, and it is limited by the
model conditions. Thus, it is difficult to get perfect results for complex problems such as an inverse
pressure gradient numerical simulation. In addition, the RANS model relies on boundary conditions,
so the calculations are very computationally dependent. DNS and even LES are good choices without
considering computational costs and widespread adoption.
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Abstract: To elucidate the physicochemical properties of the artificial silicate composite material,
K-feldspar and lime were reacted in mild hydrothermal conditions (different reaction temperatures
and various K-feldspar/lime ratios). Formed phases were investigated using various techniques,
such as X-ray powder diffraction, the Rietveld method, scanning electron microscopy (SEM),
and inductively coupled plasma-optical emission spectrometry. The analysis revealed that
tobermorite, grossular (hydrogarnet), alpha-dicalcium silicate hydrate (α-C2SH), amorphous calcium
silicate hydrate, potassium carbonate, bütschliite, calcite, and calcium hydroxide formed with various
conditions. Both the temperature and the Ca/Si molar ratio in the starting material greatly affected the
formation of phases, especially the generation of tobermorite and α-C2SH. The substitution of H4O4

↔ SiO4 proceeded with the increase of the Ca/Si molar ratio rather than the reaction temperature
and the reaction time. More hydrogen was incorporated in hydrogarnet through the substitution of
H4O4 ↔ SiO4 with the increase of the Ca/Si molar ratio in the starting material. Due to the properties
of tobermorite as a cation exchanger and its potential applications in hazardous waste disposal,
experimental parameters should be optimized to obtain better performance of the artificial silicate
composite material from K-feldspar and lime hydrothermal reaction. The dissolution mechanism of
K-feldspar was also discussed.

Keywords: K-feldspar; tobermorite; hydrogarnet; hydrothermal reaction; phase analysis

1. Introduction

Silicates are extremely important materials, both naturally and artificially, for the development of
science and technology. Although there is no known way of accurately ascertaining the abundance
of every mineral within the earth’s crust, based on a rough estimate, silicates comprise most of
the earth’s crust, as shown in Figure 1 [1]. In addition, silicates are the main component of
ceramics, Portland cement, and glass. Silicate-based materials as amendments such as zeolites, clays,
and cementitious materials show increasing interest in the stabilization/solidification of heavy-metal
contaminated soils or environments [2–4].

Recently, an artificial silicate composite material, namely a nanosubmicron mineral-based soil
conditioner (NMSC) prepared by the hydrothermal reaction of K-feldspar and lime, was reported [5–7].
Field and in-house tests indicated that the artificial silicate composite material showed excellent
performance and served multiple functions that were closely related to its physicochemical properties and
mineral components [8,9]. Of them, both carbonates and 11 Å tobermorite contributed to pH improvement
and the inhibition of cadmium (Cd) uptake in rice. Tobermorite is one of the calcium silicate hydrate
(CSH) compounds, and the main interest is related to its close relationship with the CSH phases formed
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during the hydration of Portland cement [10]. In addition, tobermorite may act as cation exchangers to
absorb unhealthy elements and has potential applications in waste disposal [11–13]. Tobermorite is also
a slow-release reservoir for some nutrients, such as [K+] and [NH4

+] [14]. As a primary product of the
hydrothermal reaction, the weight percentage of tobermorite can reach 35%–40% by controlling the
reaction conditions.

Figure 1. Estimated volume percentages for the most common minerals in the earth’s crust. The data
are from the reference [1], and are normalized to 100%.

In a CaO–Al2O3–SiO2–H2O (C–A–S–H) hydrothermal system, the abundance of formed
minerals is closely related to the reaction conditions, such as the ratio of starting reactants [15–17].
Therefore, a study of mineral components and its abundance is a key point for the artificial silicate
composite material under the different reaction conditions. We carried out a primary test on the
hydrothermal reaction of K-feldspar and lime by a single-factor analysis [18]. However, at that time,
the authors did not realize that the silicate composite material NMSC would show such excellent
performance and serve multiple functions, as mentioned above [8,9]. Therefore, the main aim of the
previous test was to improve the percentage of K-feldspar dissolution via optimizing experimental
parameters. We further investigated the mechanism of the hydrothermal reaction between K-feldspar
and different alkalis [including Ca(OH)2] and identified minerals formed through an elaborative
interface experiment [19]. Several researchers also studied the preparation of potassium fertilizer via
the hydrothermal alternation of K-feldspar ore at 200 ◦C [20,21]. However, none of the abovementioned
studies investigated the hydrothermal reaction of K-feldspar under alkaline conditions with reaction
conditions, such as various reaction temperatures, various reactant ratios (the ratio of K-feldspar and
lime in the starting material), and various reaction times. For a better understanding of the chemistry
and mineralogy of the artificial silicate composite material, the investigation of K-feldspar and lime
hydrothermal reaction must consider various conditions rather than a limited one.

Three groups of the hydrothermal experiments were carried out for investigating the K-feldspar
and lime system with various conditions, i.e., the reaction temperature, the reactant ratio, and the
reaction time. For each group of the hydrothermal experiment, only one factor was changed and
others remained constant. The reaction temperatures of 130 ◦C to 250 ◦C were chosen for studying
the effects of the reaction temperature on the hydrothermal reaction between K-feldspar and lime.
In general, the operating temperature of a common autoclave in China is approximately 190 ◦C in order
to ensure safety during the production. Therefore, based on a view from the commercialization point,
the reaction temperature of 190 ◦C was chosen for studying the hydrothermal reaction with the reaction
time (from 0 h to 36 h) and the reactant ratio (the ratio of K-feldspar and lime was 3:7 to 7:3, and 10 g total
solid mixture was fixed). The artificial silicate composite material under various hydrothermal conditions
was systematically investigated by combining various techniques, such as X-ray powder diffraction
(XRPD), the Rietveld method, scanning electron microscopy (SEM), energy dispersive X-ray spectroscopy
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(EDS), and inductively coupled plasma–optical emission spectrometry (ICP–OES). The material was
then further analyzed from a viewpoint of chemistry and mineralogy. We published the report of the
hydrothermal reaction with the reaction time in another journal [22]. Here, we only present the results of
the hydrothermal reaction with the reaction temperature and the reactant ratio.

2. Materials and Methods

Materials and methods were briefly described in the publication of Liu et al. [18] and are stated in
detail here for better understanding.

2.1. Materials

K-feldspar was obtained from a quarry near Geshi Town, Ningyang County, Shandong Province,
China, and its chemical formula is (K0.96Na0.04)(Al1.00Si3.00)O8.00. Lime (CaO, AR) was obtained from
Sinopharm Chemical Reagent Co., Ltd. (Beijing, China).

2.2. Hydrothermal Method

K-feldspar blocks were crushed using a jaw crusher and then pulverized by a Vibratory Disc Mill
RS 200 (Retsch, Hann, Germany). Lime blocks were manually crushed and ground in an agate mortar.
Both materials were sieved to a particle size of less than 74 μm by a 200-mesh screen.

2.2.1. Reaction Temperature

A mixture of K-feldspar powder (5.5 g), lime powder (4.5 g), and deionized water (30 mL) was
homogenously blended for five minutes by a magnetic agitator at the speed of 500 rpm, and then
was heated in an autoclave (100 mL volume) for 20 h at 130, 160, 190, 220, and 250 ◦C. After the
hydrothermal reaction ended, the reactors were naturally cooled to room temperature. For comparison,
the same operation was carried out for a mixture of 5.5 g K-feldspar powder, 4.5 g lime powder,
and 30 mL deionized water in an autoclave at room temperature (25 ◦C). Then, the production
materials were removed from the autoclaves and dried at 105 ◦C for 12 h. Finally, the samples were
manually crushed and ground in an agate mortar to prepare them for assessment. These corresponding
production materials at 25, 130, 160, 190, 220, and 250 ◦C were labeled as L–1, L–2, L–3, L–4, L–5,
and L–6, respectively.

2.2.2. Reactant Ratio

A 10 g solid powder mixture of K-feldspar and lime was cooked along with 30 mL deionized
water in the autoclaves at 190 ◦C for 13.6 h. The mixture was obtained by homogeneously blending
K-feldspar powder and lime powder in dry conditions, and K-feldspar/lime mass ratio in the mixture
was 7/3, 6.5/3.5, 6/4, 5.5/4.5, 5/5, 4.5/5.5, 4/6, 3.5/6.5, and 3/7, respectively. After the hydrothermal
reaction was stopped, the reactors were naturally cooled to room temperature. Then, the productions
were removed from those autoclaves and were dried at 105 ◦C for 12 h. Lastly, they were crushed and
ground for evaluation. The hydrothermal productions for various K-feldspar/lime mass ratios of 7/3,
6.5/3.5, 6/4, 5.5/4.5, 5/5, 4.5/5.5, 4/6, 3.5/6.5, and 3/7 were labeled as M–1, M–2, M–3, M–4, M–5,
M–6, M–7, M–8, and M–9, respectively (Table S1).

2.3. Leaching Experiment

To analyze the chemical composition, a 1-g aliquot of each sample (fifteen samples, from L–1
to L–6 and from M–1 to M–9) was added to 100 ml of deionized water, and another 1-g aliquot was
added to 100 ml of 0.5 mol·L−1 HCl. Both samples were placed in a constant-temperature oscillator
for one hour and filtered through filter paper. The filtered solutions and residues were conserved for
further analysis.
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2.4. Analytical Methods

2.4.1. SEM and EDS

The morphology of the powdered materials was studied using a Leo 1450 VP SEM instrument
(Carl Zeiss AG, Jena, Germany) under high vacuum on the uncoated specimen, operated at 20 kV and
with a beam current of 1 nA. EDS using an energy dispersive X-ray spectrometer (mounted on the
scanning electron microscope, Kevex superdry EDS, Valencia, CA, USA) was performed to measure an
average composition of spherical and bar particles of Sample L–6. The H atom was not provided by
EDS because of the limited resolution.

2.4.2. XRPD

To distinguish the phases formed during the hydrothermal reactions, XRPD patterns of all of the
powdered samples (fifteen samples, L–1 to L–6 and M–1 to M–9) were obtained using a Dmax2400
X-ray diffractometer (Rigaku, Tokyo, Japan) at 40 kV and 80 mA in the 2 theta range from 3◦ to 65◦ at a
step of 0.02◦ with a counting time of 0.3 s per step and a total scan time of 15 min 30 s. Quantitative
phase analysis (QPA) of the XRPD results was conducted using GSAS [23] and EXPGUI [24] software
with the Rietveld method [25]. The instrumental parameter file was obtained from the XRPD pattern
of LaB6 standard (SRM 660b, National Institute of Standards and Technology, USA).

2.4.3. ICP-OES

The element concentrations in the filtrated solutions were determined using ICP–OES with IRIS
advantage inductively coupled argon plasma optical emission spectrometers (Thermo Fisher Scientific
Inc., Waltham, MA, USA), and its limit of detection (LOD) was 3σ (σ is the standard deviation of blank
determination), and the relative standard deviation (RSD) was approximately 0.5%–2.0%.

3. Results and Discussion

In an early study [18], the authors performed the hydrothermal reaction using the same process
as that mentioned in the experimental section. Samples of L–1 to L–6 and samples of M–1 to M–9
in this work corresponded to from LSF12–1 to LSF12–6 and from LSF11–1 to LSF11–9, respectively,
in a previous work [18]. In that report, we aimed to optimize the experimental parameters by the
single-factor analysis in order to improve the percentage of K-feldspar dissolution. Therefore, we have
not presented the results reported in that paper yet. Here, we only show new analysis and
supply additional data to better understand the physicochemical properties of K-feldspar and lime
hydrothermal reactions.

3.1. Phase

3.1.1. Crystal

With the reaction temperature and the reactant ratio (the Ca/Si molar ratio), the hydrothermal
treatment of K-feldspar with lime exhibited complex product phases, including remaining K-feldspar,
calcium hydroxide, calcite, grossular, tobermorite, alpha-dicalcium silicate hydrate (α-C2SH),
potassium carbonate, bütschliite, and amorphous calcium silicate hydrate (ACSH) (Figure 2, Table 1
and Table S2). In fact, the products were finally formed through a two-step process (Figure S1).
First, calcium (alumino) silicate hydrates and potassium or calcium hydroxide were produced in the
pressure-tight autoclaves during heating. Then, carbonates were formed through the reaction between
their corresponding hydroxides and carbon dioxide during the drying of the sample at 105 ◦C in air.
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Figure 2. Results of quantitative phase analysis by the Rietveld method: (a) with reaction
temperature; (b) with Ca/Si molar ratio (see the detail of the reactant ratio in Table S1).
Abbreviations: M—K-feldspar [KAlSi3O8]; S—Calcium hydroxide [slaked lime (portlandite), Ca(OH)2];
C—Calcite [CaCO3]; P—Potassium carbonate [K2CO3]; B—Bütschliite [K2CaCO3]; G—Grossular
[Ca3Al2(SiO4)1.53(OH)5.88]; D—alpha-dicalcium silicate hydrate [α-C2SH, Ca2(SiO3OH)(OH)];
T—Tobermorite [Ca2.25(Si3O7.5(OH)1.5)(H2O)]; A—Amorphous phase.

Table 1. An overview of mineral phases with various reaction conditions.

Single Factor NCa/Si Temperature Time (b)

Experimental
condition

Temp = 190 ◦C 130 ◦C ≤ Temp ≤ 250 ◦C Temp = 190 ◦C
Time = 13.6 h Time = 20 h 0 h ≤ Time ≤ 36 h

0.72 ≤ NCa/Si ≤ 3.91 NCa/Si = 1.37 NCa/Si = 1.37

M (a) all all all
S NCa/Si > 1.37 130 ◦C ≤ Temp < 190 ◦C Time < 16 h
C all all all
P / 130 ◦C ≤ Temp < 190 ◦C 4 h < Time < 16 h
B all Temp > 160 ◦C Time > 8 h
G all all Time > 4 h
D NCa/Si > 1.12 16 ◦C < Temp < 220 ◦C 8 h < Time < 32 h
T NCa/Si < 1.68 Temp > 160 ◦C Time > 16 h
A all all all

Note: (a) Abbreviations: M—K-feldspar [KAlSi3O8]; S—Calcium hydroxide [slaked lime (portlandite),
Ca(OH)2]; C—Calcite [CaCO3]; P—Potassium carbonate [K2CO3]; B—Bütschliite [K2CaCO3]; G—Grossular
[Ca3Al2(SiO4)1.53(OH)5.88]; D—alpha-dicalcium silicate hydrate [α-C2SH, Ca2(SiO3OH)(OH)]; T—Tobermorite
[Ca2.25(Si3O7.5(OH)1.5)(H2O)]; A—Amorphous phase; (b) the data of phase with reaction time are cited from the
previous work [22].

With the increase of the reaction temperature, the amount of K-feldspar decreased in terms of the
quantitative phase analysis data (Figure 2 and Table S2). However, K-feldspar were still discernible
when the temperature was increased to 250 ◦C, which suggests that the K-feldspar structure is difficult
to destroy under these hydrothermal conditions. All calcium hydroxide apparently reacted when the
temperature reached 190 ◦C (Table S2). With the increasing of the Ca/Si ratio, calcium hydroxide
appeared when the Ca/Si ratio reached 1.68, indicating that calcium hydroxide was apparently leftover.
More and more calcium hydroxide was formed. The QPA results demonstrated that the amount of
leftover K-feldspar decreased with the increasing Ca/Si molar ratio (Figure 2 and Table S2), and this
was in accord with its decreasing ratio in the starting material. However, there still left about 13%
K-feldspar when the Ca/Si ratio reached 3.91 (the weight ratio between K-feldspar and lime is 3:7),
and approximately 60% K-feldspar reacted with lime in terms of an estimation. K-feldspar did
not react with lime at room temperature (25 ◦C) because only calcium hydroxide and calcite were
formed for L-1 while the sample was dried at 105 ◦C in air (Table S2). In fact, all carbonates were
formed while the sample was dried at 105 ◦C in air. Calcite appeared in all the produced materials
(Table 1). With the exception of potassium carbonate, the double carbonate bütschliite began to appear.
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Bütschliite can be obtained in the systems of CaCO3—K2CO3–H2O and CaCO3/Ca(OH)2–KOH–H2O
at room temperature [26,27]. This was proven by the fact that bütschliite, calcium hydroxide, and calcite
were identified as the phases contained in the solid residue. The solid residue was obtained by vaporing
a mixed solution filtrated from a mixture of a 1-g aliquot of each sample (nine samples, M–1 to M–9)
and 100 ml of deionized water (Figure S2). Therefore, potassium hydroxide, which was not detected
by XRPD, reacted with calcium hydroxide and carbon dioxide to form bütschliite during the drying of
the sample at 105 ◦C in air.

Three crystal calcium aluminosilicate hydrates, i.e., grossular (hydrogarnet), α-C2SH,
and tobermorite, were formed under the set hydrothermal conditions (Figure 2, Table 1 and Table
S2). Higher contents of grossular and tobermorite generated at higher temperatures. Grossular
stably existed after its appearance. However, the generation of α-C2SH and tobermorite was greatly
affected by the reaction condition. For example, with the increase in temperature, α-C2SH only
appeared at 190 ◦C, and tobermorite existed from 190 ◦C to 250 ◦C. With the increase of the Ca/Si ratio,
α-C2SH stably existed after its appearance when the Ca/Si ratio reached 1.37. However, tobermorite
disappeared when the Ca/Si ratio reached 1.68.

The K-feldspar–lime hydrothermal system is composed of K2O–CaO–Al2O3–SiO2–H2O, i.e.,
K–C–A–S–H, which has the same elements as those of CaO–Al2O3–SiO2–H2O (C–A–S–H) except
K. However, the minerals of tobermorite, α-C2SH, and hydrogarnet are common phases for both
systems [15–17,28–32]. Taylor summarized the phase stability of the CaO–SiO2–H2O (C–S–H) system:
11 Å tobermorite stably exists below 200 ◦C, and α-C2SH exists below 150 ◦C [16,17]. Meller et al. [16]
determined that the phase stability was radically altered by small quantities of additives. In their
study, as the upper temperature limits of α-C2SH (<250 ◦C) and 11 Å tobermorite (<300 ◦C) increased,
hydrogarnet was the only aluminum-bearing phase that was stable below 300 ◦C, and the presence of
alumina greatly increased the stability of 11 Å tobermorite. In this study, tobermorite was stable from
190 ◦C to 250 ◦C, grossular was stable from 160 ◦C to 250 ◦C, and α-C2SH appeared only at 190 ◦C.
These results are consistent with the results obtained in the studies by Ríos et al. and Meller et al. [15,16].
There was no evidence that Al-substituted tobermorite was formed; however, it is possible that the
Al substitution for Si in tobermorite increased its stability [33,34]. Besides, the generation of α-C2SH
and tobermorite was greatly affected by the initial Ca/Si ratio in the starting material (Table 1). Here,
the analysis shows that grossular was generated prior to α-C2SH and tobermorite with an increase in
the reaction temperature, revealing that it is easier to generate grossular than α-C2SH and tobermorite
under the hydrothermal conditions. Since the Ca atoms of grossular, α-C2SH, and tobermorite originate
from lime, both Si and Al originate from K-feldspar. Therefore, there is no competition of parallel
reactions. The phase transformation is also true for α-C2SH because α-C2SH appeared at 190 ◦C and
disappeared at 220 ◦C, showing that α-C2SH is metastable and transforms to a more stable phase at
higher temperatures [17,35].

As a layered silicate, tobermorite has high exchangeability and selectivity for cations [11],
which can alleviate the damage of heavy metals such as Cd, Pb, and Cr on soil [13,36,37]. Tobermorite
is also a slow-release reservoir for some nutrients, such as [K+] and [NH4

+] [14]. As a primary product
of the hydrothermal reaction, the weight percentage of tobermorite can reach 35%–40% by controlling
the reaction conditions (Table S2). Tobermorite has a structure similar to that of the 2:1 clay minerals,
and this structure plays a key role in the soil K cycle [38] with a positive correlation to the pH buffering
capacity [39,40], thereby benefitting the soil.

The general formula of 11 Å tobermorite may be written as Ca4+x(AlySi6-y)O15+2x-y(OH)2−2x+y·5H2O,
with 0 ≤ x ≤ 1 and 0 ≤ y ≤ 1. The variable x represents the amount of additional calcium hosted in
the structural cavities. Consequently, 11 Å tobermorite is actually a series between two endmembers,
Ca4Si6O15(OH)2·5H2O and Ca5Si6O17·5H2O [41]. Therefore, the Ca/Si ratio in the structure of
tobermorite is [0.67, 0.83]. Based on a magnified view of XRPD, the CSH gel phase—rather than
tobermorite—was formed when the Ca/Si ratio deviated from an ideal one in the structure of
tobermorite (the star phase in Figure S3). Wang et al. [42] found that the deviation of the Ca/Si
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molar ratio from 0.8 to 1.4 impeded the appearance of tobermorite, and this conclusion is in accord
with the trend of the tobermorite appearance with the Ca/Si ratio. However, with the increasing of
the Ca/Si ratio, it seemed beneficial for the formation of α-C2SH due to its high Ca/Si ratio. It is well
known that Al-substituted tobermorite will lead an increase of the basal spacing (002) between the
silicate layers along the c axis and the basal spacing increases with Al content [33,43,44]. Compared to
tobermorite synthesized without Al, the (002) diffraction peak of samples from L–4 to L–6, from M–1
to M–4, and from Tm–6 to Tm–10 shifted towards lower angles (Figure 3). The content of Al for Si
substitution should have been similar because two theta angles of the (002) diffraction peaks of all these
samples were almost the same. Considering that the Al/Si ratio was constant due to their shared source
from K-feldspar, the conclusion seems reasonable. The EDS data showed that tobermorite contained K
and Al atoms. Therefore, we concluded that Al-substituted tobermorite was formed (Table S6).

Figure 3. Enlargement of the diffraction peak of tobermorite (002). The sample (Tob) without Al was
synthesized with a 0.83 Ca/Si molar ratio under the same temperature, time and water/solid ratio
to those of M–1 to M–9, and Ca and Si sources were from lime and fumed silica powder, respectively.
Data of Tm–6 to Tm–10 were from the previous publication [22].

The hydrogarnet is an important mineral that is often found in nature and hydrated cement.
A calcic hydrogarnet that occurs frequently in the literature is hydrogrossular, Ca3Al2(SiO4)3−x(OH)4x

(0 ≤ x ≤ 3), and has intermediate compositions between grossular (x = 0) and katoite (x = 3). The structure
of hydrogarnet (cubic, space group Ia3d, no. 230) consists of AlO6 octahedra and SiO4 tetrahedra linked
with oxygen and the hydroxyl component (OH) in a solid solution with both (OH) and (SiO4) units
depending on the composition x [45,46]. A linear relationship between lattice parameter a and x or a and
Si content was observed for natural and artificial hydrogarnet [32,47,48], and a good agreement of the Si
content estimates from XRD and EPMA was proven [32]. By plotting Si content (3 − x) against lattice
parameter a from the powder diffraction file (PDF) data, a linear equation was obtained for hydrogarnet
(Figure 4a):

3 − x = 48.4521 − 3.8529a (1)
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Figure 4. (a) Plot of Si content against lattice parameter a of hydrogarnet from the powder diffraction
file (PDF) data (see Table S4); (b) plot of Si content of hydrogarnet calculated from Equation (1) against
nominal Ca/Si molar ratio in the starting material (see Table S5).

The Si content of grossular in the samples of M–1 to M–9 was calculated from Equation (1) and was
plotted against the Ca/Si ratio in the starting material in Figure 4b. These values of Si content calculated
from Equation (1) basically agreed with those obtained in terms of Figure 3 from Kyritsis et al. [32],
Figure 1A from Okoronkwo and Glasser [48], and Figure 2 from Adhikari et al. [49]. It is observed from
Figure 4b that more hydrogen was incorporated in hydrogarnet through H4O4 ↔ SiO4 with an increase
of the Ca/Si molar ratio in the starting material (nominal Ca/Si molar ratio), which is basically consistent
with the conclusion of the references [16,32]. Particularly, more hydrogen incorporation proceeded after
calcium hydroxide appeared at NCa/Si = 1.68, which agreed with the shift of XRPD towards a lower angle
for samples from M–5 to M–9 (a magnified view of the characteristic diffraction peak (420) of hydrogarent
in Figure 5b). However, the ratio of H4O4 ↔ SiO4 in hydrogarnet seemed to remain constant due to the
same position of the diffraction peak (420) of hydrogarent for the samples of L–2 to L–6 and of Tm–3 to
Tm–10. This indicated that neither the reaction temperature nor the reaction time affected the substitution
of H4O4 ↔ SiO4 in hydrogarnet if there was the same Ca/Si molar ratio in the starting material.

Figure 5. Diffraction peak from hydrogarnet (420) with various hydrothermal conditions: (a) reaction
temperature; (b) Ca/Si molar ratio (NCa/Si); (c) reaction time (data of Tm–3 to Tm–10 were from the
previous publication [22]).
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In order to obtain one single phase, some researchers used the responding oxides to prepare
tobermorite and hydrogarnet. For example, tobermorite was synthesized from lime and quartz
or lime and fumed silica powder under the hydrothermal condition with the designed Ca/Si
molar ratio (0.83) according to the ideal composition of tobermorite (Ca5Si6O16(OH)2·4H2O) [13,33,
44,50]. Hydrogarnet was synthesized through silica gel, calcium hydroxide, and γ-alumina [51].
Therefore, the generation of the abovementioned phases was closely related to the atom ratio rather than
the sources of Ca, Si, and Al in the starting materials. In this study, Ca was from lime, and Al and Si were
both from K-feldspar. In terms of estimated Si content, the Al/Si ratio in hydrogarnet was [1.39, 2.01],
which was greater than the ratio of 1:3 in the K-feldspar structure. When one structural unit of K-feldspar
was destroyed by Ca2+ and OH− attacking, K+ was leached into the solution [19]. Released Al and Si
combined with Ca to form hydrogarnet, and residual Si reacted with Ca to form crystal or ACSH. Al of
K-feldspar mainly entered into the structure of hydrogarnet, and Si distributed in both hydrogarnet and
caclium silicate hydrates.

3.1.2. Amorphous

With an increase in the reaction temperature and the Ca/Si ratio, the ACSH diffraction peak was
verified by a slight bump at 29◦ for M–5 to M–9 (* phase in Figure S3) and L–2 to L–3 (* phase in
Figure S4). This was also true for the samples of Tm–3 to Tm–5 with a time increase [22]. In fact,
the bump corresponded to a diffraction peak of CSH gel and became a stronger diffraction peak of
tobermorite when the CSH gel was transformed into tobermorite [52–55]. CSH gel is the principal
hydration product and primary binding phase in C–A–S–H or C–S–H systems such as Portland
cement. It is generally accepted that the CSH gel phase has a tobermorite-like structure, which can
be described as a layer of CaO polyhedra sandwiched between individual silicate chains that are
organized in a “dreierketten” structure [10,56]. Some researchers confirmed that lime and Si-containing
phases, such as quartz or cement, produced CSH gel with relatively low crystallinity during the
hydrothermal reaction and then formed tobermorite with higher crystallinity [57,58]. Shaw et al.
employed in situ energy-dispersive X-ray diffraction techniques to study the hydrothermal formation
of crystalline tobermorite from 190 ◦C to 310 ◦C [57]. First, a poorly crystalline CSH gel phase was
formed. The second stage involved the ordering of the CSH gel to form ordered crystalline tobermorite.
Based on the phase analysis, ACSH existed in all samples (Table S2). K-feldspar was the only residual
after the product was filtrated by 0.5 mol·L−1 HCl. Therefore, these amorphous phases should have
been acid soluble [22]. All formed phases were concluded to be calcium silicate hydrate or calcium
aluminosilicate hydrate by EDS analysis, and the amorphous phases were mainly composed of calcium
silicate hydrates or some transition state compounds that were discussed in a previous work [19].
Here, ACSH may have contained other amorphous phases—except calcium silicate hydrates—and all
of these phases were judged to be amorphous by XRPD [20]. Therefore, the authors did not further
determine the chemical compositions of ACSH because it was still difficult to distinguish different
crystal or amorphous phases, even using Electron Probe Micro-Analyzer (EPMA) due to small particles
and quantities of intertwining phases [19,20].

3.2. Morphology

Considering the complexity of the products and the inability to identify the phases of different
morphology, we do not discuss the SEM images of the samples of M–1 to M–9 and only present the
SEM images of the starting materials K-feldspar and lime (Figure 6) and the samples of L–1 to L–6
(Figure 7).
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Figure 6. SEM images: (a) K-feldspar and (b) lime.

Figure 7. SEM images: (a) L–1; (b) L–2; (c) L–3; (d) L–4; (e) L–5 and (f) L–6.

Figure 6 shows that the unreacted K-feldspar powder consisted of a few to tens of micron-sized
particles and that lime was composed of a few micron-sized particles, which were obviously prepared
from a calcining material. When K-feldspar and lime were kept under a closed hydrothermal reactor for
13.6 h at room temperature, no reaction occurred. However, lime reacted with water to form calcium
hydroxide and further carbonized to form calcite during the drying of the sample at 105 ◦C in air.
Figure 7a clearly shows that several floccules adhered to the K-feldspar surface, and these floccules
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were identified as calcium hydroxide and calcite based on the XRPD results (Table S2). The morphology
of the hydrothermal product L–2 was different from that of L–1. Large quantities of floccules were
deposited on the surface of the K-feldspar particle, and several spherical particles appeared (Figure 7b).
When the temperature was increased to 160 ◦C, many squamiform slices appeared on the K-feldspar
particles, and these slices may have been calcium hydroxide, calcite, and potassium carbonate (Figure 7c).
At 190 ◦C, the products were diverse, and it was difficult to distinguish the phases by their different
morphologies (Figure 7d). At higher temperatures, the amount of spherical and laminar particles
increased, which was in accordance with the QPA results demonstrating that more grossular and
tobermorite were formed (Figure 7e,f). The chemical compositions of the laminar and spherical particles
were determined using EDS (Figure 8 and Table S6). The Ca/Al and Ca/(Al + Si) atom ratios determined
by EDS were 1.63 and 0.62 for the spherical particle (Figure 8a), respectively, and approached the
corresponding ratio values of grossular [NCa/Al = 1.5 NCa/(Al+Si) = 0.85, Ca3Al2(SiO4)1.53(OH)5.88,
PDF card number 01-075-1690]. The Ca/Si atom ratio determined by EDS was 0.72 for the laminar
particle (Figure 8b) and approached its corresponding ratio value of tobermorite [NCa/Si = 0.75,
Ca2.25(Si3O7.5(OH)1.5)(H2O), PDF card number 01-083-1520]. The spherical particle contained a K atom
and the laminar one contained both K and Al atoms, and this may have been caused by the intertwining
of the formed phases with each other. As a result, the ratio determined by EDS slightly deviated
from the reference value. Therefore, in this study, the laminar phase was tobermorite, as identified in
our previous study and by other researchers [19,59–62], and the spherical particle was grossular, as
identified in our previous study and by other researchers [19,60,63].

Figure 8. SEM magnified image of L–6: (a) spots of energy dispersive X-ray spectroscopy (EDS) for
spherical particle; (b) spots of EDS for laminar particle. EDS were determined for the spots in the
black circles.

3.3. Dissolution Mechanism

For investigating the dissolution mechanism of K-feldspar under hydrothermal condition,
we analyzed the percentage of K-feldspar dissolution (Table S7, and the percentage of K-feldspar
dissolution was calculated from their corresponding element contents in Table S3; please see the
Supplementary Materials) with the reaction temperature. Because K-feldspar did not react with
lime at room temperature (25 ◦C), the authors did not consider the data of K-feldspar dissolution at
this temperature. Only five-point data were fitted between the natural logarithm of the dissolution
percentage (lnD) and the reciprocal of the temperature (1/T, K−1). When lnD versus 1/T (K−1)
was plotted in Figure 9, a turning point was found rather than a linear relationship. As a result,
the plot of lnD vs. 1/T could be divided into two regions: I, [130 ◦C, 190 ◦C], and II, [190 ◦C, 250 ◦C].
Then, two fitted lines were applied to these two regions:

I : lnD = 13.4850 − 4346.3643
T

(403K ≤ T ≤ 463K; Pearson’s r = −0.9914) (2)
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II : lnD = 7.6155 − 1593.4882
T

(463K ≤ T ≤ 523K; Pearson’s r = −0.9843). (3)

Figure 9. Natural logarithm of the percentage of dissolution (lnD) versus the reciprocal temperature
(1/T, K−1). lnD; — linear fit.

In terms of the Arrhenius equation, the following represents the relationship between lnD and the
dissolution apparent activation energy Ea:

lnD = lnA − Ea/RT. (4)

When Equation (4) was differentiated, the following equation was obtained:

Ea = −R
dlnD

d
(

1
T

) . (5)

Based on Equation (5), the activation energies were calculated as 36 kJ/mol at 130 ◦C ≤ T ≤ 190 ◦C
and 13 kJ/mol at 190 ◦C ≤ T ≤ 250 ◦C.

In general, Ea is a constant over a small temperature range, which is true for regions I and II in
Figure 9. Using a similar hydrothermal condition at higher temperatures (260–290 ◦C), Liu et al. [64]
found a linear relationship between lnK and 1/T and calculated the activation energy for the K-feldspar
and slaked lime hydrothermal reaction. However, the activation energy calculated by those authors
was 23 kJ/mol, which was larger than 13 kJ/mol at 190 ◦C ≤ T ≤ 250 ◦C and less than 36 kJ/mol at
130 ◦C ≤ T ≤ 190 ◦C in this work. It is reasonable to assume that different experimental conditions or
approaches can cause a difference in the activation energy calculations [65].

From the activation energy data, we concluded that two different processes controlled the reaction,
and a sketch of these processes is illustrated in Figure 10. First, the reaction was controlled by a
dissolution-precipitation process (region I). At higher temperatures, the reaction was dominated by
a diffusion process due to the quantities of deposited phases (region II). A similar trend was also
found for the dissolution of K-feldspar with the reaction time. Through a preliminary interface
study, Liu et al. [19] concluded that the reaction between K-feldspar and lime under hydrothermal
conditions was a mineral-mineral replacement reaction proceeded by the dissolution-precipitation
mechanism. The dissolution-precipitation mechanism was true for a reaction that occurs on the
K-feldspar particle surface at medium temperatures, i.e., 160–190 ◦C. Under this condition, the rate
of K-feldspar dissolution was close to the deposition rate of the formed phases. However, at higher
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temperatures, due to the deposition of large quantities of mineral phases on the K-feldspar surface,
the diffusion of K+ and Ca2+ was blocked. The mechanism in Figure 10 is consistent with the SEM
results (Figure 7) because more phases were deposited on the K-feldspar surface at higher temperature.

Figure 10. Hydrothermal dissolution mechanism of K-feldspar from 130 ◦C to 250 ◦C.

By studying the kinetics and mechanism of the hydrothermal synthesis of barium titanate,
Eckert et al. found that multiple reaction mechanisms competed in different regimes [66]. Berger et al.
measured the rate of mineral dissolution of sanidine from 100 ◦C to 300 ◦C and suggested a competition
between two parallel reactions at the mineral surface [67]. In this work, different reaction mechanisms
dominated in various temperature regions, which is in agreement with the abovementioned conclusions.

4. Conclusions

Based on an environmentally friendly hydrothermal process, the artificial silicate composite
material generated from natural silicate rock, i.e., K-feldspar, exhibited complex mineralogical
properties. Except carbonates (namely, potassium carbonate, calcite, and bütschliite), calcium (alumno)
silicates—including grossular, tobermorite, alpha-dicalcium silicate hydrate, and amorphous calcium
silicate hydrate—were the main products of the K-feldspar and lime hydrothermal reaction in the 130 ◦C
to 250 ◦C temperature range and in the 7:3 to 3:7 K-feldspar/lime weight ratio range (i.e., the Ca/Si molar
ratio from 0.72 to 3.91). Both the temperature and the Ca/Si molar ratio in the starting material greatly
affected the formation of phases, especially the generation of tobermorite and α-C2SH. The substitution of
H4O4 ↔ SiO4 proceeded with the increase of the Ca/Si molar ratio rather than the reaction temperature
and the reaction time. More hydrogen was incorporated in hydrogarnet through the substitution of
H4O4 ↔ SiO4 with the increase of the Ca/Si molar ratio in the starting material.

The dissolution mechanism analysis showed that a turning point between the natural logarithm
of the percentage of K-feldspar dissolution and the reciprocal of the temperature (K−1) appeared,
implying that different reaction mechanisms controlled K-feldspar dissolution. The apparent activation
energies were also calculated.

Based on the results of phase analysis and from a point of environmental and economic views,
the mass ratio of K-feldspar and lime should be more than 55:45 to obtain optimized properties of
synthesized silicate composite material. More lime in the starting materials means higher product cost
due to the higher price compared with K-feldspar. However, because of the properties of tobermorite as
a cation exchanger and its potential applications in hazardous waste disposal, experimental parameters
should be optimized to obtain better performance of the artificial silicate composite material from
the K-feldspar and lime hydrothermal system. A detailed study is worthy of being carried out
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for investigating the relationship between the mineralogy and the function of the artificial silicate
composite material.

As a potential sustainable agromineral, the artificial composite silicate material is particularly
appealing, not only because of its green production process, but also because of its excellent
performances and multiple functions of remediating the soil [8,9]. Primary studies proved that
these excellent performances and functions were closely related to its physicochemical properties and
mineral components [8,9]. Therefore, the study yields vital and valuable insights into comprehending
the mineralogical properties of the K-feldspar and lime hydrothermal reaction and producing artificial
silicate agrominerals from potassium-rich rocks.
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Abstract: Image analysis data obtained from scanning electron microscopy provided data for a
detailed evaluation of the separation efficiency for various processes involving the beneficiation
of particulate materials. A dry magnetic separation by a drum type magnetic separator served
as a case study to visualize effects of processing of a skarn ore with a high content of cassiterite
as ore mineral (~4 wt%). For this material, iron oxides and silicates are the main gangue mineral
groups. Based on the obtained data, partition curves were generated with the help of local regression.
From the partition curves, the separation efficiency was evaluated and the relevant particle properties
deduced. A detailed analysis of the bias of the quantitative mineralogical data is presented. This bias
was monitored and further analyzed in detail. Thorough analysis of feed and products of magnetic
separation enabled identification of the most important factors that control losses of cassiterite to
the magnetic product, namely the association with iron oxides and particle sizes below ~40 μm.
The introduced methodology is a general approach applicable for the optimization of different
separation processes and is not limited to the presented case study.

Keywords: SEM-based image analysis; MLA (Mineral Liberation Analyzer); magnetic separation;
cassiterite; partition curve; local regression

1. Introduction

Complex skarn ores containing considerable amounts of tin, zinc, indium, and other metals are
located in the Ore Mountains (Erzgebirge) region of Germany. Due to the finely disseminated nature
and the complex mineralogy of these skarn ores, past beneficiation attempts failed, and the ore was
considered economically unprocessable. Yet, increasing resource demand has resulted in renewed
interest in these deposits [1]. In this study, a skarn ore from the Hämmerlein deposit, one of the prime
examples of skarn ores from the Ore Mountains, was investigated. Cassiterite is the main tin-bearing
mineral in this ore. Due to the high density of cassiterite (~7 g/cm3), gravity separation is considered
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as an important beneficiation technique [2]. Yet, the investigated skarn ore contains about ~30 wt% of
iron oxides (magnetite and hematite). The effective separation of these iron oxides is important for the
following reasons:

• Low magnetic separation is usually implemented as a pre-concentration step to reduce the mass
streams in the downstream flow sheet [3];

• A by-product of high grade iron oxides will increase the feasibility of the planned
mining operations;

• Subsequent density separation steps will become more efficient due to a higher contrast in the
separation properties;

• Iron oxides are a source for multivalent ions, which have a detrimental effect on the froth flotation
of cassiterite [2,4];

Because of the brittle nature of cassiterite [2,4] this mineral is easily enriched in the fine particle
size fractions, reducing the effectivity of separation processes. It is thus beneficial to apply a first
magnetic separation step to remove iron oxides at a relatively coarse particle size (<250 μm) [5].
However, evidence from prior studies at Hämmerlein [1,6] showed that cassiterite is intergrown with
iron oxides, thus raising the question of how much value can potentially be lost in the magnetic
products. The first aim of this paper is to quantify these potential losses, evaluate possible reasons,
and discuss feasible remedies.

To answer this sort of questions, the feed and output streams are often analyzed by one or more
of X-ray fluorescence (XRF), X-ray diffractometry (XRD) and scanning electron microscopy-based
image analysis (such as QEMSCAN (FEI Company, Hillsboro, OR, USA) or MLA—Mineral Liberation
Analyzer (FEI Company, Hillsboro, OR, USA)). With SEM-based image analysis, it is possible to
identify characteristic mineral specific effects that help to achieve a deeper understanding of the
different processes. For example Little et al. [7,8] describe specific shape effects during grinding as
a function of different minerals. Similarly, Leißner et al. (2016a) [9] were able to quantify selective
breakage effects. Various authors have utilized SEM-based image analysis in their studies for detailed
characterization of their materials [10–12]. However, most of these studies disregard the existence of
uncertainties (material heterogeneity, sample representativity, sample preparation issues, and counting
errors) despite the fact that tools for monitoring them have been proposed [13,14]. The second aim
of this paper is thus to test some tools for an assessment of the uncertainty on the fate of value and
waste minerals through processing, here illustrated with the behavior of cassiterite and iron oxides in
magnetic separation.

The application of SEM-based image analysis data to magnetic separation was inter alia carried out
by Leißner et al. (2016b) [15]. The magnetic susceptibility of different minerals is one major determining
parameter influencing the results of magnetic separation. The iron content in minerals shows a big
influence on their response in magnetic separation [16]. As these contents are different for each deposit,
a practical testing of this magnetic separation for the different materials is necessary. For ferromagnetic
substances, different from paramagnetic and diamagnetic materials [17], the susceptibility shows
strong dependence on the applied magnetic field, hence for materials containing such ferromagnetic
minerals (i.e., magnetite) this property is difficult to access [18,19].

2. Materials and Methods

A complex tin-bearing skarn ore from the Hämmerlein deposit was processed with a magnetic
separator. The feed material and the different products were analyzed by a Mineral Liberation Analyzer
(MLA), a commercially available SEM-based image analysis system [20].

To evaluate the SEM-based image analysis, special focus was on the statistical representativity
of the obtained results. Due to the 2D structure of the image data, a stereological bias arises [21].
Numerous authors have addressed this topic and given certain relatively complex tools at hand to
remedy this problem [22,23]. Furthermore, the sampling of the material is of high significance for
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the validity of the obtained results but also an adequate sample preparation is crucial for obtaining
representative results [24].

2.1. Materials

Table 1 represents the modal mineralogy of the sample characterized by MLA technique.
The modal mineralogy of the material shows high contents of silicates, phyllosilicates, and iron
oxides. Additionally, the cassiterite content with approximately 4 wt% (Table 1), (corresponding to
3.44 wt% Sn measured by XRF) is rather high compared to many other tin ores [2].

Table 1. Modal mineralogy defined by the Mineral Liberation Analyzer (MLA) of the input material.

Mineral Groups Content in wt%

Silicates 47
Phyllosilicates 16

Iron oxides 29
Fluorite 2
Sulfides 2

Cassiterite 4

It is worth noting that an appropriate grouping of the identified minerals is a crucial step
for determination of the significant effects for the investigated system. For the grouping, various
approaches are possible. The mineral groups can be based on the significance of the applied process
(e.g., magnetic separation), on important properties for the applied measurement method (e.g., atomic
mass), or the geological classification. The mineral grouping shown in Table 1 was applied to the
investigated separation process and was focused on the main mineral groups that influence magnetic
separation (additionally there are carbonates and others, but these groups represent only small amounts
below 1 wt%). The silicates group mainly consists of quartz, feldspar, garnet, and members of the
amphibole group. The group phyllosilicates is dominated by mica and chlorite. The main constituents
of the group sulfides are sphalerite and minor pyrite, arsenopyrite, and galena. The iron oxides are
comprised of magnetite and hematite. Figueroa et al. [25] reported that it is possible to discriminate
hematite and magnetite with MLA by their backscattered electron (BSE) values. This approach is
inapplicable with the Hämmerlein ore because the BSE values of hematite and magnetite are subject
to fluctuations caused by varying amounts of Sn and other elements in the crystal lattice. There are
typical ranges regarding susceptibility for the most important minerals of the present study (Table 2).

Table 2. Susceptibility ranges for some chosen minerals [26].

Mineral Susceptibility in 10−9 m3kg−1

Magnetite >6505
Hematite 720–6505

Cassiterite <22.5

Table 2 explicitly represents that the susceptibility ranges are significantly different for iron
oxides and cassiterite. As already stated, the mineral susceptibility is highly influenced by Fe
content and varies strongly for different deposits. This fact necessitates a practical testing of the
individual materials.

The feed material was comminuted via a cone crusher and a subsequent screen ball mill (screen
aperture w = 250 μm). Figure 1 shows the particle size distribution (measured by laser diffraction:
HELOS, Sympatec, Germany) after comminution of the feed material for the magnetic separation test.
Additionally, the mineral grain size distribution of cassiterite (based on MLA data) is shown.
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Figure 1. Particle size distribution (from laser diffraction measurements) and grain size distribution of
cassiterite (from Mineral Liberation Analyzer—MLA data) of the feed material for magnetic separation.

2.2. Magnetic Separation

For the experimental tests, a drum type magnetic separator according to Figure 2 was utilized.
The separator operated in a dry magnetic environment. An installed permanent magnet generated a
maximum magnetic flux density of approx. 160 mT on the surface of the drum.

Figure 2. Rotating drum type magnetic separator (1 feeder; 2 drum; 3 permanent magnet and 4 splitter).

The drum operated at a rotational speed of approx. 33 revolutions per minute (rpm) and the
diameter of the drum was approx. 600 mm. The magnetic field of this specific magnetic separator was
described in detail by Madai et al. (1998) [27]. Magnetic separation tests were carried out in a batch
condition feeding 4 kg while the feed rate was adjusted manually to generate a mono-particle layer on
the surface of the drum.

Since the magnetic separator was operated in a low magnetic field, the main task was to remove the
ferromagnetic components and to concentrate them in the magnetic product. The main ferromagnetic
components in the feed material were identified as the magnetite.

The different products (magnetic, middlings and non-magnetic) were collected below the drum
and representative samples for subsequent analysis were obtained using rifle- and rotator-splitters.
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2.3. X-ray Diffraction and X-ray Fluorescence Measurements

X-ray powder diffractometry (XRD) analysis were undertaken to distinguish between the iron
oxides. A PANalytical Empyrean diffractometer (PANalytical, Almelo, Netherlands) was used,
equipped with a PIXcel3D-Medipix area detector (in combination with a Fe-filter) and a proportional
counter (with monochromator) as well as a Co X-ray tube. It was operated at 35 kV and 35 mA,
measurements were done in the 2θ range of 5◦–80◦, with step size of at least 0.013◦ 2Θ and an overall
measurement time of 2.5 h. The irradiated area was kept constant (10 × 12 mm) by means of an
automated divergence slit. Quantifications were implemented utilizing the Rietveld method by the
BGMN/Profex software package v. 3.9.2 [28].

Bulk chemical assays were carried out by X-ray fluorescence spectrometry at a commercial
laboratory (ALS, Ireland) using an analytical method reported elsewhere [29].

2.4. Mineral Liberation Analysis (MLA)

The particulate samples were characterized by a Mineral Liberation Analyzer (MLA).
Grain mounts of the particulate samples were prepared. For this purpose, aliquots of 3 g of material
were mixed with the same volume of graphite and epoxy resin. The grain mounts were polished
and then carbon coated with Leica (Baltec) MED 020 vacuum evaporator (Leica Microsystems,
Wetzlar, Germany).

The MLA consists of a FEI Quanta 650F field emission SEM (FE-SEM) (FEI Company, Hillsboro,
OR, USA) equipped with two Bruker Quantax X-Flash 5030 energy dispersive X-ray detectors (EDX).
Identification of mineral grains by MLA was based on backscattered electron (BSE) image segmentation
and collection of EDX-spectra of the particles and grains distinguished in BSE imaging mode. Collected
EDX-spectra were further classified using a list of mineral spectra collected by the user. More detailed
information with regard to the functionality of the MLA system can be found in the literature [20,30].
The GXMAP measurement mode [20] was applied to all samples. Data processing and evaluation
was exanimated with the software package MLA Suite 3.1.4.686 using the modified approach for
automated mineralogy as described by Kern et al. (2018) [6].

2.5. Bootstrap Resampling

The bootstrapping algorithm was developed by Efron and Tibshirani [31]. The algorithm enabled
information to be gained about the statistical reliability of the results. In the processing stage,
a bootstrap resampling with replacement method was used as described by Evans and Napier-Munn
(2013) [13]. Bootstrap resampling created M virtual subsets of the sample by randomly taking N
particles from the measured particle population. Particles once selected by the algorithm were directly
replaced in the population to be again available for sampling. The potential of error analysis based on
the bootstrap resampling method was tested and compared to other methods available in the literature
by Mariano and Evans (2015) [32]. It was shown that bootstrap resampling indicated reliable estimates
of sample statistics without being based on any assumptions.

2.6. Tromp Curves

The partition curve so-called Tromp curve (T(ξ)) for a separation property ξ, is a suitable
instrument to evaluate the quality of selectivity of a separation process. Basically, the separation feature
is either particle size or another physical property. Values for the partition curve were calculated for all
discrete classes using Equation (1) [33].

Ti(ξ) =
ui, mag

ui,relcalc. feed
Rm,mag (1)

where Rm,mag represents the recovery of mass into the magnetic product in wt%.
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The mass portion μij of a certain property class i in a certain material stream j was calculated with
the mass in this certain class and the material fraction mij and the total mass of this fraction mj:

μij =
mij

mj
(2)

With respect to the partition curves, the feed material represents the recalculated material based
on magnetic product, middlings, and non-magnetic products. The results from MLA enable partition
curves to be generated for various separation properties. Therefore, a reasonable classification for the
investigated properties was applied and Ti was calculated for each class.

For fitting smooth curves to the values of the partition curve based on the empirical data for each
class, local regression (“loess”) was applied. It represents a simple nonparametric fitting for smooth
curves to empirical data [34], similar to a moving window regression. The method parameters are
α and λ. The parameter α represents a smoothing parameter and determines the portion of nearest
observations that are used for estimating the regression at each point. It is specified between 0 and 1,
with higher values producing smoother curves. The parameter λ defines the degree of the polynomial
regression that is fitted to the data in that window. Here, α and λ are set to 0.75 and 1, respectively.
Linear equations are fitted to the data points in each window. Further, the confidence interval of 95%
for each curve is indicated.

An ideal separation is as a vertical line, whereas an ideal splitting is characterized as a horizontal
line for T. For a real separation process, the performance will be between these two cases as a function
of the particular investigated feature. For the magnetic separation, the magnetic susceptibility may be
used as separation property.

3. Results and Discussion

In this section, the plausibility of the MLA data is discussed by comparing the recalculated feed
with the real feed sample. Further, the quality of the magnetic separation is evaluated with a special
focus on possible reasons for the significant amounts of cassiterite lost into the magnetic and middlings
product. For the following considerations, the focus is on cassiterite and the iron oxides as these
minerals show high relevance for magnetic separation processes. The particle size (xparticle) is defined
as the maximum length of the minimum bounding rectangle (MLMR) around a 2D particle image
from MLA.

3.1. Plausibility of MLA Data

A detailed analysis of the data quality is presented. Thereby, the feed for the magnetic separation is
compared with a recalculated feed based on the products of magnetic separation. The mass distribution
over different particle size classes is compared and a critical evaluation of the mineral contents is given.
Furthermore, XRF and XRD analyses complement the assessment of the established mass balance.

3.1.1. Comparison of Feed and Recalculated Feed

A comparison of the real and recalculated feed obtained from the products of the magnetic
separation is presented to evaluate the quality of the MLA-data precisely as suggested by Grant et al.
(2018) [35]. It enables deviations to be understood and for these to be categorized in the context of
assessing various effects of magnetic separation. For that reason, Figure 3 displays mass fractions (μ)
in the different particle size (MLMR) classes by comparing them with the real and recalculated feeds.
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Figure 3. Comparison of mass fractions in different particle size classes for the real feed (real) and
recalculated feed (recalc.). The latter is recalculated from the MLA-data of the three products of
magnetic separation.

There are deviations for μ between the real and recalculated feed visible in Figure 3. For particle
size classes—160 μm—μ is overestimated for the recalculated feed, whereas it is underestimated for
sizes +160 μm compared to the real feed. The deviations for the particle size fractions +160 μm are
explained by the comparative smaller number of particles in these coarser size fractions that cause a
larger statistical uncertainty. As mass fractions have to total 100%, the uncertainty for coarse particle
sizes also influences the bias for fine particle sizes.

A similar approach can also be applied to mineral contents. Figure 4 illustrates the contents
of the main mineral groups (Table 1) in the real and recalculated feeds from the magnetic product
stream. For the estimation of mineral contents, bootstrap resampling was applied [32]. The bootstrap
resampling methodology allows for error estimation in quantitative textural analysis [13]. In addition,
it enables the calculation of the confidence interval of the mineral content of the real and recalculated
feed samples. The results of the bootstrap resampling are visualized via boxplots in Figure 4.

Figure 4. Comparison of mineral contents of real feed and recalculated feed based on the three
products from magnetic separation (a) for all mineral groups; (b) without iron oxides closed to 100 wt%)
(N = particle number of MLA sample; M = 1000). The median marks the mid-point of the data and is
shown by the line that divides the box into two parts. Half the values are larger than or equal to this
value and half are less. The middle “box” represents the middle 50% of values for the group. The range
of scores from lower to upper quartile is referred to as the inter-quartile range. The middle 50% of
values fall within the inter-quartile range. Outliers that fall out of the boxplot range are marked by dots.
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Figure 4a illustrates obvious discrepancies between the mineral contents of the real and recalculated
feeds. These deviations are especially prominent for silicates and iron oxides. The recalculated feed
overestimates the content of iron oxides and underestimates the silicates content compared to the real
feed. If the iron oxides are excluded and the content of the remaining minerals is close to 100 wt%
(Figure 4b), the mineral contents of the recalculated feed are in good agreement with the actual feed.
This illustrates that the content of iron oxides carries an error to all other mineral components in the
middlings, non-magnetic or magnetic product.

The bulk chemical composition of feed and products of magnetic separation can be used as
an external monitor for the validity of the MLA data. In Table 3, the concentrations of Sn and Fe
as determined by XRF are compared to concentrations calculated from the mineral chemistry and
contents of all minerals contained in the feed sample as well as the recalculated feed based on the
results for the three products of magnetic separation. Compared with deviations for the mineral
contents from MLA, the element contents from XRF show only minor discrepancies. It has to be stated
that the elemental contents for Sn and Fe cannot be easily assigned to the mineral contents of cassiterite
and iron oxides respectively, due to the complex character of the investigated ore and the elements
also being present in various other minerals.

Table 3. X-ray fluorescence (XRF) analysis of cSn and cFe measured for real feed and the recalculated
feed based on the three products from magnetic separation.

XRF MLA

Real Feed Recalc. Feed Real Feed Recalc. Feed

cSn 3.44 3.21 3.42 3.64
cFe 29.75 28.69 27.87 31.74

All values in wt%.

Possible reasons for the discrepancies of the real feed and the recalculated feed are pointed out
below under Section 3.1.3.

3.1.2. Hematite–Magnetite Ratio

For a more detailed analysis of the iron oxides content (cironox), XRD analyses were conducted for
the feed and the products of magnetic separation. From these XRD measurements, it is possible to
distinguish between hematite and magnetite. However, this is just a bulk value, not particle wise as
by MLA. In Table 4, the values for cironox and the proportions for magnetite and hematite are shown.
In comparison to the MLA data, the mass balance for the iron oxides shows fewer deviations for the
XRD-results and also the ratio of magnetite to hematite for the feed is in good agreement with the
recalculated feed.

Table 4. cironox, magnetite and hematite proportions for the real feed, recalculated feed and the products
measured by X-ray diffractometry (XRD). All values for cironox in wt%, for magnetite and hematite in
rel.%.

Real Feed Magnetic Middling Non-Magnetic Recalc. Feed

cironox 32.5 53.1 16.7 4.8 33.2
Magnetite 48 51 56 not detected 48
Hematite 52 49 44 100 52

From Table 4 it is obvious that the XRD measurement indicates the absence of magnetite
(e.g., concentrations below the detection limit of 1 wt%) in the non-magnetic product. All of the
iron oxides recovered in this product were found to be hematite. For the feed, the magnetic and the
middlings, the ratio for hematite and magnetite is in a similar range. Here the mass ratio of hematite
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to magnetite for the materials is approx. 50:50, with only slight deviations. For the feed, the hematite
proportion is higher than that for magnetite. In contrast to that for the magnetic product and the
middlings, magnetite slightly dominates. The non-magnetic product contains only 4.8 wt% of total
iron oxides, whereas an enrichment to 53.1% can be found in the magnetic product.

From the findings, it can be concluded that particles even containing only small amounts of iron
oxides are recovered into the magnetic product or the middlings. It follows, that the applied magnetic
separation is a suitable method to remove the iron oxides from the feed material.

3.1.3. Assessment of Data Quality

As shown above the discrepancies of the mass balance in MLA data can be mainly assigned to
the iron oxide contents. However, as shown in Tables 3 and 4 the consistency of XRF and XRD results
indicate only minor deviations. Therefore, it can be concluded that the overall mass balance is correct.
The bias in MLA data for the mineral content of feed and recalculated feed can be explained with the
following points.

As differentiation of magnetite and hematite by MLA is not possible for this material, the mean
values of Fe-content and mineral density are applied. In the products of magnetic separation the ratio
of the iron oxide phases varies from the feed, as is shown in Table 4, leading to an error in the mineral
content estimation in these fractions.

The resolution limit of MLA makes a detailed analysis of agglomerates of fine particles in the
sample problematic. An inaccurate determination of the minerals in the agglomerates causes an error
in the overall mineral contents, which can be selective for specific phases. Further, different effects
such as a nugget effect or segregation during sampling or sample preparation contribute to deviations
of mineral contents.

According to the obtained results, the following partition curves were calculated based on the
recalculated feed, as a closed mass balance is necessary. Hence, the presented partition curves only
consider the distribution of the products. To assess the cassiterite distribution over the different
property classes for the products of magnetic separation, the real feed is always shown for comparison.

3.2. Overview of Results of Magnetic Separation

According to Figure 2, there are three products resulting from the magnetic separation process.
An integral view on the content and recovery of the magnetic separation gives a first impression about
the enrichment of cassiterite and iron oxides in the products as shown in Table 5. The values presented
in Table 5 were calculated using the following Equations:

Rm =
mp

mtotal
× 100 in wt% (3)

Rcas =
ccas, p

ccas, f
Rm in wt% (4)

Rironox =
cironox, p

cironox, f
Rm in wt% (5)

where the index f represents the feed material and p represents the three different products of magnetic
separation including magnetic, middlings and non-magnetic materials. Rm is the mass recovery of
the products, whereas Rcas and Rironox represent the mineral recovery in the different products for
cassiterite and iron oxides, respectively.
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Table 5. Mass recovery, contents and mineral recovery with correlated error (standard deviation)
estimated by bootstrap resampling and error propagation of the different products and feed.

Magnetic Middlings Non-Magnetic Feed

Rm 56.6 ± 2.1 1.7 ± 0.2 41 ± 2.1 -
ccas 2.5 ± 0.1 5.4 ± 0.3 6.2 ± 0.4 3.8 ± 0.2

cironox 60.2 ± 0.4 12.6 ± 0.5 3.8 ± 0.2 30.4 ± 0.5
Rcas 39.2 ± 3.2 2.42 ± 0.5 66.1 ± 7.8 -
Rironox 112.1 ± 4.8 0.7 ± 0.1 5.2 ± 0.5 -

All values in wt%—concentrations determined with MLA.

The values of Rm in Table 5 represent the mean value of mass recovery of six individual tests of
magnetic separation with identical parameter settings and material. For ccas and cironox (concentration
of cassiterite and iron oxide) the values represent the mean of 1000 virtual samples from bootstrap
resampling (according to chapter 2.5, N = particle number of MLA sample; M = 1000) based on the
original data from MLA for the products and the feed. Rcas and Rironox (recovery of cassiterite and
iron oxide) were calculated with these values. The standard deviations for Rcas and Rironox were
estimated by error propagation. The calculated recovery for iron oxides into the magnetic product
of 112.1%, which is obviously not possible, is caused by the bias in the iron oxide content obtained
by MLA (refer to Section 3.1.1). A correction of this bias is not possible, as its origin cannot be clearly
assigned to either the feed data or the data of the magnetic product. Therefore, the following results
and considerations are only based on calculation methods, which are independent of the found bias in
the data. For the partition curve, this is valid, as the calculation was done based on the recalculated
feed (Section 3.3). Due to the fact, that the combination of the feed data and the product data is not
possible, the distribution of cassiterite bearing particles within the feed and the products is shown
individually (Section 3.4). The presented assessment of the uncertainty in the data allows for the
decision of which calculations and methods are applicable to the data to obtain reliable information.

In the case of the product mass distribution for Rm, it is found that approx. 60 wt% of the material
accumulated in the magnetic product and 40 wt% in the non-magnetic product. However, only a small
proportion reports to the middlings. The majority of the iron oxides report to the magnetic product;
for cassiterite, however, the allocation is less pronounced. More than 50% of the cassiterite is recovered
in the non-magnetic product, whereas approximately 40 and 2 to 3 wt% respectively report to the
magnetic and middlings products. This fact justifies a more detailed review of the cassiterite behavior
on a particle basis to identify the effects that determine the cassiterite recovery in the different products.

3.3. Evaluation of Quality of Magnetic Separation

Leißner et al. (2016) [15] established partition curves on the mixed susceptibility of the separated
material from isodynamic separator experiments. This was performed because the material
investigated by Leißner et al. (2016) predominantly consisted of minerals showing paramagnetic
character. In the present case, the feed material contains a high proportion of ferromagnetic minerals
(e.g., magnetite). In the case of ferromagnetic material, the susceptibility is a function of the applied
magnetic field. It is thus not constant in the variable external field of a magnetic separator and
difficult to calculate. Therefore, it is necessary to generate partition curves based on other relevant
parameters. One reasonable parameter is the content of iron oxides (cironox) of the particles as these
minerals show the most pronounced ferromagnetic character compared to other minerals present in
the studied skarn ores [36]. Although magnetite and hematite show different magnetic properties it
can be stated, based on the presented results, that the two minerals behave rather similarly during the
applied magnetic separation step—and because it was difficult to separate these two iron oxides by
MLA [37], it was deemed appropriate to consider them together as iron oxides for further analysis via
partition curves.
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The partition curve as function of the mineral content in the particles is shown in Figure 5a for the
iron oxides, which illustrates the behavior of a particle in the presence of the magnetic field. In addition,
another partition curve is plotted for the cassiterite content in the particle. This example shows how the
partition curve behaves in dependency of a particle property that is not determent for the separation
behavior. To generate the data points for T(c), a grouping of the mineral content for each particle
from MLA data is applied. The recalculated feed is chosen as a reference point due to the findings
reported in Section 3.1. It follows that the generated partition curves define the distribution between
the magnetic product, middlings and non-magnetic product. The classes vary from 0 to 100 wt% for
each mineral content with a step width of 5 wt%. The values of T(c) are plotted against the mean of
each content class and are represented as points in the diagram. For both minerals, a smoothed curve
is added via the “loess” method as explained above in Section 2.6.

Figure 5. (a) T(c) vs. mineral content in the particles for cassiterite (red) and iron oxides (blue);
(b) cumulative distribution of iron oxides (rironox,cum) in the content classes (cironox) of the feed material.

From Figure 5a, it is obvious that the higher the iron oxides content of a particle (cironox), the more
likely it reports to the magnetic product. For cironox above 65 vol%, the particles accumulate to >90% in
the magnetic product. Below approx. 35 vol% cironox, the particles do not accumulate predominantly in
the magnetic product (T(c) < 50%). The partition curve of Figure 5a for iron oxides has to be understood
as qualitative representation and should be seen in context of the mass distribution of the iron oxides
in the described content classes to get a more detailed understanding of the specific material behavior.
Therefore, the mass distribution of iron oxides is calculated by Equation 6 and represented in Figure 5b
for the feed material of the magnetic separation.

rironox,cum = ∑n
i=1

mironox,i

mironox,tot
× 100 in wt% (6)

where mironox,tot represents the total mass of iron oxides in the feed material and mironox,i denotes the
mass of iron oxides in the iron oxides content classes (cironox). A steeper gradient for the partition
curve is expected over the iron oxides content as nearly all iron oxides report to the magnetic product.
The relatively flat slope of the partition curve might be related to the mass distribution of the iron
oxides over the volume liberation classes as shown in Figure 5b. It can be found that only small
portions of iron oxides are present in the classes with a low volume liberation. Most of the iron oxides
are highly liberated, explaining the discrepancy between the cumulative recovery for the iron oxides
and the partition curve. This is in accordance with the high recovery of iron oxides in the magnetic
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product from Table 5. As seen, the trend of the separation curve for the iron oxides content is changed
by the magnetic field. By reducing the magnetic force (Fmag), the separation process is possibly more
selective to cironox in the way that particles with lower cironox deplete in the magnetic product.

For comparison, the T(c) for cassiterite is shown in Figure 5a. The shape of the curve for cassiterite
is distinctly different from that for iron oxides. In case of cassiterite, the appearance of the curve shows
unselective behavior regarding mineral content compared to the iron oxides.

In Figure 6a, the T(c) is shown as a function of cironox for three different particle size fractions. It is
found that T(c) increases with increasing particle size. For finer particles, the minimum cironox is higher
enriched in the magnetic product compared to the coarser particles. Feeding from the top should
support the separation of fine particles relative to coarse particles due to higher specific magnetic
forces. One possible reason for the behavior of particles finer than 40 μm shown in Figure 6a is an
agglomeration phenomenon with respect to ultrafine particles. This agglomeration is not visible in
MLA due to desagglomeration during preparation of the samples for measurement. Agglomerates
which are separated based on the agglomerate properties might be seen as individual particles. Further,
misplaced liberated iron oxides and misplaced locked particles might influence the separation results.
Another possible reason for the behavior in Figure 6a is an enrichment of hematite and magnetite in
different particle size ranges. This cannot be identified by the MLA technique owing to the problematic
distinction of these iron oxides for this material. The stereological effect must not be neglected,
which also has an influence on the shape of the partition curves.

Figure 6. T(c) vs. cironox (a) for three different particle size classes; (b) cumulative distribution of
iron oxides (rironox,cum) in the content classes (cironox) of the feed material for three different particle
size classes.

It can be also found in Figure 6a that the particle size has a significant influence on the separation
quality. In Figure 6b, the mass distribution of iron oxides in the different classes for cironox is shown
for the three size classes. It reveals that the finer the particle size range, the more liberated are the
iron oxides.

The data presented above points out that cironox is a significant parameter for magnetic separation.
There is a minimum cironox, which is defined by the separation cut-point (T(cironox) = 50%), necessary
for particles to be enriched in the magnetic product.
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3.4. Cassiterite-Bearing Particles

The following considerations focus on cassiterite and its distribution in the feed and the three
products of magnetic separation. Special attention is paid to the association of cassiterite with iron
oxides due to the fact that the iron oxide content is a crucial factor for magnetic separation.

3.4.1. Liberation of Cassiterite

In this section, the feed represents the results of the MLA of the real feed material. For the analysis
of MLA data, the number of particles N always has to be considered. Table 6 represents the total and
cassiterite-bearing number of particles in the feed and the three products. In Table 6, the total number
of particles, Ntotal, for the analysis and the number of cassiterite bearing particles, Ncas, are indicated.

Table 6. Number of particles (Ntotal: all particles; NCas: particles containing cassiterite).

Feed Magnetic Middlings Non-Magnetic

Ntotal 193,476 299,510 143,411 91,558
Ncas 7391 12,081 6777 4505

In Figure 7 a typical particle image from SEM-based image analysis is shown, which is binarized
in cassiterite and the gangue area.

Figure 7. Typical 2D projection of a particle in the cutting plane from MLA measurement.

The cassiterite volume liberation is calculated for each particle according to Equation (7):

Lcas =
Acas

Acas+Agangue
× 100 in vol% (7)

where Acas and Agangue denote the proportion of the area of cassiterite and other gangue minerals,
respectively. As the data given in the MLA is 2D, the volume liberation for cassiterite is calculated
based on obtained area information, considering that the bias for this transformation is in an acceptable
range. This is a reasonable assumption given the near isometric shape of most cassiterite grains and
the lack of any preferred orientation of mineral grains in the fine-grained skarn ore.

The grouping of the cassiterite-containing particles as a function of particle size is shown in
Figure 8. In this diagram, only the particles Ncas (Table 6) are utilized. For the feed and each product
p (magnetic, middlings and non-magnetic), rcas,p,i sums up to 100 wt% and i represents the particle
size and liberation classes for which rcas is calculated. Therefore, the colors give an indication of the
cassiterite distribution within the product with regard to the particle size and cassiterite liberation.
For the feed and the three products of magnetic separation, the distribution of cassiterite over the
particle size classes is shown in Figure 8.
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Figure 8. Distribution of cassiterite (rcas) in different size classes for feed and the products (values in
brackets indicate distribution of cassiterite into the products from Table 5).

The distribution of cassiterite in the non-magnetic product shows a clear maximum in the
−160 + 80 μm class. However, the maximum for the middlings is in a lower class at −80 + 40 μm.
In contrast, the magnetic product shows no clear maximum and a more uniform distribution of the
cassiterite between 20–320 μm. The feed material is added for comparison and indicates left skewed
distribution with a maximum at −320 + 160 μm.

The distribution of cassiterite in the feed is similar to the cassiterite distribution in the
non-magnetic product, also showing a left skewed distribution. The recovery of cassiterite into the
middlings and the magnetic product is caused by intergrown iron oxides, especially magnetite which
reports completely to these products. Finely, disseminated cassiterite is intergrown with magnetite,
which also explains the greater amounts of cassiterite in the finer-grained fractions compared to the
non-magnetic and middlings fraction. For a better understanding of this behavior, the liberation of
cassiterite in the different size fractions has to be investigated. For this purpose, rcas is studied as a
function of liberation together with the particle size classes in Figure 9. The rcas for every product
sums up to 100% for a better visualization. Further, the color scale displays the cassiterite recovery
into the property classes (rcas) for each product individually calculated by Equation (8).

rcas, p, i =
mcas,p,i

mcas,p
× 100 in wt% (8)

Figure 9. Distribution of cassiterite (rcas) as a function of xparticle classes and Lcas classes (recovery in
each product sums up to 100%; green: 1%, yellow: 17.5%, red: 35%). The numbers in the boxes indicate
the amount of particles in each bin.
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The number of particles is added for each property class. These values are added for review of
the statistical representative status of the data, where a high value of rcas together with a low number
of particles is problematic and must be noted.

For all four samples, the cassiterite accumulates in the liberation class −100 + 90%. Further, there
is a significant amount of cassiterite in the −50% class. It is worth noting that the depicted class is
comprised of a much higher range than the other classes, which influences the optical perception in
this diagram. Nevertheless, there is a significant number of particles in all three products with low
cassiterite liberation.

Regarding the particle size, the maximum cassiterite recovery is found in the non-magnetic
product in the range of −160 + 80 μm, followed by −80 + 40 μm. In comparison, for the magnetic
product the maximum cassiterite recovery is in the range of −40 + 20 μm. The maximum is less
pronounced than in the non-magnetic product and the cassiterite recovery shows a broader distribution
over the −100 + 90% class. Cassiterite with a high degree of liberation predominantly accumulates in
the non-magnetic product due to its paramagnetic nature. A discharge into the middlings or magnetic
product either must be of statistical nature or caused by additional particle properties beside the
content of iron oxides, e.g., mineral association, particle size, shape or density. The influence of these
properties cannot be assessed in Figure 9.

Summarizing Figure 9, the cassiterite containing particles are divided into three main liberation
groups including low (−50%), intermediate (50%–90%) and high (90%–100%) liberated cassiterite.
Another important group represents the fully (100%) liberated cassiterite. This particle section shows
no other interconnected mineral in the particle and is therefore of high significance. This group is not
visible in Figure 9 as it is included in the −100 + 90% group.

Based on bootstrap resampling (refer to chapter 2.5, N = particle number of MLA sample; M = 1000)
the coefficient of variation (CV) was calculated for the bins of Figure 9. The CV for each bin is shown
in Figure 10.

Figure 10. Coefficient of variation (CV) for the bins of xparticle classes and Lcas based on data from
bootstrap resampling; green: 0%, yellow: 20%, red: 80%). The numbers in the boxes indicate the value
of CV for each bin.

From Figure 10 in combination with Figure 9 it is seen that for bins with a low number of particles
in the original sample for MLA the value for CV is high. According to Lamberg et al. [22] the maximum
acceptable value of CV is in the range of 20%. If the value is higher, bins will be merged. This approach
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reduces the mean error for the following calculation methods. However, it does not allow a tracking of
the bias along the analysis process.

For a better overview of the distribution of cassiterite regarding these described liberation classes,
rcas is shown for these groups in Figure 11 for the three products and the feed.

Figure 11. Distribution of cassiterite (rcas) in the different liberation classes for the three products.

In Figure 11, the 100% liberated cassiterite is the predominant proportion of all products. It should
be mentioned that MLA slightly overestimates the liberation degree by only cutting the particles
in the cutting plane of the grain mounts and the related 2D character of the data. The described
stereological effect leads to the fact that 100% liberated cassiterite can be intergrown with other
minerals, which are not visible in MLA as these minerals are not positioned in the cutting plane of the
grain mount. Nevertheless, the non-magnetic product shows the highest amount of fully liberated
cassiterite compared to all other products and the feed.

3.4.2. Association with Iron Oxides

The association of cassiterite with iron oxides is of high importance. The content of cassiterite
together with iron oxides in one particle is relevant for its recovery into the magnetic product.
Table 7 shows the particle population that is utilized for the analysis of cassiterite in connection
with iron oxides.

Table 7. Number of particles in the feed and three products classifying, Ncas, ironox, particles containing
cassiterite and iron oxides and Ncas, no ironox as particles includes cassiterite and no iron oxides.

Feed Magnetic Middlings Non-Magnetic

Ncas, ironox 1508 3561 797 447
Ncas, no ironox 5883 8520 5980 4057

From Figure 12 it follows, that the highest portion of cassiterite intergrown with iron oxides
can be found in the magnetic product. Nevertheless, a significant amount of cassiterite (17.5 wt%)
is also associated with iron oxides in the non-magnetic product. As no magnetite is present in the
non-magnetic product, the cassiterite is only intergrown with hematite. For these particles, a more
detailed analysis is necessary.
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Figure 12. Distribution of cassiterite (rcas) in particles with iron oxides and without iron oxides.

Figure 12 implies the necessity of a more detailed analysis of the particles that are comprised of
cassiterite and iron oxides. In Figure 13, the distribution of these particles is shown as a function of
particle size and cironox classes.

Figure 13. Distribution of cassiterite (rcas) as function of xparticle and cironox in the feed and the products
(recovery in each product sums up to 100%; green: 1%, yellow: 25%, red: 50%). The numbers in the
boxes indicate the amount of particles in each bin.

For rcas, the non-magnetic product shows a clear accumulation at low cironox. The maximum rcas is
for cironox at −10 wt % and xparticle at −320 + 160 μm. For the non-magnetic product, the majority of the
cassiterite shows cironox below 30 vol%. The magnetic product shows an obviously broader distribution
of cassiterite over the cironox classes. Despite that, the maximum is also in the class −10 vol% but
significantly less pronounced than in the non-magnetic product. Furthermore, the optical impression in
Figure 13 implies a slight shift of rcas to lower particle size classes for the magnetic product compared
to the non-magnetic product. The behavior of the middlings shows a clear maximum in the fraction
cironox −10 vol% but also a broader distribution of rcas over cironox than in the non-magnetic product.
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It can be concluded that already small proportions of iron oxides (most probably magnetite) in the
particle suffice to recover it in the magnetic product or the middlings.

For the magnetic and the non-magnetic products, respectively two typical particle images that
contain cassiterite and iron oxides are shown in Figure 14.

Figure 14. Examples of particle images for particles containing cassiterite and iron oxides in the
magnetic and the non-magnetic products.

As seen in Figure 14, the magnetic product exhibits the finely disseminated cassiterite grains
within the matrix of iron oxides. Conversely, in the case of the non-magnetic product, the iron oxides
are finely disseminated within matrices of other minerals. These characteristics of the ore material
represent one reason for discharge of minerals with iron oxides into the non-magnetic product and the
loss of finely intergrown cassiterite into the magnetic product.

3.4.3. Fully Liberated Cassiterite

For an ideal magnetic separation, the assumption is that a particle, solely consisting of cassiterite,
can be recovered in the non-magnetic fraction. Table 8 shows, however, that a considerable number of
particles that show an apparent (2D) fully liberation of cassiterite are recovered in the magnetic product.

Table 8. Number of particles (Ncas: particles containing cassiterite; Ncas,100%: particles with 100%
volume liberated cassiterite).

Feed Magnetic Middlings Non-Magnetic

Ncas 7391 12,081 6777 4505
Ncas,100% 4362 5953 4437 2990

To compare the particle size range of fully-liberated cassiterite, rcas is shown as a function of the
particle size classes for the feed and the products of magnetic separation in Figure 15. The distribution
for rcas of the magnetic product is shifted to a lower particle size range compared to the non-magnetic
product. For the non-magnetic product, the maximum of rcas can be found for the particle size
class −160 + 80 μm, whereas for the magnetic product, rcas shows a maximum value in the class
−40 + 20 μm.
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Figure 15. Distribution of cassiterite (rcas) in 100% liberated class as function of xparticle size for the
different products (values in brackets indicate proportion of 100% liberated cassiterite of total cassiterite
in feed and each product).

The described observations lead to the conclusion that one reason for the relatively high recovery
of 100% (apparently) liberated cassiterite in the magnetic product is agglomeration of fine particles
and their attachment to coarse and high magnetic particles. Nevertheless, as already stated, due to
stereological effects the liberation based on MLA data is overestimated. Associated minerals might not
be visible in the cutting plane and a proportion of the 100% liberated cassiterite can still be intergrown
with some other minerals regarding the three dimensional structure.

4. Conclusions and Outlook

The present study presents the characterization of the magnetic properties and potential magnetic
separation in a complex tin-bearing skarn of the Erzgebirge. It is impossible to over-emphasize the
application of MLA data coupled with XRD and XRF for the evaluation of such magnetic separation
unit operations in mineral processing. Indeed, based on the insights provided by the discussed
parameters a relatively simple, efficient work flow for process analysis can be established based on a
process mineralogical approach for an ore body which was thought to be uneconomic for many years.
It was shown that for an evaluation of the separation efficiency via partition curves, it is also important
to take the mass distribution over the volume liberation of iron oxides into account. This helps to
explain the high discrepancy of the overall recovery of the iron oxides into the magnetic fraction and
the relatively small slope of the partition curve. The main findings of this article can be concluded in
the following statements:

• Besides the iron oxide content, the particle size had a significant influence on the magnetic
separation process. The distinction of iron oxides in hematite and magnetite is possible with an
additional characterization technique like XRD. All iron oxides in the non-magnetic product were
found to be hematite.

• Partition curves for the evaluation of the separation process were calculated. The overall iron
oxide content was used instead of the susceptibility, which is difficult to measure for ferromagnetic
materials. The obtained results provided a precise assessment of separation efficiency.

• The applied magnetic separation was able to reduce the amount of iron oxides to below 5%.
However, this caused significant losses of cassiterite into the magnetic product.

• The main reasons for cassiterite losses into the magnetic product were determined. The most
important one is the finely disseminated character of cassiterite in the matrix of iron oxides.
Losses of fully liberated cassiterite can be due to agglomeration with iron oxide bearing particles.

• Losses of cassiterite could be significantly decreased by a further comminution and refeeding of
the upper particle size fraction in the magnetic product and by a better dispersion during the
separation (e.g., by using a wet magnetic separator).
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The study illustrates that the interpretation of MLA data to evaluate the separation efficiency
should always contain an assessment of uncertainties. In the presented study, these uncertainties
originate from two different sources. First, unbalanced mass streams for single or multiple minerals
such as the group of iron oxides reported in the present work. Second, a statistically unrepresentative
number of particles in property classes (bins) during particle tracking which were used to track the
cassiterite through the process in this case study. In addition to the particle tracking approach by
Lamberg et al. [22] the error of the data was monitored and further analyzed in detail. Nevertheless,
new approaches urgently need to overcome the problem of discrete bins in particle tracking.
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Abstract: The materials used to conduct kinetic study on the leaching of silver in the S2O3
2−-O2-Cu2+

system were mining residues (tailings) from the Dos Carlos site in the State of Hidalgo, Mexico,
which have an estimated concentration of Ag = 71 g·ton−1. The kinetic study presented in this
paper assessed the effects of the following variables on Ag dissolution rate: particle diameter (d0),
temperature (T), copper concentration [Cu2+], thiosulfate concentration [S2O3

2−], pH, [OH−], stirring
rate (RPM), and partial pressure of oxygen (PO2). Temperature has a favorable effect on the leaching
rate of Ag, obtaining an activation energy (Ea) = 43.5 kJ·mol−1 in a range between 288 K (15 ◦C) and
328 K (55 ◦C), which indicates that the dissolution reaction is controlled by the chemical reaction.
With a reaction order of n = 0.4, the addition of [Cu2+] had a catalytic effect on the leaching rate of
silver, as opposed to not adding it. The dissolution rate is dependent on [S2O3

2−] in a range between
0.02 mol·L−1 and 0.06 mol·L−1. Under the studied conditions, variables d0, [OH−] and RPM did not
have an effect on the overall rate of silver leaching.

Keywords: silver leaching; thiosulfate; mining residues; kinetic analysis

1. Introduction

In Mexico, mining accounts for 4% of gross domestic product, which places this country among
the top ten world producers of sixteen minerals, among which silver stands out. In 2015, 49% of mining
production in Mexico was based on the extraction of precious metals, which represented 7.5 trillion
dollars. However, in the last three years there has been a decrease in silver production indices due
to the massive exploitation of Au-Ag-Cu-Zn deposits [1]. One way to increase the production of
silver is by reprocessing scrap, slag and mining waste that contain economically reasonable amounts
of this metal. In the State of Hidalgo, Mexico, due to the extensive mining activity that has lasted
approximately 480 years in the mining districts of Pachuca and Mineral del Monte, millions of tons of
mining waste have been accumulated, and are nowadays posing a serious environmental problem [2,3].
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In addition, reprocessing these residues presents a challenge for the metallurgical industry because of
the presence of quartz and pyrite ores, where the metal values of interest are encapsulated [4].

During the last 30 years, research on the extraction of metal values of gold and silver has been
focused on the search for leaching processes alternative to cyanidation, which is a process that
has been used for over a century and is considered highly toxic and with a strong impact on the
environment [5]. Leaching agents that can substitute cyanide include compounds such as thiocyanate,
thiourea and thiosulfate, the last two being the most promising processes, as their application has
a lower environmental impact [6–11].

Aylmore and Muir [10] reported that thiosulfate has the advantage of being capable of recovering
precious metals and increasing the dissolution rate of metals contained in hard-to-process ores.
Since higher dissolution rates mean smaller leaching tanks, investment costs and energy consumption
can be reduced [12,13]. The use of thiourea and thiosulfate has been mainly applied to refractory
gold and silver ores, in addition to other metals of interest, such as Cu, Pb and Zn, as traditional
processes have shown certain deficiencies when treating such minerals [14–17]. As regards to silver
leaching, the available published works have been limited, and the kinetic aspects approached
show certain inconsistencies. Some of the first research works on silver leaching were conducted by
Mohammadi et al. [12], who developed a leaching process at atmospheric pressure using ammonium
thiosulfate to recover gold and silver from residues generated during ammoniacal leaching of copper
sulfide concentrates. Other studies discussed the chemistry of silver sulfide leaching with solutions of
thiosulfates, among which stands out the use of copper sulfate, emphasizing that copper catalyzes the
dissolution reaction of the metal values, and assuming that certain equilibrium between the solution
and the Cu+ and Cu2+ ions is needed for the extraction to occur [13–19]. Since then several studies have
had the aim of explaining how the leaching process with these compounds occurs. Lampinen et al. [20]
reported that thiosulfate is a good alternative for leaching gold, noting that the process is favored
with the presence of copper ions, increased temperature and by injecting oxygen into the system.
Zipperian et al. [21] showed that temperature has a drastic influence on the extraction of silver. At room
temperature, they obtained dissolutions of 18% of the precious metal, which increased up to 60% at
60 ◦C within a period of 3 h.

Thus, it would seem that the thiosulfate system is the most promising for metal extraction, as it can
increase the dissolution rate of metals, and because, compared to cyanide, it is a selective method
for refractory ores [10,22]. Another alternative that has been studied (in the laboratory) in previous
works on the leaching of silver in sulfide or metal form with thiosulfate, is the addition of metal ions
Zn2+ and Cu2+, where these two oxidize the noble metals while thiosulfate forms stable complexes.
In this regard, Juárez et al. [23] and Hernández et al. [24] have used these metal ions in their research,
and they found that the process can be a good alternative in the recovery of silver contained in mining
residues. They obtained dissolutions higher than 95%, and showed that Zn2+ and Cu2+ have a catalytic
effect on the process by considerably reducing leaching times. In the case of research conducted on
the leaching of metal silver using the ammoniacal thiosulfate system, was reported that the process
appears to be affected by the formation of copper oxides and sulfides on the surface of the silver
particles, thus favoring the precipitation of a considerable amount of this metal in the form of sulfide.
Most of the leaching systems with thiosulfate described above have been found to be controlled by the
chemical reaction [25]. However, Rivera et al. showed that stirring rate had an effect on the leaching of
a silver plate, which was indicative of a strong influence of the oxygen mass transfer in the solid-liquid
interface, affecting the reaction rate. This was due to the injection of oxygen and to the geometry of the
silver sample [26].

As these examples show, the leaching kinetics of silver with thiosulfate and metal ions as oxidizers
has not been widely approached. Moreover, regarding the effect of temperature, optimal concentration
of thiosulfate, and effect of catalysts and dissolution atmosphere, several dissimilarities have been
published. It is also important to point out that this process has been scarcely used to recover
precious metals contained in mining waste. For this reason, we conducted a kinetic study on the
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leaching of silver contained in mining residues in the S2O3
2−-O2-Cu2+system. We assessed the effect

of temperature, reagent concentration, and also of oxygen injection into the system, with the aim of
reaching recoveries higher than those obtained with conventional processes, such as cyanidation.

2. Materials and Methods

For this research work we used the Dos Carlos mine dumps from the State of Hidalgo, Mexico,
as it is one of the oldest yet least studied areas. It has a total volume of 14.3 million tons, produced in
three technologically different periods: grinding-amalgamation, followed by grinding-cyanidation and
grinding-flotation-cyanidation [27]. The samples were digested with aqua regia and analyzed using
Perkin Elmer Optima 3200 RL ICP-OES spectrometer in order to identify and quantify the elements
present in the mine dumps. The concentration of silver was determined by dry route, using the crucible
melting cupellation technique, in which the substance is dissolved in a crucible with a reducing flow,
to recover the precious metal inside a lead nugget. To determine separately the laws of precious metals
in the silver and gold buttons, it was necessary to dissolve them in nitric acid and hydrochloric acid
and finally the solutions were analyzed using the ICP-OES technique.

The samples extracted on the field were homogenized and then characterized for identification
of oxides by X-ray fluorescence (XRF) using a X-ray sequential spectrophotometer by wavelength
dispersion (WDXRF), Philips model PW2400 (Labexchange, Burladingen, Germany). The mineralogical
characterization was performed by the X-Ray Diffraction (XRD) technique using a powder
diffractometer, Philips model X’Pert and the Scanning Electron Microscopy-Energy-Dispersive X-Ray
Spectroscopy (SEM-EDS) technique using a scanning electron microscope, JOEL Model JSM-840 (JEOL,
Peabody, MA, USA), which has coupled an oxford dispersive energy spectrometer. The leaching
experiments were carried out in a conventional 500 mL glass reactor mounted on a heating plate
equipped with stirring rate and temperature controls.

pH was continually measured with an OAKTON pH meter equipped with a gel filled ROSS Ultra
pH/ATC Triode electrode that can operate in the 0–14 range. pH adjustments of each experiment were
performed by adding a 0.2 mol·L−1 NaOH solution directly into the reactor. The system’s temperature
was controlled through a thermometer coupled to the heating plate.

Samples extracted at different times during the leaching experiments were analyzed by atomic
absorption spectrophotometry (AAS) using a Perking Elmer AAnalyst 200 spectrometer to determine
the concentration of silver in solution at a given time t.

The fraction of silver was calculated according to the following expression:

XAg =
[Ag]sol
[Ag]T

(1)

where: XAg = Fraction of silver in solution, [Ag]sol = concentration of silver at a given time t,
[Ag]T = total silver concentration, which value corresponds to the amount of silver retained in the
particle size selected by the granulometric analysis as the most viable for the kinetic study.

The reagents used for the present work were the following: Na2S2O3 (99.9% purity), CuSO4 (98.9%
purity), O2 (99.9% purity), NaOH (98.8% purity) all Sigma-Aldrich (St. Louis, MO, USA). In order to
determine the particle size distribution of the mining residues, a particle size analysis was conducted
using a Ro-Tap sieve shaker (Cole-Parmer, Vernon Hills, IL, USA) for 10 min with Taylor sizing sieves
and the following mesh sizes: 149, 106, 75, 56, 44, 37, and 25 μm. Sample density was calculated with
a pycnometer, using water as immersion liquid. Experimental conditions used in the kinetic study are
shown in Table 1.
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Table 1. Experimental conditions of the kinetic study.

Parameters Experimental Conditions

d0 (μm) 149, 106, 75, 56, 44, 37,25
[Cu2+] (mol·L−1) 0.001, 0.002, 0.003, 0.004, 0.006

[S2O3
2−] (mol·L−1) 0.02, 0.04, 0.06, 0.08, 0.16, 0.40

T (K) 288, 298, 308, 318, 328
RPM (min−1) 250, 350, 450, 550, 650, 750

PO2 1 atm (excess)
[OH−] (mol·L−1) 1 × 10−9, 1 × 10−7, 1 × 10−5,1 × 10−3, 1 × 10−2

3. Results

3.1. Chemical Characterization

By using XRF determined the elements present in the residues as oxides, obtaining the following
chemical composition: SiO2 (75%), Al2O3 (8%), Fe2O3 (5%), SO3 (5%), K2O (3.4%), CaO (1.5%), Na2O
(0.4%), MgO (0.4%) TiO2 (0.3%), MnO (0.15%), and P2O5 (0.1%).

3.2. Mineralogical Characterization

The X-ray spectrum in Figure 1 shows that silica is the main species (JCPDS No. 01-074-3485),
representing the mineralization matrix of these mining residues [27]. Ag appears to be absent in the
diffractogram because silver concentration in the residues is under the detection limit of this technique.

Figure 1. X-ray diffractogram showing the mineralization matrix of the Dos Carlos mine dumps of the
State of Hidalgo, Mexico.

Figure 2 shows a micrograph obtained by Reflected light microscopy where the matrix of the
mineral sample and the presence of iron sulfides were identified.

The micrograph shown in Figure 3 was obtained by scanning electron microscopy (SEM), in this
the main species of quartz and silicates (also obtained through XRD) can be noticed. Figure 4 shows
a micrograph obtained by backscattered electrons, whose gray contrast allowed to identify metal
particles corresponding to silver sulfide.
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Figure 2. Optical micrograph of the mining residues showing the presence of metal inclusions of pyrite
in a quartz matrix.

Figure 3. Mixed particles of quartz and silicates. scanning electron microscopy (SEM),
secondary electrons.

Figure 4. Backscattered electron image and energy dispersive X-ray spectrometry (EDS) spectrum
showing the presence of silver sulfide encrusted in a quartz matrix.
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3.3. Physical Characterization

The density of the mineral was of 2.57 g/cm3, and the particle size analysis results of the mine
dumps are shown in Table 2.

Table 2. Granulometric analysis of the Dos Carlos mine dumps (tailings).

Mesh Opening (μm) Ag Retained (g/ton−1) Weight (wt %) Distribution ofAg (wt %)

<100 149 50.13 40 43.51
100–140 106 24.36 53 28
140–200 75 2.81 66 4.01
200–270 56 1.27 63 1.73
270–325 44 1.18 73 1.86
325–400 37 1.20 82 2.12

>400 25 1.65 101 3.53

3.4. Dissolution Curves of Ag and Kinetic Model

In heterogeneous reactions where there is a solid-liquid interface, it is important to consider that
the process consists of several stages that include mass transport and the chemical reaction. The variable
that allows describing the progress of the reaction is defined as conversion factor (Equation (1)).
It represents the amount of reacted mass in relation to the initial mass. In the case of the dissolution
of silver, the reaction was monitored by observing the fraction of Ag that passed into the solution
(by forming a complex with thiosulfate) in relation to the amount of silver present in the concentrate.

The development of a kinetic study for this kind of non-catalytic reaction, where solid particles
are suspended in an active solution, comprises the application of two main models: the progressive
conversion model and the unreacted shrinking core model. When the chemical stages occur in shorter
times, one can assume that the reagent in heterogeneous reactions is rapidly running out on the solid’s
surface. The flow of the leaching solution diffuses by unit of time in a perpendicular direction on the
surface of the solid particle. In this case, the applied kinetic expression is shown in Equation (2).

t/τ = 1 − 3(1 − XAg)2/3 + 2(1 − XAg) = kexp·t (2)

where t is time in min, τ is the total time of the reaction, XAg is the fraction of silver in solution at a
given time t.

When the chemical reaction takes more time compared to phenomena of hydrodynamic nature,
no significant concentration gradients appear on the fluid film, so the mechanism of dissolution is
controlled by the chemical stages where a low dependence on matter transport, a high sensitivity
towards temperature increase, and reaction orders different from the unit are observed [28]. The kinetic
equation that describes this process is presented in Equation (3).

t/τ = 1 − (1 − XAg)1/3 = kexp·t (3)

Figure 5 is an example of how the leaching process of silver with thiosulfates in the proposed
medium evolves. The plot shows a rapid dissolution of silver of XAg = 0.4 in the first 12 s, as well
the absence of an induction period, which can be attributed to two factors: (1) part of this silver
is found released in the mining residues; and [2] selectivity of the complexing agent in relation to
silver. Thus, we only observed a progressive conversion period followed by a stabilization period,
which indicates the end of the reaction.
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Figure 5. Dissolution curve of silver in the S2O3
2−-Cu2+ system (V = 0.5 L, 40 g L−1 Mineral,

PO2 = 1 atm, pH = 10, leaching time = 360 min, [S2O3
2−] = 0.16 mol·L−1, [Cu2+] = 0.006 mol·L−1, 298 K

(25 ◦C), RPM = 750 min−1).

The data representing XAg vs. t in Figure 5 were used to assess Equations (4) and (5)
(corresponding to control by matter transport and chemical control), which should have a linear
behavior, and the obtained slope represents the experimental constant kexp during the progressive
conversion period. As seen on Figure 6, the chemical control model is consistent with the linear
requirement; therefore, this model can be accepted to describe the dissolution process of silver.

Figure 6. Comparison between the chemical control model and the control-by-transport model for the
leaching of silver in the S2O3

2−-Cu2+ system.

3.4.1. Effect of Partial Pressure of Oxygen

For the kinetic study of the leaching of silver in the proposed medium, we assessed the following
effects on the dissolution rate of Ag: d0, [Cu2+], [S2O3

2−], [OH−], T, RPM and PO2. Two experiments
were conducted at 0.2 and 1.0 atm of pressure in order to assess the best leaching conditions. Figure 7
shows that the leaching rate of silver is proportional to the partial pressure of oxygen in the system.
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Figure 7. Effect of partial pressure of oxygen on the leaching reaction of silver (V = 0.5 L, 40 g·L−1

Mineral, pH = 10, leaching time = 240 min, [S2O3
2−] = 0.16 mol·L−1, [Cu2+] = 0.006 mol·L−1, 298 K

(25 ◦C), RPM = 750 min−1).

3.4.2. Particle Size Effect

For the kinetic study of the leaching of silver in the proposed medium, we assessed the following
effects on the dissolution rate of Ag: d0, [Cu2+], [S2O3

2−], [OH−], T, RPM and PO2. In order to
determine the effect of the initial particle size, we conducted a series of experiments where the initial
particle size was varied, while the other variables were kept constant. According to Equation (4)
corresponding to the shrinking core model with chemical control, the constant kexp is defined
as follows:

kexp =
2VmKqCn

A
d0

. (4)

where Vm is molar volume, kq is the chemical rate constant, CA is the reagent concentration, n is the
order of reaction, and d0 is the initial particle diameter.

Thus, according to Equation (6), a representation of the experimental constants determined at
constant concentration, temperature and stirring rate, vs the inverse of particle radius should be linear
and pass through the origin, as show the Figure 8.

Figure 8. kexp versus the inverse of particle diameter. (V = 0.5 L, 40 g·L−1 Mineral, PO2 = 1 atm, pH = 10,
leaching time = 240 min, [S2O3

2−] = 0.16 mol·L−1, [Cu2+] = 0.006 mol·L−1, 298 K, RPM = 750 min−1).

3.4.3. Thiosulfate Concentration Effect

The concentration of thiosulfate is another very important variable for this kinetic study, as it is
the complexing agent of silver. This variable was studied in an [S2O3

2−] interval = 0.02–0.40 mol·L−1.
At the beginning and for the whole reaction time of each experiment we injected industrial-grade
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oxygen in excess. The reaction order was determined by linear regression analysis, plotting the log
[S2O3

2−] vs the log of kexp to obtain a straight slope (m). Figure 9 clearly shows two reaction orders
for the studied thiosulfate concentrations, i.e., between 0.02, and 0.06 mol·L−1. A pseudo- order of
reaction of α = 0.4 was obtained, which indicates that the dissolution rate of silver is dependent on the
concentration of thiosulfate. However, for the concentration range between 0.06, and 0.40 mol·L−1,
the order of reaction changed drastically, obtaining in this case a pseudo- order of reaction of α = 0,
which indicates that, at this concentration range of thiosulfate, the leaching rate of Ag is independent
from the concentration of the complexing agent.

Figure 9. kexp dependence vs. [S2O3
2−]. Reaction order in the concentration range of 0.02 to

0.06 mol·L−1 (V = 0.5 L, 40 g·L−1 Mineral, PO2 = 1 atm, pH = 10, leaching time = 240 min,
[Cu2+] = 0.006 mol·L−1, 298 K (25 ◦C), RPM = 750 min−1).

3.4.4. Cu2+ Concentration Effect

It has been reported that the presence of Cu ions favors the dissolution rate of silver, as well
as its maximum release in a leaching solution with sodium thiosulfate [8]. In order to confirm this,
we conducted several experiments where concentration of copper was modified in a range between
0.001 mol·L−1 and 0.006 mol·L−1, while keeping the other parameters constant. Figure 10 shows log
kexp vs. log [Cu2+]; the straight slope gives a pseudo-order of reaction of β = 0.41, which indicates
that there is a significant dependence of the leaching rate of silver on the presence and increase of the
concentration of copper ions in the solution.

Figure 10. kexp dependence in function of [Cu2+]. Reaction order n = 0.4. (V = 0.5 L, 40 g·L−1

Mineral, PO2 = 1 atm, pH = 10, leaching time = 240 min, [S2O3
2−] = 0.16 mol·L−1, 298 K (25 ◦C),

RPM = 750 min−1).
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3.4.5. pH Effect

The effect of [OH−] on the leaching rate of silver was assessed in a range of pH between 8 and 12,
since thiosulfate is more stable in this pH range [25]. As seen on Figure 11.

Figure 11. Dependence of log kexp in function of log [OH−], obtained reaction order n = 0
(V = 0.5 L, 40 g·L−1 Mineral, PO2 = 1 atm, leaching time = 240 min, [S2O3

2−] = 0.16 mol·L−1,
[Cu2+] = 0.006 mol·L−1, 298 K (25 ◦C), RPM = 750 min−1).

3.4.6. Temperature Effect

The effect of temperature was studied in a range between 288 K (15 ◦C) and 328 K (55 ◦C),
while the other parameters were kept constant. Figure 12 represents the fraction of leached silver;
it was assessed using the shrinking core model with chemical control in function of time for all of the
temperatures used.

In order to determine the activation energy of the system, we used the Arrhenius equation [28]
shown in Equation (5), where kq represents the rate constant, k0 is the frequency factor, Ea is the
activation energy, R is the universal gas constant (8.314 kJ·mol−1), and T is temperature in K.

kq = k0e− Ea/RT (5)

Although it is known that the ionization constant of water (kw) varies considerably along with
temperature, this dependence of [OH–] on temperature was eliminated with the kexp/[OH−]n relation
according to Equation (4) [29]. By substituting this relation in Equation (6) and applying the natural
logarithm, we obtained Equation (6). Equation (12) represents a straight line whose slope corresponds
to the –Ea/R value, and the ordinate to the origin corresponds to k0.

ln
kexp

[OH−]n
= ln

2Vmk0

d0
− Ea

R
· 1
T

(6)

where Vm represent molar molume, k0 is the frequency factor and d0 is particle diameter. The activation
energy value is used to obtain the control mechanism. Therefore, we plotted the Napierian logarithm
of kexp/[OH−]n vs. 1/T, allowing us to determine the activation energy of the system, as shown
in Figure 13.

144



Minerals 2018, 8, 309

Figure 12. Assessment of the application of the chemical control model on the conversion values of Ag
in function of time for the study of the temperature effect in the S2O3

2−-O2 system, (V = 0.5 L,
40 g·L−1 Mineral, PO2 = 1 atm, pH = 10, leaching time = 240 min, [S2O3

2−] = 0.16 mol·L−1,
[Cu2+] = 0.006 mol·L−1, 298 K (25 ◦C), RPM = 750 min−1).

Figure 13. Dependence of ln kexp vs temperature. Calculated activation energy, Ea = 43.5 kJ·mol−1.

3.4.7. Stirring Rate Effect

In order to know if there are changes in the leaching rate of silver when the stirring rate is
modified, we conducted a number of experiments in an interval between 250 min−1 and 750 min−1,
keeping the other variables constant. In Figure 14, one can observe that the global rate of the reaction
does not depend on the stirring rate, since the values of kexp were constant in all the experiments
(kexp ≈ 0.0585 min−1).

Figure 14. Dependence of kexp in function of stirring rate.
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4. Discussion

Results of the chemical characterization, which was carried out by X-ray fluorescence (XRF) and
by the cupellation technique, showed similar silver contents. We could establish that the obtained
concentrations of Ag in the mine dumps were of the order of 75 g·ton−1 and 71 g·ton−1 respectively.
The Figure 1 is consistent with the results obtained by XRF. It is also possible to notice the presence of
some feldspars, such as potassium silicate (JCPDS No. 01-089-8572), which is one of the secondary
minerals formed by supergene oxidation. It is common in small amounts in veins associated with
silver-rich ores [4,30].

As regards the mineralogical characterization, the technique of Reflected light microscopy
identified abundant fragments of quartz crystals, silicates and scarce metal mineralization.
Such mineralization is composed mainly of base metal sulfides that make up the ore [31–33] such as
pyrite (FeS2) associated with quartz (SiO2), as shown in the micrograph on Figure 2. To complete
the characterization study, the mineral was analyzed by scanning electron microscopy (SEM) along
with energy dispersive X-ray spectrometry (EDS). Microanalyses performed on particles with a coarse
aspect showed a mixed composition, as observed in Figure 3. Upon sample analysis with backscattered
electrons, we were able to see that silver is present in the form of argentite (Ag2S) encrusted in a quartz
matrix, as observed in Figure 4. This has previously been reported by Geyne A.R. and Fries C. [4].
According to the results obtained by granulometric analysis of the Dos Carlos mine dumps, it can be
observed that the highest retained weight percentage (50.13%) and distribution of silver (43.51%)
were obtained with mesh size 100 (149 μm). Therefore, this particle size (100) was used in all of the
experiments for the kinetic study.

Determining the stoichiometry of the reaction is challenging due to the complexity of the
mineralization contained in the Dos Carlos tailings. Thus, we used theoretical stoichiometry based
on the characterization results in order to estimate the presence of silver in the mine dumps as silver
sulfide. The proposed equations are the following:

Ag2S + 1⁄2O2 + H2O → 2AgOH + S◦↓ +2e− (7)

AgOH + Na2S2O3 → AgNa[S2O3] + NaOH (8)

The kinetic study of silver leaching in S2O3
2−-O2-Cu2+ medium revealed that the recovery of Ag

increases, from 46% at 0.2 atm, to 74% when using 1 atm of gas pressure at the same reaction time
of 240 min (Figure 7). Since there were no significant changes in the dissolution rates at more than
1 atm of O2 pressure (O2 is clearly in excess), we decided to use 1 atm pressure in all the experiments
for practical reasons. In the study of Particle size effect can be noted that the experimental constant
obtained in experiments with different initial particle sizes is inversely proportional to particle diameter
(kexp·α·(1/d0)); thus, the leaching reaction of silver is consistent with the proposed model (Figure 8).
In addition, we could confirm that, as particle size decreases, the leaching rate of silver increases. This is
due to the presence of a larger surface area on the silver particles that are in contact with the leaching
agent [26]. Moreover, the thiosulfate concentration effect reported an apparent change in the reaction
occurred because, at low thiosulfate concentrations, the leaching rate of silver depends on the partial
pressure of oxygen, and on a high consumption of complexing agent, which, possibly, is not present in
enough quantities to sustain the dissolution reaction (Figure 9). Nonetheless, at concentrations ranging
from 0.06 mol·L−1 to 0.40 mol·L−1, a saturation of the complexing agent in the solution was observed
(it was found in excess) that keeps the leaching rate constant. Thus, the leaching rate depends only on
the concentration of dissolved oxygen.

The increase of the leaching rate in the presence of Cu2+ is due to a parallel reaction to the
oxidation of silver. The leaching reaction of Ag in the O2-S2O3

2− system without a catalyst basically
depends on the oxygen dissolved in the system, as shown in Equation (9):

Ag2S(s) + 4(S2O3)2−
(aq) + 4H+

(aq) + O2 → 2Ag(S2O3)2
3−

(aq) + S2+ + 2H2O(aq) (9)
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This is different from the reaction in the presence of [Cu2+], where the reduction of Cu2+ to Cu+

causes the Ag◦ to oxidize to Ag+ as described in Equations (10)–(12).

2Cu2+ + 2S2O3
2− ↔ 2Cu+ + S4O6

2− (10)

6OH− + 4S4O6
2− ↔ 2S3O6

2− + 3H2O + 5S2O3
2− (11)

Cu2+ + Ag◦ + 5S2O3
2− → Ag(S2O3)2

3− + Cu(S2O3)3
5− (12)

This confirms that, in the presence of oxygen and copper ions, leaching with thiosulfate has
a favorable effect on the reaction (Figure 10), with up to 30% increase compared to the same process
without using copper [26,34,35]. The maximum recovery of silver was 74.4% with the addition of
0.25 (g·L−1) Cu2+ at room temperature, while without copper the Ag recoveries were of 43% at the
same conditions of the reaction. While the study of pH effect allowed the calculation of a reaction
order of n = 0 was obtained, which indicates that the leaching rate does not depend on the [OH−]
values (Figure 11); this is consistent with previous works by Rivera et al. [26], who explained that the
degradation of thiosulfate occurs preferably in the pH range of 8 < pH > 12.

The Figure 12 shows the strong influence of temperature on the dissolution rate. The plot
demonstrates straight lines whose slopes represent the experimental rate constants (kexp),
where, as temperature is increased, the fraction of silver in solution rises as well. There is a moderate
increase from 288 K (15 ◦C) to 318 K (45 ◦C), while upon reaching the highest temperature of 323 K
(50 ◦C), the fraction of leached silver increases drastically until reaching 0.96 in a time of 240 min.
The obtained Ea value was 43.5 kJ·mol−1 (Figure 13) which indicates that the chemical reaction is the
controlling mechanism of the leaching process of silver in the studied system [36]. Finally, the study of
Stirring rate effect the transport of matter in the solid-liquid interface has no significant effect on the
dissolution rate when modifying the range of revolutions per minute (Figure 14). It can be confirmed
that the slow, controlling stage, is the chemical reaction.

Due to the obtained value of >40 kJ·mol−1 for the activation energy, which established a control
by chemical reaction, and to the fact that kexp was inversely proportional to the initial particle diameter
and passes through the origin, it was possible to confirm that the shrinking core model with chemical
control is the one that satisfactorily describes the leaching process of silver in S2O3

2−-Cu2+. Therefore,
by combining and arranging Equations (3)–(5), it is possible to obtain a general kinetic model that
describes the Ag dissolution of the metallurgical residues in the S2O3

2−-Cu2+ system, taking into
consideration that the O2 concentration in the system remains constant:

1 − (1 − XAg)
1
3 =

VmKo

ro
e−

Ea
RT

[
S2O2−

3 ]α[Cu2+]βt (13)

where α and β correspond to pseudo- orders of reaction related to [S2O3
2−] and [Cu2+] respectively,

and α + β = n is the global order of reaction for the studied system. By substituting the obtained kinetic
parameters of k0, Ea, and n in Equation (13), the following expression was obtained:

1 − (1 − XAg)
1
3 = 1.6 × 104e−

43.5000
RT

[
S2O2−

3 ]0.4[Cu2+]0.4t (14)

Equation (14) shows the effect of time, and of S2O3
2− and Cu2+ concentrations on the fraction

of silver that is transformed into product, which is valid in the temperature range between 288 K
(15 ◦C) and 328 K (55 ◦C), and in concentrations ranging from 0.02 to 0.06 mol·L−1 S2O3

2− and 0.001
to 0.006 mol·L−1 Cu2+.

5. Conclusions

Results of the characterization of the mine dumps showed that silver is found in the form of sulfide
encrusted in quartz and pyrite matrixes. The Ag concentration is of the order of 71 g·ton−1. The main
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non-metal mineral phase (determined by XRD) was quartz, while the reflected light microscope and
EDS microanalysis revealed that the most abundant metal species in the mine dumps is pyrite.

The dissolution rate is influenced by concentrations of thiosulfate in the 0.02–0.06 mol·L−1 range,
with saturation of the complexing agent observed from 0.06 mol·L−1, which causes the leaching rate
to stay constant at higher concentration values. The pseudo- order of reaction with respect to the
concentration of copper ions was n = 0.4, which suggests a catalytic effect, since an increase in the
leaching rate of silver was observed. In addition, the partial pressure of oxygen dissolved in the
system with thiosulfates has a favorable effect on the leaching rate, with an increase of up to 30% when
increasing gas pressure from 0.2 atm to 1.0 atm.

Since temperature was found to have a drastic effect on the leaching rate of silver
(Ea = 43.5 kJ·mol−1), while modification of the stirring rate was not found to have such an effect,
it was demonstrated that the matter chemical stages evolve in shorter time intervals, compared to the
transport stages. This was confirmed through the adjustment made on the shrinking core model with
chemical control (kexp·t = 1 − (1 − X)1/3). The maximum silver recovery was of (96.8%) under the
following experimental conditions: [S2O3

−2] = 0.08 mol·L−1, [Cu2+] = 0.006 mol·L−1, RPM = 650 min−1,
T = 328 K (55 ◦C), PO2 = 1 atm., pH = 10 and t = 240 min.

According to the results obtained, the present work suggests that there is a real possibility of using
the S2O3

2−-O2 system, adding copper ions (II) as an oxidizing reagent, to improve the kinetic conditions
of the leaching process. The proposed system represents a reasonably viable alternative, since silver is
present in real refractory waste from the mining industry, making this an innovative method.
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Abstract: In mineral processing, the common requirement for progressively finer milling due to
the decreasing of ore grades implies the need for more challenging water recovery conditions in
thickeners. Several mining operations exist in arid areas, where water recovery becomes critical.
The present paper explores the process of particle separation in batch inclined settlers where the
downward facing wall is subject to heating. To this purpose, two-dimensional numerical simulations
using a mixture model have been run for a number of combinations of temperature jumps at the
downward facing fall, particle diameters, and concentrations. Results show that, for particle sizes
on the order of 10 μm, heating has a significant effect on the particle settling velocity at the bottom,
but it also promotes particle resuspension, affecting the particle concentration at the supernatant
layer. The initial concentration also affects settling: for the concentration range tested (8%–15% by
volume), when re-normalized by the average concentration, particle accumulation rates at the bottom
were found to be lower for higher average concentrations, thus suggesting that the separation process
is more efficient at lower concentrations.

Keywords: thickening; water recovery; Boycott effect; tailings; settling velocity; natural convection

1. Introduction

Solid-liquid separation in mining operations is a critical unit operation occurring in commonly
adverse conditions such as water scarcity, energy cost [1–3], or a naturally fine particle size range [4–6].
While there are several means to recycle water, including centrifugal separation and filtration [7], due to
its considerably low cost per recovered m3 water, gravity settling [8] is still the most commonly-used
technique in the sector. Among this type of technology are lamellar settlers, which are a type of process
equipment consisting of a vessel fitted with a set of parallel inclined plates immersed in a slurry vessel.
Differently from other industries such as water treatment, this kind of equipment has been historically
scarcely used in the mining sector, possibly because their capacity to separate fine solids at small
particle loadings was not such an important requirement in the past; this has changed significantly
in recent years due to the progressively decreasing particle sizes in comminution products. In the
present paper, this working principle is explored, for the first time, in combination with the use of
heat, considerably abundant from natural sources in arid areas, to further enhance the particle settling
process. To this purpose, a set of two-dimensional numerical simulations for the case of batch settling
within a single convection cell consisting of two parallel inclined plates is presented and analyzed.

Minerals 2019, 9, 228; doi:10.3390/min9040228 www.mdpi.com/journal/minerals151
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The present paper uses a two-phase CFD model using the OpenFOAM library [9], adapted for the
purposes of this problem.

Lamellar equipment [10] uses the Boycott effect [11] either to enhance the settling process in
comparison with upright settlers such as conventional thickeners and clarifiers or to separate fine from
coarse particles in a slurry [12]. In batch settling, as the suspension flows within the inclined plates,
particle settling near the upward facing wall induces the upward flux of a thin, clear liquid below the
downward facing wall. As a result, the velocity of the horizontal boundary between the suspension
and the clear fluid region resulting from the existence of a settling process is considerably larger
than the particle settling velocity. Indeed, when the plate spacing is small—and thus the suspension
height-to-plate spacing, H/b, is large—then dH/dt ∼ v0H/b, where v0 is the vertical settling velocity
of a particle subject or not to hindrance effects due to the concentration [13].

The same arid environment that challenges water supply in several mining operations can offer,
in exchange, very generous solar radiation conditions. The potential for solar energy harvesting in
arid countries is significant, and governments have already started to put incentives and goals toward
the use of these energy sources [14,15]. In the absence of particles, a heated vertical plate induces an
upward vertical flow, whose characteristics will depend on the relative importance of inertial heat
advection and diffusion (given by the Grashof number) and the relative thicknesses of the momentum
and the heat boundary layer (Prandtl number, both described in [16]). When laminar flow is present,
natural convection below a downward facing boundary has been found to share features with its
vertical plate counterpart [16], except by the projection of the gravity term along the angle of the
plate [17]. The paper is organized as follows: Section 2 describes the governing equations used in the
numerical approach; Section 3 indicates the specific cases to be analyzed, recalling the present focus on
fine fraction recovery from process water; Section 4 presents results and a discussion of them, and final
remarks are given in Section 5.

2. Governing Equations

We consider an initially homogeneous, solid-liquid suspension confined in an inclined, slender
batch container of overall height h (Figure 1). According to this figure, the plate spacing is b = W cos θ,
where θ is the cell angle measured with respect to the vertical. The length of the plates is h/ cos θ.

θ

Figure 1. Cell. The heated downward-facing, heated wall corresponds to the right side boundary of the
domain. The horizontal arrows denote the heat flux on the downward facing wall, while the diagonal
arrows show a scheme of the liquid (and partially fine solid) fraction flowing upwards near it.

This configuration mimics the batch operation mode of lamella settlers, where normally
the upper and lower plates are closely spaced (a few centimeters’ distance, as reviewed by

152



Minerals 2019, 9, 228

Leung and Probstein [10]). This configuration promotes an accelerated settling of particles, which
implies an upward flow near the downward-facing top plate when compared to the case of particle
settling in an upright settler.

The suspension is modeled as a two-dimensional continuum with solid velocity, density and
volume fraction fields us, ρs, and φs, respectively, superimposed on the liquid with velocity (ul),
density ρl , and volume fraction φl = 1 − φs, with the initial average concentration φs(x, t = 0) = φ0,
a constant value.

The mass transport equation for the solid phase is:

∂(φsρs)

∂t
+∇ · (φsρsus) = 0, (1)

while the liquid phase transport equation is given by:

− ∂(φsρl)

∂t
+∇ · [(1 − φs)ρlul ] = 0. (2)

From Equations (1) and (2), it is concluded that the mean velocity, defined as 〈u〉 = φsus + (1 −
φs)ul , verifies ∇ · 〈u〉 = 0.

The momentum conservation equations are computed in standard form as [18,19]:

∂(φiρiui)

∂t
+∇ · (φiρiuiui) +∇ · (φiτi) = −φi∇p +∇ · (φi ps,i) + φiρig + fi, (3)

where the sub-index i stands for solid s or liquid l. The pressure is assumed common to both phases.
An additional solid pressure contribution psφs, which sharply increases around the maximum packing
fraction φmax, is added on the momentum equation for the solid in order to bound the volume fraction
of solid φs below φmax. This extra pressure term in the liquid equation is zero ps,l = 0. The liquid
density or water density was calculated as a function of temperature only, from Maidment et al. [20]:

ρl(T) = 1000 × 1 − (T + 288.9414)
508929.2(T + 68.12963)

(T − 3.9863)2, (4)

where T has units of degrees Celsius.
The shear stress tensor for each phase is given by [21]:

τi = μi

(∇ui + (∇ui)
T

2
− 2

3
(∇ · ui)I

)
, (5)

where the effective viscosity of the solid μs is obtained from the expression for the slurry:

μmix = φsμs + φlμl = μl(1 +
φs

φmax
)−[η]φmax , (6)

with μl the temperature-dependent dynamic viscosity of the liquid phase (in this case, water) by [22]:

μ(T) = 2.414 × 10−5 × 10
247.8

T−140 , (7)

where T has units of Kelvin. It is noted that this mixture model can alternatively be extended
using formulations suitable for dilute-granular regimes [23,24]. However, considering the mostly
low concentrations in the present domain, the model represented by Equation (6) is a reasonable
approximation of most of the mixture behavior.

The temperature field was calculated by an advection-diffusion equation:

∂(φlρlTl)

∂t
+∇ · (φlρlTlul) = α∇2(φlρlTl). (8)
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In this equation, the thermal diffusivity of the liquid phase, α, has a fixed value of
1.43 × 10−7 m2 s−1, corresponding to ambient conditions (25 ◦C). Particles are dilute enough to assume
that their thermal inertia is negligibly small when compared to water mass, and thus, the water
phase temperature remains unaffected by a difference in particle temperature. On the other hand,
it is assumed that particles are small enough to quickly reach the temperature of the liquid phase.
This is seen noting that the heat diffuses within each particle with a time scale τp such as τp ∼ d2

s /αs,
where ds and αs are the particle diameter and thermal diffusivity, respectively. On the other hand,
in a purely convective flow (φ = 0), from dimensional arguments, a convective velocity scale can be
estimated as vc ∼

√
g sin θβΔTb, where g, β, and ΔT are the acceleration due to gravity, water thermal

expansion coefficient, and temperature jump, respectively. Comparing the time scale required for the
thermally-diffusive flow to span the particle diameter with the time scale required to offset a particle
of its own size due to convection (in the absence of a drag force), τc = dp/vc, yields the dimensionless

ratio τp/τc =
dp
αs

√
g sin θβΔTb. Assuming ds ∼ 10 μm (typical of fine particle content), ΔT ∼ 10 K,

αs ∼ 10−6 m2/s [25], β ∼ 10−4 K−1 [26], and b between 1 cm and 10 cm yields values of τp ∼ 10−4 s
and the ratio τp/τc between about 1/3 and 1/10, which implies that in the slowest particle heating
scenario, the time required for particle heating to reach the surrounding temperature is that required
to displace one particle diameter. Therefore, it is assumed herein that Ts(x, t) = Tl(x, t). Although
this hypothesis is debatable at high particle concentrations (i.e., near the bottom boundary) due to the
high mass of particles and a near-stagnant condition, the particle separation process occurs in dilute
conditions near the downward facing wall. Although experimental evidence shows that there is a wide
applicability of the mixture model even at high concentrations [18], the very weak flow conditions
occurring near the bottom may have significant uncertainty, not only due to the thermal coupling
between phases, but also due to the high viscosity values and particle contacts in the sediment zone,
which are not modeled in detail herein.

The volumetric forces between phases, denoted by the last term of the right-hand side of
Equation (3), are given by fi = fD + fL + fWL, where fD is the drag force, fL is the lift force, and fWL
is the wall lubrication force (see [19] and the references therein, except that in that work, there was
a turbulent dispersion force that here is null because the flow is laminar). Here, fi = fs = −fl is the
force per unit volume the fluid applies on the solid. The computational implementation used in the
present problem is, as in the previous reference, based on the OpenFOAM library.

3. Simulation Cases and Boundary Conditions

The Boycott effect implies the formation of a momentum boundary layer near the downward
facing wall, creating a greater suspension-supernatant boundary velocity than if the tube was
vertical [13]. In a monodisperse suspension of spheres, the separation efficiency in the absence
of heating the downward facing wall is conditioned by the container height, H0, along with ρs, φs, ρl ,
μmix(φs), g, and ds. Table 1 shows the geometry of various cases considered to analyze the combined
effect of heating and particle settling within the cell.

Kinematic boundary conditions at the walls are no slip, without particle flow through them.
This implies a zero particle gradient boundary condition at the walls. In the particular case of the
top (horizontal) boundary, it was necessary to define a thin layer without particles near the top,
thus ensuring numerical stability at the early stages of the flow development. Initially, the temperature
at the walls and in the bulk of the (also homogeneous) suspension was T0 = 20 ◦C. Numerical
experiments started from this condition, imposing a temperature jump at the downward facing wall,
referred to as ΔTDFW in Table 1, such that at this boundary, TDFW = T0 + ΔTDFW. The total number of
cells considered for the present computation was 67,000 for a width equal to 5 cm, corresponding to a
physical element size of 0.8 mm and 1 mm in the horizontal and vertical direction, respectively.
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Table 1. Range of variables studied in the numerical simulations. The acronym DFW stands for
downward facing wall. In all the cases, the initial temperature prior to the start of the heating of
the downward facing wall was T0 = 20 ◦C. At the start of each experiment, the temperature at the
downward facing wall was set as TDFW = T0 + ΔTDFW. Variables ds, φ0, θ, and W denote particle
diameter (monosized), initial concentration (constant), cell inclination, and horizontal projection of cell
spacing, respectively. H0 is equivalent to cos(45), and the length of the cell is 1 m.

Variable Cases Considered

H0 0.707 m
ΔTDFW 20, 30, 40, and 50 ◦C

ds 5, 10, and 50 μm
φ0 2%, 5%, 8%, and 15%
θ 45◦

W 5 cm

4. Results and Discussion

Figure 2 shows an example of the flow and particle progression in the cell, for the case ΔTDFW =

30 ◦C, φ0 = 0.05, and ds = 10 μm. The Boycott effect induces particle accumulation at the upward
facing wall, which transport them towards the bottom. In this case, the particle settling process is
enhanced by heating at the downward facing wall, which, besides, accelerating it, as will be discussed
below, tends to create some degree of additional resuspension near the top, as seen by the low,
but nonzero particle concentration near the top for t = 800 s and 1600 s in Figure 2a. On the other hand,
heating also introduces flow variations in the line parallel to the plates. This is observed especially for
t = 200 s and t = 1600 s in Figure 2b. In the former case, near Y = −0.3 m, there is an intense vorticity
zone that tends to accelerate particle migration towards the upward facing wall. For the latter time,
it is seen that vorticity is concentrated near the zone between Y = −0.3 m and Y = −0.4 m, affecting
resuspension. This complex and asymmetrical dynamics impedes relying solely on a simplified Boycott
effect interpretation to predict particle segregation within the cell.

(a)

Figure 2. Cont.
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Figure 2. Typical flow and particle progression for the case ΔTDFW = 30 ◦C, φ0 = 0.05, and dS = 10 μm 
and (from left to right) t = 200 s, 800 s, 1600 s, and 3200 s. (a) Particle concentration (φ, with color scale 
in logarithmic scale) and (b) local parallel mean velocity, defined as 〈u〉 ·  p̂, with p̂ a unit vector parallel 
to the upward facing wall.

Results have been analyzed in terms of the relative impact of the key variables shown in Table 1,
in light of the distribution of particles within the cell. This will be seen directly from concentration
maps or spatiotemporal diagrams in the present section. Additionally, data were interpreted in terms
of the particle presence in specific areas of the cell, as depicted in Figure 3. Here, A1 denotes an initial
concentration-dependent settling area at the bottom, A2 a fixed one at the top, and A3 a fixed one
near the upward facing wall. In the former case, the height of A1 was assumed as that corresponding
to the accumulation of particles at the bottom. To enable comparison of results between different
experiments, the sediment accumulation length in the upright case, Y∞ = φ0 H0 cos θ

φmax
, was considered

as a reference length scale. The purpose of the area A2 was to assess particle resuspension due to
convection within the cell and was defined by the horizontal planes bound by Yz = 0.86H0 and H0.

The area A3 was defined as Ysedδ/ cos θ, with δ = 5 mm and Ysed(t) the vertical projection of the
length of the solid bed accumulated near the upward facing wall. In narrow tilted containers, Ysed can
have two connotations: one is to define the boundary between the supernatant region, where below
such a boundary, there is a suspension roughly homogeneously distributed in the horizontal direction;
the second possibility is that Ysed denotes a narrow area near the upward facing wall (as we consider
herein through A3), where particles are concentrated. Herbolzheimer and Acrivos [27] have identified,
in the absence of heating, that these two modes of convection are defined by the particle Reynolds
number, the geometry, and the dimensionless number Λ = H2

0 g(ρs − ρl)φ0/w0μmix [13,28], where
w0 corresponds to the Stokes settling velocity of a particle, corrected by hindrance effects. As in the
latter references, here, Λ 
 1, implying that the convective process occurs in an enclosure where the
vertical flow path is considerably higher than the characteristic particle size, a common assumption in
lamellar settlers.
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Figure 3. Zones of interest for the analysis.

4.1. Effect of Temperature

The effect of temperature was analyzed for a particle size where both the Boycott effect and natural
convection are relevant. This is an intermediate situation between two opposites: one where particles
are so coarse that only the Boycott effect (if any) exerts an influence on the separation process and a
second instance where particles are so fine that the time scale for separation is too large, and therefore,
the suspension behaves essentially as a homogeneous medium. It is thus convenient to use a fixed
particle size to isolate the effect of temperature. In particular, a value of ds = 10 μm is considered
throughout this section. Additionally, to put the present problem into a suitable context for mineral
particle separation, an analysis based on particle size is given in Section 4.2.

The effect of temperature on the settling dynamics can be seen looking at the average horizontal
concentration as a function of the vertical coordinate. Figure 4 represents the spatiotemporal evolution
of the suspension in the base case for ΔTDFW = 0 ◦C, 20 ◦C, 30 ◦C, and 50 ◦C. The boundaries between
colors represent average concentration isolines, which can be interpreted as the propagation velocity
of constant concentration waves [8]. The dark zone near the bottom in the figure represents the
sediment accumulation at the bottom of the cell, which has been previously characterized in terms
of average values at A1. Particle resuspension near the top is denoted by the cyan-blue area near the
top for times below about 20 min, where is it evident that this process is short term in comparison
with the settling of the bulk of the suspension towards the bottom section. The orange zone near
the left of each panel denotes the presence of a dense area close to the upward facing wall. Once the
suspension migrated towards the bottom and left a specific height, the average concentration dropped
to values on the order of 1% (yellow-green areas in the figure). Furthermore, a sharp transition
between this (low) concentration and the virtually particle-free area corresponding to the supernatant
(whose concentration has been expressed in previous figures herein in ppm) is denoted by the
green-blue boundary.
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Figure 4. Spatiotemporal diagram of concentration for (a) ΔTDFW = 0, (b) ΔTDFW = 20 ◦C,
(c) ΔTDFW = 30 ◦C, and (d) ΔTDFW = 50 ◦C. The x and y axes represent time and vertical position (y = 0 
standing for the top of the cell). False color represents horizontally-averaged particle concentration.

The momentum boundary layer buildup at the downward facing wall when particle settling
occurs enhanced when the latter was heated. This is not surprising as in the absence of particle settling,
this process occurs as a direct consequence of natural convection, causing lighter fluid neighboring
the downward facing wall (due to heating) to migrate towards the upper region. The impact of this
heating enhancement on the filling process at the bottom is somewhat suggested in Figure 4a–d (brown
zone), but is more evident from Figure 5, which shows the concurrent impact of the Boycott effect and
heating of the downward facing wall for various values of ΔTDFW and ds = 10 μm, where it is evident,
from the degree of particle accumulation at A1, that heating the downward facing wall enhanced the
accumulation at the bottom of the enclosure.

Figure 5 reveals two different trends on the rate of particle accumulation, depending on whether
the size of the control volume is 0.6Y∞ or 0.9Y∞. In both cases, there is a strong particle accumulation of
the corresponding area; however, when considering a smaller control volume saturation when filling
A1 occurs at relatively early values of time (close to 45 min for ΔTDFW = 0 ◦C) and on the order of
23 min when heating at the downward facing wall is set (Figure 5a). When considering a larger control
area of A1 the initial stage of sedimentation, due to the settling of the suspension, is followed by the
re-accommodation of the sediment placed at the upward facing wall. This naturally occurs at a lower
rate due to the high concentration gravitational flow at this boundary. However, the effect of heating
becomes significant with ΔTDFW = 50 ◦C, where the second slope is close to the first (Figure 5b). It is
suggested that this occurs due to the additional shear, induced by natural convection due to heating,
at the surface of the sediment zone above the upward facing wall. This also is shown in Table 2, where
the end of the settling process can be between ≈4% and 46% faster for ΔTDFW = 50 ◦C heating given
both control areas.
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Figure 5. Effect of temperature on the mean particle volume concentration within A1 = YzW, for ds =

10 μm, θ = 45◦, φ0 = 5%, and W = 5 cm. The mass in A1 in these cases is equivalent to 60% of the total
mass in the cell. (a) Yz = 0.6Y∞ and (b) Yz = 0.9Y∞.

Table 2. Dimensionless particle accumulation lapse in A1 for temperature difference ΔTDFW at
the downward facing wall (t∗ΔTDFW

), normalized by the particle accumulation time without heating
(t∗ΔTDFW=0), ψΔTDFW ≡ t∗ΔTDFW

/t∗ΔTDFW=0, where a and bare the case where Yz = 0.6Y∞ and Yz = 0.9Y∞,
respectively. Here, ds = 10 μm, θ = 45◦, φ0 = 5%, and W = 5 cm.

ΔTDFW (K) ψΔTDFW,a ψΔTDFW,b

20 0.62 0.54
30 0.58 0.53
40 0.53 0.43
50 0.51 0.29

The particle accumulation sequence was confirmed by the observation of both the settled particle
height at the upward facing wall and the corresponding mass therein (Figure 6). Figure 6a shows the
particle mass confined within A3, where two stages of particle accumulation are observed: a growing
mass phase (Figure 6a), where the confined mass per unit width at t = 0 is φ0A3 and increments as
the combined thermal convection-Boycott effect pushes particles away the downward facing wall,
towards the upward facing wall. This increasing mass near the upward facing wall reaches a limit,
after which the part of the particle matter trapped in A3 is transferred horizontally to the part of A1 not
included in A3. This mass transport process corresponds to a monotonic decrease of the dimensionless
height of the dense thin layer that defines the length of A3, Ysed, whose progression (|dYsed/dt|) is
faster when ΔTDFW is higher. In particular, in light of the present simulations, compared to the base
situation ΔTDFW = 0, the cases ΔTDFW = 50 ◦C and ΔTDFW = 40 ◦C caused decreased rates of Ysed
faster by about 50% and 18%, respectively. In this regard, the contribution of heating to the efficiency
of the separation process is evident.
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Figure 6. Particle accumulation at zone A3 for ds = 10 μm, θ = 45◦, φ0 = 5%, and W = 5 cm. (a) Particle
mass and (b) the vertical position (Ysed) of the particle sediment above the upward facing wall.

A second noticeable sign of the impact of heating at the downward facing wall is the departure
from straight iso-concentration lines for ΔTDFW > 0. While in Figure 4a (ΔTDFW = 0), the mean
suspension concentration neighboring the supernatant region (green-blue boundary) follows a straight
line from early times, this is not so for ΔTDFW > 0. This early time behavior can be leading-order
explained using the PNK theory, which states that the supernatant velocity is proportional to the
settling velocity, a constant in the present problem. Besides the observation of the suspension
acceleration effect of heating, it is also seen that this cannot be interpreted as an equivalent higher
settling velocity as there is no longer a single higher (constant) slope, but the influence of a more
complex mechanism that couples particle settling with flow velocity with stronger drag on particles.
This effect of heating can be seen in the yellow/blue and yellow green intersections for times between
5 min and 40 min in Figure 4b,c and for times between 5 min and 20 min in Figure 4d, the latter
corresponding to the strongest heating.

The present results show that, besides that heating promotes an overall faster settling process,
it causes an increase of particle resuspension. This trend is apparent from the light blue/green zones
in Figure 4b–d, denoting increasing (but yet very low) concentrations near the top for higher heating
rates. Figure 7 shows the mean particle concentration at zone A2 (near the top). Although for the
various instances of ΔTDFW that were tested in simulations, a convergence was observed for simulation
times in excess of 60 min, the transient behavior has been found to be significantly different. Higher
temperature jumps at the downward facing wall tend to induce a stronger upward convective flow,
pushing additional particles towards the top of the cell. This can also be seen in the spatiotemporal
diagrams in Figure 4b–d, as a progressively lighter false color in the supernatant region in comparison
with the base case with ΔTDFW = 0 (Figure 4a).

The convergence of mean concentration values in A2 shown in Figure 7 is explained by mass
conservation. When particles reach the top of the enclosure, the same particle- and thermally-induced
circulation that lifts the particles induces a downward motion that exerts a downward drag on the side
near the upward facing wall, thus nudging particles away from the top.
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Figure 7. Mass resuspended at zone A2 for ds = 10 μm, θ = 45◦, φ0 = 5%, and W = 5 cm.

4.2. Effect of Particle Diameter

The PNK model states that efficiency, defined as the vertical speed of the supernatant-suspension
interface, is proportional to the settling velocity, the latter being proportional to d2

s . It is therefore no
surprise that higher particle sizes are related to faster settling speeds and thus to considerably smaller
overall particle deposition times.

Figure 8 shows the impact on heating via the opposing cases of ΔTDFW = 0 ◦C (left column) and
30 ◦C (right column), for particle sizes on the order of those found in copper sulfide comminution
processes, i.e., ds = 10 μm, 50 μm and 100 μm, in Rows 1–3, respectively. It is firstly noted that within
this particle range, the higher the particle size, the more involved is the particle distribution. This can
be attributed to the development of flow instabilities that depend on a monotonically increasing
function of the settling velocity, whose primary effect is to accelerate the overall settling process.
Herbolzheimer [29] analyzed the onset of strong mixing using linear stability analysis to long wave
disturbances and found that, to first order disturbances, the system becomes unstable depending
on a function of the cell geometry and the dimensionless number Λ, suggesting that the onset of
stability occurs at a critical channel distance measured from the base that, in particular, depends on
d−2

s . The present combination of cell geometry, fluid, and particle characteristics shows that such
instability occurs, in the presence of heating for some particle diameter between 10 μm and 50 μm,
even for ΔTDFW = 0 (Figure 8c,d), but not for ds = 10 μm (Figure 8a,b).

The spatiotemporal progressions in Figure 8 suggests that heating the downward facing wall
causes the settling sequence to depart from being explained by the Boycott effect only. Although
the whole process occurs considerably faster than in the smaller particle size, while in the case of
ds = 10 μm the particle input was smooth and occurred from the early stages of the settling process,
as denoted by the contact line between the orange and the brown areas in Figure 8a,b, higher particle
sizes are related to strong particle influxes to the bottom that proceed after a resuspension stage.
This can be seen by the orange-red bands of Figure 8c–f, whose contact lines appear after a stage of
smaller settling rate, denoted by the orange area near the beginning of the process. A comparison
between Figure 8e,f denotes a slight retardation of the sediment bed formation due to heating, an aspect
that can also be noticed by the presence of a second (reddish) high concentration characteristic above
the main one, directed towards the bottom.
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Figure 8. Spatiotemporal diagram of concentration for (a) (ds, ΔTDFW) = (10 μm, 0 ◦C),
(b) (ds, ΔTDFW) = (10 μm, 30 ◦C), (c) (ds, ΔTDFW) = (50 μm, 0 ◦C), (d) (ds, ΔTDFW) = (50 μm, 30 ◦C),
(e) (ds, ΔTDFW) = (100 μm, 0 ◦C), and (f) (ds, ΔTDFW) = (100 μm, 30 ◦C), with θ = 45◦, φ0 = 5%,
and W = 5 cm. The x and y axes represent time and vertical position (y = 0 standing for the top of the
cell). False color represents horizontally-averaged particle concentration.

Besides the observation of a considerable enhancement of sediment base formation (noticeable
by the time scale of Figure 8c–e in contrast to Figure 8a,b), the effect of heating is to enhance,
by higher values of the flow velocity near the downward facing wall, the kinetic energy. Figure 8e,f,
corresponding to ds = 100 μm, confirms this flow nonlinearity. Nonetheless, the quantitative
implications on the sediment bed formation are not evident from the present set of simulations.
Figure 9, showing the temporal progression of particle accumulation at A1 for ds = 50 μm and
ds = 100 μm, exposes the considerable difference on the settling time scale in comparison with 10 μm
(Figure 5).
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Figure 9. Average concentration at zone A1 as a function of particle diameter for (a) ds = 50 μm and
(b) ds = 100 μm.

When comparing the relative impact of the heating on the corresponding particle sizes for
ΔTDFW = 30 ◦C, there is no clear distinction on particle accumulation rates. Table 3 shows, for the
case ΔTDFW = 30 ◦C, that the dimensionless time scale of the end of the settling process at A1 was
similar comparing ds = 10 μm and ds = 50 μm, but much shorter for ds = 100 μm. Although this
single result represents no proof of a trend due to the limitations of the numerical scheme used for
computations—a mixture model, where close interaction between particles has only been regarded via
a concentration-dependent viscosity and a solid phase pressure term—it is suggested that the effect of
particle size on the separation efficiency should be analyzed in light of a time scale based both on the
settling velocity and the convective process.

Table 3. Dimensionless particle accumulation lapse in A1 for temperature difference ΔTDFW = 50 ◦C
at the downward facing wall for ds = 10 μm, ds = 50 μm, and ds = 100 μm (t∗50,ds

), normalized by
the particle accumulation time without heating (t∗0,ds

), ψ50,ds ≡ t∗50,ds
/t∗0,ds

. Here, θ = 45◦, φ0 = 5%,
and W = 5 cm.

ds (μm) ψ50,ds

10 0.94
50 0.94

100 0.70

The impact of heating at the downward facing wall is also noticeable noting the concentration
range of the supernatant layer. This is suggested from the spatiotemporal Figure 8b,d,f (heated),
in comparison with their non-heated counterparts in Figure 8a,c,e, respectively.

While there was clear resuspension in the heated cell with 10 μm particles, there was not such
a clear influence of heating on supernatant turbidity for ds = 50 μm and 100 μm. This can also be
seen from the computation of the particle accumulation at A2 in terms of the dimensionless time
τ = tws/b (Figure 10), where the highest contrast between no heating and heating on the supernatant
concentration was found for the smallest particle size tested. An explanation is based on the particle
size being able to be obtained from two key aspects: first is the submerged weight of particles, equal to
(ρl − ρs)gπd3

s /6k̂, exerting a greater force on particles if their size is larger; second is the drag of the
liquid phase on particles, causing them to move upwards and also decreasing with particle diameter.
In Stokes flow—applicable to the present particle range—the drag force on a single particle can be
written as Fd = −3πμurds. Therefore, the work of drag required to move a single particle a distance z
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is related to the change of mechanical energy as ΔE ∼ FdΔz. Note that the relative velocity, us, can be
related to the absolute velocity of the solid phase as ur = us/(1 − φ). If us is a scale of the solid phase
velocity and φ0, the average particle concentration, is a scale of the concentration, then the single effect
of drag is to modify the velocity of the solid phase as:

us|drag ∼ (1 − φ0)ΔE
μdsΔz

, (9)

thus implying that increasing z and ds within the cell causes a decrease of the drag force, proportional
to us, thus reducing the opposing force to particle weight in the supernatant layer by a factor
proportional to 1/ds.
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Figure 10. Average concentration at zone A2 for ds = 10 μm, 50 μm and 100 μm, ΔTDFW = 0 and 50 ◦C
as a function of the dimensionless time τ = tw0/b, with w0 the Stokes velocity for each particle size.

4.3. Effect of Particle Concentration

Increasing mean particle concentration causes, at constant cell dimensions, a higher total particle
volume, which implies an enhanced particle settling per unit time. In the absence of natural convection
due to heating, following the PNK concept, then the position of the interface between the suspension
and the supernatant layer (H(t)) can be written, in terms of the present set of variables, as [13]:

dH
dt

= −w0

(
1 +

H
W

tan θ

)
. (10)

Assuming particle mass concentration in the sediment layer, the top of the sediment layer (with
vertical position hs, measured from the base of the cell) has the form:

dhs

dt
= w0

(
1 +

H0

W
tan θ

)
F(φ0, t), (11)

with:

F(φ0, t) =
φ0 f (φ0)

φm − φ0
exp

[
−w0 f (φ0) tan θ

W
t
]

, (12)

where at low volume concentrations (as in the present case), f (φ0) is a weak function of the
concentration ([30] has derived a similar expression with exponential dependence of the concentration).
Assuming there is no flocculation and considering f (φ0) ≈ 1 − φ1/3

0 [31], suitable for a low
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concentration, the particle concentration-dependent function for early values of time (neglecting

the exponential term in Equation (12)) is given by φ0(1−φ1/3
0 )

φm−φ0
, which is a monotonically-increasing

function with the concentration. For larger values of time, the effect of the exponential term is slight.
Even considering times on the order of the total settling time, the exponential term cause no significant
difference. Solving for the critical condition when H(t f ) = hs(t f ), based on the PNK model, a final
time for settling is estimated, for low concentrations, as:

t f =
W

w0 tan θ
ln

(
1 +

H0

W
tan θ

)
. (13)

Figure 11 shows the time- and concentration-dependent term.
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Figure 11. Concentration-dependent function of the rate of particle accumulation at the bottom in the
absence of heating for three values of time, given by Equation (12). Time has been normalized by the
scale of the particle settling process, given by Equation (13).

The same trend to increase the rate of particle accumulation with concentration was reproduced
in the presence of heating at the downward facing wall. This can be seen in terms of the particle
accumulation at zone A1, as shown in Figure 12. However, compared to the non-heating case, it was
found, as expected, that the A1 filling process was faster in front of heating, as discussed above.

A related question is on the impact of increasing particle concentration on the overall efficiency of
the separation process. An indication of this can be observed from the rate of particle accumulation at
A1 in relation with the initial volume of particles or, equivalently, the dimensionless ratio 〈φ〉A1/φ0.
This is depicted in Figure 13, where it is shown that, at equal values of ΔTDFW, the concentration rise
at A1 with time became slower at higher concentrations. This result reveals that particle settling at
the bottom is a more efficient process for lower particle hindrance conditions. However, this implies
that, at equal throughput, comparatively larger settler areas would be required. In this context, a final
choice of particle concentration entering the cell should then be posed in terms of a trade-off analysis.
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Figure 13. Dependence of the initial particle concentration on the normalized accumulation in A1,
defined as 〈φ〉A1/φ0.

A significant impact of the initial concentration could be seen on the resuspended material near the
top of the cell, in the supernatant layer. This is depicted in Figure 14 for the case ΔTDFW = 30 ◦C. Higher
particle concentrations are bonded to smaller rates of resuspension, whose evidence, in Figure 14,
was lower concentrations in zone A2. As in the previous section, this can also be interpreted in terms
of the drag force between the solid and the liquid phase. The scale shown in Equation (9) suggests that
the drag force, proportional to us, decreased with a factor proportional to (1 − φ0)/Δz.
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5. Conclusions

The use of heat to enhance particle settling in inclined containers has been tested using
high-resolution, two-dimensional numerical simulations in batch mode. Besides the finding that
particle separation has a nonlinear effect with heating, the present study shows that both the particle
size range and concentration corresponding to the highest enhancement of heating are within the
particle size range of comminution processes and, in particular, copper ore tailings, thus rendering
this approach viable for either primary or secondary solid separation stages in concentrator plants.
Being solely gravity assisted and potentially energized by solar radiation, the use of heat-assisted
lamellar settlers (HALS) could represent a viable option for a combined thickener-HALS unit process.
Further development of this topic requires an extension to the continuous mode of operation, where
a key aspect to consider is the interplay between enhanced settling and stronger mixing at the
supernatant layer, both due to heating, the latter aspect promoting resuspension and therefore naturally
suggesting an optimization problem on best operational conditions.

Author Contributions: Conceptualization, C.F.I. and C.R.; methodology, C.R. and C.F.I.; software, C.R.; validation,
C.R. formal analysis, C.F.I. and C.R.; investigation, C.R. and C.F.I.; resources, C.F.I.; data curation, C.R.; writing,
original draft preparation, C.F.I. and C.R.; writing, review and editing, F.A. and L.A.C.; visualization, C.R.;
supervision, C.F.I.; project administration, C.F.I.; funding acquisition, C.F.I. and L.A.C.

Funding: This research was funded by the Chilean National Commission (CONICYT) for Science and Technology
through Fondecyt Project Grant 1160971.

Acknowledgments: The authors acknowledge support from the Mining Engineering Department and the
Advanced Mining Technology Center, Universidad de Chile.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Ihle, C.; Tamburrino, A. Variables affecting energy efficiency in turbulent ore concentrate pipeline transport.
Miner. Eng. 2012, 39, 62–70. [CrossRef]

2. Ihle, C.F.; Kracht, W. The relevance of water recirculation in large scale mineral processing plants with a
remote water supply. J. Clean. Prod. 2018, 177, 34–51. [CrossRef]

167



Minerals 2019, 9, 228

3. Herrera-León, S.; Lucay, F.A.; Cisternas, L.A.; Kraslawski, A. Applying a multi-objective optimization
approach in designing water supply systems for mining industries. The case of Chile. J. Clean. Prod. 2019,
210, 994–1004. [CrossRef]

4. Wang, C.; Harbottle, D.; Liu, Q.; Xu, Z. Current state of fine mineral tailings treatment: A critical review on
theory and practice. Miner. Eng. 2014, 58, 113–131. [CrossRef]
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Abstract: The importance of mine planning is often underestimated. Nonetheless, it is essential in
achieving high performance by identifying the potential value of mineral resources and providing an
optimal, practical, and realistic strategy for extraction, which considers the greatest quantity of options,
materials, and scenarios. Conventional mine planning is based on a mostly deterministic approach,
ignoring part of the uncertainty presented in the input data, such as the mineralogical composition of the
feed. This work develops a methodology to optimize the mineral recovery of the heap leaching phase by
addressing the mineralogical variation of the feed, by alternating the mode of operation depending on
the type of ore in the feed. The operational changes considered in the analysis include the leaching of
oxide ores by adding only sulfuric acid (H2SO4) as reagent and adding chloride in the case of sulfide
ores (secondary sulfides). The incorporation of uncertainty allows the creation of models that maximize
the productivity, while confronting the geological uncertainty, as the extraction program progresses.
The model seeks to increase the expected recovery from leaching, considering a set of equiprobable
geological scenarios. The modeling and simulation of this productive phase is developed through a
discrete event simulation (DES) framework. The results of the simulation indicate the potential to address
the dynamics of feed variation through the implementation of alternating modes of operation.

Keywords: process optimization process; heap leaching; modes of operation; discrete event simulation

1. Introducion:

1.1. Overview

Conventional mine planning is traditionally applied in the industry through methodologies that
consider an important part of the data to be deterministic. However, critical information used for mining
calculations may exhibit statistical variations [1]. When a parameter is uncertain, the expected result is
uncertain, since the calculations have considered a potentially unrepresentative value of the parameter,
instead of another that could have the same or different probability of occurrence. Due to this, modern
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approaches consider the uncertainty and the risk associated with input parameters, which provide a wider
vision of the possible losses and gains of the project [2]. The uncertainty of not knowing the real value of
the metal content of interest to a certain process is indeed a real risk, so finding a way to organize resources
or define alternative operational strategies is a very difficult calculation problem, mainly due to variables
that are subject to geological uncertainty; there is generally a range of possible scenarios of mineral grade
distribution, process capacities, and commodity market conditions, among others [3,4].

Modern approaches to mine production require simulation frameworks that can increase mineral
recovery and are robust in mitigating feed variations [5]. This work presents a methodology for the
evaluation of heap leaching, incorporating information of the mineralogical composition of the inputs;
the approach is based on discrete event simulation (DES). In general, DES models are used to study
systems and processes, in which state changes are computed only at discrete points in time (i.e., discrete
events); the changes that occur between these events are not computed explicitly, but can be inferred
a posteriori. The simulation of the heap leaching allows the planner to estimate the impact on the
productivity of the implementation of different modes of operation [6] in response to variations in the
mineralogical composition of ores.

1.2. Heap Leaching

After the comminution phase, the copper ores pass to the leaching stage, where the metals
present in the mineralized rock are extracted through the application of water and leaching agents.
This process is comparatively effective for low- to medium-grade copper oxide minerals (0.3–0.7%).
Secondary copper sulfides and low-grade gold ores are also processed in this way [7–9], since it
provides a low cost of capital compared to other methods, and since it does not require an intensive use
of energy [10]. The agglomeration of the fines around the larger particles with water and concentrated
sulfuric acid is known as “curing”. This process improves the resistance of the material while having
a good permeability of the mineral in the heap leaching, in order to reach adequate heap heights,
improve copper recovery rates, and control processing times [11,12]. The acid solution is distributed
by sprinklers or drippers, in which the copper (Cu2+) dissolves in the leaching solution as it percolates
the heap. The realization of tests at the laboratory level and in pilot plants determine the effectiveness
of a heap. The amount of ore to be treated can vary considerably from hundreds to more than one
million tons [12], depending on the mine.

Another emerging method is biohydrometallurgy, which plays an important role in the recovery
of copper from copper sulfides with economic, environmental, and social benefits [13]. To date, many
investigations on acid bioleaching of secondary sulfides [14,15] and primary sulfides [16–18] have been
reported presenting good results.

Even in its role as a surplus generator, large-scale mining faces great challenges. These include an
increase in costs due to various factors, such as the deterioration of grades and other factors associated
with the aging of deposits and increased operating costs to be compatible with sustainable development
demands. In typical operations, heap leaching processes operate in approximate times of three months
for sulfide ores in chloride media, and also with lower ore grades [19].

2. Materials and Methods

There are several processes through which minerals can be leached, depending mainly on the
physical and chemical considerations, such as the solubility of the metal, the kinetics of the solution,
the consumption of the reagent, etc. [20]. Heap leaching is currently the most common leaching method
in the Chilean mining industry.

2.1. Discrete Event Simulation

With a DES framework, an event is a random occurrence that occurs at a discrete point in time,
and whose outcome depends on chance. An event is considered simple if it consists of a specific result
or compound if it consists of two or more independent events [21].
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Within a system of discrete events, one or more phenomena of interest change their value in
discrete points in time [22]. Discrete event simulation considers the evolution of the system, but the
states are modified only at discrete moments of time, and they are caused by the occurrence of some
event. For this, the state of the system does not explicitly consider variations between two consecutive
events. The event n occurs at time tn, and event n + 1 will occur at time tn+1, as the simulation clock
jumps directly to the instant tn+1. Upon advancing to tn+1, the system statistics and state variables are
updated, and this process repeated until a termination condition is met [23].

2.2. Mathematical Modeling of Heap Leaching

Around 20% of the world's copper production is obtained by heap leaching. This process has
been modeled by many authors; however, the validation, verification and implementation of these
models are difficult since there is uncertainty about the operating conditions and parameters of the
leaching model [24–26].

The performance of heap leaching depends on many input variables (operational and design),
which means its optimization is complex [27]. The materials are leached with various chemical
solutions that extract valuable minerals. These chemical solutions are a weak sulfuric acid solution
for copper oxide ores, and chloride media [28] for copper secondary sulfides. The valuable minerals
are irrigated with a chemical solution that dissolves the valuable metal of the ore, as the resulting
pregnant leaching solution (PLS) passes through the ore, and is recuperated at the base of the heap.
The valuable material is then extracted from the PLS, and the chemical solution is recycled back into
the heap. The most common methods for recovery of valuable minerals are solvent extraction and
electro-winning processes [12].

The following is an analytical model for heap leaching developed by Mellado et al. [29–31], using
a system of first order equations:

∂y
∂τ

= −kτynτ (1)

where “y” is a dynamic quantity, such as the concentration or recovery Rt, kτ are kinetic constants
associated with the characteristics of the heap and grade of the mineral respectively, and nτ is the
order of the reaction. The subscript τ represents a time scale that depends on the phenomenon to be
modeled. To solve Equation (1), an initial condition is required. Mellado et al. introduced a delay
(i.e., a time ω where Rt begins to change (Rt(ω) = 0)); the general solution for nτ = 1 is given by (see
Mellado et al. [29] for the general solution):

Rτ = R∞τ
(
1− e−kτ(τ−ω)

)
(2)

Dixon and Hendrix [32,33] considered that the leaching phenomenon occurs at different scales
of size and time, and that different phenomena participate in the leaching process. On the other
hand, Mellado et al. [31] incorporated the different scales in an analytical model of the leaching
process, introducing the parameters Kθ and Kτ, related to size and time, respectively, as can be seen in
Equation (3):

R(t) =
α

Zγ + β

[
1–λeKθ(t−ω∗)–(1–λ)eKτ(t−ω∗)] (3)

Mellado et al. develop the parameters Kθ, Kτ, and ω* in Equations (4)–(6) respectively:

Kθ = kθ
μs

εbZ
(4)

Kτ = kτ
DAe

εor2 (5)

ω∗ = εbZ
μs

ω (6)
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where α, β, and γ are mathematical constants of fit, Z is the height of the heap, λ is a factor of kinetic
weight, kθ and kτ are kinetic constants, μs is the surface velocity of the leaching flow in the heap, εb

is the volumetric fraction of the bulk solution in the heap, ω is the delay of the reaction, DAe is the
effective diffusivity of the solute within the pores of the particles, εo is the porosity of the particles,
and r is the radius of the particles.

The goodness-of-fit statistics used to study the model adjusted to observations (operational data
supplied from an industrial heap leaching operation at a copper mine in Antofagasta, Chile) are: The
mean absolute deviation (MAD, Equation (7)), a statistic that measures the dispersion of forecast error;
the mean square error (MSE, Equation (8)), measure of error dispersion that penalizes the periods or
values where the error module is higher than the average value; and the absolute average percentage
error (MAPE, Equation (9)), a statistic that gives the deviation in percentage terms, calculating the
averages of the absolute values between the real value [21].

MAD =

∑|Real− Forecast|
n

(7)

MSE =

∑
(Real− Forecast)2

n
(8)

MAPE =
1
n

∑ |Real− Forecast|
|Real| (9)

2.3. Adjustment of the Analytical Model for the Recovery of Copper from Copper Oxides

Adjusting the analytical model by means of a linear optimization model that minimizes the error
measurements of the adjustment to operational data, considering the theoretical restrictions of the
analytical model, results in the following equation:

R(t) = 0.9993
(
1− 0.4e−0.0844(t−2.3684) − 0.6e−0.0055(t−2.3684)

)
(10)

Figure 1 shows the adjusted models from operational data and analytical model respectively for
the leaching process operating only with sulfuric acid as a leaching agent, while the goodness-of-fit
statistics are shown in Table 1.

Figure 1. Operational fit curve versus analytical fit curve for copper recovery from oxide ores.

Table 1. Statistics of analytical models of leaching of copper oxides adding sulfuric acid.

Curve/Statistic MAD MSE MAPE

R(t) (Oxides) 1.008 × 10−2 1.222 × 10−4 1.28 × 10−2

The interpretation of the error statistics indicates the degree to which the generated model explains
the system to be modeled, from which it is possible to conclude that the difference between the real and
predicted values is negligible, which means that the analytical model explains the operational values.
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2.4. Adjustment of Analytical Model for Copper Recovery from Secondary Copper Sulfides

The analytical model for copper recovery as a function of time for sulfide minerals (secondary
sulfides) is modeled by Equation (11).

R(t) = 0.8841
(
1− 0.2e−0.0072(t−1.91) − 0.8e−0.0771(t−1.91)

)
(11)

The adjusted curve of Figure 2 and the error measures of the adjusted model presented in Equation (3)
have the goodness-of-fit statistics and low error statistics shown in Table 2, indicating that the analytical
model fits the sample data of the operation.

Figure 2. Operational fit curve versus analytical fit curve for copper recovery from sulfide ores.

Table 2. Statistics of analytical models of leaching of secondary copper sulfides adding sulfuric acid.

Curve/Statistic MAD MSE MAPE

R(t) (Oxides) 6.63 × 10−4 5.068 × 10−7 8.93 × 10−4

2.5. Adjustment of Analytical Models for Copper Recovery from Secondary Copper Sulfide Ores Adding Chlorides

Adjusting the curves for the leaching of copper sulfide minerals for two levels of chloride
concentration (20 and 50 g/L) as shown in Figure 3, produces the following equations:

R(t)[Chloride 20 g/L] = 0.9159
(
1− 0.3e−0.0168t−2.3684 − 0.7e−0.0057t−2.3684

)
(12)

R(t)[Chloride 50 g/L] = 0.9291
(
1− 0.3e−0.0633t−2.3684 − 0.7e−0.0071t−2.3684

)
(13)
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Figure 3. Copper recovery from oxide and sulfide ores using H2SO4 and chlorides as an additive.

The goodness-of-fit statistics for the leaching of copper sulfide minerals for two levels of chloride
concentration (20 and 50 g/L) are shown in Table 3. Low error statistics indicate that the generated
analytical model fits the sample data

Table 3. Statistics of analytical models of leaching adding chlorides.

Curve/Statistic MAD MSE MAPE

R(t) (Chloride 20 g/L) 1.68 × 10−4 4.59 × 10−7 5.40 × 10−4

R(t) (Chloride 50 g/L) 9.17 × 10−5 5.23 × 10−7 5.89 × 10−4

The expected recovery of copper for the different configurations in 90 days of leaching is presented
in Table 4.

Table 4. Recovery for each configuration in a 90-day leaching time.

Configuration Recovery (%)

Leaching of secondary copper sulfides with sulfuric acid 40.5
Leaching of secondary copper sulfides adding chlorides (20 g/L) 46.5
Leaching of secondary copper sulfides adding chlorides (50 g/L) 58.1

Leaching of copper oxides with sulfuric acid 64.6

2.6. Modeling and Simulation of Heap Leaching Using a DES Framework

Once the process workflow of heap leaching has been characterized, it is possible to model the heap
leach stage sequentially with the Arena simulation software. The update of copper recovery over time
is simulated by parametrizing the analytical models retrieved from the literature, and incorporating
them into the Arena simulation [23].

The schematic of the simulation model is presented in Figure 4, next to the subprocess responsible
for the update in discrete time. The update of the recovery state is carried out whenever a production
campaign is in development, while the use of the operational parameters is updated in the module
“Assignment of attributes to the piles”, and the recovery of ore is obtained from the analytical models
derived from Equations (1) and (2), (these equations depend on the leaching time and operating
conditions of the site).
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Figure 4. High-level diagram of heap leaching in Arena Simulation Software.

The heap leaching process is modeled by production campaigns, whose start is determined by the
availability of inventories of the crushing phase, the development of the campaign corresponding to
the production of each heap, the limited production capacity due to available physical space, and the
downstream storage capacity. For each heap, the expected recovery of ore is measured according to the
adjusted analytical models and the production in tons considering the variations in ore grades of the feed.

The storage of crushed material works under the logic of inventory theory [3], where the
comminution product is kept waiting until the end of the leaching campaign. The module “Post
crushed storage” stores the ore that will enter the leaching process when its respective mode of
operation is activated. Each mode of operation is determined by the type of ore to be leached, and the
decision to apply a given mode depends on the maximum and minimum stock levels established for
each type of mineral. The current context considers two modes of operation:

• Mode A: Leaching of copper oxides.
• Mode B: Leaching of copper sulfide minerals (secondary sulfides).

The assignment of attributes to the heaps, such as the grade of each type of copper ore, is obtained
from ore data from the Empresa Nacional de Minería (ENAMI), which is a Chilean state-owned enterprise.
These attributes are taken as input variables for the analytical models used to estimate the expected
recovery of ore under operational conditions. After a simulated leaching campaign, recovery results
are saved. A comparative analysis of simulated leaching operations, with and without an additional
mode, allows us to quantify the benefit of implementing the additional mode.

3. Discussion of Results

3.1. Simulated Scenarios

With the objective of evaluating the variation in the leaching productivity through the incorporation
of analytical models that integrate mineralogical characteristics under conditions of uncertainty,
the following scenarios are defined:

• Scenario 1 (standard operation): Leaching of copper oxides and secondary copper sulfides adding
sulfuric acid only. The leaching of secondary sulfides with sulfuric acid slows down the process
of extracting ore from the rock, increasing the time required until the marginal extraction of ore is
negligible [12,34].

• Scenario 2 (proposed operation): Leaching of oxides with sulfuric acid and leaching of secondary
sulfides with chloride. The leaching of secondary sulfides by adding chloride accelerates the
recovery of copper from sulfide minerals, decreasing the leaching time [34–37].
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Scenario 1:

From the graphical analysis of copper recovery for each production campaign (see Figure 5),
a decrease in the expected recovery of copper ore can be observed in sulfide mineral leaching campaigns
using sulfuric acid as reagent (without incorporating additives), due to the slower dissolution kinetics
of the secondary copper sulfides.

Figure 5. Copper recovery of base case maintaining a single mode of operation

Then the average copper recovery is approximately 65% in the case of oxide ores, and 40% in
the case of sulfide ores. Of the total production time, 61% of the time was for processing oxide ores,
and 39% for sulfide ores, hence an average recovery of approximately 55%.

Scenario 2:

A similar analysis for scenario 2 reveals that 61% of the time was spent on oxide ores, for which
only sulfuric acid was used as reagent, while 39% was on sulfide minerals, using sulfuric acid and
chlorides as additives. The average recovery of ore is maintained at 65% for operational mode A and
increases to 58% for mode B (improvements in extraction derived from the addition of chlorides),
working at a chloride concentration of 50 g/L. The resulting average recovery is approximately 62%.

The benefit of having alternate modes of operation is illustrated in Figures 6 and 7, showing that
the expected copper recovery from sulfide ores is greater when varying the mode of operation, being
independent of the characteristics of the feed and considering that the leaching time remains constant.
(Leaching time is kept constant due to the increase in opportunity costs of maintaining a longer time of
a leaching heap whose recovery rate decreases over time).

Figure 6. Copper recovery for the proposed scenario (two operation modes).
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Figure 7. Mode of operation for the proposed scenario.

Considering two modes of operation, the objective is to optimize production by alternating the
modes of operation as a function of the feed, avoiding instances of lower recovery of copper with
mode A (leaching of oxide ores with sulfuric acid) whenever mode B (leaching of sulfides by adding
chloride) will be more appropriate; this is the case when there are sufficient sulfides that a detrimental
passivation layer will form in the presence of sulfuric acid. This passivation causes a decrease in
recoveries when leaching secondary sulfides with sulfuric acid, that can be mitigated with longer
exposure time to the leaching agent, but this means an increase in production costs, considering the
increases in the consumption of acid and the opportunity costs of the use of the leaching equipment;
the chloride counteracts this phenomenon.

3.2. Comparison of Samples

In order to compare the productivity of the leaching phase under the scenarios considered,
a hypothesis test is carried out [38], for which the null hypothesis is defined as:

H0:μ2 = μ1

where μ2 represents the average production in thousands of tons of the leaching phase considering
changes in the modes of operation, and μ1 represents the average value of production considering a
single mode of production. The alternate hypothesis is given by:

Ha:μ2 > μ1

Developing the hypothesis test in the statistical analysis software Minitab 18 [39], and considering
a sample size of 100 simulations, it can be concluded that the size of the production average of the
proposed situation is greater than the current situation, as shown in Figure 8. It is further concluded
that the hypothesis test is significant, since the p-value is less than the level of significance, as shown in
Figure 9.

Figure 8. Statistics test of 2 samples (CI: Confidence interval of 90%).
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Figure 9. p-value of the hypothesis test.

The confidence interval quantifies the uncertainty associated with the estimation of the difference
in the means from the data of the samples, so it is possible to have more than 90% certainty that the true
difference is between −625.08 and −468.71, and a 95% assurance that it is less than −468.71, as shown
in Figures 10 and 11.

Figure 10. Differences of the samples.

Figure 11. A 90% confidence interval for the difference.

Finally, comparing the data distributions for both samples (Figure 12), the difference of the mean
values of the samples can be observed graphically. Although the distributions have some overlap,
the means are several error bars away.

Figure 12. Distribution of production for both samples.

In summary, when copper recovery is carried out by means of a single mode of operation
(simulation based on analytical models extracted from the literature, which does not consider variations
in reagent concentrations), there may not be a systemic response to the changing mineralogical
characteristics of the feed, resulting in lost production.
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4. Conclusions

4.1. Conclusions

Mineral deposits tend to be heterogeneous, which forces the processing parameters to evolve over
time. In this document, a simulation of the production sequence of the heap leaching was considered,
simplifying the feeding to only two types of ore. However, the framework could be extended to a
greater number of mineral types that could come from a range of geological domains in a mine, as long
as the ore to be processed is of interest and it is technically and economically possible to process it
through the hydrometallurgical route.

The use of alternating modes of operation has the potential to improve the strategic mine plan,
making the value chain more flexible by making a better use of assets and improving mineral recovery,
addressing the varying mineralogical characteristics of the feed. The hypothesis test indicates the
average production increase to incorporate the dynamics of operating modes in heap leaching, in this
case increasing the expected recovery of copper, from 55% to 62%.

The quantification of the improvements by addressing uncertainty in the processing of minerals
through alternating modes of operation, the incorporation of analytical models for the unit processes
and the sequential simulation through a discrete event simulation framework constitute an opportunity
to effectively model and plan leaching operations, from a system-wide perspective. The approach can
assist in local and ultimately global mine optimizations for cash flows and asset utilization.

4.2. Future Work

To further advance the operation research of leaching processes, the following avenues are being
considered:

1. Include other modes of operation and analytical models that incorporate more operational
variables to the process, together with parameters that have a significant impact on recovery.

2. Study the impact on an industrial scale of operating the leaching process with alternating modes
of operation, including the analysis operating and capital costs.
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Abstract: The design of a flotation circuit based on optimization techniques requires a superstructure
for representing a set of alternatives, a mathematical model for modeling the alternatives, and an
optimization technique for solving the problem. The optimization techniques are classified into exact
and approximate methods. The first has been widely used. However, the probability of finding
an optimal solution decreases when the problem size increases. Genetic algorithms have been the
approximate method used for designing flotation circuits when the studied problems were small. The
Tabu-search algorithm (TSA) is an approximate method used for solving combinatorial optimization
problems. This algorithm is an adaptive procedure that has the ability to employ many other methods.
The TSA uses short-term memory to prevent the algorithm from being trapped in cycles. The TSA has
many practical advantages but has not been used for designing flotation circuits. We propose using
the TSA for solving the flotation circuit design problem. The TSA implemented in this work applies
diversification and intensification strategies: diversification is used for exploring new regions, and
intensification for exploring regions close to a good solution. Four cases were analyzed to demonstrate
the applicability of the algorithm: different objective function, different mathematical models, and
a benchmarking between TSA and Baron solver. The results indicate that the developed algorithm
presents the ability to converge to a solution optimal or near optimal for a complex combination of
requirements and constraints, whereas other methods do not. TSA and the Baron solver provide
similar designs, but TSA is faster. We conclude that the developed TSA could be useful in the design
of full-scale concentration circuits.

Keywords: design; flotation circuits; Tabu-search algorithm; multispecies

1. Introduction

Froth flotation is a process used in mining, based on the different surface properties of ore, for
separating the valuable mineral from gangue. This process is performed in an aerated tank where
the ore is mixed with water and reagents to render the valuable mineral hydrophobic [1]. Due to the
complexity of the process in practice, multiple interconnected stages are used to form a flotation circuit.

The design of flotation circuits using optimization techniques has been widely studied in the
literature [2,3]. The design requires three elements: (1) defining superstructures for representing a
set of alternatives for design; (2) a mathematical model for modeling the different alternatives of the
design, here considered goals and constraints, and determining the objectives to be optimized; and
(3) an optimization technique for solving the problem.

Minerals 2019, 9, 181; doi:10.3390/min9030181 www.mdpi.com/journal/minerals185



Minerals 2019, 9, 181

The optimization techniques can be broadly classified into exact and approximate methods [4].
Exact methods obtain optimal solutions and guarantee their optimality. These methods use the
analytical properties of the problem for generating a sequence of points converging to a global optimal
solution [5]. This category includes methods such as the branch and bound algorithm, branch and
cut algorithm, dynamic programming, Bayesian search algorithms, and successive approximation
methods. Approximate methods are aimed at providing a good quality solution in a reasonable
amount of time, but finding a global optimal solution is not guaranteed. Approximate methods can
be classified into approximation algorithms and heuristic methods. The latter may be divided into
two families: specific heuristics and metaheuristics. Specific heuristics are tailored and designed for
solving a specific problem. Metaheuristics are general-purpose algorithms that can be applied to solve
almost any optimization problem [4].

The term metaheuristics was introduced in 1986 by Glover [6], and is defined as an iterative
generation process guiding a subordinate heuristic by combining intelligently different concepts for
exploring and exploiting the search space; learning strategies are used to structure information in
order to efficiently find the near-optimal solution [7]. Some of the proposed metaheuristics algorithms
in the literature are: differential evolution [8], genetic algorithm (GA) [9], memetics algorithm [10],
artificial immune system [11], simulated annealing [12], ant colony optimisation [13], particle swarm
optimisation [14], and Tabu-search [15].

The Tabu-search algorithm (TSA) is a local search methodology used for solving combinatorial
optimization problems [6]. The TSA is an adaptive procedure with the ability to apply other methods,
such as linear and nonlinear programming algorithms [16]. The TSA uses the information gathered during
the iterations to create a more efficient search process. TSA uses short-term memory to prevent previously
visited solutions from being accepted. This memory prevents the algorithm from being trapped in cycles.

The literature shows that TSA has been used and compared to other optimization techniques in
different disciplines. Han et al. [17] used TSA for training neural networks for wind power prediction.
They reported that, compared with the backpropagation algorithm, TSA can improve prediction
precision as well as convergence rate. Ting et al. [18] hybridized TSA and GA; this strategy was called
the Tabu genetic algorithm (TGA). TGA integrates TSA into GA’s selection. GA and TSA structures are
not modified in these approaches. The classic traveling salesman problem was used for validating
the proposed algorithm. Along this line, Soto et al. [19] hybridized TSA with multiple neighborhood
searches for addressing multi-depot open vehicle routing. The proposed hybrid system provided good
results, which was attributed to the successful exploration of neighborhoods. This allowed the search
to achieve a good balance between intensification and diversification. Lin and Miller [20] applied TSA
to chemical engineering problems. When TSA was compared with simulated annealing, TSA provided
superior performance; this was attributed to the use of short-term memory, which enables it to escape
from local optima [20]. Konak et al. [21] demonstrated that TSA is more efficient than GA because TSA
does not require objective function gradient information. Kis [22] solved job-shop scheduling problems
using TSA and GA. Kis reported that TSA was superior to GA both in terms of solution quality and
computation time. Pan et al. [23] proposed a particle swarm optimization (PSO) algorithm for a no-wait
flow shop scheduling problem. They compared PSO and TSA. The results indicated that the TSA and
their hybrids generate better results than PSO. Mandami and Camarda [24] proposed a multi-objective
optimization technique for plant design using TSA. They used a bounding technique for increasing the
efficacy of the algorithm. They evaluated the effectiveness of the algorithm using a nonlinear model of
10 variables. The authors concluded that it is feasible to generate a Pareto-optimality curve for plant
design problems using multi-objectives.

As stated by Cisternas et al. [2], the exact methods only guarantee finding the global solution
when the design problem is small. This observation was corroborated by the works of Mehrotra
and Kapur [25], Reuter et al. [26,27], Schena et al. [28,29], Mendez et al. [3], Maldonado et al. [30],
Cisternas et al. [31,32], Calisaya et al. [33], and Acosta-Flores et al. [34]. Similar to exact methods,
the probability of finding the global solution using approximate methods decreases as the problem
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size increases [5]. In this context, according to Acosta-Flores et al. [34] and Cisternas et al. [2], the
genetic algorithms are the only metaheuristic algorithms that have been used for designing flotation
circuits [1,35–38]. However, GA has been used only for small problems because its convergence is slow.

The methodologies proposed in the literature considered different assumptions for simplifying
the design problem. For example, many of these methodologies considered a maximum of six
flotation banks and a maximum of eight cells; however, these studies usually considered only two
species in the fed ore to the flotation circuit. The exceptions are the works of Calisaya et al. [33] and
Acosta-Flores et al. [34]. These authors examined several species in the fed ore, but their works were
based on the fact that there are few structures that are optimal for a given problem [39]. These few
structures were identified before applying the optimization search, which reduces the size of the
optimization problem. Therefore, the studied problem is complex and difficult to solve when obtaining
a global solution.

In this study, we propose using the TSA for designing flotation circuits. The developed algorithm
incorporates diversification and intensification, the first of which is used for exploring new regions,
and the second, for exploring regions close to a good solution. The algorithm was implemented for
designing circuits that process several species. The superstructure implemented involves five flotation
banks and each bank could use 3–15 cells, and the objective functions are economical. Four case studies
were developed for illustrating the applicability of the algorithm.

2. Background

2.1. Superstructure

The proposed superstructures in the literature usually correspond to an equipment superstructure,
which allows the streams of concentrate and tail of one equipment to be sent to any other equipment.
The superstructures are important because they define the alternatives and the size of the problem [2].
According to Sepúlveda et al. [40], the circuits generally use between three and five flotation stages. Then,
the equipment superstructure (Figure 1) used in this work considers the following stages: rougher stage
(R), cleaner stage (C1), re-cleaner stage (C2), scavenger stage (S1), and re-scavenger stage (S2).

W

24
25

21

35

C1

S2

34

3132

 52

53

54

51

C2

 4142
43

R S1

F

P

D

D

D

D

M M

M

M

M

Figure 1. Equipment superstructure. R: rougher stage, C1: cleaner stage, C2: re-cleaner stage, S1:
scavenger stage, S2: re-scavenger stage, M: stream mixer, D: stream splitter, αij ∈ {0, 1} decision
variables indicating the destination of the concentrate stream from stage i, βij ∈ {0, 1} decision
variables indicating the destination of the tail stream from stage i.

187



Minerals 2019, 9, 181

Many of the proposed superstructures in the literature considered nonsensical alternatives and/or
presented degeneracy, i.e., alternatives that are equivalent [2]. All the design alternatives shown in
Figure 1 have sense and do not present degeneracy. In Figure 1, the triangles with label M represent
mixers of the feed that arrive at stage i, where i ∈ {1, 2, 3, 4, 5} = I. Note that the numbers 1, 2, 3, 4,
and 5 are related to R, C1, C2, S1, and S2, respectively. The triangles with label D represent splitters that
allow sending the concentrate and tail streams from stage i to the other stages of the superstructure.

2.2. Mathematical Model

The model includes mass balances in flotation stages, splitters, and mixers, and goals, constraints,
and objective function are considered. The mass balance in flotation stages is determined with:

Cik = Rik·Fik, Ci =
m

∑
k=1

Cik (1)

Tik = (1 − Rik)·Fik, Ti =
m

∑
k=1

Tik (2)

where Fik is the mass flow of the species k fed to the flotation stage i, Cik is the mass flow of the species
k in the concentrate stream Ci of the flotation stage i, Tik is the mass flow of the species k in the tail
stream Ti of the flotation stage i, and Rik is the recovery of the species k in the flotation stage i, where
k = 1, 2, . . . , m, i ∈ I, and m is the number of species. The flotation model used for representing the
recovery in the flotation stages was proposed by Yianatos and Henríquez [41]:

Rik = Rmax,i,k·
(

1 − 1 − (1 + kmax,i,k·τi)
1−Ni

(Ni − 1)·kmax,i,k·τi

)
(3)

where Rik is the recovery of the species k in the flotation stage i, kmax,i,k is the maximum rate constant of
the species k in the flotation stage i, τi is the cell residence time in the flotation stage i, Ni is the number
of flotation cells used in the flotation stage i, and Rmax,i,k is the maximum recovery at the infinite time
of the species k in the flotation stage i.

In practice, the flotation circuits do not use stream branching because a large number of pumps
and junction boxes are necessary for carrying out the concentration process [37]. Then, the mass
balances in the splitters of the concentrate streams are expressed as:

Cik = ∑
j∈I

αij·Cijk, ∑
j∈I

αij = 1, i ∈ I (4)

where αij ∈ {0, 1} are decision variables indicating the destination of the concentrate stream (Figure 1),
Cijk is the mass flow of species k in the concentrate stream from stage i to stage j, and Cik is the mass
flow of species k in the concentrate stream of stage i. Similarly, for the tail streams:

Tik = ∑
j∈I

βij·Tijk, ∑
j∈I

βij = 1, i ∈ I (5)

where βij ∈ {0, 1} are decision variables indicating the destination of the tail stream (Figure 1), Tijk is
the mass flow of species k in the tail stream from stage i to stage j, and Tik is the mass flow of species k
in the tail stream of stage i. The mass balances in mixers are expressed as:

Fjk =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

M1k + ∑
i∈I

αij·Cijk + ∑
i∈I

βij·Tijk, j = 1

∑
i∈I

αij·Cijk + ∑
i∈I

βij·Tijk, j �= 1
(6)
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where M1k is the mass flow of the species k fed to the flotation circuit. Note that mass balance for
each species k processed in the circuit can be rewritten as a matrix system. These systems are solved
numerically for Cik and Tik using a linear programming algorithm. The TSA has the ability to make
use of this type of algorithm.

The market for copper concentrate establishes a minimum grade (gLO); then, the following
equation is included in the mathematical model:

gradeCu =
∑k C5Pk·gk,cu

∑k C5Pk
≥ gLO (7)

where gk,cu is the copper grade of the species k, and gradeCu is the copper grade in the final concentrate
of flotation circuit. In this work, the value of gLO is 0.25.

Several objective functions have been used in the literature. Mehrotra and Kapur [25], Green [42],
and Pirouzan et al. [38] implemented technical expressions for designing flotation circuits. The
technical functions are difficult to define. For example, if the recovery is maximized, it is necessary to
restrict the concentration grade to a value that is not known a priori. This difficulty was overcome
by some authors using a multi-objective function; however, it is difficult to define the relative weight
of each objective. Schena et al. [29] and Cisternas et al. [32,39,43] implemented economic expressions
for designing circuits. These expressions highlight the maximization of revenues, maximization of
profits, and the maximization of the net present worth. These last two expressions require estimating
both the equipment costs and the operating costs. Cisternas et al. [43] found that the objective function
has a significant effect on both the solution and circuit structure obtained. In this work, we used the
maximization of revenues and maximization of the net present worth as the objective functions.

The revenue can be calculated using different models depending on the type of product and its
market. In the case of copper concentrate, the net-smelter-return formula can be used [32,43]:

Revenue = ∑
k

CFk

[
p

(
∑
k

CFk·gk,cu − μ

)
(q − R f c)− Trc

]
H (8)

where p is the fraction of metal paid, μ is the grade deduction, Trc is the treatment charge, q is the
metal price, R f c is the refinery charge, CFk is the mass flow of the species k in the final concentrate,
and gk,cu is the copper grade of the species k.

For determining net present worth, the capital costs and total costs of the process must first be
estimated. The capital cost considers the fixed capital and working capital. The first is estimated with
the following equation:

IF = FL·∑
i∈I

IF,i·Ni (9)

where [44]:
IF(i) = 105.7 + 10.72·Vi − 149.1V2

i (10)

with

Vi =
Fi·τi·Eg

ρp
(11)

where Vi is the cell volume (m3) of flotation stage i, Fi is the feed stream to stage i, Eg is the gas factor,
ρp is the pulp density, IF,i is the fixed capital cost to stage i, IF is the fixed capital cost of circuit, and
FL is the Lang factor [45]. Equation (10) is valid for volume between 5 m3 and 200 m3. The working
capital costs are estimated with the following equation:

Iw = FLw ∑
i∈I

IF,i·Ni (12)
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where FLw is the Lang factor for working capital and is assumed to be 0.9. The total costs of the process
are estimated with the following equation:

Total costs = ∑
i∈I

Cop,i + MCM ∑
k∈K

Fk (13)

with
Cop,i = H·Ni·Vi·Pk·Eg (14)

where Cop,i is the operating cost of flotation stage i, Pk is the kilowatt-hours cost, Eg is the gas factor,
and MCM are the costs of mine-crushing-grinding per ton of fed ore to the flotation plant. The profits
generated by the project are estimated with:

Pro f its(PB) = Revenue − total costs − D (15)

The annual cash flows are estimated using the following expression:

Fc = PA + D (16)

with
PA = (1 − rt)PB (17)

D =
IF
n

(18)

where PB are the profits before taxes, rt is the tax rate, D is the annual depreciation, and n is the life
time of the project (the value of n used here is 15). The net present worth is calculated using:

WNP = −Icap +
n

∑
i=1

Fc,i

(1 + rd)
i (19)

where WNP is the net present worth, Icap = IF + Iw, and rd is the discount rate. It is assumed that cash
flows are equal in all years of the project, so Equation (19) is simplified:

WNP = −Icap + FC
(1 + rd)

n − 1
rd(1 + rd)

n − γ (20)

with
γ = ∑

i
vi (21)

where γ denotes the penalty parameter [46]. For each violation of the constraints of the mathematical
model, a value vi > 0 is considered, defined by the user. This penalty parameter must also be
considered when the objective function is the maximization of revenues.

2.3. Optimization Technique: Tabu-Search Algorithm

TSA is a local search methodology that was proposed by Glover and Laguna in 1998 [15]. TSA
is a strategy for solving combinatorial optimization problems ranging from graph theory to mixed
integer programming problems. It is an adaptive procedure with the ability to making use of other
methods, such as linear programming algorithms, which help to overcome the limitations of local
optimality [16]. Gogna and Tayal [47] stated that the TSA uses the information gathered during the
iterations to produce a more efficient search process. Here, the search space is simply the space of all
possible solutions that can be considered during the search. For example, in vehicle routing problems,
the search space considers both binary and continuous variables [48]. The TSA accepts non-improving
solutions to the global solution to move out of local optima. The distinguishing feature of the TSA is
the use of memory structures.
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The main memory structure used by the TSA is the Tabu list (TL) short-term memory, which has a
record of previously visited solutions. This key idea can be linked to artificial intelligence concepts [48].
The TL should be carefully formulated for an effective search while minimizing the computation time
and the memory requirements. Medium- and long-term memories can be used for improving the
intensification and diversification of the TSA [4].

Usually, the TSA starts with an initial solution, randomly selected, which is entered to TL. Then
the algorithm uses a local search procedure or neighborhoods to move iteratively from a potential
solution x to an improved solution x′, also called the best neighbor, in the neighborhood of x (N(x)).
Local search procedures often become stuck in local optima. In order to avoid these pitfalls and to
explore regions of search space that would be left unexplored by other local search procedures, TSA
carefully explores the neighborhood of each solution as the search progresses [47]. The solutions
admitted to the new neighborhood are determined through the use of memory structures. The best
neighbor (xbest) of N(x) is accepted as a global solution if xbest /∈ TL and if it maximizes the objective
function. If the best neighbor xbest ∈ TL, then the next best neighbor of N(x) is the new postulant to
enter into TL. This procedure is repeated until xbest is entered into T. Next, the new neighborhood of
the best neighbor is generated, and the procedure described earlier is repeated until some stopping
criterion is satisfied [49].

The search space of the design problem studied in this work considers binary, discrete, and
continuous variables, which are related to circuit structure, the number of cells in flotation stages, and
the operating conditions in flotation stages, respectively. The developed TSA implements short-term
and long-term memories: the TL and the frequency matrix (FM), respectively. The latter was proposed
by De los Cobos [50], which allows the exploration of new regions of the search space.

In our case, the algorithm starts with an initial solution (x = (
(
αij, βij

)
i,j, (Nt, τt)t)), which is

entered into TL. Here, the variables
(
αij, βij

)
i,j are associated with the circuit structure, and (Nt, τt)t

are associated with number of equipment and operating conditions of circuit. Then, the neighborhood
N(x) of the initial solution x is generated to create natural permutations of the structural variables, i.e.,
a set of structures is generated. Subsequently, the operating conditions and equipment number are
assigned to each structure through a uniform distribution function. The uniform distribution function
is defined using the operating conditions and the equipment number of the initial solution. This
method of generating neighborhoods is based on the structure being more influential on the objective
function than the operating conditions and equipment number [43]. Subsequently, the equipment
size, copper grade of the concentrate, and profitability parameters of each flotation circuit, neighbor
of N(x), are determined via mass balances. If the constraints of the mathematical model are violated
for some neighbor of N(x), then its objective function ( f ) is penalized (γ). Then, the best neighbor
(xbest) of N(x) is determined, i.e., the neighbor maximizing the objective function. The best solution
(xbest) is accepted as a global solution if xbest /∈ TL and f

(
xglobal

)
< f (xbest). If xbest ∈ TL, the next

best neighbor of N(x) is taken as xbest. This step is repeated until xbest is entered to TL. The structural
variables of xbest are entered into FM. Subsequently, the neighborhood of xbest is generated and the
search procedure described earlier is repeated Iterationmax times. Notably, TL has a determined
number of rows (nr), i.e., once TL is full, the update of its information is carried out at each iteration of
the algorithm. Next, we explain how diversification and intensification strategies are included in the
search procedure. Each time that xglobal does not improve before Dmax iterations of algorithm, then the
diversification in the search procedure is incorporated. The diversification allows the generation of a
new best neighbor, whose structural variables are obtained from the gathered information in FM, and
operating conditions and equipment number are assigned through a uniform distribution function.
Note that FM records all the structural variables of xbest from the first iteration of algorithm. This
information allows us to determine the structures more often visited (high frequency in FM) by the
algorithm. A structure not visited, or rarely visited (low frequency in FM), is assigned to the new best
neighbor. The intensification is incorporated in the search procedure each time passing Imax iterations
of the algorithm. The intensification allows the exploration of regions close to a good solution. In this
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work, this is carried out using the gathered information in TL. The new best neighbor is aleatorily
selected among the better neighbors recorded in TL. The full procedure is shown in Figure 2.

Yes 

 No 

 

 

Intensification 
 is selected among 

best elements in  

Yes To take the next best 
neighbor of  

Solution:  

 
 No 

Yes 

 No 

 

 

 
 

 ? 

 ), , , D=0, I=0, ,  

To generate neighborhood  of : To generate new structures 
performing natural permutations of the structural variables 

Assigning the equipment number and operating 
conditions to each new structure 

To perform mass balance for each neighbor and determining 
equipment size, concentrate grade, and profitability parameters. 

To penalize the objective function of each neighbor 
that violates the constraints of mathematical model 

To determine the neighbor of  that 
maximizes objective function   

No 

Enter  to  and  to  

Diversification 

 

Yes 

  

Figure 2. Block diagram of Tabu-search algorithm. ITE: iteration of algorithm, TL: Tabu list,
FM: frequency matrix, D: iteration related to diversification, I: iteration related to intensification,(

αij, βij

)
i,j

: circuit structure, (Nt, τt)t: number of equipment and operating conditions of circuit, N(x):

neighborhood of the solution x, xbest: best neighbor of N(x), f : objective function, Dmax : number
of iteration related to the implementation of diversification, Imax : number of iteration related to the
implementation of intensification.
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3. Applications

Four case studies were developed for illustrating the proposed algorithm. The first and second
cases involve designing a copper ore concentrator plant considering the maximization of revenues
and maximization of the net present worth as the objective function, respectively. The third case
analyses a benchmarking between the Tabu-search algorithm and the Baron solver. Finally, the
fourth case provides the comparison between our approach and the methodology proposed by
Acosta-Flores et al. [34].

The feed is composed of seven species: k = 1 (chalcopyrite fast), k = 2 (chalcopyrite slow), k = 3
(chalcocite fast), k = 4 (chalcocite slow), k = 5 (pyrite), k = 6 (silica), and k = 7 (gangue). The mass
flows of the fed species are shown in Table 1. The values of the constants in Equation (3) are shown
in Table 2. The values for the constants in Equation (8) are: p = 0.975, μ = 0.015, Trc = 300 US$/ton,
q = 4000 US$/ton, R f c = 200 US$/ton, and H = 7200 h/year. The TSA could assign between 3 and
15 cells, and between three and five minutes of residence time to flotation stages.

Table 1. Species in feed to process.

Species Copper Grade wt % Feed (t/h)

Chalcopyrite fast (Cpf) 0.35 15
Chalcopyrite slow (Cpy) 0.25 8

Chalcocite fast (Cf) 0.1 5
Chalcocite slow (Cs) 0.07 3

Pyrite (P) 0.0 4
Silica (S) 0.0 200

Gangue (G) 0.0 300

Table 2. Values of kmax,i,k and Rmax,i,k for each stage and species in Equation (3).

kmax,i,k Rmax,i,k

Stage\Species Cpf Cpy Cf Cs P S G Cpg Cpy Cf Cs P S F

R 1.85 1.50 1.00 0.70 0.80 0.60 0.30 0.90 0.85 0.85 0.75 0.80 0.60 0.20
C1 1.30 1.00 0.80 0.40 0.70 0.30 0.20 0.75 0.70 0.70 0.60 0.60 0.50 0.15
C2 1.30 1.00 0.80 0.40 0.70 0.30 0.20 0.70 0.65 0.65 0.50 0.60 0.50 0.15
S1 1.85 1.50 1.00 0.70 0.80 0.60 0.30 0.90 0.85 0.85 0.75 0.80 0.60 0.20
S2 1.85 1.50 1.00 0.70 0.80 0.60 0.30 0.90 0.85 0.85 0.75 0.80 0.60 0.20

3.1. Maximization of Revenues

The equipment superstructure, the mathematical model, included maximization of revenues
as the objective function, and the TSA were used for solving the design problem. The developed
algorithm was capable of solving the design problem despite the number of species processed, and the
requirements and constraints established in the design procedure. The obtained structure is shown
in Figure 3, and the revenue, the net present worth, profit before taxes, total capital investment, and
total costs of the circuit were USD $130,960,079/year, USD $595,475,455, USD $91,716,855/year, USD
$53,265,087, and USD $36,358,032/year, respectively. The τR, τC1, τC2, τS1, τS2, NR, NC1, NC2, NS1, NS2,
VR, VC1, VC2, VS1, and VS2 were 5 min, 3 min, 3 min, 5 min, 5 min, 15 cells, 3 cells, 3 cells, 15 cells, 15
cells, 197.60 m3, 22.63 m3, 9.98 m3, 167.59 m3, and 155.91 m3, respectively. The final concentrate of the
circuit was 14.962 ton/h of chalcopyrite fast, 7.916 ton/h of chalcopyrite slow, 4.938 ton/h of chalcocite
fast, 2.633 ton/h of chalcocite slow, 0.008 ton/h of pyrite, 0.017 ton/h of silica, and 0.001 ton/hr of
gangue, and its copper grade was 25.70%.

The number of cells and residence time in rougher, scavenger, and re-scavenger are the maxima
available. These results are logical because the metallurgical aim of these stages is increasing the
recovery of the valuable ore. Also, the objective function does not consider either the equipment
costs or the operating costs. The number of cells and residence time in the cleaner and recleaner
stages are the minima available. Again, these results are logical because the aim of these stages is
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increasing the copper grade in the concentrate. These results were obtained by previously evaluating
different combinations of the algorithm parameters. In this case, the TSA used 170 neighbors in
each neighborhood, 2000 iterations, diversification was applied each time the global solution did
not improve after 30 iterations, the intensification was applied each time passing 50 iterations of the
algorithm, and the number of rows of the TL was 50. The runtime of the TSA was 601.63 s.

S2S1

C1

R

C2

Figure 3. Structure obtained by maximizing the revenues.

3.2. Maximization of the Net Present Worth

The equipment superstructure and mathematical model included maximization of the net present
worth as the objective function, and the TSA was used for solving the design problem. Again,
the developed algorithm was capable of solving the design problem despite the number of species
processed, and the requirements and constraints established in the design procedure. The obtained
structure is shown in Figure 4, and the net present worth, revenue, profit before taxes, total capital
investment, and total costs of the circuit were USD $724,828,320, USD $129,830,340/year, USD
$107,977,400/year, USD $ 8,386,189, and USD $21,398,690/year, respectively. The values of τR, τC1, τC2,
τS1, τS2, NR, NC1, NC2, NS1, NS2, VR, VC1, VC2, VS1, and VS2 were 3 min, 3 min, 3 min, 3 min, 3 min, 3
cells, 4 cells, 3 cells, 3 cells, 3 cells, 106.84 m3, 19.84 m3, 9.60 m3, 95.72 m3, and 91.41 m3, respectively.
The final concentrate of circuit contained 14.846 ton/h of chalcopyrite fast, 7.757 ton/h of chalcopyrite
slow, 4.739 ton/h of chalcocite fast, 2.164 ton/h of chalcocite slow, 0.009 ton/h of pyrite, 0.019 ton/h of
silica, and 0.001 ton/h of gangue, with a copper grade of 26.07%.

C2

S2S1

C1

R

Figure 4. Structure obtained by maximizing the net present worth.
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The number of cells and residence time used in the circuit and shown in Figure 4 are lower
compared with the obtained in the case outlined in Section 3.1. These results are logical because the
net present worth considers both the equipment costs and the operating costs. The obtained designs in
the cases in Sections 3.1 and 3.2 are different, corroborating the results reported by Cisternas et al. [43],
i.e., the objective function affects the design of concentration plants. The TSA used 170 neighbors at
each neighborhood, 2000 iterations, the diversification was applied each time that the global solution
was not improved after 30 iterations, the intensification was applied each time passing 50 iterations of
the algorithm, and the number of rows of the TL was 50. The runtime of the algorithm was 527.61 s.

3.3. Benchmarking between the Tabu-Search Algorithm and the Baron Solver

Many authors have used the Baron solver to solve design problems. As such, we completed
benchmarking between the TSA and the Baron solver. The mathematical model for the Baron solver
appears in Appendix A. Note that the Baron solver is based on the branch and cut algorithm, i.e.,
belongs to the family of exact methods.

Initially, we completed benchmarking using the maximization of the revenues as the objective
function; the results are shown in Table 3 and Figures 3–5. Then, we performed benchmarking using
the maximization of the net present worth as the objective function, and the results are shown in
Table 4 and Figures 3–5. Many authors only used the revenues for designing the circuit, i.e., they
included neither equipment design nor operational costs in the mathematical model [1,31,32,34,51].
Thus, we performed benchmarking using a simplified mathematical model, and the results are shown
in Table 5 and Figures 3–5. Note that the superstructure of Figure 1 represents a total of 144 flotation
circuit configurations and that only 11 configurations were selected in all the analyzed cases. These
structures correspond to 4 for the case maximization of the revenues as the objective function, 4 for the
case the maximization of the net present worth as the objective, and 3 when a simplified mathematical
model is used. The structures of Figures 3 and 4 were the most frequently selected circuits.

Table 3 shows the benchmarking between the TSA and the Baron solver when the maximization
of revenues was the objective function. This table depicts five cases. The first considered the species
Cpf, Cps, S, and G; the second considered the species Cpf, Cps, P, S, and G; the third considered the
species Cpf, Cps, Cf, P, S, and G; the fourth considered the species Cpf, Cps, Cf, Cs, P, S, and G; and the
fifth considered the species Cpf, Cps, Cf, Cs, Bof (bornite fast), P, S, and G. In each case, the following
output variables were considered: the revenues, net present worth, profit before taxes, total capital
investment, total annual cost, equipment size, operating conditions, number of equipment, copper
grade in concentrate, circuit structure, runtime of algorithm, number of iterations of TSA, neighborhood
size, number of iterations of each diversification, number of iterations of each intensification, and
number of rows of TL. Table 3 shows that TSA is capable to converge independently of the number of
species processed in the flotation circuit. The results provided by the TSA and the Baron solver were
similar in all analysed cases, except in the fifth case. In this last case, both optimization techniques
provided similar revenue; however, the other output variables were different. This result could be
related to the simultaneous imposition of all goals and constraints of the mathematical model. Perhaps
a relaxation of constraints could help with the exploration of regions, offering a better quality solution.
The runtime of TLA in the first, second, third, fourth, and fifth cases was 21.3, 183.4, 287.7, 344.7, and
386.2 s, respectively. The runtime for the Baron solver in the first, second, third, fourth, and fifth cases
was 233.0, 423.0, 9026.2, 14,640.0, and 10,257.0 s, respectively. The TSA provided results faster than the
Baron solver, but only provides a good quality solution.
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Figure 5. Structures of circuits obtained by maximization of net present worth (a,c) or revenues (c,d,i)
in the case 3.3. Structures (a,b,e–h) are obtained by maximization revenues in the case 3.4.

Table 4 shows the benchmarking between TSA and the Baron solver when the maximization of the
net present worth was the objective function. This table demonstrates six cases. The first considered the
species Cpf, Cps, S, and G; the second considered the species Cpf, Cps, P, S, and G; the third considered
the species Cpf, Cps, Cf, P, S, and G; the fourth considered the species Cpf, Cps, Cf, Cs, P, S, and G;
the fifth considered the species Cpf, Cps, Cf, Cs, Bof, P, S, and G; and the sixth considered the species
Cpf, Cps, Cf, Cs, Bof, Bos (bornite slow), P, S, and G. In each case, the following output variables were
considered: net present worth, revenues, profit before taxes, total capital investment, total annual
cost, equipment size, operating conditions, number of equipment, copper grade in concentrate, circuit
structure, runtime of algorithm, number of iterations of TSA, neighborhood size, number of iterations
of each diversification, number of iterations of each intensification, and number of rows of TL. Table 4
shows that TSA is capable to converge independently of the number of species processed in the
flotation circuit and objective function used. The results provided by both optimization techniques
were similar in all analysed cases. The runtime of TLA in the first, second, third, fourth, fifth, and
sixth cases was 106.260 secs, 424.72, 464.99, 527.61, 710.04, and 875.98 s, respectively. The runtime
for the Baron solver in the first, second, third, fourth, fifth, and sixth cases was 94.2, 294.92, 533.40,
355.20, 1082.64, and 4299.86 s, respectively. In the first, second, and fourth cases, the Baron solver
provided results before the TSA. In the third, fifth, and sixth cases, the TSA provided results before the
Baron solver.
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Table 5 shows the benchmarking between the TSA and the Baron solver when the mathematical
model is simplified. This table demonstrates six cases. The first considered the species Cpf, S and
G; the second considered the species Cpf, Cps, S, and G; the third considered the species Cpf, Cps,
Pf (pyrite fast), S, and G; the fourth considered the species Cpf, Cps, Pf, Ps (pyrite slow), S, and G;
the fifth considered the species Cpf, Cps, Cf, Pf, Ps, S, and G; and the sixth considered the species
Cpf, Cps, Cf, Cs, Pf, Ps, S, and G. In each case, are the following output variables were considered:
revenue, operating conditions, number of equipment, copper grade in concentrate, circuit structure,
runtime of algorithm, number of iterations of TSA, neighborhood size, number of iterations of each
diversification, number of iterations of each intensification, and number of rows of TL. The runtime of
TLA in the first, second, third, fourth, and fifth cases was 162.36, 344.06, 368.83, 480.36, and 1098.57 s,
respectively. The runtime for the Baron solver in the first case was 1961.8 s, and in the second to fifth
cases, the Baron solver did not converge after five days. Both optimization techniques do not provide a
solution for the sixth case because the minimal copper grade constraint in the final concentrate cannot
be satisfied. Note, the results provided by the TSA could be used for reducing the runtime of the Baron
solver. When we delimited the search space of the Baron solver in the fifth case in Table 5, based on the
TSA results, runtime of the Baron solver was 101.22 s, and the output variables of mathematical model
were similar to those provided by the TSA.

3.4. Comparison with Another Approach

Section 3.3 showed that the Baron solver could converge after a long time period depending on
the mathematical model and number of species used in the design procedure. Maybe, due to these
results, Acosta-Flores et al. [34] proposed a design methodology based on two phases. In the first
phase, they identified a set of optimal structures using discrete values for the flotation stages, then, in
the second phase, they determined the optimal design of each structure obtained in the previous phase.
Note that they used a superstructure of six flotation stages. However, the optimal structures only used
five stages (R, C1, C2, S1, and S2). These authors modeled the flotation stages using the expressions
proposed by Yianatos et al. [41]. When all parameters used by Acosta-Flores et al. [34] were included
in the proposed methodology, the design shown in Table 6 was obtained. Considering that versions
of the Baron solver in the General Algebraic Modeling System (GAMS) environment improve over
time, we determined the final design of the structures proposed by Acosta-Flores et al. [34] using our
version of GAMS. The results are shown in Table 6.

Table 6. Comparison between approaches.

Algorithm Tabu Search Baron

Revenue, USD
$1000/year 49,792 49,306 49,783 49,543 49,792

τR, min 6.000 6.000 6.000 6.000 6.000
τC1, min 3.020 6.000 2.349 6.000 2.978
τC2, min 0.500 0.500 0.500 0.500 0.500
τS1, min 6.000 2.424 6.000 1.816 6.000
τS2, min 6.000 2.424 6.000 6.000 6.000

NR 15.000 15.000 15.000 15,000 15.000
NC1 8.000 8.000 8.000 8.000 8.000
NC2 5.000 2.000 6.000 2.000 5.000
NS1 15.000 15.000 15.000 15.000 15.000
NS2 15.000 15.000 15.000 10.000 15.000

Grade Cu 0.222 0.220 0.222 0.222 0.222
Circuit

structure Figure 4 Figure 5g
(circuit 1) *

Figure 5a
(circuit 2) *

Figure 5f
(circuit 3) *

Figure 4
(circuit 4) *

Time, s 798.06 605,789.65 628,906.07 630,906.7 80,193.67

* number of circuits in Acosta-Flores et al. [34].
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Table 6 shows that TSA is capable of converging despite changing the parameters in the
methodology proposed. The best design provided by both approaches was similar. However, our
method required fewer computational resources. The TSA used 320 neighbors at each neighborhood,
1500 iterations, the diversification was applied each time that the global solution was not improved
after 20 iterations; the intensification was applied each time passing 40 iterations of the algorithm,
and the number of rows of the TL was 70. Note that the TSA provided secondary designs (Table 7).
However, neither approach guarantees finding a global solution.

Table 7. Best design and secondary designs provided by the Tabu-search algorithm.

Algorithm Best Design Secondary Designs

Revenue,
USD/year 49,792,2192 49,698,998 49,670,988 49,575,119

τR, min 6.000 4.190 4.780 3.200
τC1, min 3.020 5.160 5.680 5.700
τC2, min 0.500 5.390 4.260 6.000
τS1, min 6.000 5.850 5.640 5.950
τS2, min 6.000 6.000 5.200 5.210

NR 15.000 15.000 15.000 9.000
NC1 8.000 4.000 3.000 2.000
NC2 5.000 2.000 2.000 3.000
NS1 15.000 15.000 15.000 7.000
NS2 15.000 15.000 15.000 11.000

Grade Cu 0.222 0.222 0.222 0.222
Circuit structure Figure 4 Figure 5b Figure 5h Figure 5e

In general, Tables 3–6 show that the TSA converges faster than the Baron solver, and, the TSA
always provided a solution in a reasonable amount of time when the mathematical model was
well-defined. Notably, the TSA parameters must be adjusted. Evidently, this procedure took time.
For example, Lin et al. [52] proposed determining the neighborhood size using the number of free
variables of a mathematical model. A similar strategy was applied in this work; however, in general,
the TSA did not provide good results. This behavior could be related to the considered multispecies in
the design procedure. Then, the neighborhood size was tuned by trial and error.

Cisternas et al. [2] and Lin et al. [5] mentioned that both exact and approximate methods have a
low probability of finding the global solution in a reasonable amount of time for large. However, our
results contradict these observations. Tables 3 and 4 show that both optimization techniques converge
and provided similar designs despite the design procedure considering several species, operating
costs, capital costs, size of equipment, number of equipment, and metallurgical parameters, among
other variables. In the case of the TSA, these results could be explained by a minimally dynamic
and noncomplex superstructure, which did reduce the number of alternatives to 144. In the case
of the Baron solver, these results could be explained by the delimitation of the search space due to
large number of equations used by the mathematical model, which helped the solver to converge in a
reasonable amount of time. This finding is corroborated by the results shown in Table 5. In this case,
the mathematical model included neither equipment design nor operational cost, and generally, the
solver did not converge.

The results indicate that the diversification and neighborhood have a strong influence on the
results of TSA. When the diversification was not incorporated into the search procedure, the results
of the TSA were distinct compared to the results provided by the Baron solver. Although a large
neighborhood did not help with obtaining good solutions, better solutions were obtained using
small neighborhoods and many iterations of the TSA, i.e., achieving a gradual improvement in the
best neighbor.

The TSA developed in this work is flexible, i.e., would allow including into the design procedure
grinding models, cell models, or the geological uncertainty (non-linear algorithm). The latter is

201



Minerals 2019, 9, 181

related to the variation of copper grade that occurs during real operation of the circuit. Initially, the
consideration of geological uncertainty or degree of liberation of valuable minerals (grinding) drives
optimization under uncertainty. There are several approaches for addressing this type of problem such
as stochastic optimization [53]. A possible strategy for solving the stochastic optimization problem is
scenario trees based on stochastic parameters of the model. The solution of each scenario would be
determined via TSA. A summary of the advantages and disadvantages of the optimization techniques
used in this work is shown in Table 8.

Table 8. Comparison between the Tabu-search algorithm and the Baron solver.

Algorithm Tabu Search Baron Solver

Advantages

The convergence is fast.
The algorithm always provides a solution when the
mathematical model is well defined.
The algorithm is flexible, i.e., it allows the use of other
methods, such as linear programming algorithms.
The algorithm provides good quality solutions.
The algorithm provides secondary designs.

The solver provides a global optimal
design when converged.
The solver does not need to adjust
parameters for providing a solution.
The obtained designs do not change if the
solver is run again.

Disadvantages

Some algorithm parameters, such as neighborhood size
and number of iterations of the algorithm, among others,
must be adjusted for finding a good quality solution.
Penalty parameters must be used for satisfying the
constraints of the mathematical model.
The obtained designs could change if the algorithm is
run again.
The algorithm must incorporate diversification and
intensification for finding a good quality solution.

Depending on the mathematical model
and the number of species, the
convergence is slow or the algorithm does
not converge.
The variables of the model must be
bounded for guaranteeing the finding of
global optimal design, i.e., experience in
circuit design is required.
The solver provides a single design.
The obtained designs depend on the
version of the solver.

4. Discussion and Conclusions

An algorithm based on Tabu-search was developed and used for designing flotation circuits
for several species. The algorithm incorporates diversification for exploring new regions and
intensification for exploring regions close to a good solution. The circuits designed using the
Tabu-search algorithm were logical and allowed incorporating the influence of the objective function
into the design of concentration plants. A comparison between the Tabu-search algorithm and the
Baron solver in the GAMS environment was performed. In general, the solutions provided by both
optimization techniques were similar. The Tabu-search algorithm always quickly provided a solution
when the mathematical model was well-defined, whereas the Baron solver, in some cases, converged
slowly or did not converge at all. Finally, we compared our approach and the methodology proposed
by Acosta-Flores et al. [34]. The results indicated the best design provided by both proposals was
similar. Both approaches provided secondary designs, but our proposal required fewer computational
resources. Thus, the developed algorithm can converge to an optimal solution or near optimal for a
complex combination of requirements and constraints in a design problem, whereas other methods do
not. The developed algorithm represents progress in the design of flotation circuits, which could be
useful in the design of full-scale mineral concentration circuits.

In future work, we will seek to include geological uncertainty, operating uncertainty, and
grinding in the design procedure. Furthermore, we will analyze the hybridization between TSA
and genetic algorithms.
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Nomenclature

C1 Cleaner stage
C2 Re-cleaner stage
Ci Concentrate stream of the flotation stage i
Cik Mass flow of species k in concentrate Ci
Cijk Mass flow of species k in the concentrate stream from stage j to stage i
Cop,i Operating cost of flotation stage i
D Annual depreciation
Eg Gas factor
FC Annual cash flows
FL Lang factor
FLw Lang factor for working capital
FM Frequency matrix
g Grade
H Number of hours per year of plant operation
Icap Capital cost
IF Fixed capital cost
Iw Working capital cost
Fik Mass flow of species k in feed streams of stage i
kmax,i,k Maximum rate constant of the species k in flotation stage i
M1k Mass flow of species k fed to the flotation circuit
Ni Number of flotation cell in stage i
N(x) Neighborhood of x
n Life time of the project
nr Number of rows of Tabu list
P Final concentrate
PB Profits before taxes
Pk Kilowatt-hours cost
p Fraction of metal paid
R Rougher stage
Rik Recovery of stage i for species k
Rmax,i,k Maximum recovery at infinite time of stage i for species k
R f c Refinery charge
rt Tax rate
S1 Scavenger stage
S2 Re-scavenger stage
Ti Tail stream of the flotation stage i
Tik Mass flow of the species k in tail Ti
Tijk Mass flow of species k in the tail stream from stage j to stage i
TL Tabu list
Trc Treatment charge
Vi Cell volumen in stage i
W Final tail
WNP Net present worth
xbest Best neighbor of N(x)
Greek symbols
αij Decision variables
βij Decision variables
γ Penalty parameter
ρp Pulp density
μ Grade deduction
τi Cell residence time in stage i

203



Minerals 2019, 9, 181

Appendix A

Mathematical model in the GAMS environment.
Note that GAMS implements sets for defining the mathematical model. The main sets are:

M1 = {r/r is F, R, C1, C2, S1, S2, W, P}

M2 = {r/r is R, C1, C2, S1, S2}
L = {(r, s)/(r, s) is a stream from stage r to stage s, r, s ∈ M1}

K1 = {k1/k1 is a species}
LC = {(r, s)/(r, s) is a concentrate stream, (r, s) ∈ M1}

LT = {(r, s)/(r, s) is a tail stream, (r, s) ∈ M1}
For the mass balance in splitters, the following equations are considered:

CC(r, k1) = ∑
s

Fc(r, s, k1), (r, s) ∈ LC, k1 ∈ K1, r ∈ M2

CT(r, k1) = ∑
s

Fw(r, s, k1), (r, s) ∈ LT, k1 ∈ K1, r ∈ M2

where Fc(r, s, k1) is the concentrate flows of species k1 in the stream from r to s, Fw(r, s, k1) is tail flow of species k1
from r to s, CC(r, k1) and CT(r, k1) are the mass flow of species k1 in the concentrate and tail streams of stage r,
respectively. Stream branching is not allowed, so the following equations are included:

∑
s

Fc(r, s, k1) ≤ FUP
c yc

rs, ∑
s

yc
rs = 1, (r, s) ∈ LC

∑
s

Fw(r, s, k1) ≤ FUP
w yw

rs, ∑
s

yw
rs = 1, (r, s) ∈ LT

where yc
rs and yw

rs are binary variables indicating the choice of the destination of the concentrate and tail streams,
respectively; FUP

c and FUP
w correspond to the lower and upper bounds of mass flow of species k1 in the concentrate

and tail, respectively. For the mass balance in the mixer, the following equations are considered:

FS(s, k1) = ∑
is.t. (r,s)∈LC

Fc(r, s, k1) + ∑
is.t. (r,s)∈LT

Fw(r, s, k1), k1 ∈ K1, s ∈ M2

where FS(s, k1) is the mass flow of species k1 in feed streams to stage s. The final concentrate of the flotation
circuits is calculated using:

CF(k1) = ∑
r

Fc(r, P, k1), (r, P) ∈ LC, k1 ∈ K1

where CF(k1) is the mass flow of species k1 in final concentrate. The mass balance in the flotation stages is
determined using:

CC(r, k1) = T(r, k1)·FS(s, k1), k1 ∈ K1, r ∈ M2

CT(r, k1) = (1 − T(r, k1))·FS(s, k1), k1 ∈ K1, r ∈ M2

where T(r, k1) is the flotation model proposed by Yianatos and Henríquez [41]. The objective function is defined
using the Equations (8)–(20), without considering the penalty parameter.
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Abstract: Recovery is one of the most important metallurgical parameters in designing and evaluating
flotation circuits. The present study used the recovery arrangement for two and three stage circuits to
evaluate the effect of stage recovery on the overall circuit recovery and flotation circuit configuration.
The results showed that mainly the highest recovery value should be assigned to the rougher stage
in order to achieve the maximum overall circuit recovery. Countercurrent rougher-cleaner and
rougher-scavenger circuits, in which recycling streams step back one stage at a time, follow a general
rule for the assignment of recovery. Finally, a flotation plant containing six flotation banks was examined
as a case study. A program for calculating total circuit recovery, for all possible combinations of recovery
was developed in MATLAB software. 720 recovery combinations were evaluated. The results showed
that optimal recovery allocation in stages could be effective in achieving overall circuit recovery. It was
shown that the use of a large number of stages in some of the flotation circuits leads to the loss of
equipment and additional costs. The proposed approach can be employed as an effective tool for
designing and optimizing various flotation circuits and their operational parameters.

Keywords: froth flotation; recovery arrangement; circuit configuration; process design

1. Introduction

Froth flotation is a process used for selective separation of hydrophobic materials from hydrophilic.
Over the years, various criteria have been introduced for evaluating flotation circuits. Technically,
grade and recovery are the most common indicators for evaluation of a flotation circuit performance.
If a flotation circuit meets the acceptable grade for a concentrate, achieving the highest recovery of the
circuit plays an important role in the desirability of the flotation plant [1]. In such a situation, knowing
the effect of stage recovery on the overall circuit recovery and identifying the most effective stage in the
circuit is essential. The recovery of a cell or bank depends on the operational and design parameters.
Some of the main factors affecting the efficiency of the flotation circuit are the pulp chemical conditions
(chemical reagent concentration, pH, aeration), physical conditions in the cell (mixing, supply and
distribution of air, pulp level), and arrangement (size of the cells in each bank, the connection between
banks) [2]. Previous studies in the field of simulation and optimization of flotation circuits have
investigated some of these factors and their effect on the flotation process [3,4]. Most of the existing
flotation models are empirical [5], and they are not capable of predicting circuit behavior based on
operating conditions and circuit configuration. In other words, accurate first-order models are difficult
to use in flotation circuit design using optimization [6]. Even the use of a first order kinetic model can
be a challenge when many separation stages or abundant species are considered. The computational
cost for this type of optimization is very high. First-order models with a limited number of species
have been widely used in the design of flotation circuits that are based on optimization [7]. In these
studies, identical flotation rate constant for the specific species in each cell is assumed. This assumption
may be very simplistic, but is commonly used in industrial operations [8].
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Despite extensive researches had been done on the effect of design and operational parameters on
the efficiency of flotation circuits, very few publications can be found in the literature that discusses the
role of stage recovery on the overall circuit recovery and the effect of circuit configuration on the stage
recovery [6,7,9,10]. Some previous studies have evaluated the circuit configuration with circuit analysis
method assuming the same recovery in various flotation stages [7,11,12]. Some industrial studies have
also used the identical stage recovery in separation circuits, along with separation sharpness as an
index for assessing the separation circuit configuration [13–15]. Assuming identical recovery in all
stages was criticized because of its simplicity and inadequate ability in distinguishing the circuits
with the same separation sharpness [16]. The present study is going to compare and evaluate the
configuration of flotation circuits, assuming that an identical recovery in stages is an acceptable
assumption and the results are valid for non-identical stage recovery. Recently, the effect of stage
recovery on the overall circuit recovery has been investigated from two aspects of sensitivity and
uncertainty analyses [6,7,9,17,18]. These studies have shown that the flotation circuit configuration is
not very sensitive to stage recovery [9,19]. The overall output suggests that choosing the best flotation
circuit is not sensitive to the stage recovery, and as a result, only approximate values of the recovery
can be used to select the optimal flotation circuit [6,9,20].

This paper using simple numerical examples shows that the assumption of circuit configuration
insensitivity to the stage recovery is not correct in all cases. The aim of this paper is to indicate that
stage recovery is an essential parameter in the design of flotation circuits and in some cases is strongly
influenced by the structure of the circuit. The remainder of the paper is organized into four sections.
After the introduction, application of recovery as a transfer function (Section 2) is described, Section 3
analyzed recovery arrangement in simple circuits and its application is shown by an industrial example
(Section 4). Section 5 summarizes the results.

2. Methodology

2.1. Transfer Function

Transfer function is a mathematical expression that links a conserved quantity or component, j,
entering a stage to the output of that stage in a steady state condition [7,21]. With respect to Figure 1, for
the jth component of the input to a separation stage (Fj), the conservation relation is written as follows:

Cj = RjFj

Tj =
(
1 − Rj

)
Fj

(1)

Rj = Recovery of the component j
Cj = mass flowrate of the component j into the concentrate
Tj = mass flowrate of component j into the tail

TjFj Rj

Figure 1. The mass conservation component j in a single unit.

The flotation process uses a variety of empirical, probabilistic and kinetic transfer functions to
evaluate the mass ratio of output to input [22]. The empirical transfer function is obtained from the
curve fitting to the recovery data in a steady state [23]. These curves do not attempt to establish logical
relations or calculate the mass transfer function. The shape of these functions depends on the properties
of the ore and on the structure of the circuit. Probabilistic transfer functions suggested that flotation is a
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sequence of events that must occur before the particle is collected [24]. As a result, probabilistic transfer
functions are based on theoretical considerations of flotation sub-process occurrences. The probability
transfer function correlates the particle recovery in flotation with the probability of floatation success,
Px, for a specific size:

Px = PcPaF (2)

Pc = probability of collision
Pa = probability of attachment
F = froth stability factor

If the flotation probability function in a single cell is considered to be Rj, then the recovery of bank
of cells with the same flotation probabilities Rj is equal to [25]:

R = R∞(1 − (1 − Rj)
n) (3)

In Equation (3), R depends on factors, such as the probability of particle coating with the collector;
the probability of the particle entering the bubble-particle collision region in the cell; the probability
of a bubble-particle collision in the bubble-particle collision zone; the probability of attaching the
bubble-particle after collision with each other; and, the probability of bubble-particle attachment report
to the concentrate. In the case of flotation cells in plants for different stages of the flotation circuit, it is
better to use cells of the same size and only different in numbers (e.g., rougher, cleaner, scavenger) [2].
This, in addition to providing the residence time, also provides the possibility of creating the same R.
Kinetic transfer functions provide mineral recovery on a time basis. Usually, the first order kinetic is
used to obtain the transfer function of a single cell [4]. When considering the assumption of perfect
mixing for flotation cells, the recovery of a j species with a constant rate kj is related to the average
residence time τj:

Rj =
kjτj

1 + kjτj
(4)

In which:

Rj = the steady state transfer function of the mineral species j
kj = constant flotation rate of the mineral species j, min−1

τj = residence time for species j in the flotation cell, min
n = number of flotation cells in the bank

By placing the following equation in the probability transfer function,

1 − Rj =
1

1 + kjτj
(5)

The kinetic transfer function is obtained by calculating the recovery of species j in a flotation bank:

R = 1 − (1 + kjτj)
−n (6)

After obtaining the optimal arrangement of recovery at different stages of a flotation circuit, one
can use a variety of transfer functions to calculate the optimal design and operational parameters.

2.2. Circuit Function Calculation

In mineral processing engineering, the circuit function can be directly used in optimizing the
separation circuit. Establishing functional relationships between operational parameters, such as
pulp density and the transfer function of a single unit, can easily be accomplished through empirical
operations. Obtaining the recovery function for mineral separation circuits can lead to the simplification
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of complex flowsheets. When considering the recovery as a transfer function for each stage/bank
(Ra and Rb), it is possible to calculate the transfer function of the circuit while using the manual
method [26]. In Figure 2, a closed rougher-scavenger circuit, analytical solution can be obtained while
using algebraic expressions.

Figure 2. Example of rougher-scavenger circuit for circuit function calculation.

Manual calculations:
F′ = F + F′Rb(1 − Ra) (7)

F = F′ − F′Rb(1 − Ra) (8)

C
F

=
F′Ra

F′ − F′Rb(1 − Ra)
=

Ra

1 − Rb(1 − Ra)
(9)

Here, a method for finding circuit function with any number of stages by writing the equations
between the inputs and outputs of each bank/mixing point based on stage recovery is developed.
The input and output equations for Figure 2 and the corresponding matrix are expressed, as follows,
in which the last column is related to the input stream:

w2 = w1 + w5

w3 = Raw2

w4 = (1 − Ra)w2

w5 = Rbw4

w6 = (1 − Rb)w4

∣∣∣∣∣∣∣∣∣∣∣∣∣

w2 w3 w4 w5 w6

1 0 0 −1 0
−Ra 1 0 0 0

−(1 − RRa) 0 1 0 0
0 0 −Rb 1 0
0 0 −(1 − Rb) 0 1

∣∣∣∣∣∣∣∣∣∣∣∣∣

w1

−1
0
0
0
0

(10)

These equations can be considered as linear systems AX = b, in which A is an m × n matrix.
By solving the above equations, the transfer function is obtained for each stream:

w2/w1 = 1/k,
w3/w1 = Ra/k,
w4/w1 = −(Ra − 1)/k,
w5/w1 = −(Rb × (Ra − 1))/k,
w6/w1 = ((Ra − 1) × (Rb − 1))/k,

in which:
k = (Ra × Rb − Rb + 1) (11)

w is the name of the stream. If w is considered as the mass of a given mineral in a particular
stream, by determining the transfer function of each of the streams, it is possible to do mass balance
for the whole circuit. In this study, all of the calculations were carried out in MATLAB.

3. Results and Discussion

Recovery in Simple Circuits

Flotation circuit uses various stages of the rougher, scavenger, cleaner and cleaner-scavenger
units. The overall circuit recovery can be obtained through the recovery of these units. In order to
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illustrate the effect of stage recovery on the overall circuit recovery, typical circuits of two and three
stages have been investigated. Figure 3 schematically shows the typical or basic types of configuration
for two and three stage flotation circuits. Assuming 0.4, 0.5, and 0.6 as available recovery values for
a particular mineral species, all stage recovery combinations to obtain overall circuit recovery were
evaluated. Here, analysing the circuit recovery is for one valuable component, but it can be developed to
multi-components that increase the potential circuit stage recovery combinations. In this case, powerful
search algorithms, like genetic algorithm, can be used to handle the optimization problem [27].

The signs of F, C, and T show the mass of particles with a specific property in feed, concentrate
and tailings. R, C, and S, respectively, represent the rougher, cleaner, and scavenger stages. For all
configurations, the numbering of the stages is started from the left to have the calculated recovery
function in a specific order. Table 1 shows all possible recovery combinations in stages, six possible
states, and the total recovery achieved with that circuit. Due to the structure of some circuits, their
transfer function is in such a way that it does not matter how the recovery arrangement is in the stages.
In these circuits, the overall circuit recovery will be the same in any way that the recovery is distributed
in stages (S2, S3, S6, and S12 circuits). By increasing the amount of recovery in each of the stages of
these circuits, the total recovery also increased. The S6 and S12 circuits have the highest and lowest
overall recovery in the 33 circuits under investigation (0.88 and 0.26, respectively). By examining the
circuits of Figure 3 and Table 1, it can be seen that all R-C-C type circuits show lower recovery than the
single rougher stage. By adding a cleaner-scavenger unit to these circuits and creating R-C-CS circuits,
the circuit recovery increases, but even in this situation, the overall circuit recovery is less than that of
a single rougher unit.

Table 1. Recovery of the circuit with respect to different recovery in the stages (bold numbers are the
highest recovery in the circuit).

Circuit

Circuit Recovery

Recovery in Each Stage (R1, R2, R3)

(0.40, 0.50, 0.60) (0.40, 0.60, 0.50) (0.50, 0.40, 0.60) (0.50, 0.60, 0.40) (0.60, 0.40, 0.50) (0.60, 0.50, 0.40)

S1 0.40 0.40 0.50 0.50 0.60 0.60
S2 0.20 0.24 0.20 0.30 0.24 0.30
S3 0.70 0.76 0.70 0.80 0.76 0.80
S4 0.25 0.29 0.29 0.38 0.38 0.43
S5 0.63 0.71 0.57 0.75 0.63 0.71
S6 0.88 0.88 0.88 0.88 0.88 0.88
S7 0.75 0.68 0.74 0.58 0.66 0.57
S8 0.87 0.87 0.86 0.86 0.85 0.85
S9 0.85 0.83 0.86 0.81 0.85 0.83
S10 0.80 0.78 0.78 0.73 0.73 0.70
S11 0.83 0.81 0.83 0.77 0.81 0.77
S12 0.12 0.12 0.12 0.12 0.12 0.12
S13 0.15 0.17 0.14 0.19 0.15 0.17
S14 0.13 0.14 0.13 0.15 0.14 0.15
S15 0.15 0.14 0.17 0.15 0.19 0.17
S16 0.20 0.22 0.22 0.27 0.27 0.30
S17 0.16 0.17 0.19 0.19 0.23 0.23
S18 0.620 0.68 0.58 0.68 0.58 0.62
S19 0.59 0.65 0.49 0.65 0.49 0.57
S20 0.58 0.67 0.52 0.68 0.54 0.62
S21 0.64 0.70 0.63 0.71 0.66 0.69
S22 0.20 0.24 0.20 0.30 0.24 0.30
S23 0.35 0.35 0.43 0.43 0.51 0.51
S24 0.32 0.33 0.39 0.42 0.46 0.48
S25 0.29 0.30 0.31 0.36 0.34 0.38
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Table 1. Cont.

Circuit

Circuit Recovery

Recovery in Each Stage (R1, R2, R3)

(0.40, 0.50, 0.60) (0.40, 0.60, 0.50) (0.50, 0.40, 0.60) (0.50, 0.60, 0.40) (0.60, 0.40, 0.50) (0.60, 0.50, 0.40)

S26 0.42 0.38 0.42 0.32 0.38 0.32
S27 0.50 0.46 0.54 0.44 0.56 0.50
S28 0.36 0.38 0.30 0.34 0.29 0.31
S29 0.63 0.66 0.64 0.69 0.70 0.71
S30 0.58 0.61 0.58 0.62 0.61 0.62
S31 0.50 0.57 0.44 0.55 0.46 0.50
S32 0.38 0.36 0.34 0.30 0.31 0.29
S33 0.42 0.42 0.39 0.48 0.50 0.50

Table 1 shows that most of the two and three stage circuits containing the scavenger unit have a
recovery of more than 0.50. In terms of the cost of equipment (cell, pump, etc.), the scavenger unit
needs more equipment than cleaner units in flotation circuit. As a result, achieving the required overall
circuit recovery while using the minimum number of scavenger units can be economically desirable.
For example, according to available recoveries, overall circuit recovery in the two stage S3 and S5

circuits is much more than the three stage R-S-SC and R-S-C circuits. Choosing these circuits will
simplify and reduce the cost of the circuit design if the grade requirements are met. Generally, in
circuits with a rougher-cleaner or rougher-scavenger structure that the middling stream step back
one stage at a time, the optimal combination of the recovery in stages for maximizing the total circuit
recovery, regardless of the number of stages in the circuit, follows a particular trend. In these types of
circuits, the recovery from the rougher stage to the last cleaner or scavenger in the circuit is descending.
As a result, the quantity and quality of the equipment used in this type of circuits also follow this trend.
In a recent study, analysing 35 simple circuit designs showed that cleaning circuits and scavenging
circuits have opposed behavior in level of recovery uncertainty [7]. The first type of circuits increases
the level of recovery uncertainty in valuable particles, while they reduce the uncertainty in the recovery
of gangue particles. The second types behave in an opposite fashion. These findings are in accordance
with the result of this study that overall circuit recovery is sensitive to the circuit configuration and
stage recovery. Although, the cleaning circuit increase the recovery uncertainty, but are desirable,
since the scavenger unit needs more equipment and higher cost than cleaner units in flotation circuit.
In Figure 4, countercurrent rougher-cleaner and rougher-scavenger circuit with five stages having one
step back recycling streams are shown. The hypothetical recoveries are considered to be 0.30, 0.40,
0.50, 0.60, and 0.70 for different stages. In this case, there are 120 possible combinations for recoveries
in stages.

The overall circuit recovery for all possible combinations was calculated according to the recovery
of the stages. The highest total recovery for the five stage rougher-cleaner and rougher-scavenger
circuits is presented in Table 2. As can be seen, increasing the number of stages lead to increase the
overall circuit recovery in the rougher-scavenger systems and decrease in the rougher-cleaner systems.
As an overall result, allocating recovery to different stages in these circuits follow a specific rule.

By making some changes to the arrangement of these circuits, for example, sending the scavenger
concentrate to the final concentrate or the cleaner tail to the final tail or the return of the flows more
than one step back, the process of allocating the recovery will change slightly. In the resulting circuits,
however, the highest recovery in most cases is assigned to the rougher stage. Nevertheless, S6, S12,
and S13 circuits do not follow this rule. The transfer function of the S6 and S12 circuits is such that the
allocation of recovery in the stages is not important.
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Figure 3. Simple circuit structures and their recovery function.

By creating cleaner-scavenger or scavenger-cleaner units, or using simultaneously the scavenger
and cleaner units in a flotation circuit, the rule of recovery arrangement will no longer be the same
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as before. Although, in some of these configurations, the maximum total recovery of the circuit is
achieved by the allocation of the highest recovery to the rougher stage, there are other cases that
make it difficult to obtain a general rule. It was observed that the recycling of middling flows in the
rougher-cleaner circuits would increase the recovery and in the rougher-scavenger circuits lead to
reduce the recovery value. For example, S4 circuit in which cleaner tail is returned to the rougher stage,
in comparison with the S2 circuit, the total circuit recovery increases by 30%, while in the S5 circuit,
which returns the scavenger froth to the rougher stage as compared to circuit 3, the overall circuit
recovery decreases by 6%. The analysis of Table 1 shows that in most circuit configurations sending
the scavenger stage concentrate to the final circuit concentrate increases overall circuit recovery. Using
this solution in order to achieve higher recovery would be beneficial when the desired grade is met.
The S6 circuit, in which the concentrates produced from the scavenger stage is reported to the final
circuit concentrate, the highest overall circuit recovery, 88%, is achieved. The opposite of this approach
is to conduct the cleaner tail to the final tailing. In this case, although a high quality product will be
obtained, the recovery loss will be tangible.

Figure 4. 5 stage countercurrent rougher-cleaner and rougher-scavenger circuits.

Table 2. Optimal recovery arrangement for five stage circuits.

Stage Recovery R1 R2 R3 R4 R5 Overall Recovery

Rougher-cleaner 0.70 0.60 0.50 0.40 0.30 0.29
Rougher-scavenger 0.30 0.40 0.50 0.60 0.70 0.93

As mentioned in the introduction, one of the criticisms of the circuit analysis method is the
assumption of the identical recovery in the stages to evaluate the circuit configuration. Considering
an identical recovery of 0.50 for the two and three stages circuits, the overall circuit recovery of all
33 circuits was calculated. The maximum total recovery of the circuits for the cases of identical and
non-identical stage recovery is illustrated in Figure 5. Although there is a little difference between the
overall recovery of the corresponding circuits, the general trend of overall recovery of the circuits is the
same. As a result, the assumption of the identical recovery in the stages to evaluate and comparison of
the circuit configuration alternatives and then generalize it to non-identical recovery in stages can be
considered as an acceptable assumption.
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Figure 5. Comparison of the overall circuit recovery for two and three stages circuits in the case of
identical and non-identical stage recovery.

4. Industrial Example

The circuit under investigation has six flotation stages, as shown in Figure 6. Valuable minerals in
the plant feed include galena and cerussite. Sodium sulfide is used for the sulfidation of oxidized lead
ore. Other chemical reagents are potassium amyl xanthate and sodium silicate, which are added to
the circuit at various points in the plant. The dosage and points of addition are presented in Table 3.
The flotation stages include rougher, scavenger, scavenger-cleaner, cleaner 1, cleaner 2, and cleaner 3,
which have respectively 8, 10, 3, 3, 2, and 2 cells each with a volume of 1.1 cubic meters.

Figure 6. Lead flotation circuit.

Table 3. Reagents dosage and addition points.

Reagent Addition Point Dosage (gr/ton)

Sodium sulfide

Conditioning 760
Rougher 300

Scavenger 200
Cleaner 1 40

potassium amyl xanthate
Pump 100

Rougher 80
Scavenger 40

sodium silicate Ball mill 500
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Grade and recovery of the flotation plant in 150 days of operation are shown in Figure 7.
By sampling the input and output of each stage and calculating the recovery based on the two-product
formula, the recovery values in the stages were 0.55, 0.70, 0.52, 0.61, 0.75, and 0.65, respectively. With
regard to the evaluations that were carried out in the previous section, the first point that could be
noted is the low recovery of the rougher stage in relation to the other stages. The transfer function of
the circuit in Figure 6 is as follows:

C
F =

R1R4R5R6(1−R2(1−R3))+(1−R1)R2R3R4R5R6
1−[R 1(1−R4)+R2(1−R3)+R4(1−R5)+(1−R6)R4R5+(1−R1)R2R3(1−R4)]+R1R2(1−R3)(1−R4)+R2R4(1−R3)(1−R5)+R2R4R5(1−R3)(1−R6)

(12)

Figure 7. Daily grade and recovery data for lead flotation plant.

Regarding to recovery of each stage and the circuit transfer function, overall circuit recovery is
0.63. While considering Figure 6, for each stage recovery, there are 120 combinations of 720 possible
combinations for the circuit with six stage. In Figure 8, all combinations and related recoveries are
provided. A division based on the allocation of recovery to the first stage (rougher stage) has been
created. From 120 to 240 and 480 to 600 the circuit recovery is higher than other combinations. These
two parts belong to 0.70 and 0.75 recoveries for the rougher stage.

Figure 8. Overall circuit recovery for 720 possible combinations of stage recoveries.

Table 4 indicates the 12 recovery combinations that lead to the highest circuit recovery. The highest
recovery was obtained when 0.75 is assigned to the first stage. In Section 3, it was shown that with
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a few number of stages it is possible to achieve high recoveries. This is especially important in the
design phase of flotation circuits. Because the goal of flotation circuit design is to achieve optimum
recovery at minimum acceptable grade and optimization with minimal capital and operating costs.
After calculating the optimal recovery of the stages, design and operational parameters, such as the
number of cells and residence time, can be determined. For example, given the optimal allocation of
recovery in Figure 6, the required number of cells in the stages using the probability transfer function
could be calculated. The probability of flotation of valuable and gangue minerals in each cell was
analyzed and is considered as 0.20 and 0.01, respectively. The calculated required cell number are 6, 4,
3, 5, 5, and 4, respectively, in the rougher, scavenger, cleaner-scavenger, cleaner 1, cleaner 2, and cleaner
3. The kinetic transfer function can also be used to calculate the residence time in each cell/bank
according to the kinetic constant measured from the industrial data.

Table 4. Maximum circuit recovery with regard to stage recoveries.

Rougher Scavenger Scavenger-Cleaner Cleaner 1 Cleaner 2 Cleaner 3 Circuit Recovery

0.75 0.70 0.61 0.65 0.52 0.55 0.75
0.75 0.70 0.61 0.65 0.55 0.52 0.75
0.75 0.70 0.55 0.65 0.61 0.52 0.75
0.75 0.70 0.55 0.65 0.52 0.61 0.75
0.75 0.70 0.52 0.65 0.61 0.55 0.75
0.75 0.70 0.52 0.65 0.55 0.61 0.75
0.75 0.65 0.61 0.70 0.52 0.55 0.75
0.75 0.65 0.61 0.70 0.55 0.52 0.75
0.75 0.65 0.55 0.70 0.61 0.52 0.75
0.75 0.65 0.55 0.70 0.52 0.61 0.75
0.75 0.65 0.52 0.70 0.61 0.55 0.75
0.75 0.65 0.52 0.70 0.55 0.61 0.75

The overall circuit recovery can also be evaluated according to the circuit configuration or the
removal and addition of a stage within the circuit. Because of the low grade of cleaner-scavenger
tailing, close to the final tailing, this stream changed and conducted to the final tail (Figure 9). Sampling
of the banks input and output after the change showed little variation in stage recoveries as 0.55, 0.73,
0.50, 0.65, 0.75, and 0.60, respectively. The final concentrate grade increased 4%.

Figure 9. Alternative configuration, sending cleaner-scavenger tail to the final tail.

Nevertheless, the circuit recovery became 0.53 that drastically reduce when compared to the
original circuit. If in this circuit the correct allocation of recovery in stages have used, they would
be equal to 0.75, 0.65, 0.60, 0.73, 0.52, and 0.55. In this case, the total recovery of the circuit is 0.70.
As another alternative, if the scavenger-cleaner stage is removed from the circuit (Figure 10) and the
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stage recoveries stay as the original circuit, the optimal allocation of recovery in the stages would be
0.75, 0.70, 0.65, 0.55, and 0.61. In this case, although the grade decreased by 2%, the total recovery
of the circuit is increased to 0.83. As a result, most of the time, increasing the number of stages in a
flotation circuit not only does not improve the circuit conditions, it can also lead to a loss of circuit
efficiency. If it is possible to achieve optimal circuit recovery through three stages, while using a large
number of stages in addition to imposing capital and operating costs will cause a loss of performance
and reduce circuit recovery. Further stages can be taken to achieve the desired grade. As shown in
the lead flotation circuit, by removing the scavenger-cleaner unit, it is possible to increase the total
recovery of the circuit in the optimal allocation of recoveries in the stages from 0.62 to 0.83.

Figure 10. Elimination of cleaner-scavenger stage from the original circuit.

5. Conclusions

Circuit configuration plays an important role in the way of recovery arrangement for flotation
stages. The present study utilized simple numerical examples to indicate various applications of stage
recoveries to evaluate the flotation circuit. Observations show that:

(1) Stage recovery in some cases is strongly influenced by the structure of the circuit.
(2) In the countercurrent rougher-cleaner and rougher-scavenger circuits, the arrangement of

recovery in stages always follows a particular rule.
(3) The assumption of the identical recovery in the stages is acceptable for the comparison and

ranking of the circuit configurations to find the circuit with maximum recovery.
(4) Using many numbers of stages does not necessarily increase the circuit performance, and, in

some cases, it may impose additional costs and cause the circuit inefficiencies.
(5) Based on the optimal recovery allocation for flotation stages, the design and operational

parameters in the flotation circuit would be determined.
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