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Preface to “Recent Progress in Understanding the 
Mechanism and Consequences of Retrotransposon 
Movement” 

Retrotransposons move via an RNA intermediate and have had a profound impact on genome 
evolution and function in eukaryotes. In the Special Issue entitled “Recent Progress in Understanding the 
Mechanism and Consequences of Retrotransposon Movement” published in Viruses, three research 
articles and seven reviews explore different facets of the retrotransposon lifestyle. Here, we briefly 
summarize work presented in the Special Issue that should update the readership of Viruses on 
retroelements and endogenous retroviruses.  

Arkhipova and coworkers provide new computational analyses suggesting that ORF3 from several 
LTR-retrotransposons present in Bdelloid rotifers can encode not only Envelope-like proteins but also a 
GDSL esterase/lipase or a DEDDy-like exonuclease. The results suggest that there is extensive gene 
sharing between different groups of retroelements. Work from the Curcio and Purzycka labs focuses on 
the structure and function of transcripts from the Ty1 retrotransposon of Saccharomyces cerevisiae. 
Curcio and coworkers propose a model for kissing loop interactions involved in dimerization of genomic 
Ty1 RNA. Purzycka and coworkers analyze how the structure of a recently discovered internal Ty1 (i) 
transcript impacts initiation of translation from two alternative start codons. Interestingly, Ty1i RNA 
encodes a restriction factor encompassing the C-terminal of Gag that is required for modulating 
retrotransposition. 

The seven review articles cover a wide area of retroelement biology; from investigating specific 
steps in the process of retrotransposition to understanding the retroelement and pseudogene landscape in 
normal and malfunctioning cells. Le Grice and coauthors contribute a detailed review analyzing distinct 
topological differences between reverse transcription of the yeast retrotransposon Ty3 and its retroviral 
counterparts. Zaratiegui reviews and expands on recent work linking transposon integration with the 
universal process of DNA replication. Nefedova and Kim also review retroelement integration using 
retrotransposons from Drosophila as a guide. Their contribution highlights the roles of DNA sequence 
and structure, and protein contacts required for integration in different regions of the genome. 
Contributions from Magiorkinis and Tramontano and coauthors address the fascinating but incompletely 
understood roles that endogenous retroviruses play in mammalian cells. Hurst and Magiorkinis highlight 
the benefits of increased genetic variation and accelerated genome evolution mediated by endogenous 
retroviral insertions with detrimental effects that may result in disease. The Grandi and Tramontano 
review provides a detailed and critical analysis of endogenous retroviral insertions and their relationship 
to a variety of human diseases. Scott and Devine review a very active area of research, where somatic 
retrotransposition of LINE-1 has been implicated in human cancer. Importantly, Scott and Devine 
emphasize the challenge of determining whether LINE-1 insertions are “cancer drivers or passengers”. 
Lastly, Kubiak and Makalowska review the interesting roles that retrocopies of protein coding genes play 
in evolving new genes or regulating expression of other genes. 

In closing, we thank the authors for their thoughtful contributions, the external reviewers for their 
help evaluating and improving the manuscripts, and the staff of Viruses for expert editorial assistance. 
We also hope the Special Issue informs the readership of Viruses of the intimate relationships between 
transposons and viruses. 

David J. Garfinkel and Katarzyna J. Purzycka 
Special Issue Editors 
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Abstract: Rotifers of the class Bdelloidea, microscopic freshwater invertebrates, possess a
highly-diversified repertoire of transposon families, which, however, occupy less than 4% of genomic
DNA in the sequenced representative Adineta vaga. We performed a comprehensive analysis of A. vaga
retroelements, and found that bdelloid long terminal repeat (LTR)-retrotransposons, in addition to
conserved open reading frame (ORF) 1 and ORF2 corresponding to gag and pol genes, code for an
unusually high variety of ORF3 sequences. Retrovirus-like LTR families in A. vaga belong to four major
lineages, three of which are rotifer-specific and encode a dUTPase domain. However only one lineage
contains a canonical env-like fusion glycoprotein acquired from paramyxoviruses (non-segmented
negative-strand RNA viruses), although smaller ORFs with transmembrane domains may perform
similar roles. A different ORF3 type encodes a GDSL esterase/lipase, which was previously identified
as ORF1 in several clades of non-LTR retrotransposons, and implicated in membrane targeting. Yet
another ORF3 type appears in unrelated LTR-retrotransposon lineages, and displays strong homology
to DEDDy-type exonucleases involved in 3′-end processing of RNA and single-stranded DNA.
Unexpectedly, each of the enzymatic ORF3s is also associated with different subsets of Penelope-like
Athena retroelement families. The unusual association of the same ORF types with retroelements
from different classes reflects their modular structure with a high degree of flexibility, and points to
gene sharing between different groups of retroelements.

Keywords: retrovirus-like transposable elements; envelope gene (ENV); DEDDy exonuclease; GDSL
esterase; dUTPase

1. Introduction

Long terminal repeat (LTR) retrotransposons represent a major class of transposable elements (TEs),
which move via reverse transcription of the full-length RNA intermediate by the element-encoded
reverse transcriptase (RT) [1]. They are structurally similar to vertebrate retroviruses, and undergo the
same steps of reverse transcription in their replication cycle [2]. Intracellular LTR retrotransposons
typically encode only two genes, the gag gene which forms the nucleoprotein core, and the pol gene
which combines protease, RT, RNase H, and integrase enzymatic activities. Retroviruses additionally
code for an env (envelope) gene, which endows them with the capacity to interact with cellular
membranes for viral entry and exit. The lack of an extracellular stage in the LTR retrotransposon
life cycle can be occasionally overcome by capture of an env gene from DNA viruses (e.g., baculovirus,
phlebovirus, or herpesvirus) [3]. The baculovirus-derived env gene in the gypsy retrotransposon
of Drosophila melanogaster has been studied most extensively, revealing infectious and fusogenic
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properties [4–6]. Domestication of env genes from endogenous retroviruses has also occurred
throughout evolution, giving rise to novel unanticipated host functions [7–9].

Bdelloid rotifers are microscopic freshwater invertebrates that reproduce asexually, are highly resistant
to desiccation and ionizing radiation, and contain numerous genes of foreign origin in subtelomeric regions
[10–12]. We previously showed that bdelloid genomes contain canonical LTR-retrotransposons, Juno
and Vesta, forming a deep-branching clade [13], as well as telomere-associated, endonuclease-deficient
Penelope-like retroelements named Athena [14]. Both Juno and Vesta contain an open reading frame
(ORF) 3, which was assumed to code for env but revealed no clear-cut homologies to known viral
envelope genes.

The genome of the first bdelloid representative, Adineta vaga, has been sequenced [15]. Over 8%
of its gene content is made up of foreign genes originating from bacteria, fungi, plants, or protists.
Known TE families make up to 4% of the 218-Mb assembly, with low copy numbers per family
(on average, 1–2 full-length copies and 10 times as many fragments), and high family diversity
(over 255 families). Of these, about one-half are represented by retrotransposons, including 24 families of
LTR retrotransposons belonging to four clades (Juno, Vesta, TelKA, and Mag). Most LTR retrotransposons
have transposed recently, as judged by very few or no differences between the two LTRs [15]. Here we
focus in detail on their coding capacity, and report that they can code for a variety of extra ORFs of
enzymatic origin, which are also found on giant telomeric retroelements called Terminons (Arkhipova
et al., submitted). We also report that all bdelloid retrotransposon clades, except for Mag, carry a
dUTPase domain found in certain retroviruses and in basidiomycete LTR-retrotransposons.

2. Materials and Methods

2.1. Bioinformatics

The annotated A. vaga scaffolds containing LTR retrotransposons were downloaded from
the genome browser at http://www.genoscope.cns.fr/adineta. Each LTR retrotransposon was
manually re-annotated to confirm the presence of intact full-length ORF1, ORF2, and ORF3.
Sequences from P. roseola (accession numbers DQ985390, EU643489, EU643490) and a natural isolate
Adineta sp. 11 were also used in the analysis. Homology searches were performed with HHpred
(Version HHSuite-2.0.16mod) [16] and visualized with Jalview (Version 2.10.1) [17]. Multiple sequence
alignments were done by MUSCLE [18], followed by maximum-likelihood and neighbor-joining
phylogenetic analysis, and the resulting trees were edited in MEGA (Version 7.0.18) [19]. Alignments
are available from the corresponding author upon request. Coiled-coil motifs were predicted by
COILS/PCOILS (Version 2.2) [16], and transmembrane domains with TMHMM (Version 2.0) [20].

For genome-wide analysis, LTR families were extracted from the initial annotation of known
A. vaga TE families [21]. We estimated the numbers of fragmented copies (longer than 100 base
pair (bp), including solo LTRs) and numbers of full-length copies by BLAT (Version 34) [22], using
full-length sequences as queries. ORF annotations within each full-length copy were also identified
by BLAT search, using family-specific ORF sequences as queries. Alignment of RNA-seq and small
RNA reads (NCBI accession Nos. SRP020358 and SRP070765) to the reference genome was performed
as in [21]. Aligned sequences were counted for each TE copy and each annotated ORF feature with
htseq-count [23].

2.2. Nucleic Acid Manipulations

Clonal cultures of A. vaga were grown and collected for DNA extraction as described in [15].
We designed the exact-matching forward and reverse primers from the corresponding genomic
scaffolds (Table S1) to amplify the full-length ORF3 from each desired element. Polymerase chain
reaction (PCR) conditions were as follows: 0.5 U of Q5 High-Fidelity DNA Polymerase (New England
Biolabs, Ipswich, MA, USA) in a 25 μL reaction, with 1 μM of each primer, 200 μM dNTPs, 1× Q5
Reaction Buffer and template DNA. Thermocycling parameters were set following the conditions
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specified in the Q5 High-Fidelity DNA Polymerase manual, with Tm values adjusted for each primer
pair. PCR products were electrophoresed in 1.5% agarose gels in 1 × TAE (Tris base, acetic acid, EDTA)
buffer, and visualized under UV light. PCR amplicons of the expected size were purified using Wizard®

SV Gel and PCR Clean-Up System (Promega, Madison, WI, USA). Prior to T/A cloning, addition of
an untemplated dA was done with Taq DNA Polymerase (Promega). PCR products were cloned into
pGEM-T vector (Promega) and transformed into JM109 (Promega) or DH5a (New England Biolabs)
competent cells per the supplier’s specifications. Clones were screened for inserts of the expected
size by PCR amplification with the universal primers M13 Forward and M13 Reverse. Plasmid DNA
was prepared from selected clones with Zyppy™ Plasmid Miniprep Kit (Zymo Research, Irvine, CA,
USA). Templates were sequenced on an Applied Biosystems 3730XL DNA Analyzer at the W. M. Keck
Ecological and Evolutionary Genetics Facility at the Marine Biological Laboratory. After inspection
of the chromatogram files, the phred/cross_match pipeline [24] was applied to check for quality
and to screen out vector sequences. Sequences obtained in this study were deposited in GenBank
under accession numbers KY820831–KY820845. Consensus sequences of LTR retrotransposons were
deposited in Repbase [25].

3. Results

3.1. An Overview of LTR Retrotransposon Structure in Bdelloids

Of all TE types, LTR-retrotransposons are arguably the easiest to detect and annotate in sequenced
genomes due to their characteristic LTR structures. Our recent inventory of the LTR-retrotransposon
families in A. vaga identified 12 Vesta-like families, five Juno-like families, six TelKA-like families,
and one Mag family, which in total occupy ~580 kb of genomic DNA [15]. We supplemented this
comprehensive dataset with additional LTR retrotransposons from sequenced fosmids from a genomic
library of Philodina roseola (Pr), a species from the bdelloid family Philodinidae, which separated from
A. vaga tens of millions of years ago [26], and from a draft genome of a natural isolate Adineta sp. 11
(As). Notably, not only each congeneric, but also each of the P. roseola LTR retrotransposons can be
assigned to the corresponding A. vaga families (Figure 1A), indicating the early origin of the LTR
families and/or extensive horizontal transfer between species.

All LTRs carry TG CA at the ends, vary in length between 159 and 551 bp, and display very
few substitutions between two LTRs, which is indicative of recent transposition [15]. As expected,
all families code for pol genes with a canonical set of enzymatic activities that includes protease (PR),
RT, ribonuclease H (RNase H; RH), and integrase (IN), in that order (Figure 1A). Every gag gene,
except for Vesta1b, codes for a typical CX2CX4HX4C Zn-knuckle; in addition, Mag, Juno1, Juno2, and
Vesta6c code for an adjacent second Zn-knuckle. Curiously, Vesta1b not only lacks Zn-knuckles, but also
lacks a gag-pol translational frameshift, a feature it shares with the Mag family. An extra Zn-knuckle
upstream of RT in the pol gene of all Juno1 and Juno2 elements also represents a departure from the
standard organization. The GPY/F motif at the integrase C-terminus [27] is present in Juno1–Juno4
and Vesta6–Vesta7, is modified to GPC in TelKA and Vesta6c, reduced to a proline in Vesta1–Vesta5, and
is missing from the Mag lineage altogether. No chromodomain was found C-terminally to the GPY/F
module in any lineage.

Interestingly, all members of the Juno, Vesta, and TelKA families, but not the Mag family, contain
a dUTPase (dut) domain between PR and RT (Figure 1A), followed by an extra Zn knuckle in Juno.
The Dut domain often occurs in vertebrate retroviruses, where it can be variably positioned between
gag and RT, between RT and IN, or after IN [28,29]. However, it is rarely found in retrotransposons,
and has been reported only in basidiomycetes [30], where it is similarly placed between PR and RT.
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Figure 1. Structure, phylogeny and open reading frame 3 (ORF3) alignments of bdelloid long
terminal repeat (LTR) retrotransposons. (A) Maximum likelihood phylogram of pol genes including
protease (PR), dUTPase (dut), reverse transcriptase (RT), RNase H (RH), integrase (IN) domains
and the associated ORF structure. Putative ORF3 acquisition/loss events are marked by triangles of
matching color. Scale bar, amino acid substitutions per site; (B–F) Alignments of characteristic regions
between retrotransposon ORF3s and selected GDSL esterases/lipases (B), DEDDy exonucleases (C),
transmembrane (TM) proteins (D–E) and env fusion glycoproteins from paramyxoviruses (F). Also
shown are catalytic S-G-N residues from SGNH block 3 (B), catalytic D/E residues from DEDDy block
ExoI (C), Cys residues (D), TM domains (D–E), furin-like protease cleavage site (RXXR), and fusion
peptide (FP) (F).

3.2. Types of Acquired Env-Like ORFs

An ORF3 downstream of the pol gene is usually assumed to code for an env-like protein, as in
vertebrate retroviruses. Due to the low conservation of env sequences, such assignments often rely on
computationally predicted features of broad applicability, such as TM domains, glycosylation sites,
protease cleavage sites, or coiled-coil motifs, which are not restricted to env genes, but are commonly
found in other proteins. Assignment of ORF3 to env genes can be unambiguous only when its origin
can be traced to another virus [3].

In bdelloids, the TelKA clade contains a canonical env-like fusion glycoprotein about 600 aa
in length, which is most similar to class IF proteins from paramyxoviruses—non-segmented
negative-strand RNA viruses such as avian Newcastle disease virus (NDV), human parainfluenza
(PIV), respiratory syncytial virus (RSV), metapneumovirus (MPV), and Hendra (HeV) [31] (pfam00523;
HHpred alignment over the entire length with E-value = 1.9e−106). Regions of high conservation
(Figure 1F) include the furin-like protease cleavage site (RXXR), a hydrophobic region (FP, fusion
peptide), a trimeric coiled-coil domain, a set of conserved cysteines for disulfide bridge formation
between two protease cleavage products, and a C-terminal transmembrane (TM) anchor domain.

In the Vesta4 clade, a much shorter (220–230 aa) ORF3 lacks detectable homology with known
env genes, but nevertheless displays two hydrophobic transmembrane regions with a set of cysteine
residues in between, followed by an RXXR motif and a coiled-coil domain (Figure 1E). Such structural
organization is also suggestive of fusogenic properties, although other functions cannot be ruled out.
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A possible env-like ORF3 is found in Vesta6c LTR retrotransposons from A. vaga and a congeneric
natural isolate, Adineta sp. 11 (Figure 1A). This ORF3 is characterized by the presence of TM domains,
and an HHpred search reveals weak homology to the retroviral envelope glycoprotein gp41 (PF00517),
which mediates fusion with the host cell (p-value = 9.2e−05) (Figure 1E). In Adineta, however, it does
not represent a part of the larger gp120-like env precursor, and is instead coded by a small 210–230-aa
ORF3. This ORF may be a remnant of an initially present full-length env-like ORF.

3.3. Unexpected Diversity of Non-Envelope ORF3 Functions

Functional assignment of an ORF3 is often far from straightforward, especially in the absence of a
known viral source. For instance, several copia-like and gypsy-like LTR retrotransposons in plants have
long been assumed to code for an envelope-like protein, although it is still unclear if they do [32–36].
Certain plant LTR retrotransposons and vertebrate retroviruses carry extra ORFs with no assignable
function [29,37,38]. Surprisingly, we find that bdelloid LTR retrotransposons display a much higher
degree of heterogeneity with respect to ORF3 than is typically observed in retroelements.

Use of sensitive HHpred searches allowed us to determine the origin of the remaining extra ORFs,
which were previously classified as env due to the presence of computationally predicted motifs of
broad specificity (TM domains, protease cleavage sites, N-glycosylation sites) [13]. We find that most
members of the Vesta and Juno clades lack bona fide env genes, but instead have acquired different ORF3
coding for GDSL esterase/lipase and RNase D-like DEDDy-type exonuclease activities (Figure 1A–C).
The DEDDy-type (or DnaQ-like) 3′-5′ exonucleases perform 3′-end processing of various structured
RNAs (RNase D, RNase T, exosome subunit Rrp6), but may also act on single-stranded DNAs (WRN,
DnaQ, and proofreading subunits of A- and B-type DNA polymerases) [39]. GDSL esterases/lipases
are hydrolytic enzymes with broad substrate specificity, named after a GDSL or similar sequence with
the catalytic Ser in the first conserved block, and are also designated as SGNH hydrolases, named after
the letters specifying the invariant catalytic S, G, N, and H residues in the four conserved blocks [40].
In each of these ORFs, the invariant residues are intact, indicating possible catalytic activity (Figure 1B).
Motif DEDD is changed to DEED (Figure 1C). In Adineta sp. 11, both DEDDy and GDSL can occur
within a single ORF3 (Figure 1A, top).

In the phylogram on Figure 1A, which depicts currently known families of bdelloid LTR
retrotransposons, it may be seen that additional ORF3s, which are family-specific, are notably missing
from the earliest branches (TelKA4; Juno3–Juno4; Vesta6–Vesta7). In the more recent branches, the
DEDDy-like ORF has been independently acquired at least twice, by Juno and by Vesta (Figure 1A).

3.4. Different ORF3 Types Are Shared between Highly Diverse Retroelements

Interestingly, the diverse ORF3 types (GDSL, DEDDy, CC, TM) are not restricted to LTR
retrotransposons. They can also be found in the highly unusual group of bdelloid retroelements which
we recently described (Arkhipova et al., submitted). These retroelements, which we call Terminons,
reveal an extraordinary degree of complexity, coding for multiple diverse ORFs and reaching 40 kb
in length. As the principal polymerizing component, they contain Athena-like RTs belonging to the
enigmatic class of Penelope-like retroelements (PLEs) [41]. Terminons also harbor a plethora of other
ORFs of enzymatic and non-enzymatic nature, which in many families include DEDDy, GDSL, CC-, and
TM-containing ORFs.

We performed phylogenetic analysis of DEDDy-like ORFs from bdelloid retrotransposons, and
they are much more similar between the two retrotransposon groups than between TE-associated ORFs
and their non-transposable cellular homologs, such as RNase D, mut-7, WRN, Rrp6, and DNA_pol_A
exonucleases. Thus, these ORFs are less likely to have been captured from the host than they are likely
to have been exchanged between different retroelement types (Figure 2A). This finding hints at the
existence of a specialized DEDDy-like ORF pool utilized by diverse retroelements. To some extent,
this is also applicable to GDSL-like ORFs: ORFs from Vesta1 in A. vaga and P. roseola are apparently
related to the GDSL domain in Athena-I (Figure 2B), which in turn reveals similarity to a stand-alone
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GDSL-like ORF in the A. vaga host. Due to the absence of catalytic residues in GDSL derivatives
from the Athena-L family, their origin is more difficult to determine, however, they are consistently
grouped with a subfamily of SGNH hydrolases termed PC-esterases (Figure 2B), which are potentially
involved in the modification of cell-surface glycoproteins [42]. The esterases found in selected non-LTR
retrotransposon clades (L2, CR1, RTEX) [43,44] do not cluster with any of the above ORFs, indicating
their independent capture (Figure 2B).

Figure 2. Diverse ORF3 functions in retrotransposons. (A) Amino acid sequence similarity between
DEDDy-like ORFs from Juno and Vesta LTR retrotransposons, Athena retroelements, and different
groups of cellular DEDDy exonucleases from cd09018 sequence cluster in the Conserved Domain
Database (CDD); (B) GDSL-like ORFs in Vesta1 LTR-retrotransposons, PLEs, non-LTR (or LINE-like)
retrotransposons from esterase-containing clades CR1, L2, and RTEX, and representative groups from
the cellular SGNH hydrolase superfamily (cd00229 cluster in CDD). All ORF3 sequences shown in
Figure 1 were included and collapsed for better visualization. Branch support values exceeding 50%
are shown. Scale bars, amino acid substitutions per site.

3.5. Transcription, Small RNA-Mediated Silencing, and Copy Numbers

In our earlier study investigating transcription and silencing of TE families in A. vaga, most LTR
retrotransposons were found to be transcriptionally active [21]. However, their expression levels were
determined from mapping to full-length TE annotations without subdivision into different ORFs, while
ORF3s in LTR retrotransposons typically represent separate transcriptional units, and are expressed
from spliced messages. To investigate whether the diverse ORF3s show transcriptional activity, we
mapped A. vaga transcripts to each ORF individually. The results of RNA-seq profiling are shown in
Figure 3A, which displays RPK (number of reads per kilobase) values for each ORF within the A. vaga
LTR retrotransposon families. In most cases, LTR families display relatively low levels of transcription
activity, although there are some notable exceptions. For instance, Vesta4b on the scaffold Av_1520
shows high transcript levels within each of the three ORFs (gag, pol, and CC), possibly reflecting recent
arrival of an active element. Interestingly, this scaffold is circularly permuted, which may indicate that
it was assembled from an extrachromosomal 1-LTR circle. High transcript levels are also observed for
Juno4b, which lacks ORF3.

We also investigated whether each ORF type is subject to small RNA-mediated silencing.
In A. vaga, pi-like small RNAs (sRNA) are preferentially mapped to annotated transposons, with most
of the reads being in antisense orientation [21]. Mapping of sRNA read counts by ORF type (Figure 3B)
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demonstrates that the majority of sRNA reads (66.8%) are mapped to pol genes, which occupy most
of the TE length. For LTR families with an annotated ORF3 (env, DEDDy, GDSL, CC, TM), 22% of
sRNA reads are mapped to such ORFs, while 14% are mapped to gag and 64% to pol gene annotations.
For LTR families without an ORF3, gag is covered by 29% and pol by 71% of the sRNA reads mapped,
which is roughly equivalent in terms of read count per kilobase. Comparison of the RNA-seq and
sRNA plots shows that transcriptional activity is typically accompanied by sRNA coverage, which
involves every ORF type. However, the env-containing TelKA1 and TelKA1a show higher levels of
transcriptional activity and lower levels of sRNA coverage in comparison with other members of the
TelKA clade, which may indicate that their recent arrival has not yet resulted in establishment of a
robust piRNA silencing response.

Figure 3. LTR retrotransposon copy numbers, and RNA profiles in A. vaga. Distribution of RNAseq
reads with RPK (reads per kilobase) values (A), and small RNAs in reverse orientation (total counts)
mapped to annotated ORFs (B) is shown for each family, along with the number of each reference
scaffold. Numbers of full-length and fragmented copies (longer than 100 bp) estimated by BLAT, using
full-length sequences as queries, are shown in (C). ORFs are color-coded as indicated.

We also attempted to reveal correlations between the presence of ORF3, transcriptional activity,
and copy number of LTR retrotransposons. Figure 3C visualizes the number of full-length and partial
copies of LTR retrotransposons in each family, with a large proportion of partial copies represented by
solo LTRs. While full-length copies are indeed scarce, a DEDDy-like ORF in Juno1 and Juno2 might
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be correlated with a higher overall copy number, however, Vesta2 and Vesta5 with the same ORF are
low-copy. It is possible that the latter represent earlier arrivals, as evidenced by their more basal
position on the phylogenetic tree, and that most of these copies have undergone removal by LTR-LTR
recombination, as described in [15].

3.6. Sequence Variation in Env-Like and GDSL-Like ORFs

To validate the correct assembly of ORF3 and to evaluate the level of its intraspecific nucleotide
sequence variation, we chose the env-like ORFs from five TelKA families and GDSL-like ORFs
from three Vesta families for PCR amplification and sequencing. Primers were designed for
amplification of full-length ORF3s in each of the families, and the resulting amplicons were cloned
and Sanger-sequenced. An additional env-like ORF from a non-autonomous family related to TelKA2,
named TelKA2n, which is missing the C-terminal part of gag and most of the pol gene, was also
amplified and sequenced. All families except TelKA3a yielded amplicons of the expected length.

The information on sequence polymorphisms is presented in Table 1. In 11 individual 1.7-kb
long env clones, 16 out of 20 single nucleotide substitutions resulted in amino acid replacement,
while in four 1.3-kb GDSL clones, 3 out of 11 substitutions changed the corresponding amino acid.
Substitutions which were already present in one of the copies from the genome assembly were marked
as “natural”, and a few substitutions were marked as “unique” if they could not be found in the
assembly contigs. Most of these mutations apparently reflect natural intragenomic variation, and
most of the “unique” substitutions should represent de novo mutations which arose over the five-year
period since the genome was sequenced, although a few may still correspond to PCR errors despite the
use of the Q5 polymerase with high fidelity exceeding best polymerases by an order of magnitude [45].
If only “natural” variation is considered, we do not find evidence that the number of synonymous
substitutions significantly exceeds that of non-synonymous substitutions or vice versa, indicating that
intragenomic variation of ORF3s is mostly neutral, and that its level is approximately the same as
found in gag and pol genes (not shown). Indeed, selective forces would be expected to operate during
critical steps of the life cycle, such as inter-genomic transmission, while intragenomic env evolution
is more likely to be neutral. Except for TelKA1 and Vesta1, at least one cloned copy in each family
was identical to the full-length reference copy, either at the nucleotide or at the amino acid sequence
level. In future experiments, we plan to determine whether the env-like or GDSL-like ORFs can exhibit
fusogenic or lipolytic properties, respectively.

Table 1. Nucleotide sequence variation in env-like and GDSL-like open reading frames (ORFs).

Clone
Reference

Scaffold/Contig 1
Substitutions,

bp
Substitutions,

aa
Natural aa

Differences
Unique aa

Differences

env1 1591/5150 4 4 R-Q, E-Q, T-I I-V
env1a.1 3 2 I-T, V-A
env1a.4 1200/4393 0 0
env1a.8 3 3 V-A, T-I S-F
env2.1 34/303 0 0
env2.2 2 1 I-T
env2.3 4 3 V-I, I-T M-I

env2n.1 680/3155 1 1 A-S
env2n.2 2 1 D-G
env3b.1 776/3459 0 0
env3b.2 1 1 I-T

ves1 494/2540 8 3 T-S, R-S, H-Q
ves1a 506/2575 1 0 silent

ves1b.1 658/3084 1 0 silent
ves1b.3 1 0 silent
1 Scaffold numbering: http://www.genoscope.cns.fr/adineta (annotated), and Contig numbering: WGS shotgun
assembly CAWI000000000.2 (unannotated); One reference scaffold/contig is listed for each family.
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4. Discussion

Our studies uncover an unexpected diversity of additional ORFs in LTR-retrotransposons,
which goes beyond their well-known ability to acquire env genes from other viruses to facilitate
host entry and egress. Earlier studies of plant gypsy-like LTR retrotransposons and animal retroviruses,
while revealing extra ORFs, failed to uncover homologies with known proteins, except for two ORFs
randomly captured from the host [29,37,38]. In this study, we used sensitive profile-profile searches to
detect remote homologs in the HMM profile databases, revealing enzymatic origin for two types of
extra ORFs in LTR retrotransposons of microscopic freshwater invertebrates, bdelloid rotifers. It is still
unclear whether these ORFs confer proliferative advantages to TEs harboring them, as our analysis of
their transcriptional activity did not reveal unambiguous correlations with copy numbers, and their
intragenomic evolution does not reveal significant departures from neutrality.

In principle, a DEDDy-like exonuclease might participate in the processing of the 3′-ends of
retrotransposon-encoded RNAs, while a GDSL esterase/lipase might facilitate penetration through
host membranes during entry and exit. However, the catalytic activity of these ORFs is yet to be
demonstrated. A role in post-transcriptional silencing, such as that of mut-7 in Caenorhabditis elegans [46],
may also be entertained, although self-limiting TEs would not be expected to survive in the long term,
as they would be out-competed [47]. It is also formally possible that enzymatic ORFs may still perform
the env-like function, despite their diverse origins and the lack of similarities to viral env genes. Future
experiments aimed at determining fusogenic and/or lipolytic properties of the extra ORFs might help
to clarify this issue. However, unlike bona fide env-like ORFs in TelKA, the GDSL-like and DEDDy-like
ORFs lack CC- or TM-domains, suggesting that they do not perform env-like functions, but could rather
play auxiliary roles in the replication cycle. In selected non-LTR retrotransposons (CR1, RTEX, ZfL2),
a catalytically active SGNH hydrolase/esterase, which occupies a gag-like position upstream of pol and
can dimerize via its coiled-coil domain, is thought to play a role in ribonucleoprotein (RNP) assembly
and in membrane-dependent transport or localization [43,44]. While DEDDy exonucleases have not
yet been reported in retrotransposons, it is worth noting that the metazoan Maelstrom and EXD1
proteins involved in piRNA biogenesis represent catalytically inactive DEDD nuclease derivatives
retaining the RNA binding function [48,49]. Maelstrom also contains a Cys-His-Cys motif involved in
Zn2+ coordination, which can also be noted in Vesta2 and Vesta5 DEDDy ORFs.

It is even more perplexing that similar ORFs can be shared between retrotransposable elements
of highly diverse nature, such as LTR-retrotransposons and PLEs. Even the esterases from distantly
related canonical Neptune-like PLEs [50] from fish and mollusks exhibit some similarity, albeit with
insufficient clade support (Figure 2B). A plausible explanation for ORF acquisition is the existence of a
common step in their transposition cycles permitting RT-mediated template switches in intersecting
cellular locations (e.g., sites of RNP assembly). While there is currently no information on the exact
transposition mechanisms for complex retroelements, it may be thought that the shared ORF types
may be used to confer advantages to different types of retroelements, regardless of specific details of
their retrotransposition cycles.

The fact that the extra ORFs are largely detected in the more recent branches of LTR retrotransposons,
while missing from the more basal branches, points at a relatively recent acquisition of these ORFs. Another
interpretation is that the terminal branches represent recent arrivals and systematically lose extra ORFs, as
they become adapted to the intragenomic mode of proliferation. It has been argued that loss of the env gene
turns endogenous retroviruses into genomic “superspreaders” [51]; however, this is clearly not the case
in bdelloids, as is evident from copy number comparisons between env-containing and env-less families
(Figure 3C). LTR retrotransposons in bdelloids are frequently eliminated by LTR-LTR recombination,
leading to accumulation of solo LTRs, and by microhomology-mediated deletions, resulting in the
formation of partial copies [15]. Thus, acquisition of an env gene or its equivalent may be regarded as a
path to effective escape, facilitating horizontal mobility. While the role of lipases or exonucleases in
this process remains to be determined, it may substitute for the obvious function of envelope genes in
unexpected ways, which could be uncovered in future experiments.
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Abstract: The genomic RNA of the retrotransposon Ty1 is packaged as a dimer into virus-like particles.
The 5′ terminus of Ty1 RNA harbors cis-acting sequences required for translation initiation, packaging
and initiation of reverse transcription (TIPIRT). To identify RNA motifs involved in dimerization and
packaging, a structural model of the TIPIRT domain in vitro was developed from single-nucleotide
resolution RNA structural data. In general agreement with previous models, the first 326 nucleotides of
Ty1 RNA form a pseudoknot with a 7-bp stem (S1), a 1-nucleotide interhelical loop and an 8-bp stem
(S2) that delineate two long, structured loops. Nucleotide substitutions that disrupt either pseudoknot
stem greatly reduced helper-Ty1-mediated retrotransposition of a mini-Ty1, but only mutations in
S2 destabilized mini-Ty1 RNA in cis and helper-Ty1 RNA in trans. Nested in different loops of the
pseudoknot are two hairpins with complementary 7-nucleotide motifs at their apices. Nucleotide
substitutions in either motif also reduced retrotransposition and destabilized mini- and helper-Ty1
RNA. Compensatory mutations that restore base-pairing in the S2 stem or between the hairpins rescued
retrotransposition and RNA stability in cis and trans. These data inform a model whereby a Ty1 RNA
kissing complex with two intermolecular kissing-loop interactions initiates dimerization and packaging.

Keywords: long terminal repeat-retrotransposon; Ty1; Saccharomyces cerevisiae; RNA secondary
structure; RNA packaging; RNA kissing complex; pseudoknot; kissing loop; SHAPE analysis

1. Introduction

Long terminal repeat (LTR)-retrotransposons and related families of endogenous retroviruses
are mobile genetic elements that are widespread in eukaryotic genomes. These elements encode the
enzymatic machinery to reverse transcribe RNA and integrate the resulting cDNA into the host genome.
They mobilize their own RNA, that of non-autonomous mobile elements, and, more rarely, “hitchhiker”
transcripts including coding and non-coding RNAs. The genomic incorporation of cDNA derived
from cellular RNAs results in the duplication or replacement of cellular genes and the formation
of novel chimeric genes and regulatory non-coding genes, insertional mutations and chromosomal
rearrangements [1–4]. In Saccharomyces cerevisiae, for example, it has been argued that most protein coding
genes have been replaced with cDNA copies lacking introns through the activity of retrotransposons [5–7].
In addition, chimeric cDNAs are incorporated at telomere ends in the absence of telomerase, leading to
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gross chromosomal rearrangements [8]. Because of the mutagenic and regulatory potential of cDNAs
derived from cellular transcripts, the factors that govern the specificity of RNA selection for reverse
transcription are of great interest, yet little is known about the principles that govern recognition of RNAs
for packaging into virus-like particles (VLPs), the site of reverse transcription. This question is addressed
here by investigating the determinants of Ty1 RNA packaging. Ty1 is the most active LTR-retrotransposon
family in S. cerevisiae [9]. The positive-strand genomic Ty1 RNA initiates in the 5′ LTR and terminates
in the 3′ LTR. Ty1 RNA is translated into p49-Gag and p199-Gag-Pol precursor proteins. These proteins
assemble into an immature VLP, with p49-Gag binding to Ty1 RNA as a dimer to encapsidate the RNA
genome [10]. Inside the VLP, p49-Gag is processed to form p45-Gag, resulting in VLP maturation, which
in turn results in stabilization of the Ty1 RNA dimer. The p199-Gag-Pol precursor is processed into
p45-Gag, protease (PR), integrase (IN) and reverse transcriptase (RT). Ty1 RNA functions as a template
for synthesis of cDNA that is transported to the nucleus and integrated into the genome.

A domain of Ty1 RNA consisting of the 53-nucleotide 5′ UTR and 327 nucleotides of the GAG coding
region are required in cis for translation initiation, packaging and the initiation of reverse transcription
(TIPIRT domain; Figure 1) [11]. Mutational analysis has identified several RNA motifs within the TIPIRT
domain that play a role in reverse transcription. These regions include the primer-binding site (PBS;
nucleotides 95–104), which is complementary to the 3′ end of tRNAi

Met. The tRNAi
Met is selectively

packaged into Ty1 VLPs and serves as the primer for initiation of reverse transcription [12,13]. Three
adjacent 6- or 7-nucleotide regions of TIPIRT, known as Box 0 (nucleotides 110–116), Box 1 (nucleotides
144–149) and Box 2.1 (nucleotides 162–168) [14,15], are complementary to sequences within the T or D
hairpins of tRNAi

Met. Analyses of mutations in both Ty1 RNA and tRNAi
Met have established a role for

an extended interaction between tRNAi
Met and the PBS, Box 0 and Box 1 regions of Ty1 RNA in the

initiation of reverse transcription [15,16]. Overlapping Box 2.1 is a 14-nucleotide motif known as CYC5
(nucleotides 155–168), which is perfectly complementary to a sequence in the 3′ UTR known as CYC3.
CYC5:CYC3 complementarity promotes efficient reverse transcription in vitro and retrotransposition
in vivo [17,18]. In addition, intramolecular pairing of nucleotides 1–7 to nucleotides 264–270 promotes
efficient reverse transcription [19,20].

Figure 1. Schematic of the Ty1 element DNA, the Ty1 RNA 5′ TIPIRT domain and in vitro transcripts
analyzed by SHAPE chemistry. Ty1 retrotransposon DNA consists of two 334 bp long terminal repeats
(LTRs; represented by tripartite rectangles) composed of U3 (unique to the 3′ end of the RNA),
R (repeated at the 5′ and 3′ ends of the RNA) and U5 (unique to the 5′ end of Ty1 RNA). LTRs flank a
central coding region (black bar). The GAG and POL ORFs are denoted by rectangles above the element.
Below the DNA, the 5′ leader of Ty1 RNA from nucleotide 1 (the beginning of “R”) to nucleotide
448 (in the GAG ORF), which includes the TIPIRT domain (nucleotides 1–380), is represented below
the Ty1 element DNA. Vertical white rectangles denote sequences that are essential for initiation of
reverse transcription (1/7 and 264/270 pseudoknot S1 stem; 95/104-PBS; 110/116-Box 0; 144/149-Box 1;
155/168-CYC5, including Box 2.1). The horizontal white rectangle spanning nucleotide 237–380 denotes
a region required for Ty1 RNA packaging. The schematic at the bottom represents the in vitro transcript
(nucleotides 1–513, plus an FTL tag indicated by the striped box) that was analyzed by SHAPE. Grey
shading (nucleotide 2–448), region for which SHAPE reactivities were obtained.

14



A secondary structure model of the 5′ terminus of Ty1 RNA within VLPs was derived from SHAPE
(selective hydroxyl-acylation analyzed by primer extension) data [21]. In this model, nucleotides
1–325 form a long-range pseudoknot in virio. The pseudoknot core consists of two 7 bp stems with
a 1-nucleotide interhelical connector, and long structured loops that bridge the stems. The model
supports many aspects of earlier structural models that were based on secondary structure prediction
and mutational analyses [16,19], including pairing of the tRNAi

Met to the PBS, Box 0 and Box 1 regions
of TIPIRT and circularization of Ty1 RNA via the CYC5:CYC3 interaction. Moreover, the functionally
defined pairing of nucleotides 1–7 to nucleotides 264–270 forms the S1 stem of the pseudoknot. All of
the RNA motifs that are known to be required for reverse transcription are in S1 or its multibranched
loop (L1), suggesting that this domain may be functionally as well as structurally distinct from S2 and
its loop (L3). Using nucleotide substitutions and compensatory mutations, it was shown that the S2
stem is required for retrotransposition, but, an S2 stem-destabilizing mutation, U260C, had no effect
on reverse transcription [20].

In contrast with cis-acting sequences required for reverse transcription, Ty1 RNA sequences
that are necessary for dimerization and packaging within VLPs have not been precisely defined [22].
An internally deleted mini-Ty1 RNA containing the 380-nucleotide TIPIRT domain and 357 nucleotides
of the 3′ terminus of Ty1 RNA including the 3′ polypurine tract and 3′ LTR, was shown to be
sufficient for retrotransposition when GAG and POL proteins were expressed in trans from a helper-Ty1
element [11]. Deletion of nucleotides 237–380 abolished retrotransposition and co-purification of
mini-Ty1 RNA with VLPs, suggesting that cis-acting sequences required for Ty1 RNA packaging reside
in this domain. This region includes one strand of the S1 stem as well as the S2 stem and its structured
loop [21]. However, mutations that destabilize S1 pairing, or the U260C mutation in the S2 stem did
not diminish Ty1 RNA packaging [20].

RNA elements required for encapsidation of retroviral RNA within virions, known as ψ (psi)
sites, are at least 100 nucleotides long, contain multiple stem-loop structures and are in the 5′ UTR,
sometimes extending into GAG. RNA elements that facilitate dimerization are located near those
that promote RNA encapsidation, and dimerization and packaging are tightly coupled processes,
both facilitated by the nucleocapsid activity of Gag [23,24]. Prior to recruitment into assembling
virions, dimerization of retroviral genomes is initiated by an intermolecular “kissing loop” interaction
between single-stranded loop sequences of stem-loops in the RNA. Subsequently the interaction
extends into palindromic sequences in the stems to form stable dimers. Purzycka et al. [21] identified
three palindromic sequences (PAL1–PAL3) in the 5′ terminus of Ty1 RNA that were less reactive in
virio than ex virio. Based on analogy with retroviral dimerization sites, the authors proposed that PAL
sequences are sites where the nucleic acid chaperone activity of Gag could promote a transition from
intramolecular pairing to intermolecular pairing [25]. However, potential kissing loop sequences that
initiate dimerization of Ty1 RNA have not been identified.

In this work, we present a SHAPE-directed structural model of the 5′ TIPIRT domain of Ty1
RNA in vitro. The model corroborates previously proposed models of the 5′ terminus of Ty1 RNA in
virio and in vitro [20,21]. We overlay nucleotide conservation of Saccharomyces Ty1 and Ty2 element
sequences onto the secondary structure model to identify conserved secondary structures with
potential roles in packaging. The biological significance of structural elements was investigated
by introducing mutations into mini-Ty1 RNA and measuring helper-Ty1-mediated retrotransposition
in vivo. We confirmed the requirement for both stems of the pseuodoknot in retrotransposition [20],
and found that separating the stems by four nucleotides has no effect on retrotransposition, raising
the possibility that the stems play roles in non-overlapping functions. In addition, complementary
7-nucleotide motifs at the apices of two stem-loops, SL1a and SL3a, were shown to be required for
efficient retrotransposition. Unlike S1 stem mutations [20], nucleotides substitutions in the S2 stem
subject Ty1 RNA to rapid degradation in cis and in trans. Also, SL1a and SL3a loop substitutions
result in slow and fast degradation, respectively, in cis and in trans. Trans-complementation of the
helper-Ty1 RNA instability by compensatory mutations in the mini-Ty1 RNA SL1a and SL3a apical
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motifs suggests that these motifs form intermolecular duplexes. Based on these data, we propose that
intermolecular pairing between the apical motifs of these stem-loops, one of which has been implicated
in dimerization [21], and the other of which may be dependent on the S2 stem for its stability, forms a
Ty1 RNA kissing complex that initiates dimerization of Ty1 RNA for packaging into VLPs.

2. Materials and Methods

2.1. In Vitro Transcription and RNA Purification

The DNA template for in vitro transcription was generated by PCR with primers
PJ502 (5′-CCTAATACGACTCACTATAGGGGAGGAGAACTTCTAGTATATTCTG-3′) and PJ745
(5′-ATGAGCTCCCAGATTCGTCAGAATTATCAGTAAATGTATTACCTGACTCAGG-3′) and plasmid
pGTy1his3AI-[Δ1] [26] as a template. The reaction yielded a DNA fragment with the T7 promoter,
513 bp corresponding to nucleotide 1–513 of Ty1-H3 RNA and 27 bp complementary to the Cy5-FTL
primer. The PCR product was gel-purified using a Gel Extraction kit (Qiagen, Germantown, MD, USA).
In vitro transcription reactions were performed using ~150 ng of the purified DNA template in a 20 μL
MEGAscript T7 transcription kit (Invitrogen, Carlsbad, CA, USA) reaction, which was incubated at
37 ◦C for 4 h. The RNA was purified using the MEGAclear kit (Invitrogen). RNA was stored at −80 ◦C.

2.2. Selective 2′-Hydroxyl Acylation Analyzed by Primer Extension

A 10 picomole sample of the in vitro transcribed RNA was brought to a total volume of 12 μL by
addition of 0.5× TE. The RNA was heated at 95 ◦C for 2 min and cooled on ice for 2 min. Following
addition of 6 μL 3.3× RNA Folding Buffer (1×: 100 mM HEPES [pH 8.0], 20 mM MgCl2, 100 mM KCL),
the reaction was split into two samples of equal volume. RNA was renatured by incubation at 37 ◦C for
20 min. To one sample, 1 μL N-methylisotoic anhydride (NMIA) in DMSO was added, and to the other,
1 μL DMSO was added (control). Reactions were incubated at 37 ◦C for 45 min. The NMIA-modified
RNA and control RNA samples were ethanol-precipitated by adding 90 μL H2O, NaCl to 44 mM,
glycogen to 44 μg/μL and EDTA to 44 μM. After adding 3.5× volumes of ethanol, the RNA was
precipitated at −80 ◦C for 30 min. The RNA was pelleted at 4 ◦C, and washed with 70% ethanol. Pellet
was dried in a Savant SpeedVac concentrator and resuspended in 10 μL of 0.5× TE buffer (1×: 10 mM
Tris-HCl [pH 8], 1 mM EDTA). The Cy5-FTL primer (5′-ATAATTCTGACGAATCTGGGAGCTCAT-3′)
was annealed to the 3′ end of each RNA at 65 ◦C for 15 min, and then 35 ◦C for 15 min. RNA was
reverse transcribed by first adding Superscript III First-Strand Synthesis buffer (Invitrogen), 5 mM
DTT, 40U of RNAseOUT (Invitrogen), and 500 μM dNTPs to the reaction, followed by incubation
at 52 ◦C for 1 min. Superscript III Reverse Transcriptase (200 units; Invitrogen) was added, and the
reaction was incubated at 52 ◦C for 15 min. RNA was hydrolyzed by addition of NaOH to 180 mM,
followed by heating to 95 ◦C for 5 min. Reactions were neutralized by addition of an amount of HCl
equivalent to the NaOH added. The remaining nucleic acid was precipitated using sodium acetate
at a final concentration of 75 mM, MgCl2 at 25 mM, and 3.3× volumes of ethanol followed by cold
centrifugation. The resulting pellet was washed with 70% ethanol and dried in a Savant SpeedVac
concentrator. The pellet was resuspended in 40 μL Sample Loading Solution (Beckman Coulter,
Indianapolis, IN, USA), and 1.1 μL of the 600-bp Beckman Coulter sequencing ladder was added.
Sequencing ladder reactions were performed in the same way as the control reaction above, with
addition of 2 μL of one 5 mM dideoxyNTP (ddNTP). Two different ddNTP reactions were run for
each sample, using a different ddNTP for each. Primer extension products were resolved by capillary
electrophoresis using a Beckman Coulter CEQ8000 Genetic Analysis System.

Experimental datasets from three technical replicates were individually corrected for signal
variation, and peak intensities were integrated using MatLab (MathWorks, Inc., Natick, MA, USA)
and ShapeFinder [27]. Reactivities were normalized by dividing the peak intensities by the average
of the 10% most reactive peaks excluding outliers, which were determined by boxplot analysis as
those peaks showing reactivity greater than 1.5× the interquartile range. The standard deviation
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(SD) of the normalized reactivities of each nucleotide position was calculated across datasets, and
reactivities with SD > 0.7 were also excluded. Normalized reactivities of overlapping nucleotides
from the three RNA species were averaged to obtain a composite dataset spanning nucleotides 1 to
615 of the Ty1 RNA. Composite reactivity data was used to determine a pseudo-free energy change
restraint added to the nearest-neighbor thermodynamic parameters [28,29]. Structure prediction was
performed using ShapeKnots [30]. Collapsed diagrams were generated using XRNA (http://RNA.
ucsc.edu/RNAcenter/xRNA/xRNA.html). Diagrams were edited using Adobe Illustrator. The raw
SHAPE data is available in SNRNASM format as supplemental data in this manuscript (Table S1) [31].

2.3. Conservation of Sequences in the Ty1 RNA 5' Terminus

Clustal X [32] was used to align sequences corresponding to nucleotides 1 to 615 of the transcript
of 31 genomic Ty1 elements and 15 Ty2 elements in S. cerevisiae strain S288C (www.yeastgenome.org),
35 Ty1 and 17 Ty2 sequences from other strains of S. cerevisiae (www.ncbi.nlm.nih.gov/genome?
term=txid4932[orgn]), and four Ty1-like elements from other Saccharomyces species, including one
element from Saccharomyces weihenstephen (accession number gb|ABPO01001678.1|); one element
from Saccharomyces mikatae (gb|AACH01000084.1|); one element from Saccharomyces paradoxus
(gb|AABY01000078.1|); and one element from Saccharomyces kluyveri (gb|AF492702.1|). Each
nucleotide position was assigned to one of three categories based on whether the nucleotide was
conserved in all 102 Ty elements and if not, whether the nucleotide was conserved in the 66 Ty1
elements of S. cerevisiae.

2.4. Plasmids

The helper-Ty1 plasmid, pEIB, was a kind gift of Leslie Derr and Jeffrey Strathern. It is a 2 μ-based,
TRP1-marked plasmid harboring the GAL1 promoter fused to nucleotides 241-5561 of Ty1-H3 DNA [33].
This region of Ty1-H3 includes the R and U5 regions of the 5′ LTR and GAG and POL ORFs, but
lacks the plus-strand polypurine tract (PPT1) and the 3′ LTR. The Ty1-H3 sequence in pEIB also
harbors mutations (T335C, T338A, A339T, G340C, C341A, C344A, T347C) that disrupt annealing of the
tRNAi

Met primer but preserve the amino-acid sequence of GAG.
The mini-Ty1his3AI plasmid, pJC994, is a 2 μ-based, URA3-marked plasmid that was constructed

by deleting the HpaI-SnaBI fragment of pGTy1his3AI-[Δ1] (nucleotides 818–5463 of Ty1-H3 DNA) [26].
Mutations were introduced into plasmid pJC994 using the QuikChange Lightning Site-Directed
Mutagenesis kit (Agilent Technologies, Santa Clara, CA, USA) and the standard protocol. Plasmid
DNA was purified and Ty1 sequences were confirmed by DNA sequencing. The sequence of primers
used for site-directed mutagenesis is available upon request.

Plasmid pGAL1:GAGNT:GFP is a CEN-based LEU2-marked plasmid consisting of vector pRS415
carrying an ApaI-EagI fragment containing the GAL1 promoter, the 575 bp XhoI-HpaI fragment of
Ty1-H3 (nucleotides 241–815), a 7-nucleotide linker including a BamHI site, and the GFP(S65T) ORF
and ADH1 terminator from plasmid pFA6-GFP(S65T)-HIS3MX [34]. Mutations in Ty1-H3 sequence
were introduced into pGAL1:GAGNT:GFP by PCR-amplification of Ty1 sequences from derivatives of
pJC994 containing various mutations in mini-Ty1, digestion with XhoI-BamH1, and substitution of the
resulting fragment for the XhoI-BamHI fragment of pGAL1:GAGNT:GFP.

2.5. Quantitative Transposition Frequency Assay

Plasmids pEIB and pJC994 or its mutagenized derivatives were co-transformed into strain JC5839
(MATa his3Δ1 ura3Δ0 leu2Δ0 met15Δ0 trp1::hisG spt3Δ::kanMX), a derivative of strain BY4741 [35].
Single colony isolates of each strain grown in SC-Ura-Trp 2% glucose broth at 30 ◦C for 2 days
were pelleted and resuspended in 5 volumes of SC-Ura-Trp 2% galactose, 2% raffinose broth. Each
culture was divided into seven 1-mL cultures, which were grown at 20 ◦C. After 48 h, 1 mL of YEPD
broth was added to each culture, which was incubated at 20 ◦C for 18 h. A 1 μL aliquot of each
culture was removed, and dilutions were plated onto YEPD agar to determine the total number of
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colony forming units. Aliquots of the remaining culture were plated onto SC-His 2% glucose agar.
The retrotransposition frequency for each culture is the number of His+ prototrophs divided by the
total number of colony forming units in the same volume of culture. The median retrotransposition
frequency among the seven biological replicates was determined, and the 95% confidence interval
was calculated.

2.6. Northern Analysis

Single colony isolates of each strain were grown in SC-Ura-Trp 2% glucose broth at 30 ◦C. Cells
were pelleted, washed in water, and resuspended in SC-Ura-Trp 2% galactose 2% raffinose broth at an
OD600 of 0.05 and grown for 20–24 h at 20 ◦C to an OD600 of 0.4. Cells were pelleted and washed in
water, and cell pellets were frozen at −80 ◦C. RNA was extracted from cell pellets thawed on ice for
30 min using the MasterPure (Epicentre, Madison, WI, USA) kit. A 10 μg sample of total RNA and an
equal volume of Ambion NorthernMax glyoxal loading buffer (Thermo Fisher Scientific, MA, USA)
was incubated for 30 min at 50 ◦C. Samples were fractionated on a 1% agarose gel in 10 mM NaPO4,
pH 6.5 at 100 V for 2.5 h. RNA was transferred to a Hybond-XL (GE Healthcare, Troy, NY, USA)
membrane using alkaline transfer conditions for 3 h, and then crosslinked to the membrane using
a Spectrolinker (Spectronics Corporation, Westbury, NY, USA) set to “optimal”. In vitro transcribed
RNA probes were synthesized using SP6 or T7 polymerase in conjunction with 32P-rCTP. Antisense Ty1
RNA (nucleotides 815–2173) transcribed from plasmid pGEM-TyA1 [36] was used to specifically detect
helper-Ty1 RNA, sense-strand HIS3 transcript from plasmid pGEM-HIS3 [36] detected mini-Ty1his3AI
RNA, and an antisense 18S rRNA transcript from plasmid pBDG512 [37] detected 18S rRNA. Probes
were incubated sequentially in NorthernMax hybridization buffer (Ambion). After washing, blots
were exposed to phosphor screens and scanned using a Typhoon phosphorimager (GE Healthcare).
Images were quantitated using ImageQuant software (GE Healthcare) by normalizing to the 18S rRNA
signal. Blots were stripped in boiling 0.1% SDS, rinsed and stored in 5× SSC before reprobing.

2.7. GFP Activity

Plasmid pGAL1:GAGNT:GFP, derivatives bearing nucleotide substitutions and vector pRS415
were transformed into the spt3Δ::kanMX derivative of strain BY4741 [35]. Two transformants of each
plasmid were grown in SC-Leu 2% glucose overnight at 30 ◦C. Cells were spun down, and pellets
resuspended in an equal volume of SC-Leu 2% raffinose 2% sucrose. A 1:20 dilution in SC-Leu 2%
raffinose 2% sucrose broth was grown overnight at 20 ◦C. Cultures were diluted to an OD600 of 0.2 and
grown for 3 h at 20 ◦C. Galactose (2% final) was added and cultures were incubated for 2.5 h at 20 ◦C.
A 1 mL aliquot of each culture was spun down at 1000× g for 10 min. The medium was aspirated
and cell pellets were resuspended in 500 μL sterile water. The geometric mean of the GFP activity in
10,000 cells was quantified by flow cytometry using a FACSCalibur (Becton, Dickinson and Company,
Franklin Lakes, NJ, USA), and the average of the geometric mean of GFP activity in the two biological
replicates of each strain was determined.

3. Results

3.1. Secondary Structure Model of Ty1 RNA TIPIRT Domain

The goal of this study was to identify RNA secondary structures and motifs within the Ty1
TIPIRT domain that are involved in RNA dimerization and packaging into VLPs. To begin, a secondary
structure model of the Ty1 RNA leader sequences was developed using average SHAPE reactivities and
the ShapeKnots algorithm [30]. SHAPE analysis involves treating a folded RNA with an electrophilic
agent that forms 2′-O-ester adducts with reactive nucleotides in RNA. The SHAPE reactivity of each
nucleotide is inversely correlated to the contribution of that nucleotide to base-pairing or tertiary
interactions. Adduct formation on each nucleotide is measured as the degree of impediment to primer
extension by reverse transcriptase. The ShapeKnots algorithm [30] combines a pseudoknot discovery

18



algorithm with one that reconciles experimental SHAPE reactivities with traditional free energy rules
to obtain a structure that is maximally compatible with the experimental data.

An in vitro transcript corresponding to nucleotides 1–513 of Ty1-H3 RNA, which encompasses the
Ty1 TIPIRT domain, plus a 27-nucleotide tag was subject to SHAPE analysis (Figure 1). The transcript
was folded in 100 mM KCl and 6.7 mM MgCl2 and then treated with N-methylisotoic anhydride
(NMIA), which forms 2′-O-ester adducts with reactive nucleotides. The reaction was performed
under conditions that promote the formation of a single adduct per RNA molecule. The reactivity of
individual nucleotides was determined by reverse transcriptase-mediated primer extension analysis
of the transcript that was treated with NMIA or, as a control, untreated. Extension reactions were
performed using a fluorescently labeled primer hybridized to the 27-nucleotide tag at the 3′ end of
the transcript. The products of primer extension reactions were resolved by capillary electrophoresis.
Nucleotides modified by 2′-O-adducts were detected as stops to primer extension, resulting in a peak.
The reactivity of each nucleotide was determined by integrating individual peaks from NMIA-treated
samples. Three independent repetitions were performed and the average SHAPE reactivity at each
nucleotide was determined. The average SHAPE reactivities were used to restrain computational
predictions of secondary structure models by the ShapeKnots algorithm.

A model of the secondary structure of the Ty1 RNA TIPIRT domain annotated by the average
SHAPE reactivity of each nucleotide position is shown in Figure 2. A prominent feature of the model
is a pseudoknot formed by long-range interactions of sequences spanning the first 326 nucleotides of
Ty1 RNA, which is within the functionally defined 380-nucleotide TIPIRT domain. This pseudoknot is
similar to those predicted previously in the 5′ terminus of in vitro transcribed Ty1 RNA and in Ty1
RNA isolated from VLPs, although earlier modeling did not make use of a pseudoknot discovery
algorithm [20,21]. The pseudoknot core consists of the 7-bp S1 pairing (Figure 2, blue shading) and the
8-bp S2 pairing (Figure 2, green shading) connected by a 1-nucleotide interhelical loop (L2) (Figure 2,
yellow shading). The S1 stem of the pseudoknot, formed by pairing of the seven 5'-terminal nucleotides
of Ty1 RNA to nucleotides 264–270, has an established function during retrotransposition [19,20].
Nucleotides 255–262 interact with nucleotides 319–326 of Ty1 RNA to form the S2 pairing of the
pseudoknot (Figure 2, green shading). The S2 stem contains an additional base-pair (C255–G326) that
was not predicted in earlier models [20,21].

All but one of the nucleotides within the pseudoknot core had low reactivity with NMIA, including
the unpaired L2 nucleotide, suggesting that the pseudoknot is a thermodynamically stable tertiary
interaction within the Ty1 RNA. This conclusion is supported by the fact that other RNA structure
prediction algorithms that do not employ SHAPE data, such as pknotsRG and IPknot [38,39], also
predict a pseudoknot with identical S1 and S2 stems and L2 nucleotide in the 5′ leader of Ty1 RNA
(Figures S1 and S2).

The multibranched L1 loop (8/254) of the pseudoknot, formed by stem S1, contains three nested
stem-loops (SL1a-SL1c). The first stem-loop (13/32; SL1a) has a single bulged nucleotide and short loop
(Figure 2, pink shading). PAL1 and PAL2 sequences, which were proposed to interact intermolecularly
in the dimeric RNA of VLPs [25], are contained in the SL1a hairpin. The second stem-loop (39/204;
SL1b) is an extended domain containing two nested stem-loops. SL1b contains the sequences that pair
with tRNAi

Met and with 3′ terminal sequences of Ty1 RNA (Figure 2, black outlines) in the model of
Ty1 gRNA in virio [21]. The third (206/248; SL1c) is a stem-loop with a bulge loop and an internal
loop. L1 sequences include the entire 5′ UTR (1/53) of Ty1 RNA and the AUG codon of GAG (Figure 2,
highlighted in grey).

The L3 loop of the pseudoknot (271/318) is formed by the S2 pairing and composed almost entirely
of the low reactivity SL3a stem-loop (272/318) (Figure 2, purple shading), which has two small internal
loops. S2 and L3 are within a region of Ty1 RNA that is necessary for packaging into VLPs (238/380) [11].
Beyond the pseudoknot, the 3′ terminal region of the Ty1 in vitro transcript harbors three stem-loops,
SL4, SL5 and SL6. SL6 contains PAL3 (423/428), a putative site of Ty1 RNA dimerization in VLPs [21].
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Figure 2. SHAPE reactivities and secondary structure model of the 5′ leader of Ty1 RNA. Nucleotides
are colored according to their SHAPE reactivities, which are indicated on the color bar at the bottom
left. Regions of low reactivity have a high probability of being constrained within secondary or tertiary
structure. The AUG nucleotides shaded in grey comprise the start codon of GAG. The pseudoknot core
contains stem S1 (blue shading), loop L2 (nucleotide 263, yellow shading), and stem S2 (green shading).
Pseudoknot loops L1 (nucleotides 9–254) and L3 (nucleotides 271–318) are not shaded. The SL1a hairpin
(pink shading) and SL3a hairpin (purple shading) are indicated.

Regions of the structural model that differ from previous SHAPE analysis-derived structural
models of Ty1 RNA in virio [21] and the 5′ terminus of Ty1 RNA in vitro [20] include: (a) the presence
of the 255C-326G base-pair in the S2 pseudoknot stem, as noted above; (b) extension of the SL1a stem
by two base-pairs by inclusion of a 1-nucleotide bulge in our model; (c) the presence of a large loop
at the apex of stem-loop SL1c in our model, compared to a bulge-stem-loop structure at the apex of
SL1c in previous models; (d) extension of the SL3a stem-loop by two base-pairs by inclusion of a
1-nucleotide bulge in our model; and (e) the presence of SL4, which is not present in previous models.
As expected, no evidence of interactions seen in virio between motifs in SL1b and tRNAi

Met or between
CYC5 and CYC3 was observed because neither tRNAi

Met nor CYC3 are present in our system.
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The location of hairpin SL3a within an essential packaging domain prompted us to look for features
that could function in the formation of a Ty1 RNA kissing complex. We noticed that the ACAGAAU
(293/299) sequence in the SL3a loop is perfectly complementary to an AUUCUGU (19/25) motif in the
loop and two apical base-pairs of the SL1a stem (G-U and U-A). The tertiary structure of the pseudoknot
might allow these complementary motifs to pair intramolecularly. However, 4 of the 7 nucleotides
(296/299) in the SL3a loop are highly reactive in SHAPE analysis of RNA in vitro (Figure 2) [20]; therefore,
it is unlikely that the SL1a and SL3a motifs are base-paired in vitro. The loop of SL3a is also highly reactive
in virio [21], suggesting that the SL1a and SL3a motifs are also not base-paired in VLPs. Another intriguing
possibility is that the complementary apical motifs of SL1a and SL3a base-pair intermolecularly to form
a symmetrical Ty1 RNA kissing complex with two kissing loops (Figure 3). In vitro, where the TIPIRT
domain RNA is monomeric in the absence of Gag [17,40], and in VLPs, where the Ty1 RNA is a mature
dimer [10,21], the motif in SL3a is mostly reactive, arguing against base-pairing of the complementary
SL1a-SL3a motifs in these RNA forms. Nonetheless, pairing between the SL1a and SL3a apical motifs on
different Ty1 RNA molecules could form a transient symmetrical kissing complex that initiates packaging
of Ty1 RNA into VLPs, and then is converted to a stable dimer linkage within the mature VLP.

Figure 3. Model of a symmetrical Ty1 RNA kissing complex containing two Ty1 RNA pseudoknots
interacting via two 7-base-pair intermolecular RNA duplexes formed between apical motifs in
stem-loop SL1a (pink arc) and SL3a (orange arc). The pseudoknot stems are shaded in blue.

3.2. Conservation of Ty1 RNA TIPIRT Domain

We compared the conservation of nucleotides within the Ty1 RNA 5′ terminus to the secondary
structure model to ascertain whether there are conserved structural features that could function in cis
in retrotransposition. Because most S. cerevisiae Ty1 elements are mobile or recently mobile [41], and
therefore have a high degree of sequence identity [42,43], we also compared their sequences to that of
Ty2 elements, a closely related family of LTR-retrotransposons in S. cerevisiae. The 5′ terminal sequence
of 66 Ty1 elements and 32 Ty2 elements from a variety of laboratory, industrial and natural S. cerevisiae
strain genomes [44], as well as four Ty1 elements from other Saccharomyces species were aligned. Each
nucleotide position was assigned to one of three categories based on the degree of conservation at
that position: (1) conserved in all 102 Saccharomyces Ty1 and Ty2 elements (Figure 4, red coloring);
(2) conserved in all 66 S. cerevisiae Ty1 elements (Figure 4, purple coloring); or (3) variable among the
S. cerevisiae Ty1 elements analyzed (Figure 4, grey coloring).

The alignment indicates that nucleotides in the pseudoknot core are very highly conserved.
S1 nucleotides are invariant in all Saccharomyces Ty1 and Ty2 elements. S2 nucleotides, including C255
and G326, whose pairing is predicted uniquely in the structural model presented here, are invariant,
with the exception of three nucleotides at the base of S2. Two of these nucleotides (C262 and C320) are
substituted in a few Ty2 elements, while the third nucleotide, G319, is a U nucleotide in four of the
66 emphS. cerevisiae Ty1 elements, but is otherwise conserved. Similarly, the L2 nucleotide C263 is
substituted by an A nucleotide in three S. cerevisiae Ty1 elements. Thus, every residue of the pseudoknot
core is invariant or has limited variation, in agreement with the conclusion of Huang et al. [20].
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The entire 326-nucleotide pseudoknot domain has a high degree of conservation overall. Sequences
that are very highly conserved among S. cerevisiae Ty1 elements include those that bind tRNAi

Met

(PBS, Box 0 and Box 1; Figure 4, black outlines) and those within sequence regions that are predicted to be
base-paired, including the SL1a stem, regions of the SL1b stem such as the pairing between nucleotides
39–45 and 198–204 and the SL1c stem. While most regions that are predicted to be single stranded have
low nucleotide conservation, nucleotides 8–12, nucleotides 34–38, nucleotides 63–69, and the SL3a loop
are conserved. The SL1a loop is conserved in S. cerevisiae Ty1 elements but not in Ty2 elements. Within
the 53-nucleotide 5′ UTR, 34 nucleotides (64%) are invariant amongst all 102 Saccharomyces Ty1 and Ty2
elements analyzed, while 44 nucleotides (83%) are conserved among 66 S. cerevisiae Ty1 elements.

Figure 4. Relative evolutionary conservation of each nucleotide overlayed on the secondary structure
model of the 5′ leader of Ty1 RNA. The color of each RNA base indicates its degree among conservation
among 102 Ty1 and Ty2 elements from the genus Saccharomyces. Categories of conservation are as
follows: red, 100% conserved among 102 Ty1 and Ty2 elements in the genus Saccharomyces; purple, 100%
conserved in 66 Saccharomyces cerevisiae Ty1 elements; grey, not 100% conserved in either set.

3.3. Requirement for Pseudoknot Stems S1 and S2 in Retrotransposition

To identify the role of Ty1 RNA secondary structures in retrotransposition, we used an established
helper-Ty1/mini-Ty1 assay in which two defective but complementing Ty1 elements are co-expressed,
each from a plasmid-based GAL1 promoter (Figure 5) [11]. The helper-Ty1 element encodes functional
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Gag and Gag-Pol proteins, and its RNA is packaged in VLPs but cannot be used in reverse transcription
because it harbors silent substitutions in the PBS and lacks the 3′ polypurine tract and LTR [11].
The mini-Ty1his3AI element has an internal deletion of most of the GAG ORF and the entire POL ORF;
nonetheless, 5′ leader sequences corresponding to nucleotides 1–575 of Ty1 RNA as well as the last
357 nucleotides of Ty1, including the 3′ polypurine tract and LTR, are retained. Together, these regions
are sufficient for mini-Ty1 RNA to be used as a template for retrotransposition when Ty1 proteins are
supplied in trans. Mini-Ty1his3AI also carries the his3AI retrotransposition indicator gene, which allows
cells harboring transposed reverse transcripts to be detected as His+ prototrophs [45]. The plasmids
were expressed in an spt3Δ strain, which lacks expression of endogenous Ty1 RNA. The median
retrotransposition frequency in the strain co-expressing the mini-Ty1his3AI with wild-type sequences
and the helper-Ty1 was 1.82 × 10−6. The frequency of His+ prototrophs in the absence of helper-Ty1
was 1.8% of that in its presence. This background of His+ prototrophs may be due to a low frequency of
recombination events that introduces full-length genomic Ty1 sequences into the mini-Ty1his3AI plasmid.

Figure 5. Assay for helper-mediated retrotransposition of mini-Ty1his3AI. A complete Ty1 element is
shown at the top for reference. The mini-Ty1his3AI element and helper-Ty1 element are each expressed
from the GAL1 promoter (labeled rectangle), which is fused to the transcription start site of Ty1-H3 at
the first nucleotide of the R domain in the 5′ LTR. GAL1:mini-Ty1his3AI is carried on a URA3-based
plasmid and GAL1:helper-Ty1 is contained on a TRP1-based plasmid (not illustrated). The elements are
co-expressed in an spt3Δ strain lacking endogenous Ty1 element transcription. The internally deleted
mini-Ty1his3AI element contains 5′ sequences corresponding to nucleotides 1–575 of Ty1 RNA, as well as
the last 357 nucleotides of Ty1, including the 3′ polypurine tract (not illustrated) and 3′ LTR. The his3AI
retrotransposition indicator gene, consisting of the HIS3 marker gene interrupted by an antisense intron
(boxed arrowhead), is inserted in the mini-Ty1 between the 5′ leader and 3′ LTR. The direction of
mini-Ty1his3AI transcription from the GAL1 promoter (denoted by the arrow atop the GAL1 rectangle) is
opposite to the direction of his3AI transcription (denoted by an arrow atop the HIS3 rectangle), so the
intron is only be spliced from the Ty1his3AI transcript. The helper-Ty1 element carries functional GAG and
POL ORFs, but the polypurine tract and 3′ LTR are deleted. In addition, silent nucleotide substitutions in
the PBS (denoted by a white rectangle marked with an “X”) block the binding of tRNAi

Met. Splicing is
illustrated by removal of the boxed arrowhead representing the intron from the rectangle that denotes
the HIS3 gene. Gag and Gag-Pol proteins translated from the helper-Ty1 RNA form VLPs that package
the spliced mini-Ty1HIS3 RNA, which is reverse transcribed to form Ty1HIS3 cDNA. Integration of the
cDNA into the host genome allows the cell to be detected as a His+ prototroph.
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Mutations were introduced into structural elements of the TIPIRT domain of the mini-Ty1his3AI
plasmid. All mutations and compensatory mutations introduced into GAG maintained an open
reading frame but not necessarily the amino acid sequence of the truncated Gag product. An UC264AG
substitution that disrupts S1 complementarity in mini-Ty1his3AI RNA reduced helper-Ty1 mediated
retrotransposition to 4% of that of the mini-Ty1his3AI with wild-type sequence (Figure 6, M1).
A compensatory mutation that reestablishes S1 complementarity restored retrotransposition to
levels equivalent to the wild-type mini-Ty1his3AI (Figure 6, CM1). Similar results were obtained
with the identical substitutions in a previous study [20]; therefore, these findings validate the
helper-Ty1/mini-Ty1 assay and confirm the role of the S1 pairing in retrotransposition [11,19].

Figure 6. Retrotransposition of mini-Ty1his3AI elements with mutations in the Ty1 pseudoknot core. The
schematic (top left) shows the secondary structure of the Ty1 pseudoknot core and portions of the L1 and L3
loops. Blue shading, stem S1; yellow shading, loop L2; green shading, stem S2; pink shading, SL1a hairpin,
a segment of the L1 loop; orange shading, SL3a hairpin, a portion of the L3 loop. Dotted lines represent
bases in loops L1 and L3 that are not shown. Labeled, boxed schematics show the nucleotide substitutions
or additions in each mutant mini-Ty1his3AI element analyzed. Black letters represent wild-type nucleotides;
red letters represent nucleotide substitutions or additions; and green letters represent compensatory
substitutions that restore base-pairing with nucleotide substitutions. The percentage below each box is
the median frequency of helper-mediated retrotransposition of the mini-Ty1his3AI bearing the indicated
mutation divided by the median helper-mediated retrotransposition frequency of the mini-Ty1his3AI
element with wild-type Ty1-H3 sequence, +/− the 95% confidence interval.

We analyzed the requirement for pseudoknot stem S2 by introducing double and triple nucleotide
substitutions that disrupt S2 complementarity. These mutations reduced retrotransposition to 2–12%
of that of the wild-type mini-Ty1his3AI (Figure 6, M4, M5 and M6). Even the single C320U substitution,
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which is predicted to change a G-C base-pair to a G-U base-pair, reduced retrotransposition to 6% of
wild-type activity (Figure 6, M7). Reestablishing S2 complementarity in the mutants harboring
double and triple nucleotide substitutions by introduction of compensatory mutations restored
retrotransposition up to 31–57% of the wild-type mini-Ty1his3AI (Figure 6, CM4, CM5 and CM6).
Compensatory mutations may not fully reconstitute the activity of the wild-type mini-Ty1his3AI
because the base composition of S2 or ensemble folding of mini-Ty1his3AI RNA is altered. Together,
these data suggest that the S2 stem of the pseudoknot is as critical for retrotransposition as the S1 stem.

Many pseudoknots have 0 to 1-nucleotide interhelical loops that promote a stable pseudoknot
conformation in which individual stems stack coaxially [46]. It has been suggested that S1 and S2 of
the TIPIRT domain pseudoknot stack coaxially [20,21], even though the unreactive L2 nucleotide can be
substituted without major effects on pseudoknot structure or function [20]. To determine the consequences
of disrupting the potential for coaxial stacking of the pseudoknot stems, we increased the length of L2
from one to four nucleotides by addition of a GCG triplet (Figure 6, M3). This mutation had no effect on
retrotransposition of mini-Ty1his3AI. We also confirmed that the C236G substitution of the L2 nucleotide
reduced retrotransposition only modestly (50%) (Figure 6, M2). In summary, our data demonstrate that
neither the length nor composition of L2 is a major determinant of pseudoknot conformation; therefore,
coaxial stacking of S1 and S2 is not likely to be necessary for pseudoknot function.

3.4. Requirement for Complementary Motifs in SL1a and SL3a Hairpins in Retrotransposition

The SL3a hairpin (272/318) is in a region of the TIPIRT domain that contains essential Ty1 RNA
packaging sequences [11]. The ACAGAAU (293/299) motif in the loop of SL3a is complementary to the
AUUCUGU motif (19/25) encompassing the 3-nucleotide loop and first two base-pairs of the SL1a stem
(Figure 7). Except for 1 nucleotide (G296) in SL3a, both sequences are invariant in S. cerevisiae Ty1 elements.
Therefore, we hypothesized that intermolecular “kissing loop” interactions between the complementary
sequences in SL1a and SL3a (Figure 3) could initiate dimerization of Ty1 RNA. To determine whether
these complementary motifs are individually required for retrotransposition, we substituted UCUCUAA
for ACAGAAU (293/299) in the SL3a loop, which reduced helper-Ty1-mediated mini-Ty1his3AI
retrotransposition to 7% of wild-type activity (Figure 7, M13). Substitution of UUAGAGA for AUUCUGU
(19/25) in SL1a reduced retrotransposition to 8% (Figure 7, M9). Both the AUUCUGU19UUAGAGA
mutant and wild-type RNA have an A-U and G-U base-pair at the apex of the SL1a stem; thus, the
retrotransposition defect of the AUUCUGU19UUAGAGA mutant is probably not due to disruption of
the SL1a stem. Instead our findings indicate that complementary motifs in SL1a and SL3a are required
in cis in Ty1 retrotransposition.

To determine whether reestablishing complementarity between apical sequences of the SL1a and
SL3a hairpins restores retrotransposition, both AUUCUGU19UUAGAGA and ACAGAAU293UCUCUAA
were introduced into a single mini-Ty1his3AI element. This double mutant transposed at 15% of the
frequency of the wild-type mini-Ty1his3AI and about 2-fold more often than either single mutant (Figure 7,
CM9/13). Partial restoration of retrotransposition rather than an additive decrease in retrotransposition
in the SL1a-SL3a double mutant suggests that base-pairing between complementary apical sequences of
SL1a and SL3a promotes retrotransposition. Restoration of retrotransposition is not as strong as that seen
with other compensatory mutations in stem S1 or S2 of the pseudoknot, but such a difference is expected
if the SL1a-SL3a interaction is intermolecular, as opposed to the intramolecular interactions that form
stem S1 and S2. This is because a mini-Ty1 RNA bearing both SL1a and SL3a mutations would only be
able to form a kissing complex with another mutant mini-Ty1 RNA and not with the wild-type helper-Ty1
RNA, and therefore the pool of kissing complexes that could be packaged into VLPs would be reduced.
However, these data alone cannot differentiate between an intramolecular or intermolecular interaction
between of the SL3a loop and complementary sequences in the SL1a stem-loop.
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Figure 7. Retrotransposition of mini-Ty1his3AI elements with mutations in stem-loops SL1a and
SL3a. The schematic (top) shows the secondary structure of the Ty1 pseudoknot core and loops L1,
L2 and L3, with the SL1a hairpin (pink shading) and SL3a hairpin (purple shading) highlighted.
A second schematic (second from top, left) shows the proposed kissing loop interaction between
the seven apical nucleotides of hairpin SL1a (pink shading) and seven apical sequences of the SL3a
hairpin. Labeled, boxed schematics show the nucleotide substitutions or additions in each mutant
mini-Ty1his3AI element analyzed. Black letters indicate wild-type sequence; red letters indicated
nucleotide substitutions or additions; and green letters indicate compensatory substitutions that are
predicted to restore base-pairing with nucleotide substitutions. The percentage below each box is the
median frequency of helper-mediated retrotransposition of each mini-Ty1his3AI bearing the indicated
mutation divided by the median helper-mediated retrotransposition frequency of the mini-Ty1his3AI
element with wild-type Ty1-H3 sequence, +/− the 95% confidence interval.

To examine the role of the SL3a bulged stem in retrotransposition, we introduced double mutations
near the base and the loop of the SL3a stem. Nucleotides C324 and A325, and the bases with which they
are predicted to pair (275/276) are invariant among Ty1 and Ty2 elements; however, disruption of this
pairing caused only a minor decrease in retrotransposition (Figure 7, M11). Similarly, a two-nucleotide
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substitution of CA for GG (301/302) near the SL3a loop also resulted in a minor retrotransposition
defect (Figure 7, M10). In contrast, substitution of six nucleotides within the bulged stem of SL3a
strongly decreased retrotransposition (Figure 7, M12).

Sequences that comprise the SL1a stem-loop are mostly conserved, particularly in S. cerevisiae Ty1
elements, despite the fact that this region is non-coding. A 7-nucleotide substitution that completely
disrupts pairing in the S1 stem strongly reduced retrotransposition (Figure 7, M8). Mini-Ty1his3AI RNA
with a two-nucleotide substitution in the SL1a stem could not be co-transformed with helper-Ty1 into
the same yeast strain, even though several transformation strategies were attempted. In summary, major
nucleotide substitutions in the stems of SL1a and SL3a hairpins strongly decreased retrotransposition, but
it remains to be determined whether the secondary structure of the stems is the critical feature required.

3.5. Role for the S2 Stem and SL1a-SL3a Kissing Loops in Ty1 RNA Stability

Because the S2 stem and SL3a hairpin overlap with a region required for Ty1 RNA packaging,
mutations in the S2 stem and SL3a loop, as well as apical mutations in the SL1a hairpin hypothesized
to interact with SL3a, might inhibit retrotransposition by blocking packaging of Ty1 RNA. To explore
this possibility, we first determined whether mutations in stem S2 and hairpins SL1a and SL3a affect
RNA stability. The level of transcript from wild-type and mutant pGAL1:mini-Ty1his3AI elements was
monitored by northern analysis using a probe specific to his3AI. Helper-Ty1 RNA was also quantitated
using a probe in the Ty1 POL region; a discrete band of ~5.5 kb was detected despite the absence of
the termination signal in the 3′ LTR. Strains were induced by growth in galactose for 24 h at 20 ◦C to
mimic the conditions used in the retrotransposition assay. Levels of mini-Ty1his3AI RNA in the presence
and absence of helper-Ty1 RNA were equivalent (Figure 8A, compare WT lanes plus (+) and minus (−)
helper-Ty1), demonstrating that packaging of mini-Ty1his3AI RNA is not required for stability. The level
of mini-Ty1his3AI RNA with a UC264AG mutation in pseudoknot stem S1 was decreased about 2-fold
(Figure 8A, M1). This result is consistent with previous analyses of this and other stem S1 mutations
in a full-length pGAL1:Ty1his3AI element in the absence of helper-Ty1 [20]. Thus, disruption of stem
S1 minimally affects Ty1 RNA stability. In contrast, mini-Ty1his3AI RNA bearing the AUG321GCU
mutation in stem S2 was undetectable (Figure 8A, M5). Surprisingly, helper-Ty1 RNA was also absent,
indicating that expressing mini-Ty1his3AI RNA with the AUG321GCU mutation destabilizes helper-Ty1
RNA in trans. Mini-Ty1his3AI RNA with double compensatory mutations AUG321GCU/CAU258AGC
was also present at very low levels, but the level of helper-Ty1 RNA in this strain was completely restored
(Figure 8A, CM5). These findings support the idea that base-pairing of stem S2 is necessary for mini-Ty1
RNA and helper-Ty1 RNA stability. Instability of the AUG321GCU/CAU258AGC mini-Ty1 RNA was
unexpected, because this compensatory mutant transposes at 47% of the frequency of the wild-type
mini-Ty1his3AI. A possible explanation for this inconsistency is that two temporally or structurally
distinct pools of the AUG321GCU/CAU258AGC mutant exist, one that is successfully packaged into
VLPs and is used in retrotransposition, and another that is degraded.

To explore this possibility, we used a second, more sensitive approach to measure mini-Ty1 RNA
levels, this time in the absence of helper-Ty1. The Ty1 sequences from each pGAL1:mini-Ty1his3AI
plasmid was subcloned into an expression plasmid, creating an in-frame fusion of the 5′ UTR and first
522 nucleotides of GAG to the GFP ORF (GagNT:GFP). The pGAL1:mini-Ty1(GagNT:GFP) plasmids
were introduced into the spt3Δ strain, and expression was induced for 2.5 h in galactose at 20 ◦C.
The mean GFP activity in 10,000 cells bearing a plasmid with wild-type or mutant Ty1 sequences was
measured by flow cytometry to monitor the presence of Ty1 RNA after a brief galactose-induction
(Figure 8B). The GFP activities in isolates with plasmid pGAL1:mini-Ty1(GagNT:GFP) containing the
UC264AG mutation or the UC264AG/GA6UC compensatory mutation in stem S1 were comparable
to that of the plasmid with wild-type Ty1 sequence (Figure 8B, compare M1 and CM1 to WT),
supporting the idea that mutations in pseudoknot stem S1 minimally destabilize Ty1 RNA [20].
A single nucleotide substitution at the base of stem S2, which changes a GC pair to a GU pair
and decreases retrotransposition to 6% of wild-type also had no significant effect on GFP levels
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(Figure 8B, M7). However, two triple mutations that disrupt pseudoknot stem S2, AUG321GCU and
AUG324GCU, yielded GFP activities that were not detectable above the background fluorescence
in a strain without GFP (Figure 8B, compare M4 and M5 to empty vector). These results mirror
those seen for the AUG321GCU mutant (M5) in northern analysis and imply that disrupting stem S2
substantially destabilizes Ty1 RNA. In contrast, GagNT:GFP levels were restored to 100% or more of
wild-type levels in strains carrying the double compensatory mutants, AUG321GCU/CAU258AGC or
AUG324GCU/CAU255AGC in stem S2 (Figure 8B, CM4 and CM5). The AUG324GCU/CAU255AGC
mutant RNA may be unstable when assayed by northern analysis (Figure 8A, CM5), but able to
express GagNT:GFP because of a temporal lag between synthesis and degradation of the RNA,
which is sufficient to allow AUG324GCU/CAU255AGC mutant RNA to be packaged and used
for retrotransposition. Alternatively, it is possible that co-expression of helper-Ty1 is necessary for
instability of the AUG321GCU/CAU258AGC mutant. Overall, these data suggest that disruption of
the S2 stem results in rapid degradation of the mini-Ty1 RNA and promotes degradation of helper-Ty1
RNA in trans.

Figure 8. Levels of mini-Ty1his3AI RNA bearing different mutations and helper-Ty1 RNA. (A) Northern
blot analysis of strains carrying the pGAL1:mini-Ty1his3AI plasmid harboring wild-type Ty1
sequences (WT) or mutant Ty1 sequences and the pGAL1:helper-Ty1 induced for 24 hours in
galactose-containing medium. The presence or absence of the pGAL1:helper-Ty1 plasmid is indicated
by + and – symbols, respectively, above the blot. Labels for mutations correspond to those in Figures 6
and 7; (B) Measurement of the median GFP activity in 10,000 cells of two different transformants of
each pGAL1:GAGNT:GFP plasmid containing wild type Ty1 TIPIRT domain sequences or derivatives
with mutations named as in Figures 6 and 7. Strains were induced in galactose-containing medium for
2.5 h. Error bars are the standard deviation of the median GFP activity in each of two transformants.
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Northern blot analysis also revealed that levels of the mini-Ty1his3AI RNA and the helper-Ty1 RNA
were reduced ten-fold or more in mutants carrying the AUUCUGU19UUAGAGA substitutions at the
apex of hairpin SL1a or the ACAGAAU293UCUCUAA substitutions in the SL3a loop of mini-Ty1 RNA
(Figure 8A, M9 and M13). Moreover, levels of both the mini-Ty1his3AI and helper-Ty1 RNA were rescued
in the compensatory mutant with restored SL1a/SL3a complementarity (Figure 8A, CM9/13). The
ACAGAAU293UCUCUAA substitutions in SL3a also resulted in very low GFP activity in the GagNT:GFP
assay; however, the AUUCUGU19UUAGAGA mutation in SL1a resulted in nearly wild-type levels of GFP
activity (Figure 8B, M9 and M13). Interestingly, a 7-nucleotide substitution that disrupts the stem of hairpin
SL1a also yielded GagNT:GFP activity that was similar to that of the wild-type plasmid (Figure 8B, M8).
The GagNT:GFP activity of the AUUCUGU19UUAGAGA/ACAGAAU293UCUCUAA compensatory
mutant is also similar to that of wild-type, suggesting that instability of the ACAGAAU293UCUCUAA
mutation in SL3a is rescued by the compensatory mutation in SL1a (Figure 8B, CM9/13). Together,
these findings suggest that the apices of SL1a and SL3a hairpins interact via 7 nucleotides of
complementarity, and that lack of complementarity destabilizes Ty1 RNA in cis and in trans.
Comparison of the northern and GFP assay results suggest that RNA with mutations in SL1a may be
degraded more slowly than those in the SL3a loop or only degraded in the presence of the helper-Ty1.
Overall, these data suggest that the S2 stem and kissing loop interactions between SL1a and SL3a may
promote an intermolecular interaction between Ty1 RNAs, and that a symmetrical kissing complex
with two SL1a-SL3a duplexes may be optimal for Ty1 RNA stability, particularly in the presence of
Gag protein.

4. Discussion

This study reveals the conservation of sequence motifs and structural elements within the
long-range pseudoknot in the TIPIRT domain of Ty1 RNA and describes novel functions for elements
within the pseudoknot. We show that the pseudoknot stems can be separated by four nucleotides
with no effect on retrotransposition and that mutations that disrupt pseudoknot stem S2 give rise to
RNA instability phenotypes that are distinct from phenotypes that result from S1 mutations [19,20].
A major new finding of this work is that mutations that disrupt the S2 stem of the RNA pseudoknot or
complementarity between apical sequences of a hairpin in pseudoknot loop L1 (SL1a) and a hairpin that
comprises most of pseudoknot loop L3 (SL3a) not only inhibit retrotransposition but also destabilize
mini-Ty1 RNA in cis and helper-Ty1 RNA in trans. Moreover, compensatory mutations that restore
pairing in stem S2 or complementarity between SL1a and SL3a apices alleviate Ty1 RNA degradation in
cis and in trans and suppress the retrotransposition defect of single mutants. Based on these findings, we
propose a model in which two intermolecular interactions between complementary apical sequences
in SL1a and SL3a form a symmetrical kissing complex (Figure 3), and that this kissing complex initiates
Ty1 RNA dimerization and packaging. Furthermore, we propose that formation of only a single
intermolecular SL1a-SL3a kissing loop targets both interacting RNAs for degradation. This model
explains the phenotypes of apical SL1a and SL3a hairpin mutants and mutants with substitutions
in the pseudoknot S1 and S2 stems as follows. When the mini-Ty1 with wild-type sequences is
expressed, both homogeneous kissing complexes containing two mini-Ty1 or two helper-Ty1 RNAs and
heterogenous kissing complexes with one mini-Ty1 RNA and one helper-Ty1 RNA are expected to form,
since helper-Ty1 RNA has wild-type SL1a and SL3a sequences and can be packaged into VLPs [11].
We propose that mini-Ty1 mutants with nucleotide substitutions in complementary sequences of
either SL1a or SL3a would not be able to form homogeneous mini-Ty1 RNA kissing complexes, and
heterogeneous mini-Ty1/helper-Ty1 RNA kissing complexes would have only a single kissing loop,
thereby targeting both RNAs for degradation. In the mini-Ty1 RNA with restored complementarity
between SL1a and SL3a hairpins, both types of homogeneous kissing complexes could form, but
heterogeneous mini-Ty1/helper-Ty1 RNA complexes could not form, even with a single kissing
loop, and therefore we propose that neither mini-Ty1 nor helper-Ty1 RNA would be targeted for
degradation. The fact that only homogeneous mini-Ty1 RNA kissing complexes would result in
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retrotransposition events could explain why the compensatory SL1a-SL3a mutant retrotransposes at a
much lower frequency than the wild-type mini-Ty1, which can form both homogeneous mini-Ty1 RNA
and heterogeneous mini-Ty1/helper-Ty1 RNA kissing complexes that lead to retrotransposition. In the
case of the S2 stem, nucleotide substitutions that disrupt base-pairing may block formation of the SL3a
stem-loop, as SL3a encompasses all but one nucleotide of the L3 loop between S1 and S2. Indeed, the
SL3a hairpin is not present in a 1482 nt in vitro Ty1 transcript that lacks a pseudoknot [21]. One possible
interpretation of these data is that the S2 stem is required for SL3a to form. In contrast, the SL1a
stem-loop is predicted to form in the absence of a pseudoknot [21]. Therefore, it is possible that
mini-Ty1 RNA with mutations that disrupt S2 do not form homogenous mini-Ty1 kissing complexes
but instead form heterogeneous mini-Ty1/helper-Ty1 RNA complexes with one kissing loop, targeting
both RNAs for degradation. Compensatory mutations that restore complementarity in the S2 stem
would allow both SL1a and SL3a hairpins to form, allowing both heterogeneous and homogeneous
complexes with two kissing loops to form. Although steady-state levels of RNA from a compensatory
mutant in S2 are low, the RNA is stable long enough to express wild-type GFP levels in the GagNT:GFP
assay, and, more importantly, the corresponding element is transpositionally active, indicating that
at least some mini-Ty1 RNA survives packaging and functions as a template for retrotransposition.
Finally, mutations in the S1 stem would not cause degradation of mini-Ty1 RNA despite the fact that
the pseudoknot cannot form because neither the SL1a hairpin nor the SL3a hairpin depends on S1
stem formation [21]. Thus, S1 stem mutants could interact heterogeneously and homogeneously with
two kissing loops, but retrotransposition would be blocked by a failure of reverse transcription to
occur [20,21].

Notably, the complementary 7-nucleotide motifs in SL1a and SL3a are completely conserved
within S. cerevisiae Ty1 except for one nucleotide (G296) in the SL3a loop; however, nucleotides 19–25
in SL1a are not conserved in Ty2 elements. Thus, if our model for the initial dimerization of Ty1 RNA
is correct, the divergence between Ty1 and Ty2 RNA sequences in SL1a and SL3a could impede the
packaging of Ty1 and Ty2 RNAs together in the same VLP where template switching during reverse
transcription could create chimeric elements. Therefore, failure to form Ty1/Ty2 RNA dimers could
explain how these elements are maintained as distinct families.

It is important to note that the data presented do not include physical evidence that the SL1a
and SL3a hairpins interact intermolecularly. Nonetheless, we have shown that substitutions in the
SL1a or SL3a apical motifs of mini-Ty1 destabilize helper-Ty1 in trans, and importantly, introduction of
the corresponding co-varying substitutions in the mini-Ty1 RNA SL3a or SL1a motifs, respectively,
complement the RNA instability defect of helper-Ty1 RNA in trans. Trans-complementation of the
helper-Ty1 defect provides direct genetic evidence of an intermolecular interaction that has not been
observed in monomeric Ty1 RNA or in dimeric packaged Ty1 RNA, suggesting that this essential
interaction could occur within the transient Ty1 RNA kissing complex. Formally, it is also possible
that intramolecular pairing between complementary SL1a and SL3a motifs enhances kissing complex
formation, perhaps by promoting an RNA tertiary structure that is necessary for an intermolecular
interaction between unidentified regions of the Ty1 TIPIRT domain. Although beyond the scope of
this study, many aspects of the model we have proposed might be tested using the in vitro RNA
dimerization assay of Cristofari et al. [17], as the RNAs bearing SL1a and SL3a mutations may be stable
in vitro.

Retroviral RNAs typically form dimers that are packaged into nascent virions via one or two
kissing loop interactions; the resulting kissing complex is converted to a stable dimer during proteolytic
maturation of the viral particle [47]. Consistent with retroviral RNAs, Ty1 elements bearing a mutation
that blocks proteolytic processing of Gag form dimers, but they are less stable than those formed in
wild-type VLPs [10]. These findings suggest that the Ty1 RNA dimer also exists in two forms: an initial
kissing complex that is recognized for packaging by the immature Gag protein and a mature dimer
that is stabilized during proteolytic maturation of the VLP. Based on these findings, we suggest that
two RNA duplexes formed between the complementary 7-nucleotide motifs in SL1a and SL3a result in
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formation of the initial kissing complex that undergoes a structural transition to the mature form of the
Ty1 RNA dimer, which may no longer contain SL1a–SL3a duplexes. Purzyka et al. [25] have proposed
that the dimer within VLPs contains interactions between the self-complementary PAL1 and PAL2
sequences within the SL1a stem, as well as a second interaction between PAL3 sequences, which are
downstream of the pseudoknot in an area not strictly required for packaging. A possible mechanism
that might explain the structural transition between SL1a-SL3a duplexes in the kissing complex and
PAL1 and PAL2 duplexes in the mature dimer is that the melting of the first two base-pairs of the SL1a
stem by SL1a-SL3a duplex formation could destabilize pairing in the rest of the SL1a stem. Melting
of the SL1a stem would expose four of the six PAL1 and PAL2 nucleotides on each strand for duplex
formation, and these partial PAL1 and PAL2 duplexes could then be extended by melting the remaining
two base-pairs that are interacting with SL3a sequences.

Is Gag involved in the formation of the Ty1 kissing complex in vivo? Our data suggest that
packaging of Ty1 RNA is not required for its stability, since the truncated Gag protein encoded
by mini-Ty1 cannot form VLPs [48], yet mini-Ty1 RNA expressed in the absence of Gag from
endogenous or helper-Ty1 elements is as stable as in its presence. This conclusion contrasts with
that of Checkley et al. [49], who showed that Gag supplied in trans enhances the stability of a Ty1
RNA containing a premature stop codon adjacent to the start codon, rendering it untranslatable.
It seems likely that our differing conclusions stem from the use of different Ty1 RNAs (mini-Ty1
versus untranslatable Ty1 RNA). In our system, it is possible that mini-Ty1 RNA molecules interact
intermolecularly via two SL1a-SL3a duplexes in the absence of Gag, and this could stabilize the RNA.
This would explain why mutations in the SL3a loop and S2 stem are unstable in the absence of Gag
(Figure 8B). Notably, retroviral dimer initiation sites interact in vitro in the absence of Gag, and it
has been argued that kissing interactions of retroviral RNA precede packaging [47,50]. However,
dimerization of mini-Ty1 RNA in vitro is not detected in the absence of Gag or a C-terminal fragment
of Gag harboring the nucleocapsid domain [17,40]. These findings are consistent with an alternative
model in which kissing complex formation in vivo requires Gag binding. In this model, mini-Ty1 RNA
would be stable either when kissing complexes do not form in the absence of Gag or when symmetrical
kissing complexes form in the presence of Gag, but not when asymmetrical kissing complexes with
one SL1a-SL3a duplex form. Notably, many of the mutants analyzed in the pseudoknot core and
SL1a stem-loop are in Ty1 RNA sequences that are bound by Gag or the nucleocapsid domain [21,40],
suggesting that altered binding of Gag to asymmetrical kissing complexes could be a contributing
factor in the degradation of Ty1 RNA in cis and in trans.

Several lines of evidence confirm the conclusion that the Ty1 pseudoknot forms both in vitro in
truncated Ty1 RNA leader sequences and in vivo in mini- and full-length Ty1 RNA and is biologically
relevant [20,21]. First, the pseudoknot is predicted by several RNA structure prediction algorithms,
even in the absence of constraints imposed by SHAPE reactivities, suggesting it is thermodynamically
stable. Second, the core of the pseudoknot is almost completely unreactive, which suggests that both
stems of the pseudoknot are base-paired within the same molecule of RNA. Third, both pseudoknot
stems are required for efficient retrotransposition of Ty1 RNA in vivo [20]. While the findings suggest
that the pseudoknot forms in vivo, they do not rule out the possibility that the individual stems form
at different times and act at different steps in retrotransposition. For example, the L1 loop and S1
stem of the pseudoknot include all the 5′ sequences known to be required for initiation of reverse
transcription [19,20], while the S2 stem and L3 loop coincide with an essential packaging region [11].
While the SL1a stem within the L1 loop has also been proposed to play a role in packaging, this
stem-loop likely forms in the absence of the SL1 stem or pseudoknot [21]. In contrast, stem-loop SL3a
does not form in the absence of the pseudoknot [21], and our data clearly suggest that the S2 pairing,
like the SL3a kissing motif, is required for Ty1 RNA stability (Figure 8). A role for the individual
pseudoknot stems in demarcating and stabilizing two separate structural domains is appealing because
of the overlap between structurally and functionally defined domains that has been revealed in this
and previous studies [11,19–21]. Formation of the pseudoknot versus formation of only the S1 stem
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or the S2 stem are not mutually exclusive possibilities, and there may be switching between one
conformation that is stabilized by the pseudoknot, and others that contain only the S1 stem and
the L1 loop, or only the S2 stem and the L3 loop. The idea that formation of the TIPIRT domain
pseudoknot is regulated at different points in retrotransposition is attractive because the length and
base composition of the 1-nucleotide interhelical L2 loop can be altered without substantial effects
on retrotransposition. One interpretation of this finding is that the L2 nucleotide allows for a flexible
pseudoknot conformation in vivo, and therefore that the tertiary architecture of the TIPIRT domain
could change at different stages in the retrotransposition cycle. The ability of the TIPIRT domain to
adopt multiple conformations is likely to be important, given the breadth of functions that the TIPIRT
domain plays in retrotransposition.

The secondary structure model of the TIPIRT domain predicts that much of the 53-nucleotide 5′

UTR of Ty1 RNA is sequestered by base-pairing, including the pseudoknot S1 stem. The SHAPE-directed
structural model described here as well as earlier models revealed significant secondary structure within
the 5′ UTR that is potentially inhibitory to ribosomal scanning, including the base-pairing of nucleotides
1 to 7, stem-loop SL1a, base-pairing of nucleotides 39 to 45, and sequestration of the AUG codon in an
helix of seven base-pairs and a 1 × 1 internal loop. Moreover, the 5′ UTR and sequences that base-pair
to portions of it are very highly conserved in Ty1 elements, especially in regions with secondary
structure. The predicted thermodynamic stability of the Ty1 RNA pseudoknot suggest that its formation
results in folding of the 5′ terminus into a compact tertiary structure that would render it inaccessible
for translation initiation and perhaps even 5′–3′ degradation. The presence of significant secondary
structure is unusual in 5′ UTRs of S. cerevisiae genes [51]. Hence, translation of Ty1 RNA, a requisite
step in retrotransposition, is not likely to be favored by formation of the pseudoknot. Regulation of
the TIPIRT domain structure may play some role in several peculiarities of Ty1 RNA metabolism and
function, including the unusually long half-life [52] and the sensitivity of Ty1 RNA translation to loss
of translation initiation factor eIF4G1 and 40S rRNA subunit proteins [53–55]. Pseudoknots frequently
play regulatory roles in gene expression; thus, regulation of the formation of the TIPIRT domain
pseudoknot may be a critical factor governing the partitioning of Ty1 RNA between its different
functions in translation, packaging and reverse transcription.

Supplementary Materials: The following are available online at www.mdpi.com/1999-4915/9/5/93/s1,
Figure S1: Secondary structure of Ty1 RNA 5′ leader by pknotsRG, Figure S2: Secondary structure of Ty1 RNA 5′
leader by IPknot, Table S1: raw SHAPE data in SNRNASM format.
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Abstract: The long-terminal repeat retrotransposon Ty1 is the most abundant mobile genetic element
in many Saccharomyces cerevisiae isolates. Ty1 retrotransposons contribute to the genetic diversity of
host cells, but they can also act as an insertional mutagen and cause genetic instability. Interestingly,
retrotransposition occurs at a low level despite a high level of Ty1 RNA, even though S. cerevisiae lacks
the intrinsic defense mechanisms that other eukaryotes use to prevent transposon movement. p22 is
a recently discovered Ty1 protein that inhibits retrotransposition in a dose-dependent manner. p22 is
a truncated form of Gag encoded by internally initiated Ty1i RNA that contains two closely-spaced
AUG codons. Mutations of either AUG codon compromise p22 translation. We found that both
AUG codons were utilized and that translation efficiency depended on the Ty1i RNA structure.
Structural features that stimulated p22 translation were context dependent and present only in Ty1i
RNA. Destabilization of the 5′ untranslated region (5′ UTR) of Ty1i RNA decreased the p22 level,
both in vitro and in vivo. Our data suggest that protein factors such as Gag could contribute to the
stability and translational activity of Ty1i RNA through specific interactions with structural motifs in
the RNA.

Keywords: RNA structure; Ty1 retrotransposon; Gag; translation regulation

1. Introduction

Ty1 is a long-terminal repeat (LTR) retrotransposon in the Pseudoviridae family and the most
abundant mobile genetic element in the Saccharomyces cerevisiae reference strain [1]. Ty1 contains
GAG and POL genes bracketed by LTRs and proliferates in the yeast genome by integrating new
copies through an RNA-mediated mechanism [2]. Dimeric Ty1 RNA is present in virus-like particles
(VLPs) [3] that are comprised of the capsid protein Gag and Gag-Pol; the latter being synthesized by
a programmed +1 frameshift event that occurs at overlapping leucine codons in GAG and POL [4].
POL encodes protease (PR), reverse transcriptase (RT) and integrase (IN), which are required for protein
maturation, reverse transcription and integration, respectively. Gag is a VLP structural component
and is expressed as a 441-amino acid precursor (p49) that undergoes a C-terminal cleavage by PR
to produce the mature 401-residue protein (p45). Ty1 Gag binds RNA in vitro [5,6] and serves as
a multifunctional regulator that orchestrates retrotransposon replication [7].

Ty1 contributes to the genetic diversity of S. cerevisiae and closely related species, however, these
elements can also act as insertional mutagens and cause genetic instability by recombination-mediated
gene rearrangements. Overloading the genome with retrotransposon insertions is another scenario that
could be lethal to the cell. Paradoxically, Ty1 retrotransposition occurs at low rate, despite a high level
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of Ty1 RNA [2]. S. cerevisiae also lack the intrinsic defense mechanisms to prevent retrotransposition
that are typically active in other eukaryotes, including DNA methylation [8,9], and the expression of
several host proteins, such as apolipoprotein B mRNA-editing enzyme catalytic polypeptide-like 3
(APOBEC3) family members [10] or RNAi components [11,12]. Early on, a region of Ty1 required for
copy number control (CNC) was identified but the mechanism underlying CNC remained puzzling [13].
Recent genetic analysis of the CNC region identified mutations abrogating CNC that map within GAG
downstream of two internal AUG codons [14,15]. The separation of function phenotype displayed by
one of the GAG mutations suggests that Ty1 encodes a protein that restricts its movement. Indeed, the
recently discovered protein p22 inhibits retrotransposition in a dose-dependent manner and mediates
CNC. p22 is encoded by the C-terminal half of Ty1 GAG, and similar to Gag-p49, undergoes maturation
by Ty1 protease to form p18. However, p22 is encoded by internally initiated Ty1i RNA that contains
two closely spaced AUG codons. Ribosomal profiling analyses show preferential usage of AUG1,
but mutational analysis of Ty1i RNA initiation codons AUG1 and AUG2 suggests that both have the
potential to be utilized for p22 translation. p18 expressed from either AUG1 or AUG2 confers strong
inhibition of Ty1 mobility that correlates with their level of expression. Also, p22/p18 target Gag and
inhibit several steps in the process of retrotransposition prior to reverse transcription [14–16].

Like programmed Ty1 frameshifting, employing multiple start codons to initiate the synthesis
of p22 is reminiscent of the non-canonical translation strategies that viruses use to maximize their
coding potential [17]. Canonical 5′-end-dependent translation initiation generally permits only one
protein to be synthesized from a particular mRNA. However, the leaky scanning mechanism allows
the production of functionally distinct proteins from a single transcript containing multiple initiation
codons. In these cases, a suboptimal sequence surrounding the first AUG codon limits its recognition,
which allows ribosomal scanning and translation from downstream initiation codons [17]. This strategy
is commonly employed by RNA viruses, including retroviruses [18].

We have shown that p22 translation is a cap-dependent event, however, our results suggest that the
structure of 5′ UTR of Ty1i mRNA may contribute to the efficiency of translation [14]. Secondary and
tertiary structures of 5′ UTRs play important roles in the regulation of translation by affecting the
recruitment, positioning and movement of ribosomes [19]. Folding of the 5′ UTR into an ensemble
of secondary structures may influence the initiation of translation either positively or negatively.
The nature of this effect is attributed, at least in part, to the thermodynamic stability of the structural
elements formed in the 5′ UTR, their guanine-cytosine (GC) content, and positioning in relation to the
5′ cap and AUG initiation codon. Hairpin structures of even moderate thermodynamic stability located
close to the 5′-end of the mRNA prevent cap-dependent formation of the preinitiation complexes
and can lead to translation inhibition [20–23]. On the other hand, secondary structures present in the
coding region may stimulate translation if placed at particular distances downstream of the initiation
codon [24,25]. This stimulatory effect may be caused by a hairpin structure that pauses migration
of the preinitiation complexes. Hairpin structures can be important for mRNAs containing AUG
codons located in suboptimal sequence contexts, and thus undergo translation via leaky scanning.
Structure-dependent pausing of the preinitiation complexes provides more time for the recognition of
AUG codons in an unfavorable context. Whether this is a general mechanism remains to be determined,
however, analysis of the predicted secondary structures downstream of initiation codons suggests
that this may be the case [26]. The structural context of the AUG codon can modulate translation
efficiency [27]. Coding sequences can also participate in the folding of the 5′ untranslated regions
that modulate RNA stability [28,29]. However, coding sequence contributions to translation initiation
remain understudied since functional and structural characterization is usually conducted on isolated
5′ UTR sequences.

We set out to characterize how p22 translation is initiated. Our work suggests that both AUG
codons can be utilized but AUG1 is used preferentially and translation efficiency strongly depends on
the Ty1i RNA structure. Features stimulating p22 translation are context dependent as revealed by
specific structures in Ty1i mRNA that are absent in full length genomic mRNA. The 5′ UTR of p22
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mRNA interacts with the coding region and destabilization at the secondary or 3D structural levels
results in a decrease in p22 translation. Also, our data supports the idea that protein factors such as
Gag interact with a structural motif in Ty1i RNA to modulate its stability and translation.

2. Materials and Methods

2.1. Preparation of the RNA Constructs for Structure Probing Experiments and In Vitro Translation Assays

All DNA templates for secondary structure probing experiments and in vitro translation were
amplified from plasmid pBDG433, which contains transcribed sequences of Ty1-H3 subcloned into
the riboprobe vector pSP64 (Promega, Madison, WI, USA). Forward and reverse primers are listed
in Table S1. Each construct was confirmed by DNA sequencing. In vitro transcription reactions were
performed using MEGAscript or MEGAshortscript T7 transcription kits (ThermoFisher, Waltham, MA,
USA), as recommended by the manufacturer. RNA transcripts were purified using Direct-zol RNA
MiniPrep Kit (Zymo Research, Irvine, CA, USA) and their integrity was monitored by formaldehyde
agarose gel electrophoresis. Capped transcripts were synthesised in the presence of the ARCA Cap
Analog (ThermoFisher). RNA used for native gel electrophoresis was [32P]-labelled at their 3′-ends
with T4 RNA ligase (ThermoFisher) according to standard procedures.

2.2. Selective Acylation Analysed by Primer Extension (SHAPE)

The reaction mixture (100 μL) containing 20 pmol of RNA in SHAPE renaturation buffer (10 mM
Tris-HCl pH 8.0, 100 mM KCl, 0.1 mM ethylenediaminetetraacetic acid (EDTA), pH 8.0) was heated at
95 ◦C for 3 min and placed on ice for 5 min. Fifty microliters of 3× SHAPE folding buffer (120 mM
Tris-HCl pH 8.0, 600 mM KCl, 1.5 mM EDTA pH 8.0, 15 mM MgCl2) was added and samples were
incubated for 30 min at 37 ◦C. Folded RNA was separated equally into two reactions and mixed
with the 20 mM N-methylisatoic anhydride (NMIA) in dimethyl sulfoxide (DMSO) (2 mM final
concentration of NMIA) or DMSO alone. Both reactions were incubated for 45 min at 37 ◦C followed
by purification of RNA using Direct-zol RNA MiniPrep Kit.

2.3. DMS Modification

RNA (20 pmol in 50 μL) was refolded using the same conditions as those employed in the SHAPE
experiments, then divided equally into two 24 μL reactions. Refolded RNA samples were mixed with
1 μL of dimethyl sulphate (DMS) in ethanol (0.5% final concentration) or ethanol alone. Both reactions
were incubated 1 min at room temperature and mixed with 475 μL of stop solution (200 mM sodium
acetate, 4.8 M β-mercaptoethanol). RNA was purified using Direct-zol RNA MiniPrep Kit immediately
after stopping the reaction.

2.4. Hydroxyl Radical Probing

RNA samples (10 pmol) were refolded by heating at 95 ◦C for 2 min in water followed by incubation
at 25 ◦C for 5 min. Next, 3× SHAPE folding buffer was added and the reaction was incubated for
25 min at 37 ◦C, then diluted 20× with 20 mM Tris-HCl pH 8.0. To initiate the production of hydroxyl
radicals, 1.5 μL of 2.5 mM (NH4)Fe(SO4)2, 50 mM sodium ascorbate, 1.5% H2O2 and 2.75 mM EDTA
were applied separately to the wall of the tube followed by centrifugation. Six microliters of water were
added to the control reaction. Reactions were incubated for 10 s at room temperature, then quenched
by the addition of thiourea and EDTA to final concentrations of 20 mM and 40 mM, respectively. RNA
was recovered using Direct-zol RNA MiniPrep Kit.

2.5. Reverse Transcription and Data Processing

A reaction containing 2–5 pmol RNA, 10 pmol of fluorescently labelled primer PR5 or PR6
(Table S1) (Cy5 (+reagent) or Cy5.5 (control reaction)) and 0.1 mM EDTA pH 8.0 was incubated at
95 ◦C for 3 min, 37 ◦C for 10 min and 55 ◦C for 2 min, and then reverse transcribed at 50 ◦C for 45 min
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using Superscript III Reverse Transcriptase (ThermoFisher) as described previously [30]. Sequencing
reactions were carried out using primers fluorescently labelled with LicorIR-800 (ddT) or WellRed
D2 (ddA) and a Thermo Sequenase Cycle Sequencing Kit, according to the manufacturer’s protocol
(Affymetrix, Santa Clara, CA, USA). Reverse transcription reactions and sequencing ladders were
purified using ZR DNA Sequencing Clean-up Kit (ZymoResearch). cDNA samples were analysed on
a GenomeLab GeXP Analysis System (Beckman–Coulter, Brea, CA, USA). Raw data were processed as
described [31]. At least four repetitions were obtained for each reaction.

2.6. In Vitro Translation

In vitro translation experiments were carried out using wheat germ extract (WGE) as
recommended by the manufacturer (Promega). The reaction mixture containing 12.5 μL of WGE lysate,
80 μM amino acid mixture minus methionine, 1.25 μL of [35S]-labelled methionine (1000 Ci/mmol)
(Hartmann Analytic, Braunschweig, Germany), 79 mM potassium acetate, 20 units of ribonuclease
inhibitor (ThermoFisher) and 1 pmol of refolded capped or uncapped RNA in the final volume
of 25 μL was incubated for 1 hour at 25 ◦C. Translation products were resolved on sodium dodecyl
sulphate (SDS)-polyacrylamide gels followed by radioisotope imaging using a FLA 5100 image analyser
(Fuji, Minato, Tokyo, Japan). Bands intensities were analysed using MultiGauge software (Fuji). At least
three repetitions were obtained for each in vitro translation reaction.

2.7. Native Gel Electrophoresis

[32P]-labelled RNA was refolded in SHAPE renaturation buffer by heating at 95 ◦C for 5 min and
4 ◦C for 5 min. SHAPE folding buffer contained increasing MgCl2 concentrations ranging from 0.1 to
10 mM. The reaction mixture (15 μL) was incubated at 37 ◦C for 25 min following the addition of 1.5 μL
of 25% ficoll. Samples were analysed by native polyacrylamide gel electrophoresis using 12% gels in
0.5× TB at 4 ◦C. Electrophoresis was carried out at a gel temperature of 4 ◦C (DNApointer, Biovectis,
Warsaw, Poland) [32]. Gels were dried, exposed to a phosphorimager screen, and scanned using FLA
5100 image analyser.

2.8. Ty1 Gag Expression and Purification

A Ty1 Gag-p45-GST fusion protein was expressed in Escherichia coli (E. coli) strain BL21(DE3)pLysS
(Invitrogen, Carlsbad, CA, USA). Six liters of cells were grown in Luria-Bertani (LB) medium containing
50 μg/mL ampicillin and 34 μg/mL chloramphenicol at 28 ◦C to an OD600 of 0.7. Prior to isopropyl
β-D-1-thiogalactopyranoside (IPTG) induction, cells were incubated for 30 min at 18 ◦C. Following
the addition of IPTG (0.8 mM), the culture was induced at 18 ◦C overnight. Cells were pelleted by
centrifugation at 4000 g for 10 min at 4 ◦C and resuspended in lysis buffer (50 mM Tris-HCl pH 8.0,
1 M NaCl, 10 mM β-mercaptoethanol, 2.5 mM DTT, 0.1 mM ZnCl2, 0.5 mg/mL lysozyme, and protease
inhibitor (Roche, Basel, Switzerland)). The cell suspension was sonicated 40 × 2 s on ice with a
30 s pause after each pulse. Debris was removed by centrifugation at 20,000 g for 20 min at 4 ◦C.
Nucleic acids were precipitated using 0.45% polyethyleneimine and pelleted by centrifugation at
30,000 g for 30 min at 4 ◦C. The supernatant was mixed with 1.5–2 mL of Glutathione Sepharose 4B
(GE Healthcare, Little Chalfont, UK) and incubated for 1 h at 4 ◦C with gentle agitation followed by
centrifugation at 700 g for 5 min. The Glutathione Sepharose beads were loaded onto a column and
washed with 10 column volumes (10 mL/wash) of wash buffer (50 mM Tris-HCl pH 8.0, 1 M NaCl,
10 mM β-mercaptoethanol, 2.5 mM DTT, 0.1 mM ZnCl2). The glutathione S-transferase (GST) tag was
removed by thrombin cleavage (GE Healthcare) at 4 ◦C for 12 h with gentle agitation. Ty1 Gag p45
was eluted using wash buffer, concentrated with centrifugal filtration (Millipore, Billerica, MA, USA),
aliquoted and stored at −80 ◦C.
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2.9. Filter Binding Assay

Reactions were performed in binding buffer (50 mM Tris-HCl pH 7.5, 40 mM KCl, 2 mM MgCl2,
0.01% Triton X-100) containing different concentrations of NaCl (50, 100, 150, 200, 250, 500 mM).
[32P]-labeled domain I of Ty1i RNA (0.2 nM) was incubated for 4 min at 95 ◦C without magnesium ions
and Triton X-100, and slowly cooled to 37 ◦C. MgCl2 and Triton X-100 were added following incubation
for 10 min at 37 ◦C. Ty1 Gag protein solutions were prepared by sequential two-fold dilution of Gag in
binding buffer. The binding reaction was initiated by mixing equal volumes of RNA and Gag protein
in a microplate (final concentration of RNA was 0.1 nM). The reactions were incubated for 15 min at
24 ◦C, filtered and washed with 2 × 200 μL binding buffer containing 50 mM NaCl. A 96-well dot-blot
(Minifold, Whatman, Maidstone, UK) was used with nitrocellulose (Protran, Whatman, Maidstone,
UK) on top and charged nylon (Hybond N+, GE Healthcare) membranes on the bottom. Prior to use,
both membranes were soaked in binding buffer containing 50 mM NaCl. After filtration, membranes
were dried and exposed to a phosphoimager screen. Data were fitted to the Hill equation using Origin
8.5 software (OriginLab, Northampton, MA, USA).

2.10. H1Δ Plasmid and Yeast Strains

The H1Δ deletion (T1015 - A1035) was generated by overlap PCR using flanking
oligonucleotides Ty335F (5′-TGGTAGCGCCTGTGCTTCGGTTAC-3′) and RP1 (5′-ATAGTCAATAG
CACTAGACC-3′), and overlapping oligonucleotides B (5′-GAAAGAATTTTCATGATAGGATGTCT
TTGACCCAGGTAGGTAG-3′) and C (5′-GGTCAAAGACATCCTATCATGAAAATTCTTTCCAAAAG
TATTGAAAAAA-3′). Wild-type pGPOLΔ (pBDG1130) [14] was used as the template for PCR.
Nucleotide sequences correspond to the reference Ty1-H3 element (GenBank M10876.1). The H1Δ PCR
product was cloned into pGPOLΔ using XhoI and BglII. The resulting plasmid pBAS47 is denoted as
H1Δ. The H1Δ insert in pBAS47 was verified by DNA sequencing. Plasmids pBDG1130 and pBAS47
were transformed into the following strains: DG2196 (1 Ty1) [13] to generate DG2374 and YAS89, and
DG3582 (0 Ty1) [14] to generate YAS85 and YAS87, respectively.

2.11. Northern and Western Blotting

Yeast cultures for total cellular RNA and protein extraction were grown in SC-Ura + 2% glucose
medium at 22 ◦C for 24 h. RNA was extracted using the MasterPure Yeast RNA purification kit
(Epicenter Biotechnologies, Madison, WI, USA) [14]. For each strain, 8 μg total RNA was separated on
a 1.2% formaldehyde-agarose gel and subjected to Northern blot analysis using [32P]-labeled riboprobes
corresponding to Ty1 nucleotides 1266–1601 and ACT1, followed by phosphorimaging using a STORM
840 phosphorimager and ImageQuant software (GE Healthcare) [13]. Protein isolation and Western
blot analysis to detect p22 was performed as described previously [14]. A rabbit polyclonal antisera
against Pgk1 (kindly provided by Jeremy Thorner) was used at a 1:100,000 dilution. Immune complexes
were detected with enhanced chemiluminescence (ECL) reagent (GE Healthcare). The amount of p22
relative to Pgk1 was estimated by densitometry using Quantity One software (Bio-Rad). Northern and
Western analyses using the 0 Ty1 and 1 Ty1 strains containing pGPOLΔ or pH1Δ were repeated twice
and representative results are presented. Also, independent Western analyses using the 0 Ty1 strain
containing pGPOLΔ or pH1Δ were repeated three more times.

Ty1his3-AI mobility frequencies were determined as described previously [13,33]. Briefly, a single
colony was resuspended in 1 mL water and four; 1 mL SC-Ura cultures were inoculated with 5 μL of
cell suspension. Quadruplicate cultures for each strain were grown at 22 ◦C for three days. Cells were
pelleted, resuspended in 1 mL water, and dilutions spread on SC-Ura and SC-Ura-His plates were
incubated at 30 ◦C for 4 days. The frequency of Ty1his3-AI mobility was calculated by the number of
His+ Ura+ colonies/the number of Ura+ colonies per mL of culture.
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2.12. RNA 3D Structure Prediction

Structure prediction experiments were performed by RNAComposer [34] webserver [35]. The
AUG1AUG2 RNA domain I sequence: GGGUCAAAGACAUCCUAUCCGUUGAUUAUACGGAUA
UCAUGAAAAUUCUUUCCAAAAGUAUUGAAAAAAUGCAAUCUGAUACCC and secondary
structure topology in dot bracket notation: ((((...((((((..(((((((.......)))))))............(((.((.......)).))).)))...)))...))))
were used as input data. The 3-way junction of domain I of AUG1AUG2 RNA was generated by
RNAComposer, therefore, it was substituted by the elements introduced by the user. This element
was chosen from RNA structures deposited in Research Collaboratory for Structural Bioinformatics
(RCSB) Protein Data Bank (PDB) database following the criteria of the highest homology of secondary
structure topology and sequence. More than 10 batches with different three-way junction structures
were run. Ten models were generated for every batch. The resulting models were clustered based
on the agreement with the hydroxyl radical cleavage data and the energy. Hydroxyl radical cleavage
reactivity indexes from experiments were compared with indexes denoting atomic crowding around
phosphorus at the corresponding nucleotide residue. The models with correct energy [36] and the best
similarity were accepted.

3. Results and Discussion

3.1. Both AUG Codons in Ty1i RNA Can Be Recognized for Translation Initiation

Our previous results demonstrated that p22 translation can be initiated from AUG1 and AUG2
codons and is strictly cap-dependent. Also, either AUG1 or AUG2 can function to initiate translation
when the other is mutated [14]. However, a number of questions remain unanswered: (i) Are
both AUGs active for translation when present in the same RNA? (ii) Or is one codon translated
preferentially? (iii) Does leaky scanning account for p22 synthesis from AUG2? Moreover, deleting the
5′ UTR or mutating AUG1 or AUG2 decreases the level of p22 in vivo. For AUG1 and AUG2 codon
mutants, the decrease in the p22 level is significantly larger than expected considering that one AUG
codon is still present. These results suggest that the structure of the 5′ terminal part of Ty1i RNA may
influence p22 translation.

Translational activity of both AUG codons could be beneficial and contribute to the evolutionary
diversification of p22. To gain insights into translation from AUG1 and AUG2 in Ty1i RNA, we
performed in vitro translation assays using three derivatives of AUG1AUG2 RNA [14]. AUG1AUG2
RNA started at nt 1000 of Ty1, comprised the 5′ UTR and p22 open reading frame (ORF), and ended with
a natural stop codon (Figure 1). The difference between p22 proteins translated from AUG1 and AUG2
is only 10 amino acid residues (30 nt). Such a small size difference makes the two proteins difficult to
separate by gel electrophoresis and obscures simultaneous analysis of the translation levels from both
AUGs. To overcome this difficulty, we synthesized AUG1AUG2* RNA in which AUG2 (including its
Kozak context) is 30 nucleotides downstream of the original AUG2, and introduced a GCG alanine
codon in place of AUG2 (Figure 2). This modification increased the distance between AUG1 and AUG2*
to 60 nt (20 amino acids), which allowed separation of the two translation products. A frameshift
mutation (insertion of AU between U1050 and C1051) was introduced in AUG1frsAUG2 RNA (Figure 2).
In this case, translation from AUG1 occurred out of frame in relation to AUG2 and resulted in the
synthesis of a 49-amino acid peptide. Translation of the AUG1AUG2* and AUG1frsAUG2 RNAs
allowed us to determine if both AUGs were recognized for translation. The third RNA, AUG1stopAUG2,
contained an insertion of a single U between U1060 and U1061, which introduced a premature stop
codon following translation from AUG1 (Figure 2). This RNA mutation was designed to help determine
the level of p22 translated from AUG2. Each construct was also designed to avoid the introduction of
rare codons that could obscure translation.
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Figure 1. RNA constructs used in this study. Nucleotide positions correspond to the Ty1H3 DNA
sequence (GenBank accession M18706.1) [15]. 5′ UTR: 5′ untranslated region, ORF: open reading frame.

Figure 2. In vitro translation of Ty1i RNA and its derivatives in wheat germ extract. In vitro transcribed,
capped RNA AUG1AUG2*, AUG1stopAUG2, AUG1frsAUG2 and AUG1AUG2 were translated in the
presence of 35S-methionine followed by electrophoresis and autoradiography. Schematic representation
of RNA molecules is shown above the gel (see text for details).

AUG1AUG2* RNA was translated into two products: p22AUG1 synthesized from the natural
AUG1 and the shorter protein p22AUG2* (Figure 2, lane 1). p22AUG1/ p22AUG2* were synthesized in a
ratio of 5:1, which indicates that AUG1 is the main site of p22 translation initiation in AUG1AUG2*
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RNA. However, the translational activity of AUG1AUG2* RNA decreased 75% when compared with
wild-type AUG1AUG2 RNA. Two proteins were also translated from the AUG1frsAUG2 RNA: a faster
migrating out of frame AUG1frs peptide, and p22AUG2, which originated from the natural AUG2
triplet (Figure 2, lane 3). AUG1frs/p22AUG2 were synthesized in a ratio of 6:1, which is similar to
AUG1AUG2*, and confirms that AUG1 is utilized preferentially for p22 initiation in these two RNAs.
As expected, p22AUG2 that initiated from AUG2 was detected with AUG1STOPAUG2 RNA (Figure 2,
lane 2). The level of AUG2-initiated p22 was low but comparable between different constructs.

Taken together, the results of in vitro translation show that both AUG codons present in Ty1i RNA
can be actively translated and AUG1 is preferentially utilized to initiate p22 synthesis. Our results
also suggest that leaky scanning is the most likely mechanism for p22 translation from AUG2.
Experimental support for leaky scanning is illustrated by the decrease of AUG2 translation levels from
AUG1AUG2* and AUG1frsAUG2 RNAs (having both p22 AUG codons) in comparison to GCG1AUG2
RNA mutant where only AUG2 is present [14]. Moreover, the translational activity of AUG1AUG2*
and AUG1frsAUG2 RNAs was significantly lower when compared to wild-type AUG1AUG2 RNA.
These results raise the possibility that AUG1AUG2* and AUG1frsAUG2 RNAs affect the structure of
the 5′ UTR of Ty1i RNA, leading to translation inhibition, and that the 5′ UTR may also regulate the
production of p22.

3.2. The 5′ UTR of mRNA Interacts with the p22 Coding Region

Significant loss of translational activity from AUG1 in AUG1GCG2 [14] (Figure 1), AUG1AUG2*
and AUG1frsAUG2 RNAs suggests that the structure of the region containing AUG1 and AUG2 is
important for p22 translation. Therefore, we performed selective 2′-hydroxyl acylation analyzed by
primer extension (SHAPE) [37] on the 5′ terminal region of Ty1i RNA to examine its secondary structure.
N-methylisatoic anhydride (NMIA) preferentially modifies 2′OH groups of single-stranded and flexible
nucleotides in RNA. Primer extension of fluorescently labeled primers by reverse transcriptase is
blocked at modified positions in RNA, and these truncated DNA products can be identified using
capillary electrophoresis. Secondary RNA structures were obtained by computational analysis of
the reverse transcription products. Secondary structure probing experiments were carried out on
AUG1AUG2 RNA that was used in the in vitro translation studies. This ~630 nt long RNA contained
the 5′ UTR of Ty1i RNA (37 nt) and coding sequence of p22 (Figure 1).

Figure 3 shows a secondary structure model of the 5′ terminal part of the Ty1i RNA [15]
predicted using the RNAstructure software [38,39] which incorporates experimental constraints from
SHAPE mapping.

Our results suggest that Ty1i RNA folds into two major domains. The smaller domain I
(G1000–1083) and larger domain II (A1096–U1501) were connected by a 12nt-long single-stranded
region (A1084–G1095).

Interestingly, domain I included the Ty1i 5′ UTR and p22 coding sequence, and contained both
p22 initiation codons (Figure 3). This structure is organized by the interaction of the proximal part of
the 5′ UTR (G1000–U1012) with a stretch of coding sequence (A1068–C1083; stems S1–S3). Also, two
hairpin structures were present. Hairpin H1 (U1015–A1035) was composed of residues from the 5′

UTR while hairpin H2 (U1048–A1066) contained nucleotides from the coding sequence. A three-way
junction connected hairpins H1, H2 and stem S1.

The data from SHAPE probing support the predicted structure of domain I. Nucleotides within
single-stranded regions were reactive towards the SHAPE reagent, including apical loops of both
hairpins, internal loops, bulges and mismatches. The presented structure was also supported by
dimethyl sulfate (DMS) probing. DMS methylates N1 of adenosines and N3 of cytidines that have an
accessible Watson–Crick edge of the base rings [40]. In our structure, almost every A and C residue
predicted to be single-stranded was susceptible to DMS methylation. However, some nucleotides in
the hairpin H2 stem were methylated moderately by DMS but remained unreactive towards NMIA.
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These results support the idea that the C1052 and A1064-A1066 hairpin region is constrained by
non-standard base pairing.

Figure 3. Secondary structure model of the 5′ terminal segment of Ty1i RNA (upper panel) and a
detailed view of domain I (bottom panel) predicted by the RNAstructure software with experimental
constraints [38]. Nucleotides are coloured according to their selective 2′-hydroxyl acylation analyzed
by primer extension (SHAPE) reactivity (black, green, orange, red). The blue triangles (filled and open)
represent dimethyl sulfate (DMS) modifications.

Interestingly, domain I contained both p22 initiation codons localized in different structural
contexts (Figure 3). AUG1 constituted part of the 12nt-long single-stranded region U1036–C1047 while
AUG2 was embedded in the double-stranded S1 stem that was formed by interactions of nts 1068–1070
with the residues of the 5′ UTR (C1010–U1012). The S1 stem may be thermodynamically unstable since
the AUG2 triplet was somewhat reactive against NMIA.

Domain II folded into a large multibranched structure (Figure 3) organized by extensive pairing
between A1096–C1111 and G1485–U1501. As a result, a 16 bp duplex region was formed. Domain II
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contained a complex junction that connected six simple hairpin structures and one branched region
in a three-way junction motif. The majority of the single stranded regions were well mapped by
NMIA. Importantly, the NMIA modification pattern of nucleotides spanning domain II in AUG1AUG2
RNA was very similar to the same region mapped inside VLPs using in virio SHAPE [30] (please
note that the numbering herein corresponds to the complete Ty1H3 element while the numbering in
reference [30] corresponds to Ty1 genomic RNA [30]). This result suggests that our in vitro folding
conditions recapitulate the native structure of Ty1 RNA.

3.3. The 3D Structural Integrity of Domain I Affects p22 Translation

We reported that the combined level of p22 synthesized from AUG1GCG2 and GCG1AUG2 RNA
constitutes only 30% of that obtained from wild-type AUG1AUG2 RNA [14]. Secondary structure
probing of AUG1AUG2 RNA revealed that both p22 initiation codons were located within the same
domain. Thus, mutation of AUG1 or AUG2 could cause structural perturbations that inhibit p22
translation. Since the in vitro translation results (Figure 2) identified AUG1 as a main translation
initiation site for p22 synthesis, we hypothesized that mutating AUG2 to GCG strongly inhibited
translation from AUG1 due to changing the structural context of AUG1 in domain I. The AUG2 to
GCG mutation also introduced a U–G wobble pair as well as A–C mismatch that could affect the
double-stranded character of the S1 stem.

To determine if the GCG mutation altered the structure of domain I, we performed secondary
structure probing of AUG1GCG2 RNA using SHAPE. Although the overall reactivity pattern of the
AUG1GCG2 RNA was preserved (Figure 4A), the region of domain I containing the GCG mutation
(A1066–A1071) became highly reactive. This alteration suggests that the mutant RNA residues in
the S1 stem are single-stranded or this region is highly unstable. Additionally, several nucleotides in
hairpin H2 displayed a different pattern of reactivity: G1057–A1059, U1061 and G1062 exhibited higher
reactivity while A1055 had decreased reactivity. Surprisingly, the structural motifs in the neighborhood
of AUG1 remained essentially the same in wild type and mutant AUG1AUG2 RNA. Moreover, the
GCG mutation did not change the secondary structure of domain II (data not shown). Overall, our
data suggests that the GCG mutation disrupts the three-dimensional structure of domain I, which in
turn inhibits the translation of p22 from AUG1.

Our model suggests that a three-way junction element (Figure 3) governs the special organization
of domain I. By disrupting the S1 stem, the GCG mutation might change the topology and relative
positioning of the H1 and H2 hairpins. Changes in the three-dimensional structure of RNA molecules
can be monitored by native polyacrylamide gel electrophoresis [41]. Therefore, we subjected the
isolated domain I (nts G1000–C1083) containing the GCG mutation (domain IGCG2) along with the
wild-type domain I to native gel electrophoresis (Figure 4B). We observed a slower mobility of domain
IGCG2 RNA, which may reflect a change in the three-dimensional structure of domain I when compared
with wild type. Migration of both wild-type and GCG mutated domain I remained unchanged at a
higher concentration of Mg2+ ions, suggesting that this part of Ty1i RNA undergoes unimolecular
folding [42].

The results obtained by native gel electrophoresis suggest that the double-stranded character of
the S1 stem is an important factor stabilizing the three-dimensional structure of domain I. To help
preserve the double-stranded character of stem S1, we mutated AUG2 to a GUG valine codon that
changed only the first U–A pair to a U–G wobble pair (Figure 1). Secondary structure probing of
AUG1GUG2 mutant RNA indicated that the S1 stem was slightly destabilized (Figure S1). Moreover,
two residues directly upstream of the S1 stem (A1066 and A1067) were more reactive, suggesting
an enhancement of local flexibility. A1066 and A1067 were also strongly modified in AUG1GCG2
mutant RNA. Some of the nucleotides in the H2 hairpin that changed their reactivity in AUG1GCG2
RNA behaved in a similar manner in AUG1GUG2 RNA. Higher reactivity of U1058 and A1062 as
well as lack of reactivity of A1055 was detected. A1063 was also less reactive in AUG1GUG2 RNA
when compared to wild type AUG1AUG2. Importantly, the structural context of AUG1 was preserved,
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which is similar to the AUG1GCG2 and AUG1GUG2 mutants. Taken together, our data suggest that
the GUG2 mutation destabilized the S1 stem much less than the GCG2 mutation, and the structural
integrity of the S1 stem and hairpin H2 are important determinants for the proper three-dimensional
structure of domain I.

Figure 4. (A) SHAPE reactivity profile of the AUG1AUG2 (black) and AUG1GCG2 (blue) domain I
as a function of nucleotide position. Nucleotides that changed their reactivity in domain IGCG2 are
indicated. (B) Native gel electrophoresis of the [32P]-labeled wild-type and mutated domain I of Ty1i
RNA at increasing concentrations of MgCl2. C: control reaction without MgCl2. WT: wild type.

Mutation of AUG2 to GCG2 markedly inhibits p22 translation (Figure 2) [14]. Since we determined
that the GUG2 mutation had a less profound effect on the domain I secondary structure, we analyzed
the translational activity of capped and uncapped AUG1GUG2 RNA along with AUG1GCG2 and
AUG1AUG2 RNA in vitro (Figure 5A). In agreement with our previous study [14], p22 translation
from AUG1GCG2 RNA was inhibited to ~15% of the initial value calculated for AUG1AUG2 RNA.
Interestingly, the translation of p22 from AUG1GUG2 RNA was also inhibited to ~20% when compared
with wild type RNA. These results further extend our finding that the structural integrity of the domain
I of Ty1i RNA contributes significantly to the efficient translation of the p22 from AUG1, and even
small structural changes impair translation in vitro.

Placement of the initiation codon in thermodynamically stable secondary structures can decrease
its translational activity [43]. However, the calculated thermodynamic stability [44] of domain I
in wild-type Ty1i RNA was only −25.2 kcal/mol, and AUG1 was predicted to reside in a long
single-stranded region (Figure 3). To assess the thermodynamic stability of the 5′ terminal segment of
Ty1i RNA, we determined the reactivity profile of AUG1AUG2 RNA by SHAPE mapping at different
temperatures (Figure 5B). SHAPE analysis at 37 ◦C and 60 ◦C identified residues within domain I
that changed their reactivity at 60 ◦C. Interestingly, the most pronounced effects were observed in
the regions prone to destabilization in RNA mutants AUG1GCG2 and AUG1GUG2 (Figure 4 and
Supplementary Figure S1). At 60 ◦C, the nucleotide stretch A1067–G1077 (including AUG2) as well as
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the opposite strand A1005–C1013 became highly reactive, suggesting that the strands dissociate. Also,
several residues located in the hairpin H2 stem (U1049–C1052) and in the apical loop (A1059–U1061)
were altered, suggesting that the region containing AUG2 and hairpin H2 is less stable than other parts
of domain I.

Figure 5. In vitro translation of AUG2 mutational variants of Ty1i RNA and melting profile of
AUG1AUG2 RNA. (A) In vitro transcribed capped or uncapped transcripts were translated using
wheat germ extract in the presence of 35S-methionine. Calculated translation activity (in relation to
the capped AUG1AUG2 RNA) is shown below the gel. (B) Melting of AUG1AUG2 RNA followed by
SHAPE at 37 ◦C and 60 ◦C. Nucleotides are coloured according to their reactivity (black, green, orange,
red). The segment of domain I with the strongest changes at 60 ◦C is boxed.

3.4. Structure of Domain I Specific for Ty1i RNA Stimulates p22 Translation

In vitro translation and secondary structure probing of the 5′ terminal part of wild-type and
mutant Ty1i transcripts suggest that domain I plays an important role in the efficient translation of p22
from AUG1. Previous results show that p22 is not translated from the full-length genomic RNA [15].
These findings motivated us to ask whether the structure of domain I was stable in the context of a
larger RNA that more closely resembles Ty1 genomic RNA. To this end, we analyzed a ~1400 nt RNA
(nts 241–999 using the coordinates of the complete Ty1H3 element), termed 241-Gag RNA, that began
from the first nucleotide of the genomic Ty1 RNA, and included the structured 5′ UTR [30,45] and Gag
coding sequence (Figure 1). Comparison of SHAPE reactivity profiles of 241-Gag and AUG1AUG2
RNAs revealed different modification patterns of domain I (Figure 6A).

The reactivity of the region encompassing AUG2 (A1067–A1072) increased in 241-Gag RNA
while the proximal part of the single-stranded region connecting domains I and II (A1084–G1089)
lost accessibility to NMIA modification. The observed alterations suggest that domain I and the
neighboring regions fold differently when the 5′-terminal sequence of genomic RNA is present in
the transcript.

The secondary structure of the full-length Ty1 RNA has been determined inside virus-like particles
(VLPs) by in virio SHAPE analysis [30]. In the proposed structure for Ty1 genomic RNA, the sequence
encompassing domain I is folded differently than in Ty1i RNA (Figure 6B). Interactions between
C979–U983 and A1085–G1089 extended domain I in the full-length transcript. Moreover, the structural
context of the p22 initiation codons differed significantly. Unlike their context in Ty1i RNA, AUG1 was
fully paired with the C1010–U1012 in full-length Ty1 RNA. Interestingly, the C1010–U1012 region was
also paired but with the AUG2 codon forming the S1 stem in Ty1i RNA (Figure 3). AUG2 was localized
in the stem of a predicted unstable hairpin G1057–C1071. The only common structural element within
the region encompassing domain I in the full-length Ty1 and Ty1i RNAs was hairpin H1, suggesting
that hairpin H1 folds independently of the structural elements present in its vicinity.
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Importantly, comparing the reactivity profiles of 241-Gag and full-length Ty1 RNA [30] revealed
that domain I folding was similar (Figure 6B). The main difference was AUG1 reactivity, which was
high in 241-Gag RNA and low in full-length Ty1 RNA. This difference suggests that the cellular
environment in this region, such as the presence of the Gag chaperone, folds the RNA into a more
stable structure.

Figure 6. Secondary structure probing and the in vitro translation of 241-Gag RNA and its derivatives.
(A) Reactivity plot of nucleotides spanning domain I in AUG1AUG2 RNA (black), 816-Gag RNA (red),
953-Gag RNA (orange) and 241-Gag RNA (grey). Regions showing consistent differences in reactivity
are boxed (green). (B) Comparison of the secondary structure models of domain I obtained in vitro
for 241-Gag RNA (left) and full-length genomic Ty1 RNA within virus-like particles (VLPs) (in virio
conditions; right). Nucleotides that cover domain I in Ty1i RNA are marked (green background).
p22 initiation codons and the H1 hairpin are also highlighted. (C) In vitro translation of sequential
variants of Ty1 genomic RNA. Capped or uncapped transcripts were translated in wheat germ extract
in the presence of the 35S-methionine. Quantitation of the translation products is shown below the gel.

The distinct structure of the region encompassing domain I in the full-length Ty1 RNA raised a
question concerning how domain I might influence p22 translation. The initiation of p22 synthesis
from the 241-Gag RNA is unlikely to occur, which raises the possibility that p22 synthesis requires a
specific structure of domain I in Ty1i RNA [14]. The presence of the Gag AUG initiation codon as well
as seven internal in-frame AUG codons before encountering AUG1 would preclude migration of the
preinitiation complexes downstream of the AUG1 and AUG2 initiation codons. Additionally, the 5′

UTR of Ty1i RNA in the 241-Gag RNA would be extended to over 700 nucleotides, which could greatly
affect the scanning mechanism. To address whether a specific structure of the domain I of Ty1i RNA is
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necessary for the efficient translation of p22, we synthesized 816-Gag and 953-Gag RNAs (Figure 1).
Both RNA molecules were designed to possess full-length folding of domain I, which is supported by
their similar reactivity profile when compared to 241-Gag RNA (Figure 6A). The 816-Gag and 953-Gag
RNAs were translated in vitro in wheat germ extract (Figure 6C). We observed that p22 protein was
poorly translated from both RNA molecules and could be detected only when capped transcripts
were used. Low levels of translation from extended Ty1 transcripts with the full-length-like folding of
the region 1000–1083 suggests that the structure of the domain I observed in Ty1i RNA specifically
stimulates p22 translation from AUG1.

3.5. The Ty1i RNA 5′ UTR Stimulates p22 Translation

To further understand the role of the Ty1i 5′ UTR in p22 translation, we analyzed in vitro several
mutant RNA constructs (Figure 1). In AUG1AUG2(Δ5′ UTR), 32 of 37 nucleotides of the 5′ UTR have
been deleted while in AUG1AUG2(RND) the same sequence was replaced by 32 random nucleotides.
In AUG1AUG2(ΔH1), the common structural element of full-length Ty1 and Ty1i RNA (hairpin H1)
was deleted (nts 1015–1031). Also, all transcripts maintained an intact Kozak context adjacent to the
AUG1 initiation codon.

We observed significant inhibition of p22 translation from all three RNA constructs (Figure 7A).
Deleting the 5′ UTR inhibited p22 translation by 40% when compared to wild-type AUG1AUG2 RNA.
These results suggest that the Ty1i 5′ UTR is required for efficient p22 synthesis. Since shortening the 5′

UTR to only six nucleotides could interfere with ribosome scanning [46–48], we analyzed 241-Gag(Δ5′

UTR) RNA possessing 5′ UTR that was also reduced to six nucleotides. However, the translation of Gag
was unaffected (Figure 7B). This result suggests that the inhibitory effect observed for AUG1AUG2(Δ5′

UTR) may impair the structure of domain I. The important role of the 5′ UTR in p22 translation was
also supported by the translation of AUG1AUG2(RND) and AUG1AUG2(ΔH1) RNAs. Despite having
a 5′ UTR of the same length as wild-type, AUG1AUG2(RND) RNA displayed >70% inhibition in
p22 translation. A 55% inhibition of p22 synthesis was also observed with AUG1AUG2(ΔH1) RNA.
Taken together, our data suggest a stimulatory role for the Ty1i 5′ UTR in the translation of p22 due to
its involvement in the folding of domain I.

Figure 7. In vitro translation of the capped variants of the AUG1AUG2 RNA and 241-Gag RNA.
Translational efficiency was normalized to the amount of the protein product synthesized from
AUG1AUG2 RNA (A) or 241-Gag RNA (B).
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3.6. Gag Interacts Specifically with Ty1i Domain I In Vitro

Translation initiation can be regulated not only by RNA structure but also by protein factors
that interact with structural elements in mRNAs [19]. Since the amount of Gag and p22 determines
the level of inhibition of Ty1 mobility [49], perhaps Gag modulates the efficiency and/or timing of
p22 translation. Potential Gag binding sites in the 5′ terminal part of Ty1i RNA were detected by
hydroxyl radical footprinting of AUG1AUG2 RNA complexed with recombinant Gag-p45 (Figure 8A).
The protected sequences were identified by comparing the reactivity profiles of AUG1AUG2 RNA
in the presence and absence of Gag. Only regions in domain I displayed decreased susceptibility
to hydroxyl radical cleavage in the presence of Gag, including residues A1011–C1019 that comprise
part of the S1 stem and the hairpin H1 stem. Another potential Gag binding site was localized in the
p22 coding region (nts A1084–G1095) connecting domains I and II. In particular, C1081–C1090 was
protected from the cleavage in the presence of Gag (Figure 8A,B).

Figure 8. RNA binding properties of recombinant Ty1 Gag-p45. (A) Hydroxyl radical reactivity plots of
protein free AUG1AUG2 RNA (black) in comparison with RNA probed in the presence of Gag (green).
Regions showing consistent decreased reactivity over several nucleotides in the presence of Gag are
boxed. (B) 2D structure model of Ty1i domain I with the positions protected from hydroxyl radical
cleavage in the presence of the Ty1 Gag are indicated (red). (C) Filter-binding assay performed with
Ty1i domain I RNA and Gag at different concentrations of NaCl (50–500 mM). The lines correspond to
the best fit of the data. The error bars represent standard deviations. Kd: dissociation constant.

To further investigate the interaction between Gag and domain I, we calculated dissociation
constants of RNA/protein complex formation using a double filter binding assay (Figure 8C). We used
isolated domain I that was extended by the single-stranded stretch connecting domain I and II (RNA
I1000-1095) to encompass both Gag binding sites. The calculated dissociation constant (Kd ~3 nM)
suggests that there is a high affinity binding site for Gag in domain I. To examine whether Gag
binding is specific, we determined the Kd with increasing concentrations of NaCl, which is often
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used to compete out non-specific RNA/protein interactions [31]. The Gag/domain I interaction was
slightly affected in the 100–250 mM NaCl range and persisted even at 500 mM NaCl (Kd ~43 nM).
Taken together, the results from chemical footprinting and filter binding suggest that the interaction
between Gag and domain I is strong and highly specific.

3.7. Deleting the Hairpin H1 Sequence Decreases Stability of Ty1i RNA In Vivo

To investigate the effects of the H1 hairpin on Ty1i RNA and p22 expression in vivo as well as on
Ty1 transposition, a mutated pGPOLΔ plasmid was constructed (pBAS47, termed H1Δ) that expresses
Ty1i RNA lacking the H1 sequence (U1015–A1035) from the 5′ UTR (Figure 9). Wild type pGPOLΔ is a
multicopy expression plasmid containing most of the Ty1 5′LTR and GAG that is driven by the GAL1
promoter [15]. When yeast cells containing pGPOLΔ are grown in glucose media, GAL1 promoted
transcription of Ty1 is repressed. However, Ty1i RNA and p22 are still expressed from pGPOLΔ under
glucose repression since Ty1i RNA is transcribed from internal initiation sites.

Figure 9. Effect of the hairpin H1 deletion on Ty1i RNA, p22 protein expression and Ty1his3-AI
mobility. (A) Northern blotting of total RNA from the 1 Ty1 strain (DG2196) and 0 Ty1 strain (DG3582)
containing either wild type (WT) pGPOLΔ or mutant pH1Δ plasmids. A [32P]-labeled Ty1 riboprobe
(nt 1266 to 1601) was used to detect Ty1i RNA. ACT1 mRNA served as a loading control. Below are
Ty1i:ACT1 ratios as determined by phosphorimaging. (B) Whole cell extracts from strains used in (A)
were immunoblotted with p18 antiserum to detect p22. Pgk1 served as a loading control. p22:Pgk1
ratios were determined by densitometry. (C) Quantitative Ty1his3-AI mobility assayed in the 1 Ty1
strain containing one genomic Ty1his3-AI element and empty vector, WT, or H1Δ plasmids. All strains
were grown in glucose containing medium to repress GAL1-promoted Ty1 expression. Bars denote
standard deviation.

We investigated the effect of H1Δ on Ty1i RNA level in a S. paradoxus strain with 1 chromosomal
Ty1 element (DG2196; 1 Ty1) and the isogenic Ty1-less parent (DG3582; 0 Ty1) that contain WT pGPOLΔ
or pH1Δ plasmids (Figure 9A). Northern blotting of total RNA from these strains showed no change
in Ty1i RNA levels in the H1Δ mutant compared to the wild type (WT) plasmid in the 1 Ty1 strain.
However, Ty1i H1Δ RNA levels decreased about 30% compared to WT Ty1i RNA in the 0 Ty1 strain
(refer to Materials and Methods). These results suggest that the H1 hairpin may affect the stability of
Ty1i RNA. In the 1 Ty1 strain, however, the defect in Ty1i H1Δ RNA stability was not evident. This may
be due to additional Gag binding sites on Ty1i RNA that stabilize the transcript in the 1 Ty1 strain,
as suggested by hydroxyl radical footprinting (Figure 8). Note that Gag binding sites C1081–C1090
remain intact in Ty1i H1Δ RNA and could function in vivo.

Total cell extracts from the same strains were subjected to Western analysis using an antiserum that
detects p22 [14] (Figure 9B). The level of p22 remained about the same in the 1 Ty1 strain containing WT
or H1Δ plasmids. In the 0 Ty1 strain, p22 decreased 43% (±12%) in the mutant pH1Δ when compared
to WT pGPOLΔ. These results suggest that there is a correlation between p22 and Ty1i RNA levels
(Figure 9A) in both strain backgrounds containing WT or H1Δ plasmids.
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Finally, we asked if deleting the H1 hairpin from the Ty1i RNA affected Ty1 mobility (Figure 9C).
A quantitative Ty1 mobility assay was performed in the 1 Ty1 yeast strain containing empty
vector (Vector), WT or H1Δ plasmids. The single element in the 1 Ty1 strain is marked with the
retrotransposition indicator gene his3-AI [33]. A Ty1HIS3 genomic insertion that occurs following
splicing of the AI (artificial intron) will complement the HIS3 deletion mutation present in the strain.
Therefore, the number of His+ colonies generally reflect the level of Ty1 mobility. As expected for cells
undergoing Ty1 CNC, the level of Ty1his3-AI mobility decreased about 15-fold from plasmid-based
expression of p22 [13,14]. However, H1Δ and WT displayed similar levels of Ty1 mobility, suggesting
that deleting the H1 hairpin does not affect Ty1 CNC despite the modest decrease in p22 observed
in the 0 Ty1 strain (Figure 9B). Perhaps removing only one of the Gag binding sites in domain I of
Ty1i RNA is not enough to affect CNC because Gag produced in the 1 Ty1 strain stabilizes Ty1 RNA
through binding to other sites.

3.8. AUG1 is Exposed in a 3D Structural Model of Domain I RNA

Our Ty1i RNA structural and functional studies indicate that the 3D structure of domain I is
important for efficient p22 translation. However, determining the 3D structure of RNA in solution is
challenging. Therefore, we combined chemical probing experiments to map RNA secondary (Figure 3)
and tertiary structures using RNAComposer [34]. To reveal the tertiary fold of domain I of AUG1AUG2
RNA and support RNAComposer predictions [36], we also used hydroxyl radicals to produce strand
breaks. This approach allows one to map solvent exposed regions of the nucleic acid backbone.
This analysis predicted >100 different 3D structures of domain I and clustered them based on their
agreement with the hydroxyl radical cleavage data and the energy of the final RNA 3D structure.
The structures that best-fit the hydroxyl radical cleavage data allowed us to explain the gain in
SHAPE reactivity of H2 apical loop nucleotides upon S1 stem destabilization in the AUG1GCG2 and
AUG1GUG2 RNA mutants. Our models suggest that the H2 hairpin stem bends due to the presence
of an internal loop containing unpaired C1051 and A1063, which causes an apical loop of H2 to be
positioned close to the 3-way junction. Thus, disruption of junction geometry due to S1 unwinding
is likely to affect H2 apical loop reactivity. The best models shared the common feature of coaxial
positioning of the S1 stem and H1 hairpin. Such an organization of the 3-way junction places AUG1 on
the surface of the molecule between hairpins H1 and H2, and may contribute to AUG1’s preferential
use for initiating the translation of p22 (Figure 10).

Figure 10. A 3D structure model of Ty1i RNA domain I. Structural elements are annotated: hairpin H1
(cyan), hairpin H2 (yellow), stem S1–3 (blue) and 3-way junction (green). AUG1 sequence is marked
in red.

52



4. Conclusions

Translation initiation is the rate-limiting step of protein synthesis and is highly regulated by RNA
binding factors and structural properties of the messenger RNA. This coordinated action allows cells
to rapidly adapt to their environment without the need of de novo mRNA synthesis and transport
from the nucleus to the cytoplasm [50]. In addition, a wide variety of viruses exploit variations in
translation initiation to expand their coding capacity from a limited set of transcripts, including the use
of alternative initiation codons and internal ribosome entry sites [17]. In the present work, we address
how the Ty1 restriction factor p22 is translated from Ty1i RNA using a combination of structural
and functional approaches. We show that two p22 initiation codons on Ty1i RNA are embedded in
structural domain I, which is formed by an interaction between the 5′ UTR and the coding sequence.
Our in vitro translation experiments show that both p22 initiation codons can be utilized but that
AUG1 is used preferentially. We demonstrate that the structural integrity of Ty1i RNA is critical for
the efficient expression of p22 from AUG1. Even small changes in the domain I sequence that disrupt
its secondary and tertiary structure result in strong inhibition of p22 synthesis. Our studies have
mapped two high affinity Ty1 Gag binding sites located in domain I of Ty1i RNA. Deletion of one
of the binding sites leads to a decrease in the p22 level in vivo by destabilizing Ty1i RNA. Our work
supports the hypothesis that structural motifs of domain I are not only important for the efficient
translation of p22 protein but may also contribute to the stability of Ty1i RNA via interactions with Gag.
Such interactions raise the possibility of an autogenous control loop where Gag positively controls the
synthesis of p22, which in turn inhibits Gag function and mediates Ty1 CNC. However, more work
will be required to understand how Gag binding to Ty1i RNA contributes to its stability.

Supplementary Materials: The following are available online at www.mdpi.com/1999-4915/9/4/74/s1,
Figure S1: SHAPE reactivity AUG1GUG2 RNA mutant, Table S1: Primers used for construction of templates for
in vitro transcription and reverse transcription, Table S2: Quantitation of the translation products from the gel in
Figure 2, Data set S1: SHAPE data of AUG1AUG2 RNA.
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Abstract: Converting the single-stranded retroviral RNA into integration-competent double-stranded
DNA is achieved through a multi-step process mediated by the virus-coded reverse transcriptase (RT).
With the exception that it is restricted to an intracellular life cycle, replication of the Saccharomyces
cerevisiae long terminal repeat (LTR)-retrotransposon Ty3 genome is guided by equivalent events
that, while generally similar, show many unique and subtle differences relative to the retroviral
counterparts. Until only recently, our knowledge of RT structure and function was guided by a vast
body of literature on the human immunodeficiency virus (HIV) enzyme. Although the recently-solved
structure of Ty3 RT in the presence of an RNA/DNA hybrid adds little in terms of novelty to the
mechanistic basis underlying DNA polymerase and ribonuclease H activity, it highlights quite
remarkable topological differences between retroviral and LTR-retrotransposon RTs. The theme of
overall similarity but distinct differences extends to the priming mechanisms used by Ty3 RT to initiate
(−) and (+) strand DNA synthesis. The unique structural organization of the retrotransposon enzyme
and interaction with its nucleic acid substrates, with emphasis on polypurine tract (PPT)-primed
initiation of (+) strand synthesis, is the subject of this review.

Keywords: retrotransposon; Ty3; reverse transcriptase; reverse transcription; ribonuclease H
(RNase H); DNA polymerase; retroelement

1. Introduction

Central to the propagation of retroviruses and long terminal repeat (LTR)-retrotransposons is the
conversion of their single-stranded RNA genome into integration-competent double-stranded DNA,
a multi-step process mediated by the element-encoded reverse transcriptase (RT) [1]. Crucial steps
in this process involve the use of RNA primers to initiate synthesis of the (−) and (+) strand DNAs
(a host-coded transfer RNA (tRNA) and the element-encoded polypurine tract (PPT), respectively).
Our understanding of these events has come almost exclusively from retroviruses where, over some
50 years, the field has witnessed a progression from the discovery of an enzyme capable of synthesizing
DNA on an RNA template [2,3] to high resolution X-ray structures for human immunodeficiency virus
type 1 (HIV-1) RT that have proven instrumental to the success of combination antiviral therapy to
stem HIV infection and the progression of acquired immunodeficiency syndrome (AIDS) [1].

Based on literature that has been amassed on RT from human, avian and murine retroviruses,
it might be considered reasonable to assume that counterpart enzymes of transposable elements
(e.g., Drosophila (copia) and Saccharomyces cerevisiae (Ty1 and Ty3)), as well as their cognate nucleic
acid substrates, are merely minor variations of a common theme. However, the observation that
(a) Ty1 and Ty3 RTs use a bipartite primer binding site (PBS); (b) the Schizosaccharomyces pombe
element Tf1 uses a tRNA-independent mechanism; and (c) a “half-tRNA” is employed by Drosophila
melanogaster copia to initiate (−) strand DNA synthesis [4] suggests their respective polymerases might
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also not share the topological features of HIV-1 RT. This issue is highlighted by structural data for
several monomeric retroviral and retrotransposon RTs such as the gammaretroviruses xenotropic
murine leukemia virus-related virus (XMRV) and Moloney murine leukemia viruses, mouse mammary
tumor virus, simian foamy virus, bovine leukemia virus, and the Tf1 element [5–10]. As the third
RNA-dependent DNA polymerase to be crystallized in the presence of an RNA/DNA hybrid, the
goal of data presented in this review is to illustrate the unique topological complexity of Ty3 RT and
point out to the reader that our understanding of reverse transcription should be the consequence of
comparative studies and not simply those from a single enzyme.

2. Reverse Transcription Overview

Ty3 RT performs a series of orchestrated events to convert the diploid plus (+) stranded
retrotransposon RNA into double-stranded DNA (dsDNA) that is subsequently integrated into the
host cell genome (Figure 1). Minus (−) strand DNA synthesis initiates from the 3′-end of a host-derived
tRNA hybridized to a bipartite primer binding site (PBS) and continues until the 5′-end of the genome
is reached (Figure 1B–D). RT-associated RNase H activity then hydrolyzes the 5′-terminal repeat
(R) and U5 segments of the RNA template, allowing transfer of the nascent (−) strong stop DNA
(ssDNA) to the 3′-terminal R segment (Figure 1D,E). After the template switch, minus (−) strand DNA
synthesis proceeds with concomitant RNase H-mediated degradation of viral RNA, leaving a small
RNase H-resistant purine-rich RNA fragment (polypurine tract, or PPT) hybridized to the nascent
DNA (Figure 1F,G). In contrast to retroviruses and Ty1, no central PPT has been identified for Ty3.
The Ty3 PPT fragment primes (+) strand DNA synthesis in a manner that diverges somewhat from the
equivalent event in retroviruses. Through a mechanism that will be discussed in more detail below,
the (+) strong stop DNA generated from a second PPT priming event is transferred to the 3′-end of the
nascent (−) DNA by virtue of the terminal repeat (R) sequences. Once both the (+) and (−) strands are
filled out, the final dsDNA contains a repeated U3-R-U5 sequence flanking the coding regions of the
retrotransposon genome (Figure 1G–M).

2.1. Minus (−) Strand Initiation and tRNA-Retrotransposon RNA Interactions

Minus (−) strand DNA synthesis in Ty3 is primed by host tRNAi
Met, the same species utilized by

the distantly-related Ty1 and Ty5 retrotransposons [11]. Interestingly, while Ty3 and Ty1 prime from
the native 3′-end of the tRNA, Ty5 RT initiates from a 3′-end produced by host cell RNase P-mediated
internal cleavage within the anticodon loop [12–14]. Also, both Ty3 and Ty1 utilize a bipartite PBS,
although the details of how the PBS is divided and where the segments reside in their respective RNA
genomes differs between the two elements. Like those of retroviruses, the PBS of Ty1 is contained
entirely within U5, with the two segments separated by a relatively small internal loop. In contrast,
the 5′ and 3′ segments of the bipartite Ty3 PBS are separated by ~4800 nt and reside in the 5′ (PBS)
and 3′ (U3) untranslated regions (UTRs), respectively. To form a DNA synthesis-competent initiation
complex, the acceptor stem and TΨC arm of tRNAi

Met hybridize to the 5′ and 3′ components of the
PBS while the D arm interacts with viral RNA in U3 [15,16]. Such intricate interactions to establish (−)
strand initiation complexes are a common requirement for many retroelements, including retroviruses.
For instance, mutational analyses of HIV-1, feline immunodeficiency virus (FIV) and Rous sarcoma
virus (RSV) complexes indicate that base pairing between tRNA and viral RNA sequences outside of
the PBS support an efficient transition from the initiation to elongation phase of DNA synthesis [17–22].

Ty3 nucleocapsid protein (NC) is produced by proteolytic cleavage of the GAG3 (CA-SP-NC)
precursor [23]. Ty3 NC has a single zinc finger, the highly-basic N-terminal domain of which contributes
to nucleic acid binding efficiency [13,24], facilitating annealing of tRNAi

Met to the PBS, formation
of ribonucleoprotein complexes, and genomic RNA dimerization. Deletion analysis has determined
that these NC functions are more dependent on the basic region than the zinc finger [15]. Together
with tRNAi

Met-PBS hybridization, Ty3 NC enables initiation complex dimerization by promoting
interstrand base pairing between 12 nt G:C rich palindromic sequences at the tRNA 5′-ends [13].
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One study also suggests that a global complex in which viral RNA 5′ and 3′ termini are brought into
proximity may be stabilized by a transient covalent linkage between the two ends, as knockdown
mutations in the lariat debranching enzyme Dbr1 have significantly decreased levels of Ty3 cDNA
accumulation [25].

Figure 1. Ty3 Reverse Transcription Cycle. (A) Structure of the double stranded preintegrative Ty3
DNA (black). U3, unique 3′ sequence; R, repeat sequence; U5, unique 5′ sequence; PBS, primer binding
site; PPT, polypurine tract; (B) Genomic RNA is depicted in red. The bipartite nature of the PBS
comprises sequences from both the 5′ PBS and the 3′ U3 regions; (C) Simplified initiation complex
excluding the transfer RNA (tRNA) 5′ terminal nucleotides; (D) (−) strand strong stop synthesis, with
concomitant degradation of genomic RNA by RNase H. Newly synthesized (−) strand DNA is shown
in blue; (E) (−) strand transfer; (F) (−) strand synthesis and concomitant degradation of genomic
RNA by RNase H; (G) (+) strand synthesis initiates from the PPT and extends into tRNA. Nascent (+)
strand DNA is shown in green; (H) PPT is re-cleaved from (+) strand DNA and tRNA is cleaved from
(−) strand DNA by RNase H; (I) Second (+) strand DNA, indicated in blue, displaces first; (J) PPT is
again cleaved; (K) Third (+) strand synthesis initiates, and displaces second (+) strand; (L) Second (+)
strand transfers to 3′-end of (−) DNA and PPT is cleaved; (M) Synthesis of both (+) and (−) strands
is completed.

2.2. Plus (+) Strand Initiation, (+) sssDNA Synthesis, and (+) Strand Transfer

Plus-strand synthesis in Ty3 initiates from a PPT RNA fragment located just upstream of U3.
However, in Ty3 and Ty1, this PPT appears to prime DNA synthesis more than once. This revelation
came from experiments in which a mutant tRNA was used to prime minus-strand initiation, yet this
change was not reflected in the PBS region of Ty1 or Ty3 DNA following retrotransposition [26].

In these experiments, researchers utilized a mutant yeast strain devoid of any endogenous
tRNAi

Met genes but expressing a similar mutant tRNA containing a nucleotide substitution in the
anti-PBS sequence [27]. After performing a Ty3-specific integration assay, progeny retrotransposon
DNA was sequenced and did not contain the mutation, indicating the genomic PBS sequence could
not be derived from reverse transcription of the (−) DNA-priming tRNA, as is the case in retroviruses.
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The authors proposed the alternative PPT recycling mechanism shown schematically in Figure 1.
In this process, (+)-DNA synthesis initiates from the PPT and terminates after reverse transcribing
12 nt of the (−)-strand priming tRNA (Figure 1G). RT then separates the tRNA from the (−) DNA
template by cleaving at or near the tRNA-DNA junction. RT also cleaves at the junction between the
PPT and nascent (+) DNA, after which synthesis of a second (+) strand initiates from the regenerated
3′PPT primer, displaces the first (+) strand strong stop DNA (sssDNA), and terminates at the end of U5
(since the tRNA has been removed from the (−) DNA template) (Figure 1H,I). Finally, a third cleavage
of the PPT allows re-initiation of a third (+) DNA synthesis product, resulting in displacement of
the second (+) sssDNA, and making it available for hybridization to the complementary R and U5
sequences at the (−) DNA 3′ terminus (Figure 1J–L). Re-initiation of (−) DNA synthesis from the
transferred strand completes the (+) strand transfer process (Figure 1L,M).

As the alternative (+) DNA synthesis mechanism would suggest, dead end (+) sssDNA products
have been found to accumulate to high levels in Ty3 virus like particles [28]. This observation, together
with finding that the PBS sequence is not preserved by reverse transcription of the tRNA 3′ terminus,
lends support to this distinctive and intriguing model of (+) strand synthesis and strand transfer.

2.3. Involvement of Ty3 Integrase

Ty3 integrase (IN) is produced by proteolytic cleavage of the polyprotein precursor GAG3-POL3
(PR-J-RT-IN) [23,29]. To determine whether this enzyme might affect stages of retrotransposition
outside of integration, researchers substituted alanine for charged non-catalytic residues in both the
N- and C-terminal domains of Ty3 IN and studied the effects in vivo. One class of such mutations
that reduced steady state levels of IN in cells also produced a correlative decrease in accumulated
cDNA. Similarly, mutant virus-like particles (VLPs) contained less primer tRNA and produced less (−)
sssDNA in exogenous RT assays, suggesting IN may contribute a stimulatory role at early stages of
reverse transcription. Trans-complementation with a capsid (CA)-RT-IN, but not a CA-IN construct,
rescued cDNA production, indicating that the stimulatory effects of IN on cDNA synthesis may be
mediated by close association of this enzyme with RT [30]. Ty1 experiments in which native IN was
provided in trans yielded similar results wherein trans-complementation of IN alone failed to rescue
reverse transcription defects in an IN-deficient Ty1 model system [31]. Taken together, these studies
suggest that the mechanism of activating initiation of (−) DNA synthesis by association of IN with RT
may be common among retrotransposons.

3. Ty3 RT Structural Organization and Biochemical Characterization

The reverse transcription process has been thoroughly characterized for several retroviruses and
LTR-containing retrotransposons. In contrast, high resolution structural details on their associated
RTs have been limited largely to the HIV-1 enzyme as a consequence of its central role as an antiviral
target [32]. In the absence or presence of its nucleic acid substrate, HIV-1 RT is organized as an
asymmetric heterodimer of 66 and 51 kDa subunits (p66 and p51, respectively) derived from the same
gene, but differing in that p51 lacks the ~15 kDa, C-terminal RNase H domain as a consequence of
processing by the virus-coded protease [33]. Similar to other nucleic acid polymerases, p66 subdomains
were designated “fingers”, “palm”, and “thumb”, which were tethered to the C-terminal RNase
H domain via a “connection” subdomain. Alternative folding of the p51 subunit positioned the
connection between its fingers and palm, thereby occluding its DNA polymerase active site [34].
The lack of a p51-associated RNase H domain thus indicated that both the polymerizing and hydrolytic
activities of HIV-1 RT were a property of the p66 subunit.

Later studies with RT from the gammaretrovirus xenotropic murine leukemia virus-related virus
(XMRV) [5] demonstrated a monomeric organization in the absence and presence of nucleic acid
substrate, providing a second example of a retroviral polymerase whose dual enzymatic functions
reside on the same subunit. The availability of high resolution structures for two retroviral enzymes
in the presence of an RNA/DNA hybrid thus predicted that their LTR-retrotransposon counterpart
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would assume one of these two configurations. Initial clues that this might not be so simple came
from phylogenetic studies indicating that LTR-retrotranspon RT lacks a “connection” subdomain
(i.e., its RNase H and DNA polymerase domains domain were juxtaposed) [35]. Initial biochemical
characterization of recombinant Ty3 RT indicated that, following gel permeation chromatography,
DNA polymerase activity was associated with a polypeptide that migrated consistent with 55 kDa
monomer [36]. However, when the same analysis was conducted in the presence of nucleic acid,
the migration properties of the nucleoprotein complex, 125 kDa, suggested the intriguing notion of
substrate-dependent dimerization [37], in this case a homodimer. However, in contrast to HIV-1 RT,
the Ty3 homodimer would retain two copies of the C-terminal RNase domain, raising speculation that
both might exhibit activity. Our high resolution structure of Ty3 RT containing an RNA/DNA hybrid
derived from its PPT answered this question, while at the same time it also demonstrated a uniquely
versatile enzyme with respect to subunit topology.

As depicted in Figure 2, Ty3 RT is an asymmetric homodimer comprised of subunits we designated
A and B. In contrast to the previous studies of Sarafianos et al. [38], but in keeping with our own
data for HIV-1 [39,40] and XMRV RT [5], the RNA/DNA hybrid assumes a more A-like configuration,
displaying no steric clashes between O2′ and O4′ oxygens of adjacent riboses of the RNA strand.
Although lacking a connection subdomain, the fingers, palm, thumb, and RNase H domain of Ty3
RT subunit A are topologically similar to those of HIV-1 RT p66. In addition to crystallographic data
in the presence of an RNA/DNA hybrid, ascribing DNA polymerase function exclusively to subunit
A was based on the observation that alternative folding positioned the subunit B RNase H domain
between its fingers and palm. Thus, despite major structural differences between HIV-1 and Ty3
RT, they share the common property that alternative folding of the two subunits occludes one of the
DNA polymerase active sites. A summary of amino acid contacts supported by subunits A and B is
illustrated in Figure 3.

Figure 2. Structure of the asymmetric Ty3 RT homodimer in complex with its PPT-containing
RNA/DNA hybrid. DNA and RNA strands of the cartoon representation are denoted in cyan and
yellow, respectively. Subunit domains are color coded blue, red, green, and orange for fingers, palm,
thumb, and RNase H, respectively, and the darker shading represents subunit A. Note the absence
of a connection subdomain, a significant contrast between retroviral and LTR-retrotransposon RTs.
Adapted from [37].
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Figure 3. Contacts between Ty3 RT subunits A and B and the PPT-containing RNA/DNA hybrid.
Color coding is consistent with subdomain designation of Figure 2, and DNA and RNA nucleotides are
denoted in capital and small letters, respectively. The scissile PPT/U3 junction has been indicated, and
base numbering is relative to substrate bound at the DNA polymerase active site Subunit B contacts
are denoted “B” and circled. Parallel horizontal lines indicate van der Waals interactions. Diagonal and
vertical lines indicate interactions mediated by the protein backbone (cyan) or side chains (black).

3.1. DNA Polymerase Active Site Residues

As originally identified by homology with HIV-1 RT, D151, D213, and D214 are housed in the
palm subdomain and comprise the catalytic triad of the -D-(aa)n-Y-L-D-D- DNA polymerase active
site of Ty3 RT [41] (Figure 4). These residues were mutated to either asparagine or glutamate and
the effects on enzyme function were determined in vitro in the context of purified enzyme as well as
transposition activity in S. cerevisiae. D151N and D213N substitutions eliminated both RNA-dependent
and DNA-dependent DNA polymerase activities, whereas activity was retained in D214N and D214E
mutants (although enzyme processivity was substantially reduced). D151E mutants were likewise
devoid of polymerase activity, although D213E was partially tolerated. Reduced pyrophosphorolysis
activity was found to parallel DNA polymerase activity deficits, and none of these mutants were
substantially rescued by substituting MnCl2 for MgCl2 in enzyme assays. Quantitative kinetic analysis
indicated that the principle effects of these mutations were on turnover and processivity rather than
substrate binding.

Figure 4. Alignment of the DNA polymerase active sites of Ty3 (PDB ID 4OL8, REF) and HIV-1 RT
(PDB ID:1RTD). Carbon atoms of select Ty3 RT residues are shown in red (palm) and blue (fingers),
and those of HIV-1 residues are in grey. The two catalytic metal ions and incoming dTTP are shown
in grey and dark grey, respectively. Both HIV-1 DNA strands are shown as a light blue ladder, and
the RNA template and DNA primer bound by Ty3 RT are shown in magenta and marine, respectively.
The 3′-terminal nucleotides in both DNA primer strands are shown in stick form, and the stick radius
of the incoming dTTP has been slightly expanded for contrast. Adapted from [37].
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In vitro, D151E RT was only 2% active relative to the wild type enzyme. All other mutants were at
least 25% active, indicating that they were not structurally compromised and still capable of substrate
binding. Both wild type and mutant enzymes retained the precision of RNase H activity, indicating
that active site residues do not affect positioning of the enzyme on the substrate. In vivo, all mutations
proved lethal for transposition. Taken together, these results suggested that D151 and D213 were
required for coordination of the catalytically essential divalent Mg++, while D214 may stabilize the
polymerase activation complex or otherwise facilitate catalytic chemistry. The Ty3 RT-RNA/DNA
co-crystal structure also shows that, in addition to its role in metal ion chelation, the D213 side chain
also contacts the 3′-terminal nucleotide of the DNA primer [37].

3.2. Thumb Subdomain Residues Contacting Nucleic Acid

In retroviral RTs and other DNA polymerases, the thumb subdomain is flexible and, in the context
of an active polymerase domain, functions both in substrate binding and translocation during DNA
synthesis [42]. Numerous residues in the Ty3 subunit A thumb contact either the primer or template
strand in the RT-RNA/DNA co-crystal [37]. Specifically, DNA primer nucleotides at positions −3
to −5 form backbone contacts with thumb residues Y298, G294, and K287, respectively, while N297
and R300 contact the 2′OH moiety of the RNA strand at positions −5 and −6. Equivalent residues in
the B subunit do not contact nucleic acid, as the thumb subdomain is displaced from the palm and
rotated relative to the RNase H domain. Before the high resolution crystal structure became available,
thumb residues proposed to interact with the nucleic acid substrate were identified by homology to
the equivalent domain in HIV-1 RT [43]. On this basis, residues Q290, F292, G294, N297, and Y298
were subjected to mutational and biochemical analysis to characterize their roles in enzyme function.

A novel assay developed for this study utilized duplex DNA substrates containing serial locked
nucleic acid (LNA) substitutions in either the primer or template strand [43,44]. Because LNA can only
assume an RNA-like C3′-endo sugar pucker and contains a methylene bridge between ribose 2’-O and
4’-C atoms, its introduction into DNA creates a localized steric barrier to polymerase binding and/or
translocation. Moreover, because only the ribose groups of LNAs are chemically modified, measuring
the efficiency of single nucleotide incorporation in these substituted substrates can be exploited to
determine contact sites between the enzyme and sugar-phosphate backbone irrespective of nucleoside
base identity.

In this assay, LNA substitutions at either position −3 or −4 in the DNA primer strand or position
−6 or −7 in the DNA template strand impaired single nucleotide incorporation, indicating the
importance of enzyme-nucleic acid contacts at these sites for proper substrate binding. This finding
was corroborated by parallel assays in which a basic nucleoside analogs were serially substituted into
nucleic acid substrates, and is in remarkable agreement with the high resolution Ty3 RT-RNA/DNA
co-crystal structure published nine years later [37]. Analysis of Ty3 RT thumb mutants using this assay
indicated that subunit A residues G294, N297, and Y298 contact the DNA substrate at or near the
sites indicated in the co-crystal structure. Perhaps the most remarkable finding was the compensatory
interaction between the Y298A mutant and the DNA substrate with an LNA substitution at primer
nucleotide −3. Primer extension activity of this mutant was substantially greater than that of wild
type Ty3 RT, indicating a reciprocally favorable binding interaction between the smaller Ala side chain
and the bulky modified nucleoside.

The important contribution of thumb contacts to Ty3 RT function was further established by more
conventional biochemical assays [43]. Higher rates of dissociation from duplex DNA substrates were
measured in steady-state kinetic assays, while mutants containing G294, N297, or Y298 substitutions
exhibited reduced RNase H activity.

3.3. A Single Subunit of the Ty3 RT Asymmetric Homodimer Contributes to RNase H Activity

Although contacts with the DNA strand of the RNA/DNA hybrid could be identified for both
RNase H domains in the crystal structure, neither RNase H active site was in the vicinity of the
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RNA scissile bond. Since simple site-directed mutagenesis would duplicate any modification in both
subunits, the origin of RNase H activity was determined using a novel phenotypic mixing strategy in
which the nucleoprotein complex was reconstituted with selectively-deficient Ty3 RT monomers.

Residue D426 constitutes one of the catalytically critical residues of the RNase H domain, and its
replacement with asparagine (N426) was shown to eliminate RNase H activity [45]. The capacity of
this variant to dimerize, however, appears to be unaffected, as the D426N enzyme was fully functional
as a DNA polymerase. In contrast, R140 and R203 of Ty3 RT subunit A localize to the dimerization
interface, suggesting that mutating these residues might impair dimerization, and hence enzyme
function. Indeed, an R140A/R203A double mutant was defective in both DNA polymerase and RNase
H activities, presumably reflecting a failure to dimerize. It is important to note that these mutations
only prevent dimerization when present in the context of the A subunit; in the B subunit, residues R140
and R203 do not appear to be directly involved in dimerization or any other aspect of RT function.

The possible complementation outcomes of the mixing of D426N and R140A/R203A Ty3 RT
monomers are depicted in Figure 5. In brief, the only way for these variants to combine to form an
active dimer with RNase H activity would be if (i) mutants D426N and R140A/R203A occupied the
subunit A and B positions, respectively; and (ii) the RNase H domain of subunit B confers RNase
H activity to Ty3 RT. This was indeed what we observed experimentally [37], demonstrating that
DNA polymerase and RNase H activity are exclusive to the A and B subunits of Ty3 RT, respectively.
An unresolved question, however, was the conformational change necessary to position the subunit
B active site in the vicinity of the scissile bond of the RNA backbone. Although located closer to the
scissile phosphate, the subunit B RNase H domain (and thumb subdomain) would be required to
move ~40 Å, a translation molecular modeling suggests could be accommodated for without invoking
steric clashes. In summary, although the active site residues of DNA polymerase domains of lentiviral,
gammaretroviral, and LTR-retrotransposon RTs are well conserved, the major differences they exhibit in
the topology of their RNase H domains possibly reflect an intricate evolutionary mechanism whereby
cellular RNases H were sequestered by the retroviral polymerase into bifunctional enzymes.

Figure 5. Phenotypic mixing strategy to determine the RNase H-competent Ty3 RT subunit.
RNase H defective (D426N) and dimerization defective (R140A/R203A) mutant monomers are
indicated in blue and grey, respectively. Notations d+ and d− indicate a dimerization-competent
and dimerization-incompetent subunit interface, while r+ and r− denote RNase H-competent and
RNase H-incompetent, respectively. Note that the d− mutant only prevents dimerization when in
the A subunit position. When purified mutants are mixed, RNase H activity is only recovered in a
reconstituted dimer whose subunit B contributes to RNase H activity.
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3.4. RNase H Domain Structure

Retroviral, bacterial, human H1, and Ty3 RNase H enzymes/domains adopt a common “RNase
H fold” characterized by a 5-stranded β-sheet flanked by 2–3 α-helices on one side and one on the
other [46]. Aside from their positioning relative to nucleic acid substrate and the Ty3 fingers, palm, and
thumb subdomains, the Ty3 RNase H domain differs from the retroviral and RNase H1 counterparts
in the length of the first β-strand (~10 residues shorter for Ty3 RT) and arrangement of α-helices
between β-strands 4 and 5. Secondary, tertiary, and quaternary structures of Ty3 RNase H domains
also resemble the connection subdomains of closely related retroviral enzymes, although the latter
elements lack the functional catalytic residues [35].

Critical active site residues of the Ty3 RNase H domain are D358, E401, D426, and D469 [37,45].
These residues are superimposable with their counterparts in cellular and retroviral enzymes (Figure 6),
suggesting they support a common catalytic mechanism. In biochemical assays, D358N, E401Q, and
D426N substitutions eliminated RNase H activity while a D469N mutation led to its reduction [45].
The diminished effects of the D469N mutation were consistent with a prior study of the homologous
residue in HIV-1 RT as well as the distinct role this acidic residue is purported to play in the
2-metal ion catalyzed model of RNase H-mediated RNA cleavage [47,48]. One distinct feature of
the Ty3 RT domains is the reduced size of a loop located proximal to the active site in cellular and
retroviral enzymes. As this loop harbors a conserved histidine residue (H264 in human RNase,
H1 and H539 in HIV-1 RNase H) that is proposed to facilitate product dissociation following
hydrolysis [47,49], its absence in the Ty3 enzyme may reduce catalytic turnover relative to the human
and retroviral counterparts.

Figure 6. Alignment of RNase H active sites from Ty3 RT (PDB ID 4OL8, REF), Bacillus halodurans
RNase H1 (PDB ID: 1ZB1, REF), and human RNase H1 (PDB ID: 2QK9, REF). Residue carbon atoms
are shown in yellow, blue, and salmon, respectively. RNA strands from human and bacterial RNases
H1 are shown in salmon and red, and two catalytic Mg++ ions from the Bh-RNase H1 structure are
depicted as green spheres. The attacking nucleophilic water is shown as a red sphere.

In the co-crystal structure containing an RNA/DNA hybrid, subunit A RNase H residues R441
and R445 make backbone contacts with the DNA at positions −13/−14, while subunit B residues N435
and K436 make contacts between positions −10/−11 [37]. The functional role these residues play in
substrate binding and/or RNase H activity of Ty3 RT is unclear, since neither subunit is positioned for
cleavage in the crystallized complex. Conversely, because homologs of Ty3 residues R473 and Y459 in
HIV-1 have been shown to interact with the backbone of the RNA strand in an HIV RT-RNA/DNA
co-crystal, these residues might be expected to play a similar role in a “cleavage-ready” Ty3 RT complex.
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R473 is well conserved among Gypsy retroelements, while mutating Y459 greatly reduces RNase H
activity [45].

Homology modeling of a productive Ty3 RNase H-RNA/DNA complex indicates that a number
of contacts observed to occur between cellular and retroviral RNases H and their RNA/DNA hybrid
substrates would likely be missing. For example, C-terminal residues of β1′ in bacterial and human
RNase H1 mediate contacts with 2′-OH groups on the 3′ side of active site that have been postulated as
important determinants of substrate specificity [47]. Since this β-sheet is ~10 residues shorter in Ty3 RT,
no such 2′-OH interactions could be established in a homologous complex. Similarly, there appears to
be no Ty3 homologs of cellular and retroviral RNase H residues shown to contact the minor groove side
of substrate bases (e.g., E449, N474, and Q475 of HIV-1 RNase H) [39,49]. Finally, conserved residues
of the phosphate binding pocket—a motif critical for substrate recognition and DNA deformation in
hybrid duplexes—have no clear homologs in the Ty3 RNase H domain [47]. Taken together, these
observations suggest that, although the active site of Ty3 RNase H likely functions through a very
similar mechanism to cellular enzymes, the mode of RNA-DNA binding involves fewer contacts with
nucleic acid, and in particular with the DNA strand.

4. Structural Determinants of PPT Cleavage by Ty3 RT-Associated RNase H

(+) strand DNA synthesis in LTR-retrotransposons from an RNase H-resistant PPT-containing
RNA/DNA hybrid parallels mechanisms established for retroviruses. In brief, this involves
(i), exposure of the PPT 3’-OH in the RNA/DNA replication intermediate; (ii), initiation of (+)
strand DNA-dependent DNA synthesis; and (iii), precise removal of the RNA primer from the
RNA-DNA chimera. Curiously, however, the Ty3 PPT sequence, 5′-G-A-G-A-G-A-G-A-G-G-A-A-3′

differs from its retroviral counterparts, which in general have a more homopolymeric organization
(e.g., 5′-A-A-A-A-G-A-A-A-A-G-G-G-G-G-G-3′ for HIV-1). In addition, the Ty3 and HIV PPTs differ in
length (12 nt and 15 nt, respectively). Despite this, model systems mimicking Ty3 PPT primer selection
and its release from nascent (+) strand DNA demonstrate a high degree of precision (Figure 7), while
in a heterologous system, Ty3 RT fails to recognize the HIV PPT/U3 junction [50]. Together, these
observations suggest a mechanistically appropriate “fit” between the retroviral or retrotransposon
polymerase and its cognate PPT drives cleavage specificity. Nucleic acid interference experiments,
in combination with nuclear magnetic resonance (NMR) spectroscopy, have provided important
insights into the structural basis for Ty3 PPT cleavage specificity.

The nonpolar pyrimidine mimic, 2,4-difluoro-5-methylbenzene deoxynucleoside (F, Figure 8) is
isosteric with thymine, but has severely reduced hydrogen bonding capacity [51]. Its strategic insertion
into the DNA strand of a Ty3 PPT RNA/DNA hybrid provided a unique means of assessing the role
of hydrogen bonding without invoking major steric clashes. Most prominent among the outcomes of
this strategy was the observation that a tandem −1/−2 T → F substitution quantitatively relocated
cleavage specificity ~11 bp downstream (i.e., to positions +10 and +11, Figure 8). Although some
specificity for the PPT/U3 junction was retained, additional dual substitutions likewise re-directed
the RNase H catalytic site some 10–12 bp downstream [50]. Since the position of cleavage defined
the disposition of the Ty3 RNase H domain on the hybrid, mutagenesis data indicated that local
T → F-induced flexibility was “sensed” and sequestered by a structural component of Ty3 RT, leading
to re-positioning of the RNase H active site. Crystallographic evidence with HIV-1 RT had suggested
that several residues of its p66 thumb that were in close contact with the nucleic acid substrate could
assume the role of a sensor of nucleic acid configuration [43]. Preliminary studies on Ty3 RNase
H activity indicated its DNA polymerase and RNase H active sites were separated by ~13 bp of
RNA/DNA hybrid [45], predicting a shorter separation distance between its thumb and RNase H
domain. As indicated in Figure 3, this distance is ~10 bp, supporting such a sensor role for the subunit
A thumb.
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Figure 7. (A) Model RNA/DNA hybrids to illustrate the specificity of cleavage at the Ty3 PPT/U3
junction. A hybrid containing the “all-RNA” strand, PPT/r, mimics selection of the PPT 3’-OH from
the RNA/DNA replication mediate during (−) strand DNA synthesis, while a hybrid containing the
RNA-DNA chimera, PPT/d, mimics release of the PPT 3’-OH from nascent DNA, an obligate step
following initiation of (+) strand DNA synthesis; (B) experimental data. For both model substrates,
the position of the PPT/U3 junction has been indicated. Adapted from [50].

In an effort to correlate these findings with the selection of the PPT primer 3′-OH in vivo,
pyrimidine isostere experiments raised the possibility that local anomalies in nucleic acid geometry,
either at or upstream of the scissile junction, might also serve as recognition signals for RT positioning.
A clue to this possibility was provided by NMR studies, which indicated an A- to B-transition in the
+1rG sugar pucker at the Ty3 PPT/U3 junction [52]. Structurally, this local alteration in sugar pucker
would alter the backbone conformation of the RNA/DNA hybrid, creating both a local distortion and,
potentially, more long range kinking of the helix. An NMR structure of the junction formed at the
HIV-1 (−) strand initiation site has also revealed a deoxyribose sugar switch one base step away from
the junction between the tRNA primer and nascent (−) strand DNA [53]. Thus, sugar pucker switches
may provide a common mechanism that contributes towards aligning RNA/DNA hybrids for correct
cleavage at the RNase H active site.
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Figure 8. Modulation of Ty3 PPT cleavage by targeted insertion of non-polar pyrimidine isosteres.
(A) Representation of an A:T base pair and its A:F counterpart; (B) Model Ty3 RNA/DNA hybrid and a
summary of pyrimidine isostere mutagenesis. DNA and RNA strands are depicted in capital and small
letters, respectively, and the scissile PPT/U3 junction is indicated. Base-pair numbering is relative to the
PPT/U3 junction (i.e., the last base of the PPT is denoted −1). Sites of cleavage relative to the position
of T-F modification in the DNA strand are indicated; (C) experimental data. WT, unmodified hybrid,
indicating cleavage at the PPT/U3 junction. For additional panels, the position of T-F modification in
the DNA strand are indicated, and the asterisk illustrates the relocated RNase H cleavage in response
to these modifications. Adapted from [50,51].

Finally, as another example of subtle mechanistic differences in RTs that catalyze common steps in
reverse transcription, pyrmidine isostere insertions into the DNA strand of the HIV-1 PPT have been
demonstrated to similarly re-align the RNase H active site, but in this case 3–4 bp from their sites of
insertion [54]. An HIV RT motif that might respond to structural anomalies is the “RNase H primer
grip” (alternatively designated the phosphate binding pocket) which interacts with nucleic acid ~5 bp
from the RNase H active site [38].

5. Conclusions and Perspectives

While the Ty3 lifecycle and RT structure share many of the features common among retroelements,
numerous unique aspects of Ty3 have been highlighted in this review. The cognate minus strand primer
tRNA hybridizes to distinct segments of Ty3 PBS separated by ~4800 nt in the genomic sequence,
plus strand synthesis initiates multiple times from the PPT in a single reverse transcription cycle,
and the PBS sequence is not perpetuated by reverse transcription of tRNA. Moreover, the RNase
H domains of Ty3 RT are homologous to retroviral connection subdomains in both sequence and
structural organization, and the DNA polymerase and RNase H activities of the enzyme are catalyzed
by different subunits of an asymmetric homodimer. Such findings highlight not only the evolutionary
commonalities and divergences among retroelements, but also the value of comparative studies in
biological and biochemical research.
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with the host DNA replication machinery indicates that selective pressures lead them to develop
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1. Introduction

Transposable elements (TE) are ubiquitous in the tree of life. They have colonized almost all
genomes sequenced to date, throughout eukaryotic, prokaryotic and archaeal domains. TE maintain
their presence in the host genome by increasing their copy number via transposition, and colonize
new genomes through horizontal transfer. Through these activities, TE exert a major influence in the
evolution of the species.

Like viruses, TE are molecular parasitic elements that contain few genes, and they must condense
multiple activities to subvert cellular functions to enable their continued presence in the host
genome. This paucity of genetic payload leads molecular parasites to focus their intervention towards
very fundamental cellular processes. As a consequence, research into viruses has led to some of
the most seminal discoveries in molecular biology, such as the mechanisms of eukaryotic DNA
replication, mRNA processing and many others. Similarly, the investigation of the transcriptional and
post-transcriptional regulation of eukaryotic TE has been very fruitful, advancing our understanding
of transcription and chromatin dynamics [1,2].

The equally fundamental process of DNA replication is another point of interaction between
parasites and their hosts. The potential of TE to influence host genome stability and evolution make
this problem a subject of particular interest, because it could have direct implications in the etiology of
diseases like cancer and aging. Since the influence of host DNA replication extends across both type I
retrotransposons and type II DNA transposons, it is worthwhile to discuss them together. The purpose
of this review is to summarize the current evidence of TE influence on host DNA replication and vice
versa, and to speculate on the potential selection pressures that shape its evolution.

2. DNA Transposon Duplication

Type II elements, also known as DNA transposons, do not generate an RNA transposition
intermediate, and they must rely on the host DNA replication machinery to increase their copy number.
One way to do this is through a partial transposition in which a single strand of the donor copy is
inserted in a target site, leaving DNA replication to generate the complementary strand of both the
donor copy and the new insertion. The Mu phage and the bacterial Tn3 family of transposons can
undergo such a replicative transposition through single-stranded donor cleavage and strand transfer
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into the target site, yielding a θ structure known as the Shapiro intermediate [3] (Figure 1). Subsequent
DNA replication duplicates the joint insertion into a co-integrate, doubling the copy number. Similarly,
the concerted model of Helitron transposition starts with single-stranded cleavage and 5′ strand
transfer, followed by strand displacement of the transposed strand by replication from the free 3′ OH
of the donor [4]. The displaced strand is cleaved and joined with the 5′ end of the target nick, leaving
it as a heteroduplex that resolves by passive DNA replication, generating a new copy of the Helitron
in one of the daughter strands.

Figure 1. Replication of type II DNA transposons. (A) Non-replicative transposition of Mu after
infection. The Mu phage and flanking DNA are injected into the host. Cleavage and strand transfer join
the Mu phage DNA to the target site, leaving single-stranded gaps. Upon arrival of a replication fork
the flanking DNA is degraded, and the gaps create a double stranded end create a double stranded
end. Both gaps are simultaneously filled by passive DNA replication, yielding a mature prophage;
(B) Replicative transposition of Mu in the lytic phase. Strand transfer of the prophage into the target
site create a Θ-shaped Shapiro intermediate, with the Mu element flanked by fork-like structures.
Primosome-started replication at these structures duplicate the Mu element in a joined cointegrate;
(C) Control of activator/dissociator (Ac/Ds) transposition by replication fork passage. Methylation
at the inverted terminal repeats (ITRs) is depicted as filled arrows. Hemimethylated ITR depicted
as half-filled arrows, with the filled portion indicating the methylated strand. Replication of the
methylated 3′ ITR yields two hemimethylated daughter ITR, only one of which binds the transposase
(TPase), determining which of the two daughter elements can assemble the transpososome.

72



Both of these strategies rely on DNA replication for completion of the transposition. The initial
integration of infecting Mu (lysogenic stage) is a non-replicative transposition but it nevertheless
depends on passive DNA replication for completion. In this case a native host-initiated DNA
replication fork that encounters the transpososome directs the degradation of flanking DNA that
usually accompanies the injected Mu phage DNA, and repairs the gaps resulting from the staggered
nicks in the insertion site, resulting in a mature prophage [5] (Figure 1A). In contrast, the Mu phage in
its lytic stage completes each new replicative transposition by the assembly of a primosome dependent
“restart” replisome at the fork structures created by strand transfer [6] (Figure 1B). The switch from
transposition to replication is coordinated by the transpososome in collaboration with host factors,
and in this case, it can be said that the transposon machinery initiates replication.

The more prevalent canonical “cut-and-paste” transposition mechanism can also take advantage
of passive DNA replication to increase copy number, by directing mobilization of a copy from one of
the daughter chromatids generated after passage of the replication fork into an unreplicated region
of the host genome. The transposition machinery can sense the replicated/unreplicated status of
an insertion by measuring the level of DNA methylation of the two DNA strands. Nascent DNA is
unmethylated, and DNA replication leaves transiently hemimethylated sites that are subsequently
restored to full methylation by the maintenance DNA methyltransferases. A methylation-sensing
mechanism has been demonstrated in multiple bacterial transposons and in the maize transposons
activator/dissociator (Ac/Ds) (Figure 1C).

Ac/Ds transposes during DNA replication. Only one of the two daughter elements becomes
active, and can transpose ahead of the replication fork to create a new insertion [7–9]. The cause of
both the S-phase activity and the “chromatid selectivity” of mobilization was traced to the methylation
status of the transposase (TPase) binding sites in the inverted terminal repeats (ITRs) [10]. The Ac TPase
binds with strongly differential affinity depending on which strand is hemimethylated [11]. Since only
the 3′ ITR presents high levels of methylation [12], passage of the fork leaves one daughter element that
allows TPase binding at both ends because its 3′ ITR shows permissive hemimethylation. This element
can actively mobilize, but the other daughter element, with non-permissive hemimethylation in the
3′ ITR, remains inactive [10].

Replication fork passage controls Tn10/IS10 transposition and chromatid selectivity by a very
similar mechanism, utilizing the Dam methylation motif to control binding of the TPase. In addition,
hemimethylation of the Dam motifs allow binding of the RNA polymerase and transcription of the
TPase gene, further coupling transposition to DNA replication [13].

Type II transposons are much less prevalent in mammals, and a potential role of replication fork
passage sensing is yet to be demonstrated. The human Tc1/mariner family element HsMar1 represents
a potential example. HsMar1 transpososome formation is sensitive to DNA topology, and is enhanced
by negatively supercoiled DNA that could occur in the wake of the replication fork [14,15]. Besides
DNA methylation, other epigenetic marks that exhibit slow re-establishment in the wake of the fork,
such as Histone 4 Lysine 20 methylation [16], may also regulate transposon activity in eukaryotes [17].

3. Role of the Replication Fork in Transposon Target-Site Selection

The involvement of replication forks extends into the insertion stage of mobilization.
The functional implications are difficult to gauge because they often involve essential cellular functions.
Nevertheless, evidence from TE representing multiple classes of elements, both type I and type II, point
to a direct role of replication fork dynamics in target site selection and the nucleic acid transactions
that underlie insertion.

One point of cross-talk between transposons and the replication fork that extends across type
I and type II elements in eukaryotes and prokaryotes is the interaction between the transposition
machinery and the sliding clamps that coordinate replisome function. This activity is a universal
requirement for processive DNA replication, and is carried out by proteins showing the DNA clamp
fold, which forms multimers that encircle double stranded DNA [18]. The bacterial sliding clamp
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is a homodimer of the beta subunit of DNA polymerase III (Pol III; β-clamp), while in Archaea and
Eukaryotes it is formed by a homotrimer of the proliferating cell nuclear antigen (PCNA).

Sliding clamps recruit a myriad of proteins involved in DNA replication, DNA repair and, in the
case of PCNA, chromatin assembly. The majority of these interactors bind via hydrophobic pockets on
the advancing face of the sliding clamp, gaining access to the primer terminus of the nascent DNA.
These conserved hydrophobic domains recruit proteins sporting consensus binding motifs: β-clamp
interactors show QxxL(x)F or QL(S/D)LF, and PCNA interactors show a remarkably similar sequence
known as PCNA Interacting Protein motif (PIP-box: Qxx[I/L/M]xxF[F/Y]). The first transposon
protein observed to interact with a sliding clamp was the Drosophila melanogaster type II POGO TPase,
which was identified as a PCNA interactor in a yeast two-hybrid screen [19]. It exhibits a PIP-box
that is conserved in its human relative, Tigger, and in the pogo-like Arabidopsis element Lemi1 [20].
A putative PIP-box can also be observed in the maize Ac/Ds transposon. However, the functional
relevance of these motifs remains unclear.

More mechanistic insights into the significance of these interactions came from the discovery that
several bacterial transposons also show interactions between their transposition machinery and the
β-clamp. The first one described was the type II element Tn7 [21]. This element has two mechanisms
of insertion site selection, regulated by the choice of one of two transposon encoded specificity factors,
TnsD and TnsE [22]. The first one is a highly targeted insertion mechanism dependent on sequence
recognition by TnsD [23]. For its part, TnsE dependent target site selection has looser sequence
requirements, but shows several particularities that suggested the involvement of replication forks.
Tn7 inserts via TnsE into plasmids undergoing replicative transfer [24] with a striking bias of insertion
orientation that correlates with the directionality of replication. Additionally, TnsE can guide insertion
into the host chromosome favoring replication termination sites and showing the same orientation
bias [25] (Figure 2A). These observations suggested that TnsE could detect the presence of replication
forks and direct transposition towards them. TnsE binds to substrates with recessed 3′ ends that could
occur in replication forks, providing a potential explanation [26]. The mechanism for this target site
selection pathway was explained when sequence conservation analysis of TnsE revealed a consensus
β-clamp interaction motif [21]. In agreement with a potential role for a TnsE/β-clamp interaction in
Tn7 mobility, mutation of this motif lowered transposition activity in vivo, and β-clamp overexpression
increased it. A minimal in vitro transposition system with a gapped substrate to provide the recessed
3′ end enables efficient transposition, but with random position and orientation with respect to the gap
in the target. However, loading the β-clamp onto the target restored the site specificity and dramatic
orientation bias of the insertions. It appears that Tn7 specifically targets discontinuous DNA replication
for insertion through interaction with the β-clamp [27].

Since this work was published multiple other bacterial transposons, utilizing very different
insertion mechanisms, have revealed interactions between their transposition machinery and the
β-clamp. The IS200/IS605 family of transposons uses a single-stranded DNA (ssDNA) “peel and paste”
transposition mechanism that is profoundly influenced by replication fork dynamics [28–30].
Excision of IS608 and ISDra2, belonging to this family, is more efficient when the transposed strand
is in the lagging strand template, transiently providing a ready ssDNA donor after passage of the
replication fork. At the insertion side of the reaction the fork also has a strong influence, because
it preferentially targets, again, the lagging strand template. As a consequence, the orientation of
members of this family of transposons recapitulates the directionality of DNA replication in their
hosts [30]. Notably, the IS608 TPase TnpA binds β-clamp by yeast two hybrid, and also shows affinity
for fork-like structures [31], suggesting that, despite the profound differences in insertion mechanisms,
IS200/IS605 and Tn7-like transposons could use common targeting strategies. These mechanisms
may turn out to be very common: multiple IS families exhibit interactions between their TPases and
β-clamp, also showing similar orientation biases with respect to host DNA replication [32].
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Figure 2. Fork influence on target site selection. (A) Insertion patterns of the Tn7 TnsE-dependent
transposition into the host chromosome. Ori = origin of replication. Ter = replication termination
region. Insertions are depicted as grey arrows; (B) Insertion patterns of Ty1 and Ty3 in type III genes.
Ty1 insertions in black [33], Ty3 insertions in green [34] DNA pol ε average occupancy in red [35];
(C) Insertion patterns of Tf1 in type II genes. Tf1 insertion in black [36], average DNA pol ε occupancy
in red [37] and average Sap1 occupancy in green [38].

The interactions between transposition machinery and sliding clamps even transcend the division
between type II DNA and type I RNA-intermediate transposons: a proteomic survey of the human
non-LTR retrotransposon long interspersed nuclear element-1 (LINE-1) ribonucleoprotein revealed the
interaction between the endonuclease (EN)/reverse transcriptase (RT) ORF2p and PCNA, carried out
via a canonical PIP-box [39]. This interacting motif is necessary for transposition activity. Interaction
with PCNA was decreased in ORF2 EN and RT mutants, indicating that it is recruited in the context
of the initial steps of LINE-1 transposition. In contrast with IS200/IS605 and Tn7, the mechanism
of LINE-1 target-primed reverse transcription insertion does not readily provide an explanation for
the involvement of PCNA, but potential roles in RT processivity or post-insertion DNA repair can be
imagined without the involvement of a native DNA replication fork [39].

A common observation in the study of replication regulated transposons is the insertion preference
for sites of programmed fork arrest [26,30]. Such sites are an essential part of the host replication program,
because they organize the genome in domains with defined replication directionalities, usually disfavoring
replication in antisense orientation over highly expressed genes [40–42]. This organization prevents
head-on collisions between the advancing replisome and transcription complexes, which can result in
replisome loss, leaving unreplicated regions that become fragile sites upon chromosome segregation [43].
Programmed replication fork barriers (RFB) usually require the action of sequence-specific DNA binding
factors with asymmetric binding properties that impart a defined polarity to the barrier activity, blocking
fork advance in one direction but allowing progression in the opposite direction [44]. The replication
fork can also arrest when it encounters other types of impediments to its progression, such as
G-quadruplexes, highly transcribed genes, or tightly-bound DNA binding proteins [45]. The dynamics
of arrested forks is a subject of intense research because forks that stall, losing the replisome, can
destabilize leading to double-strand breaks and gross chromosomal rearrangements. Unsurprisingly,
arrested forks often activate DNA damage signaling pathways and engage repair mechanisms [46].
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Since bacterial replication usually starts from a single origin, with two sister forks travelling
around the circular chromosome, their termination and merging sites are well known. Both Tn7 and
IS200/IS608 transposons exhibit preference for natural and ectopic replication termination sites [25,30]
(Figure 2A). A possible explanation invokes the role of DNA replication fork structure in the insertion
mechanisms of these elements: a stalled fork would exhibit the ssDNA target for a longer period,
until DNA replication from a converging fork merges with it, perhaps providing an extended window
of opportunity for transposition to occur. In agreement with this potential mechanism the bacterial
protein that binds and protects single-stranded template DNA during replication, Ssb, is a negative
regulator of IS608 transposition [31]. Several TPases show binding to unique DNA structures that could
be exposed in stalled replication forks [26,31]. Interaction between the sliding clamp and transposition
machinery might also be favored in stalled replisomes, because the loss of DNA polymerases could
release the hydrophobic pockets in the clamp [18]. In addition, sliding clamps are involved in the
signaling of DNA damage and the recruitment of repair activities, both of which could potentially
modulate interactions with the transposition machinery at sites of fork arrest.

Recent work in fungal LTR retrotransposons also point to the involvement of replication fork arrest
in their insertion target site selection. The high gene density in fungal genomes puts a selective pressure
on these elements to evolve strategies that target insertion away from protein coding sequences, so as
not to decrease host fitness. These strategies usually take the form of protein-protein interactions
between the integrase (INT) and host DNA binding factors that localize at non-coding regions such as
promoters and heterochromatin, providing a platform to recruit the integration complex (intasome)
to “safe haven” targets [47]. Intense scrutiny has revealed the insertion preferences of the copia-like
Ty1 and Ty5 as well as the gypsy-like Ty3 elements in Saccharomyces cerevisiae, and the gypsy-like Tf1/2
elements in Schizosaccharomyces pombe. These closely related elements show a variety of preferred
target sites: Ty1 and Ty3 insert upstream of type III genes (tDNA, 5S and U6; Figure 2B), Ty5 inserts
in heterochromatic domains, and Tf1/2 insert in promoters of protein-coding genes. (Figure 2C)
Potential INT DNA binding partners that have been identified could explain these insertion preferences.
Ty1 INT interacts with the RNA Pol III subunit AC40 [48], and substituting it with a non-interacting
ortholog leads to dispersal of insertions away from its usual targets in type III promoters. Ty3 can
transpose in vitro into tDNA targets in the presence of transcription factor for polymerase III B
(TFIIIB)/transcription factor for polymerase III C (TFIIIC) [49]. Ty5 INT binds to the silencing factor
Sir4 [50], and the interacting domain can be transferred to a different sequence specific binding factor
that can then direct insertion to ectopic binding sites [51].

The fission yeast element Tf1 element, like its close relative Tf2, shows insertions in type II
protein coding gene promoters [52,53]. While interactions between Tf1 INT and host factors have been
described, none fully explain this insertion specificity. The transcription factor Atf1 binds INT [54],
but deletion mutants don’t exhibit decreased transposition and only show a modest difference in target
site preference. Together with the clear accumulation of insertions in the nucleosome-depleted regions
(NDR) that are usually present in type II promoters, this led to a model whereby chromatin structure
and sequence-specific DNA binding factors collaborated to determine Tf1/2 target site preferences [53].

The DNA binding factor Sap1, which also binds Tf1 INT by yeast two-hybrid analysis, is the main
determinant of NDR formation in pombe genes [55]. Genome-wide analysis showed that Sap1 binding
is highly predictive of Tf1 insertion [36,56]. However, Sap1 binding is not sufficient for insertion,
as some very strong Sap1 binding sites are cold spots for transposition. Sap1 has an additional
function required for genome integrity: in certain binding arrangements, it forms a polar RFB [57–59].
A mutation in sap1 that abrogates this function but only mildly affects DNA binding [38] severely
decreases Tf1 transposition [36]. Additionally, Sap1 binding sites constitute insertion hotspots but
only if they exhibit RFB activity, and their insertion competence depends on the orientation with
respect to the advancing fork. However, other programmed RFB that are independent of Sap1 are not
targeted for insertion [36,53,56]. These observations indicate that Sap1 binding and RFB activity are
both necessary but neither is sufficient for target site selection. Measuring intasome recruitment by
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chromosome conformation capture (3C) between the mature cDNA and an ectopic target site revealed
that fork arrest is necessary for intasome tethering to the target. Together, these results suggest that
Sap1 presence and its RFB activity collaborate to determine target site selection [36].

Unlike in the case of β-clamp interacting TPases, there is no obvious mechanism for the recognition
of an arrested form by the LTR retrotransposon integrase. Could the arrested fork be the real tethering
factor? Sap1-INT interaction is only detectable by yeast two-hybrid [36,56]. Weak intasome tethering
can be detected at Sap1-independent RFB when in the blocking orientation with respect to fork
progression, although these are not insertion targets [36,53]. The Sap1 binding and RFB requirements
are separable, so a model in which the arrested fork tethers the intasome and the Sap1 interaction
activates it for insertion could have merit.

Comparing the insertion preferences of fungal LTR retrotransposons may offer new insights.
Type III genes, the targets for Ty1 and Ty3 insertion, are notorious RFB [60,61], and Sir4, the Ty5
tethering factor, is recruited to sites of replication fork arrest [62]. In the amoeba Dictyostelium discoideum
several LTR and non-LTR retrotransposons also show targeting to tDNA genes [63]. These target site
preferences could indicate an ancestral role of arrested replication forks in retrotransposon target site
selection. The Tf1-like element Tj1 originating from the fission yeast Schizosaccharomyces japonicus can
be coaxed into transposing in S. pombe [64]. Tj1 is present in heterochromatic regions of the S. japonicus
centromeres, which exhibit dense clusters of tDNA [65]. Unlike its close cousin Tf1, the Tj1 insertion
points in S. pombe accumulate in a small window upstream of type III genes, reminiscent of the insertion
pattern observed in Ty3. In conclusion, the insertion site preference for type III and type II promoters
and heterochromatin appear to be characteristic of fungal LTR retrotransposons, but the choice of one
of these targets is not tied to particular families of elements, with members of Ty1/Copia, Ty3/Gypsy
and Tf1/Gypsy groups showing insertion preferences as variant as all fungal LTR taken as a whole.
The only commonality in all these target types is their activity as RFB.

Why are transposons fixated on the replication fork? Insertion into fork arrest sites does not
impart an obvious selective advantage to the mobile element. A potential role could be to widen the
potential host spectrum, increasing their chances for horizontal transfer (HT). HT is essential for the
evolutionary success of transposons, because it allows them to escape vertical extinction. Despite its
importance, HT is extremely poorly understood.

Since transposons rely on the cellular machinery for their vertical transmission, they may evolve
specialized adaptations to the new host that ensure their persistence by increasing their copy number
to avoid loss by genetic drift. Conversely, the host evolves with its transposons, defending against
their destabilizing influence, and sometimes domesticating the transposon machinery, exapting it
into new cellular activities [66]. This tug-of-war between the host and the transposon guides their
co-evolution [67]. However, these host-specific TE adaptations may not serve after HT to a new
host, and could even be detrimental. Most HT events described in eukaryotes occurred between
closely related species [68], perhaps as a consequence of host specialization, but the ubiquity of some
families of transposons indicates that wide leaps, even between different phyla, do occur in nature.
The evolutionary success of a transposon could therefore depend not only on host-specific adaptation
to ensure vertical transmission, but also on balancing generalist mechanisms that enable successful HT.

The replication fork is one potential focus point for these generalist interactions. The structure of
the replicating DNA is completely universal in all cellular life forms. A transposon able to exploit this
structure to facilitate its transposition would always find the same substrate no matter the host [27].
The protein factors that carry out DNA replication are also remarkably conserved, because the essential
nature of this process subjects them to intense purifying selection. Interaction between sliding clamps
and replication factors constitutes another universal feature DNA replication, providing transposons
with a conserved point of cross-talk with the fork [21,69,70]. Convergent evolution of these interactions
may explain the widespread presence of β-clamp and PCNA binding motifs in transposition machinery.
A central role of sliding clamp interactions in HT was recently proposed, with supporting mechanistic
evidence, in the IS1634 element from the bacterium Acidiphilum sp. [70]. Mutating a β-clamp binding
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motif present in its TPase showed that transposition efficiency is directly proportional to binding
affinity, not only in its Acidiphilum host but also upon transfer to E. coli. This work also showed
that Acidiphilum IS1634 TPase can interact with the archaeal PCNA sliding clamp in Methanosarcina.
Conversely, an IS1634 element TPase aboriginal to Methanosarcina can interact with the Acidiphilum
β-clamp. These experiments dramatically illustrate the generalist nature of interactions between
sliding clamps and transposition machinery, and suggest that the similitude between the β-clamp
interaction motif and the PIP-box might enable transposon HT between host species belonging to
entirely different kingdoms.

The search for insertion safe havens may also benefit from an ancestral preference for arrested
replication forks. Since they coordinate the direction of replication and transcription they are usually
localized in intergenic regions, making them an attractive platform for new mobilizations minimizing
the mutagenic potential. RFB stop fork progression through poorly understood mechanisms but they are
usually associated with tight protein-DNA interactions [44,71]. Several elements that show RFB activity,
such as promoters bound by transcription factors and highly compacted heterochromatin [60,62,72],
would constitute safe havens in a broad variety of potential hosts. Here again, experimentally forced
horizontal transfer could provide interesting information about what insertion targets are available to a
transposon undergoing HT [64].

4. Influence of TEs Presence in Host DNA Replication and Homologous Recombination

Ever since their discovery, TE were observed to very strongly destabilize their surroundings.
Mutations created by transposition into cellular genes or regulatory elements show high rates not just
of reversion (often caused by TE excision) but also of derivation into different alleles affecting the same
gene [73]. Moreover, TE can cause gross chromosomal rearrangements involving their insertion sites [74].
In the case of type II DNA TE this phenomenon is often explained by the activity of the transposition
machinery, which can lead to erroneous excisions involving dispersed TE sequences. Due to the ease
of generation of derived alleles, much of the early research into TE after their re-discovery in bacteria,
fungi and animals concentrated in the characterization of these post-insertion rearrangements, leading
to pilot models of transposition mechanisms [3].

But mobilization is not the only cause of TE-mediated rearrangements. S. cerevisiae mutations
caused by LTR retrotransposon insertion also exhibit instability [75,76]. However, since the INT
protein binds to the free cDNA ends, not the integrated element, the transposition mechanism can’t
explain the rearrangements. Instead, they depend on the host Homologous Recombination (HR)
pathway. TE mediated rearrangements showing the hallmarks of HR are common in all organisms.
Repetitive DNA is intrinsically unstable because the process of HR includes a search for homology
that in repeated sequences may engage non-allelic loci, resulting in cross-over and non cross-over
resolution, observable as rearrangements and gene conversions. As a result, HR of TE sequences
was considered an inevitable consequence of its repetitive nature. Since the only requirement for this
process is sequence homology, it also involves inactive copies, which vastly outnumber active ones.

Mobilization-dependent and HR-dependent rearrangements are now known to be major drivers
of eukaryotic genome structural variation (SV) and evolution [77–79]. Examples of structural variation
involving TE, with and without adaptive value to the host, are abundant in the literature. The role of
fungal LTR retroelements in yeast SV has been extensively investigated, because the small genome and
long history of strain domestication facilitates comparative analysis [80]. The non-autonomous type I
Alu elements seem to be a major cause of SV, both in polymorphisms present in human populations [81]
and in primate evolution [82]. Plant genomes with high transposon content exhibit extreme SV, some
of which underlies important traits in commercial cultivars [83]. Finally, TE mediated rearrangements
could explain some of the genomic instability observable in cancer [84], which often shows activation
of TE as part of its disregulated transcriptional program [85].

The processes that lead to mobilization-dependent SV can be retraced because transposition
mechanisms are relatively well understood, sometimes revealing behaviors nothing short of
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acrobatic [86]. But since the role of TE in HR-mediated rearrangements was considered to be passive,
it has received little attention. Work in fungal LTR retrotransposons has revealed that their behavior in
this process is more active than previously thought.

The recombinogenic activity of S. cerevisiae LTR elements was observed even before they were
recognized as TE sequences. Rothstein characterized deletion and inversion mutations of the tDNA
gene SUP4, locating the breakpoint regions in five Ty1 LTR (then known as delta sequences) that flanked
the locus [87]. This phenomenon required the HR factor RAD52. Soon thereafter, the characterization
of revertants of mutations caused by Ty1 insertions revealed that it was frequently excised through
HR between the two flanking LTR [1,75,76]. This recombination explains the abundance of solo
LTR that pepper eukaryotic genomes: each represents an ancient insertion that was lost through
recombination, leaving a solo LTR at the insertion site. Inter-LTR recombination is therefore a very
common event. In fact, it appears to be the only process that counteracts the plant genome gigantism
caused by runaway LTR retrotransposon activity [88]. HR between non-allelic LTR underlies a large
proportion of yeast SV [80]. The solo LTR is sufficient to mediate HR rearrangements [89], so the
destabilizing influence of LTR retrotransposons could continue even after their complete extinction
from the host genome.

Paradoxically, the frequency of mitotic and meiotic non-allelic HR of Ty1 sequences is low when
directly compared with artificially introduced non TE repeats [89]. Some LTR are more recombinogenic
than others, even in very similar contexts, suggesting that factors extrinsic to their sequence homology or
repetitive nature influence this activity, and that mechanisms that prevent TE dependent HR exist. Mutation
of the topoisomerase TOP3 increases the frequency of SUP4 deletion by inter-LTR recombination [90].
TOP3 restarts stalled replication forks together with the RecQ DNA helicase slow growth suppressor 1
(SGS1). Arrested forks engage the HR machinery to restart the replisome, and mutations in TOP3 or SGS1
result in increased HR and gross chromosomal rearrangements [91]. The dependence on TOP3/SGS1
to prevent HR of LTR indicates that these elements constitute impediments to the progression of the
replication fork (Figure 3A). In agreement with this model, Ty LTR exhibit accumulation of DNA
polymerase ε indicative of replisome pausing, as well as DNA damage signaling by local accumulation
of phosphorylated histone γ-H2A. These hallmarks of replication fork arrest are exacerbated in mutants
of RRM3, a DNA helicase that aids the replication fork in overcoming obstacles to its progression [35].

Figure 3. Fork instability at transposable elements (TE). An LTR containing replication fork barriers
(RFB) can lead to replication fork stalling and double strand break (DSB) formation (left). (A) Active
transcription of the TE can cause replisome-RNA Pol II collisions and unreplicated regions (right);
(B) TE with actively transcribing bidirectional promoters can cause replisome-RNA Pol II collisions
and unreplicated regions.
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Despite their evolutionary distance with Ty elements, the S. pombe Tf1/2 LTR retrotransposons also
exhibit this property. A genomic survey of γ-H2A localization revealed that Tf2 and solo LTR elements
signaled DNA damage even during a completely undisturbed S phase [92]. Strikingly, the Tf1/2 LTR
contain a conserved binding site for Sap1 (yes, the very same DNA binding factor implicated in target
site selection) that exhibits polar RFB activity [38]. Sap1 is not conserved in S. cerevisiae, so whatever
RFB activity Ty LTR have must be carried out by other mechanisms; this property could be the result
of convergent evolution co-opting host factors.

Most HR at Ty elements does not occur between non-allelic copies, but instead involves gene
conversion of the inserted copies by cDNA or cDNA intermediates [93,94]. A sizable proportion of
mobilization events in fungal LTR retrotransposons is INT-independent, but requires HR machinery.
In the case of S. pombe Tf2 this pathway constitutes the majority (~70%) of mobilization events
observed upon overexpression of the transposon [95]. Screens for regulators of Ty mobility seldom
distinguish between mobilization by insertion and HR mediated gene conversion events, so some
negative regulators of mobilization could be in fact repressors of Ty mediated HR. As an example,
the PCNA unloader ELG1 was independently identified as a negative regulator both of inter-LTR
recombination [96] and of Ty1 mobility [97], and multiple host factors that repress mobility have
known functions to repress HR. However, it is difficult to separate the contribution of LTR-initiated HR
from the effect of DNA damage prevention, checkpoint, signaling and repair pathways on Ty cDNA
formation and mobility. For example, mutation of SGS1 or RRM3 increases Ty1 mobility dependent
on RAD52, but rather than stimulating cDNA mediated gene conversion the increase is due to the
formation of cDNA multimers [98,99], which are the main mediators of mobility when INT activity
is prevented [100]. The dissection of this phenomenon will require specifically designed models that
address these multiple pathways.

Transcription also plays an important role in this process that is independent from cDNA generation.
Inducing the transcription of a Ty1 copy via a regulated promoter increases its competence as a recipient
of cDNA mediated gene conversion by up to an order of magnitude [101]. Similarly, mutations that
activate transcription of Tf1/2 in S. pombe increase mobility by HR [102]. Tf1/2 elements are silenced by
three partially redundant domesticated Pogo/Tigger TPase-like factors collectively known as centromere
protein B (CENP-B). Besides Tf1/2 increased transcription, mutations in these factors also cause a
dramatic loss of genome integrity and recruitment of HR factors to LTR [38]. Mutations of Sap1
abrogating RFB activity suppress the loss of genome integrity, indicating that forks arrested by Sap1
at LTR become destabilized in CENP-B mutants. As a result, CENP-B mutants require an intact HR
pathway for viability. While INT-mediated mobility is not affected, HR-dependent mobility increases
dramatically in a CENP-B mutant [102]. Conversely, mutation of sap1 removing RFB activity practically
eliminates INT-independent transposition by HR [36]. These observations suggest that fork arrest and
transcription at the recipient elements have a synergistic effect on HR-dependent mobility.

Transcription poses a formidable obstacle to replication fork progression [43]. The presence of
programmed RFB at LTR could exacerbate replication-transcription conflicts (Figure 3), leading to
the genome-wide proliferation of arrested forks and unreplicated regions that engage HR to resume
replication and prevent instability. Increased HR, if directed at the offending repetitive elements, could
cause gross chromosomal rearrangements. This model would explain the role of heterochromatin
in maintenance of genome integrity [103]. Loss of silencing of TE and other forms of repetitive
elements leads to widespread replication-transcription conflicts that cause DNA damage localized at
heterochromatic DNA, and rearrangements through non-allelic or improperly resolved HR. Since this
source of genome instability does not require transposition mechanisms, non-autonomous and even
highly mutated copies of TE could participate. This phenomenon has been observed in multiple model
organisms, affecting centromeric and rDNA repeats as well as TE [38,72,104–107].

What function could RFB activity bring to these elements? A possible explanation invokes
HR-mediated mobilization. An element able to exploit this process may paradoxically stabilize its
presence in the host genome, perhaps counteracting inter-LTR recombination [38]. Such a mechanism

80



would enable a transposon colony to use the cDNA pool as a community resource and a communication
tool, enforcing sequence consensus or spreading variants with favorable characteristics [108,109].
Alternatively, if the RFB contained in the LTR mediate target site selection they could aid genome
colonization by dispersing insertion hotspots to new safe havens. The LTR of Ty1 and Tf1/2 elements
show this activity [36,110], and if extensible to other elements it could explain the tendency of
transposons to accumulate as clusters and nested insertions.

Regardless of its role in TE biology, the consequences for the host genome can be quite dramatic.
The proliferation of RFB could change the replication program and increase genome plasticity,
particularly under conditions of active TE transcription. Since many TE are transcriptionally activated
by cellular stress, TE-mediated HR could represent an additional layer of the long-proposed role of
transposons in host adaptability. Gene amplification is a common mechanism for adaptation to stress.
Some TE, such as the Tf1 element, show a preference for insertion in promoters of stress-regulated genes,
and could therefore poise them for amplification by HR. This activity has been observed in a case of
Histone gene amplification mediated by Ty1 [111] which can be induced by treatment with hydroxyurea,
a drug that stalls replication, and by mutation of factors required for fork progression [112]. Similarly,
experimental evolution of yeast grown under limiting glucose yields adaptive rearrangements, such as
amplification of hexose transporters, through non-allelic HR between transposon sequences [113].

It is not known whether other TE present RFB like fungal LTR elements. Inverted repeats of the
primate short interspersed nuclear element (SINE) Alu form hairpins that arrest replication forks in
bacteria, yeast and mammalian cells [114]. Alu elements constitute the majority of inverted repeats
in the human genome and could therefore influence genome plasticity via their interaction with
replication and HR. The non-LTR retrotransposon LINE-1 are the most abundant autonomous TE in
humans, and their role in cancer progression is the subject of much debate because multiple cancers
exhibit LINE-1 transcription activation and mobilization. LINE-1 contain bidirectional promoters that,
if activated, could arrest replication forks converging on the transcribed element resulting in fragile
sites (Figure 3B). Oncogenic transformation is often accompanied by increased endogenous replication
stress and DNA damage [84], and the resulting genomic instability that drives cancer progression
could have a TE component. Increased activity of the LINE-1 transposition machinery is a likely
culprit [115,116], but considering the high TE content of the human genome, and the genome integrity
phenotypes of heterochromatin mutations observed in model organisms, loss of seamless repetitive
element replication might also be a significant contributor [103].
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Abstract: Long terminal repeat (LTR) retrotransposons occupy a special place among all mobile
genetic element families. The structure of LTR retrotransposons that have three open reading frames
is identical to DNA forms of retroviruses that are integrated into the host genome. Several lines of
evidence suggest that LTR retrotransposons share a common ancestry with retroviruses and thus
are highly relevant to understanding mechanisms of transposition. Drosophila melanogaster is an
exceptionally convenient model for studying the mechanisms of retrotransposon movement because
many such elements in its genome are transpositionally active. Moreover, two LTR-retrotransposons
of D. melanogaster, gypsy and ZAM, have been found to have infectious properties and have been
classified as errantiviruses. Despite numerous studies focusing on retroviral integration process, there
is still no clear understanding of integration specificity in a target site. Most LTR retrotransposons
non-specifically integrate into a target site. Site-specificity of integration at vertebrate retroviruses is
rather relative. At the same time, sequence-specific integration is the exclusive property of errantiviruses
and their derivatives with two open reading frames. The possible basis for the errantivirus integration
specificity is discussed in the present review.

Keywords: Drosophila; LTR-retrotransposon; errantivirus; retrovirus; transposition

1. Introduction

Unlike the human genome in which retrotransposons occupy more than 65% of the genome [1],
in Drosophila melanogaster, retrotransposons accounts for only approximately 5% of the genome [2].
Nevertheless, D. melanogaster is an exceptionally convenient model for studying the mechanisms of
retrotransposon movement because many of the retrotransposons in its genome are transpositionally
active (in contrast to human retrotransposons) [3].

Retrotransposons that have long terminal repeat (LTR retrotransposons) occupy a special place
among D. melanogaster retrotransposons. LTR retrotransposons have a varying structure and can contain
different open reading frames (ORFs): from one to three. Most complex forms are retrotransposons
that contain three ORFs: ORF1 (corresponding to the gag gene of retroviruses) encodes capsid proteins,
ORF2 (pol) encodes protease, reverse transcriptase, RNase H, and integrase, and ORF3 (env) encodes
a product that is responsible for cell receptor recognition and virus penetration into the cell. Thus,
the structure of LTR retrotransposons that have three ORFs is identical to DNA forms of vertebrate
retroviruses that are integrated into the host genome. Not by chance, two LTR retrotransposons of D.
melanogaster, gypsy and ZAM, have been found to have infectious properties and have been classified
as endogenous retroviruses [4,5].
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According to the classification of LTR retrotransposons, which is based on a comparative analysis
of the conserved domain of reverse transcriptases, there are three groups of LTR retrotransposons that
correspond to the individual phylogenetic clades: Gypsy, Copia, and BEL [6]. The D. melanogaster
genome contains 36 families of LTR retrotransposons [7]. The BEL and Copia groups are represented
by five and four families, respectively, and the Gypsy group is represented by 27 families of
retrotransposons. While the LTR retrotransposons of the Copia and BEL groups have one ORF,
the Gypsy group is heterogeneous in composition and is represented by LTR retrotransposons with
one, two, or three ORFs (Figure 1). The observed diversity of the Gypsy group of LTR retrotransposons
obviously shows the recent origin of the currently existing families and transposition activity of the
retrotransposons in this group. A high level of polymorphism is observed not only between families of
the group but also within some families of the group, e.g., within the family of gypsy [7]. There are
12 subfamilies in gypsy (gypsy1–gypsy12), which are polymorphic in sequence and length (the difference
can be up to 1000 base pair; bp). The presence of such a large number of subfamilies indicates that
gypsy has the highest rate of diversification in the D. melanogaster genome.

Some D. melanogaster LTR retrotransposons are included in the international classification of
viruses (ICTV) [8], in the Metaviridae family, which includes 3 genera: Errantivirus (includes six families
of the Gypsy group of LTR retrotransposons with three ORFs: gypsy, ZAM, Idefix, Tirant, 297, and 17.6),
Metavirus (includes five families of the Gypsy group of LTR retrotransposons with one and two ORFs:
412, mdg1, mdg3, blastopia, and micropia), and Semotivirus (includes two families of the BEL group
of LTR retrotransposons: roo and 3S18). The mobile element copia was assigned by the ICTV to the
Hemivirus genus of the Pseudoviridae family.

Figure 1. Structural organization and classification of Drosophila melanogaster long terminal repeat (LTR)
retrotransposons. As shown: open reading frames (gag, pol, env) and the Pol domains (Pr, protease;
RT1 and RT2, reverse transcriptase types 1 and 2; IN, integrase). The arrows indicate LTRs. LTR
retrotransposons are distributed in groups and genera according to the phylogenetic analysis conducted
in [9]. The LTR retrotransposon families introduced by the International Committee on Taxonomy of
Viruses (ICTV) in Metaviridae and Pseudoviridae are highlighted in bold.
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According to the phylogenetic analysis, which is based on a comparative analysis of gag and pol
ORFs, all Gypsy group LTR retrotransposons can be classified either as genus Metavirus or Errantivirus.
Metavirus contains LTR retrotransposons that are divided into two separate subgroups: blastopia
(with one ORF) and 412 (with two ORFs) (Figure 1). The LTR retrotransposons with two ORFs,
McClintock, qbert, accord, Burdock, HMS-Beagle, and Transpac, are derived from errantiviruses and have
lost their infectious properties [9]. Therefore, these LTR retrotransposons that have two ORFs should
be classified to the Errantivirus genus.

Retroviruses of vertebrates belong to the Retroviridae family, which is divided into two
subfamilies (Orthoretrovirinae and Spumaretrovirinae) that include six genera (Alpha-, Beta-, Delta-, Gamma-,
Epsilonretrovirus and Lentivirus), and one genus (Spumavirus), respectively [8]. According to the phylogenetic
analysis of Gag and Pol sequences, the Retroviridae family can be divided into three classes [10]. Class 1
includes Gamma- and Epsilonretrovirus, class 2 includes Lentivirus, Alpha-, Beta-, and Deltaretrovirus, and
class 3 includes Spumaretrovirus and endogenous retroviral (ERV) elements. For a number of structural
features, the same phylogenetic analysis shows that D.melanogaster retrotransposons of the 412 subgroup
of the Metavirus genus are similar to class 1 retroviruses. This also shows that retrotransposons in the
genus of the blastopia subgroup of Metavirus are similar to class 2 retroviruses, and that errantiviruses are
similar to class 3 retroviruses [11]. Thus, vertebrate retroviruses and LTR retrotransposons/retroviruses
of Drosophila have a common evolutionary history and should be considered in parallel. Because the
D. melanogaster genome has a large variety of LTR retrotransposons and retroviruses, we can use this
organism as a model to generally analyze the evolutionary mechanisms of retroelement transposition
in eukaryotes.

2. Errantiviruses Specifically Integrate into the Target DNA

There is still no clear understanding of the specificity of retroviral integration within the target
site. The efficiency of integration primarily depends on the efficiency of the integrase enzyme.
The interaction of integrase with tethering factors is the basis of integration targeting, at least for
murine leukemia virus (MLV) and human immunodeficiency virus (HIV) retroviruses and yeast
retroelements Ty1, Ty3 and Ty5 [12–16]. On the other hand, the target structure can contribute to the
targeted integration. It is believed that the choice of the target DNA can affect a variety of factors,
including the transcriptional status of DNA, methylation, association of DNA with histones and other
DNA-binding proteins, DNA bending, etc. [17–20]. Furthermore, the strict specificity of integration is
not characteristic of vertebrate retroviruses [21–24]. During the analysis of the retroviral integration
sites of HIV-1, a “weak” target site consensus, GT(A/T)AC, was found [23]; it is similar to the target of
the D. melanogaster Copia group LTR retrotransposons (Figure 2).

It was found that errantiviruses and their derivatives that have two ORFs exhibit a specificity of
choice for the target DNA. These LTR retrotransposons can be divided into three subgroups, gypsy,
ZAM, and Idefix, the representatives of which have a different specificity for the target [25]. In all three
cases, the more frequent target is a palindromic (or imperfect palindromic) sequence: TATA, CGCG,
or ATAT (Figure 2). More recent studies, using population genomic resequencing data from hundreds
of strains of D. melanogaster as well as computational analyses, reveal the same specific target site
preferences of D.melanogaster retroelements [26–28].
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Figure 2. Integration sites of D. melanogaster LTR retrotransposons. A phylogenetic tree construction
is based on a comparison of the amino acid sequences of the integrases of D. melanogaster LTR
retrotransposons [25]. Visualization of the target site duplication was made using WEBLOGO
(version 3) [29].

The specificity of integration is an exclusive property of errantiviruses and derived LTR
retrotransposons that have two ORFs. The fact that the sequence motifs at errantivirus target sites are
always palindromes is quite remarkable. Recent results indicate that vertebrate retrovirus integration sites
contain a shared non-palindromic motif [30]. The shared motif is 5′-T(N1/2) [C(N0/1)T|(W1/2)C]CW-3′,
where the square brackets represent the duplicated region, W denotes A or T, and | represents the axis
of symmetry.

3. Repeats in the 5′-UTR Can Direct Heterochromatic Localization of Errantiviruses

It is noteworthy that ZAM subgroup errantiviruses integrate preferentially into GC-rich
repeats. According to data in FlyBase [31], ZAM errantivirus insertions were found only in the
constitutive heterochromatin, and Tirant insertions were found only in the euchromatin and facultative
heterochromatin in the reference Drosophila genome. The other LTR retrotransposons were found
both in euchromatin and heterochromatin. Of note, both ZAM and Tirant have tandem repeats in
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the 5′-untranslated region (5′-UTR): the number of repeats in ZAM 5′-UTR is 2.3 repeats (each one
is 307 bp in length), and the number of repeats in Tirant 5′-UTR varies from two to six (each one is
102 bp). The role of the repeats in the Tirant 5′-UTR is still unclear. Previously, it was shown that
repetitive sequences in the 5′-UTR ZAM errantivirus that are phylogenetically similar to Tirant interact
with the heterochromatin protein, HP1a, which probably directs its heterochromatic localization [32].

Earlier in the Drosophila simulans genome, two subfamilies of Tirant were found: C-euchromatic
(found both in D. simulans and D. melanogaster) and S-heterochromatic (found only in D. simulans) [33,34].
Localization of each subfamily in a certain type of chromatin was determined via association with
modified histones, H3K9me2, H3K4me2, and H3K27me3, which are epigenetic markers of constitutive
heterochromatin, facultative heterochromatin, and euchromatin, respectively. Tirant primarily associates
with facultative heterochromatin [34]. By analyzing the heterochromatin component of the sequenced
genome, we discovered a new heterochromatin subfamily of Tirant that consists of four copies and
named this subfamily Tirant_het. The Tirant_het subfamily is not the same as the S-subfamily and
represents an older, now non-functional, individually evolving heterochromatic branch of the ZAM
subgroup of the Gypsy group. It contains two repeat modules in the 5′-UTR. The sequence similarity
of the Pol sequences of Tirant and Tirant_het is approximately 80%, and the similarity of the repeat
modules in 5′-UTR is 85% (Figure 3).

Figure 3. Phylogenetic tree of the 5’-untranlsated region (5′-UTR) repeat module (102 base pair; bp) in
Tirant of D. simulans (subfamilies S and C) and D. melanogaster (subfamilies Tirant and Tirant_het) and
sequence identity matrix (%).

Thus, along with the specificity for a nucleotide integration target, the ZAM subgroup elements
have specificity for integration into the euchromatin/heterochromatin that correlates with the structure
of the regulatory region in 5′-UTR. Tandem repeats in the 5′-UTR of Tirant errantivirus seem to have
been captured in the host genome. Possibly, targeted integration into the active chromatin allows the
retrotransposon to escape from host defenses. Many viruses clearly have acquired accessory genes
and regulatory sequences from their hosts. In particular, lentiviruses contain accessory genes that
antagonize or circumvent host restriction factors [35].

4. Specific Terminal Nucleotides of Errantivirus Long Terminal Repeats Are Involved in the
Interaction with Integrase

The integration process can be divided into the following steps: (1) processing of the LTR ends;
(2) recognition and cutting of target DNA in the host genome; and (3) integration of the LTR sequences
into the target DNA [36]. All three steps are catalyzed by a retroviral integrase. Integrase is a part of the
preintegration complex that recognizes the nucleotide sequences at the ends of the LTRs and prepares
them for integration by removing the TG dinucleotide at the 3′-terminus of each chain (reaction of the
3′-end processing). The integration scheme is represented in Figure 4.
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Figure 4. Schematic representation of the process of integration of a retrovirus (LTR retrotransposon)
into the host genome. (1) interaction of integrase with a blunt-ended DNA substrate (other proteins are
not shown); (2) removal of two terminal nucleotides from the 3′-ends of the DNA substrate (3′-end
processing); (3) cleavage of the integration site; (4) removal of unpaired nucleotides at the 5′ ends
of the DNA substrate; (5) filling-in of the gaps of the target DNA and ligation of discontinuities;
and (6) repeating of the provirus integration site. The gray ovals represent integrase monomers. The
red lines represent viral DNA, and the black lines represent chromosomal DNA. The dots indicate
5′-ends of the DNA.

All LTR-retroelements (LTR retrotransposons and retroviruses) obligatorily have inverted
dinucleotides at the ends. Vertebrate proviruses have conserved 5′-TG/CA-3′ dinucleotides at the
ends. It is believed that they are specific recognition sites for integrase and are a signal for 3′-end
processing [37]. The protruding ends formed after processing comprise two terminal CA nucleotides
that interact with the integrase. It has been shown that 12–15 subterminal nucleotides, in addition
to the CA dinucleotide, can be employed in conjunction with the integrase [38]. The occurrence of
5′-TG/CA-3′ dinucleotides at the retrotransposon ends can be explained by the fact that TG, CA,
and TA dinucleotides are the most deformable links in a DNA structure and are capable of local
bending of the double helix due to the low energies of stacking interactions. Therefore, these three
dinucleotides are often recognition sites for proteins that are involved in recombination, replication,
and insertional events [39]. However, one exception is the integrase of Drosophila errantiviruses.
According to an analysis of the terminal sequences, D. melanogaster LTR retrotransposons can be
subdivided into two groups (Figure 5). The dinucleotides, TG/CA, are present at the ends of LTR
retrotransposons of the BEL, Copia, and Gypsy groups of the Metavirus genus. However, errantiviruses
(subgroups of gypsy, ZAM, and Idefix) and their derivatives have AGT/AnT trinucleotides at the ends,
where “n” is usually A or C. In five of the eleven errantiviruses, all three terminal nucleotides are
completely complementary; moreover, the errantiviruses, Tirant, opus, and ZAM, have five, six, and
seven completely complementary nucleotides at the ends, respectively [25]. It is unclear how many and
which nucleotides of the errantivirus ends are involved in the integrase and processing interactions.
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Figure 5. Multiple alignment of the 5′- and 3′-terminal sequences of the D. melanogaster
LTR retrotransposons. The LTR retrotransposons of D. melanogaster can be divided into two
groups depending on the composition of the end sequences [25]. Visualization performed using
WEBLOGO [29].

5. LTR Retrotransposons of the Metavirus Genus Have a Chromodomain in the
Integrase Structure

For obvious reasons, the most studied retroviral integrase is HIV-1 integrase. However, despite
numerous attempts to establish an accurate pattern of DNA–protein interactions, the exact interaction
mechanism of integrase with the target DNA is poorly understood [40]. Even the spatial structure
of integrase is still uncertain. There are three domains in the integrase structure: N-terminal, central
catalytic, and C-terminal [41]. Specific binding is obviously carried out by the most conservative
central domain [42]. The role of the N-terminal domain during the process of integration is the least
clear. This region contains a His-His-Cys-Cys motif, which is characteristic for the majority of retroviral
integrases [43]. This domain appears to be involved in protein dimerization; its role in the binding with
DNA is not significant. A mutant enzyme in which the N-terminal domain or HHCC-motif is absent
loses the ability to carry out 3′-end processing and strand transfer [44]. The C-terminal is believed to
participate in nonspecific binding of DNA [45].

In some LTR retrotransposons of the Gypsy group, including many chromoviruses of plants,
algae, and fungi (but not yeast), the chromodomain is localized in the C-terminal domain of integrase
and plays an important role in the interaction with the LTRs [10]. This domain is characterized
by a conserved GPY/F motif. It is believed that this domain facilitates the interaction of integrase
with chromatin. Chromodomains are found in integrases of vertebrate retroviruses of class 1,
i.e., gamma- and epsilonretroviruses, including MLV. Of note, the GPY/F motif is present in
D. melanogaster LTR retrotransposons of the Metavirus genus in the representatives of the two subgroups,
412 and blastopia [25]. Errantivirus integrases do not have a GPY/F motif.

6. LTR Retrotransposons of the Metavirus Genus Are Able to Transfer Horizontally

The main difference between retroviruses and LTR retrotransposons is the presence of the env
gene, which is responsible for infectivity. It is believed that Drosophila LTR retrotransposons of the
Gypsy group initially had two ORFs. Then, they acquired the env gene from baculoviruses and,
therefore, their infective properties [46]. However, in Drosophila, besides errantiviruses, an additional
LTR retrotransposon has the env gene, roo. It is the LTR retrotransposon of the BEL group with one ORF
(Figure 1). Meanwhile, the env genes of errantiviruses and the roo LTR retrotransposon are homologous;
therefore, they have a common origin. It is shown that the acquisition of the env gene by the roo LTR
retrotransposon occurred after the separation of Drosophilidae into a separate evolutionary branch
of insects. Thus, errantiviruses may be the source of the env gene used by the roo element [46]. LTR
retrotransposons of the Drosophila Copia group do not have the env gene. However, this does not
mean that the appearance of env as part of the retroelement is impossible. Thus far, the only case of
LTR retrotransposon of the Copia group with the env gene is the SIRE retroelement, which has been
described only in soybeans [47].

Of note, LTR retrotransposons of the 412 subgroup have substantially identical copies in the
genomes of different species of Drosophila and very close homologs (the identity in amino sequences
of reverse transcriptase is more than 90%) in a very distant species (melanogaster, willistoni, virilis,

93



and replete groups) [9]. This implies that LTR retrotransposons of the 412 subgroup can horizontally
transfer without their own env gene. The question of how these elements move between species
remains open: either they do not need the env gene function for infection, or the elements of this
subgroup use a foreign envelope protein to move. The most likely possibility is a transmission of
the retrotransposons through pseudotyping with envelope glycoproteins derived from errantiviruses.
The presence of close homologs of 412 in the genomes of different species of Drosophila is correlated
with the presence of close homologs of gypsy and springer errantiviruses in the genomes of the same
species [9]. This does not preclude that 412 LTR retrotransposon uses the errantivirus env gene function
for movement.

7. Consequences of the Retroelement Transposition

For a long time, it was believed that mobile elements are genomic parasites and nature removes
them from participation in the functioning of the genome via the heterochromatization of sites where
they are localized. However, recent molecular studies have shown that mobile element sequences,
including retroelements, may acquire functional significance for the host genome during the course
of evolution. The DNA sequence of any retroelement (retrotransposon or retrovirus) incorporated in
the gene eventually accumulates mutations and degrades. Meanwhile, certain genes or regulatory
sequences from the retroelement can be stored and undergo domestication and/or exaptation
(change of function). As a rule, retroelement gene function is adapted to benefit the host genome.
Thus, domestication of heterologous genes, including genes of retroelements, is one of the mechanisms
of gene origin. The domestication of gag and env genes deserves special attention. Obviously, their
functions can be adapted to protect the host genome from a retroviral infection via competition with
homologous viral gene products. Some examples, known as the mammalian homologs of gag and env
genes, participate not only in protection against viral infection but also in the control of cell division,
apoptosis, placenta functioning, and other biological processes [48–50]. Therefore, “the scope” of
domesticated capsid and envelope proteins could be much wider than previously thought and requires
further study. D. melanogaster could be a good model for such research because its genome contains
both gag and env homologs. It has been shown that both genes are under strong selection [51,52].
Currently, their functions are being actively studied, and it is possible that both genes are involved in
the defense against viral infections.

8. Conclusions

The interaction of integrase with a target DNA sequence is a process dependent on the
“complementarity” of DNA-binding domain of enzyme and DNA region that it connects. Mostly, three
factors can influence on integration process: host chromatin status; genomic features such as histone
modifications and transcription factor binding sites; and primary sequence of a target DNA. Specificity
of vertebrate retrovirus integration into a target site is rather relative. The search for retroviruses and
LTR-retrotransposons specifically integrating into a target is of great interest for the studies concerning
the use of a site-directed mutagenesis.

Errantiviruses specifically integrate into the target DNA. In addition, tandem repeats in the 5′-UTR
of Tirant errantivirus seem to direct its euchromatic localization. The integration specificity correlates
with the structural features of the target DNA and the distinctive sequence of errantivirus LTR
terminal nucleotides. The end sequences of LTRs in “nonspecific” LTR-retrotransposons of Drosophila
(GT/CA dinucleotides) are, like in vertebrate retroviruses, highly conservative. It is believed that these
dinucleotides have a low energy of stacking interaction and are, therefore, the most deformable links
in the DNA structure, which are capable of forming a local bending to promote integration. In some
“nonspecific” LTR retrotransposons of the Gypsy group (subgroups 412 and blastopia), chromodomain,
which is localized in the C-terminal domain of integrase, probably plays an important role in the
interaction with LTRs.
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LTR retrotransposons of D. melanogaster, especially representatives of the Gypsy group, clearly
demonstrate the possibility of mobile element evolution, which is based not only on their high rate
of diversification but also on the ability to acquire individual modules or genes. The molecular
rearrangement, transposition, recombination, and horizontal transfer, coupled with the selection of
viable and adaptive variants of newly formed retrotransposons, play a key role in the evolution of
retrotransposons and retroviruses. As a result of these changes, some retrotransposons or retroviruses
acquire specific opportunities to integrate into actively transcribed regions of the genome, which is
important for their future activity. The lack of molecular barriers for recombination between genes
(or their fragments) can lead to multidirectional pathways of retroelement evolution followed by
diversification of mechanisms of retroelement integration.

Acknowledgments: This work was supported by the Russian Foundation for Basic Research (RFBR)
(Grant 14-04-01450).

Author Contributions: L.N.N. was responsible for writing the manuscript and creating the figures. L.N.N. and
A.I.K. were responsible for organizing the contents. A.I.K. was involved in critical reading of the manuscript. Both
authors read and approved the final manuscript.

Conflicts of Interest: The authors declare no conflict of interest. The founding sponsors had no role in the design
of the study; in the collection, analyses, or interpretation of data; in the writing of the manuscript, and in the
decision to publish the results.

References

1. De Koning, A.P.; Gu, W.; Castoe, T.A.; Batzer, M.A.; Pollock, D.D. Repetitive elements may comprise over
two-thirds of the human genome. PLoS Genet. 2011, 7, e1002384. [CrossRef] [PubMed]

2. Bergman, C.M.; Quesneville, H. Discovering and detecting transposable elements in genome sequences.
Brief. Bioinform. 2007, 8, 382–392. [CrossRef] [PubMed]

3. Petrov, D.A.; Fiston-Lavier, A.S.; Lipatov, M.; Lenkov, K.; González, J. Population genomics of transposable
elements in Drosophila melanogaster. Mol. Biol. Evol. 2011, 28, 633–644. [CrossRef] [PubMed]

4. Kim, A.; Terzian, C.; Santamaria, P.; Pélisson, A.; Prud’homme, N.; Bucheton, A. Retroviruses in vertebrates:
The gypsy retrotransposon is apparently an infectious retrovirus of Drosophila melanogaster. Proc. Natl. Acad.
Sci. USA 1994, 91, 1285–1289. [CrossRef] [PubMed]

5. Leblanc, P.; Desset, S.; Giorgi, F.; Taddei, A.R.; Fausto, A.M.; Mazzini, M.; Dastugue, B.; Vaury, C. Life cycle
of an endogenous retrovirus, ZAM, in Drosophila melanogaster. J. Virol. 2000, 74, 10658–10669. [CrossRef]
[PubMed]

6. Bowen, N.J.; McDonald, J.F. Drosophila euchromatic LTR retrotransposons are much younger than the host
species in which they reside. Genome Res. 2001, 11, 1527–1540. [CrossRef] [PubMed]

7. Kaminker, J.S.; Bergman, C.M.; Kronmiller, B.; Carlson, J.; Svirskas, R.; Patel, S.; Frise, E.; Wheeler, D.A.;
Lewis, S.E.; Rubin, G.M.; et al. The transposable elements of the Drosophila melanogaster euchromatin:
A genomics perspective. Genome Biol. 2002, 3. [CrossRef]

8. King, A.M.Q.; Adams, M.J.; Carsten, E.B.; Lefkowitz, E. Virus Taxonomy, Ninth Report of the International
Committee for the Taxonomy of Viruses, 1st ed.; Elsevier: San Diego, CA, USA, 2012; 1338p.

9. Nefedova, L.N.; Kim, A.I. Molecular phylogeny and systematics of Drosophila retrotransposons and
retroviruses. Mol. Biol. 2009, 43, 747–756. [CrossRef]

10. Llorens, C.; Muñoz-Pomer, A.; Bernad, L.; Botella, H.; Moya, A. Network dynamics of eukaryotic LTR
retroelements beyond phylogenetic trees. Biol. Direct. 2009, 4, 41. [CrossRef] [PubMed]

11. Llorens, C.; Fares, M.A.; Moya, A. Relationships of gag-pol diversity between Ty3/Gypsy and Retroviridae
LTR retroelements and the three kings hypothesis. BMC Evol. Biol. 2008, 8, 276. [CrossRef] [PubMed]

12. Xie, W.; Gai, X.; Zhu, Y.; Zappulla, D.C.; Sternglanz, R.; Voytas, D.F. Targeting of the yeast Ty5 retrotransposon
to silent chromatin is mediated by interactions between integrase and Sir4p. Mol. Cell. Biol. 2001, 21,
6606–6614. [CrossRef] [PubMed]

13. Aye, M.; Dildine, S.L.; Claypool, J.A.; Jourdain, S.; Sandmeyer, S.B. A truncation mutant of the 95-kilodalton
subunit of transcription factor IIIC reveals asymmetry in Ty3 integration. Mol. Cell. Biol. 2001, 21, 7839–7851.
[CrossRef] [PubMed]

95



14. Cheung, S.; Ma, L.; Chan, P.H.; Hu, H.L.; Mayor, T.; Chen, H.T.; Measday, V. Ty1 integrase interacts with
RNA polymerase III-specific subcomplexes to promote insertion of Ty1 elements upstream of polymerase
(Pol)III-transcribed genes. J. Biol. Chem. 2016, 291, 6396–6411. [CrossRef] [PubMed]

15. Shun, M.-C.; Raghavendra, N.K.; Vandegraaff, N.; Daigle, J.E.; Hughes, S.; Kellam, P.; Cherepanov, P.;
Engelman, A. LEDGF/p75 functions downstream from preintegration complex formation to effect
genespecific HIV-1 integration. Genes Dev. 2007, 21, 1767–1778. [CrossRef] [PubMed]

16. Gupta, S.S.; Maetzig, T.; Maertens, G.N.; Sharif, A.; Rothe, M.; Weidner-Glunde, M.; Galla, M.; Schambach, A.;
Cherepanov, P.; Schulz, T.F. Bromo-and extraterminal domain chromatin regulators serve as cofactors for
murine leukemia virus integration. J. Virol. 2013, 87, 12721–12736. [CrossRef] [PubMed]

17. Muller, H.P.; Varmus, H.E. DNA bending creates favored sites for retroviral integration, an explanation for
preferred insertion sites in nucleosomes. EMBO J. 1994, 13, 4704–4714. [PubMed]

18. Kitamura, Y.; Lee, Y.M.H.; Coffin, J.M. Nonrandom integration of retroviral DNA in vitro, Effect of CpG
methylation. Proc. Natl. Acad. Sci. USA 1992, 89, 5532–5536. [CrossRef] [PubMed]

19. Pryciak, P.M.; Varmus, H.E. Nucleosomes, DNA-binding proteins, and DNA sequence modulate retroviral
integration target site selection. Cell 1992, 69, 769–780. [CrossRef]

20. Pruss, D.; Reeves, R.; Bushman, F.D.; Wolffe, A.P. The influence of DNA and nucleosome structure on
integration events directed by HIV integrase. J. Biol. Chem. 1994, 269, 25031–25041. [PubMed]

21. Mitchell, R.S.; Beitzel, B.F.; Schroder, A.R.; Shinn, P.; Chen, H.; Berry, C.C.; Ecker, J.R.; Bushman, F.D.
Retroviral DNA integration, ASLV, HIV, and MLV show distinct target site preferences. PLoS Biol. 2004,
2, e234. [CrossRef] [PubMed]

22. Derse, D.; Crise, C.; Li, Y.; Princler, G.; Lum, N.; Stewart, C.; McGrath, C.F.; Hughes, S.H.; Munroe, D.J.;
Wu, X. Human T-Cell Leukemia Virus Type 1 Integration Target Sites in the Human Genome: Comparison
with Those of Other Retroviruses. J. Virol. 2007, 81, 6731–6741. [CrossRef] [PubMed]

23. Wu, X.; Li, Y.; Crise, B.; Burgess, S.M.; Munroe, D.J. Weak palindromic consensus sequences are a common
feature found at the integration target sites of many retroviruses. J. Virol. 2005, 79, 5211–5214. [CrossRef]
[PubMed]

24. Jin, Y.F.; Ishibashi, T.; Nomoto, A.; Masuda, M. Isolation and analysis of retroviral integration targets by solo
long terminal repeat inverse PCR. J. Virol. 2002, 76, 5540–5547. [CrossRef] [PubMed]

25. Nefedova, L.N.; Mannanova, M.M.; Kim, A.I. Integration specificity of LTR-retrotransposons and retroviruses
in the Drosophila melanogaster genome. Virus Genes 2011, 42, 297–306. [CrossRef] [PubMed]

26. Linheiro, R.S.; Bergman, C.M. Whole genome resequencing reveals natural target site preferences of
transposable elements in Drosophila melanogaster. PLoS ONE 2012, 7, e30008. [CrossRef] [PubMed]

27. Zhuang, J.; Wang, J.; Theurkauf, W.; Weng, Z. TEMP: A computational method for analyzing transposable
element polymorphism in populations. Nucleic Acids Res. 2014, 42, 6826–6838. [CrossRef] [PubMed]

28. Fiston-Lavier, A.S.; Barrón, M.G.; Petrov, D.A.; González, J. T-lex2: Genotyping, frequency estimation
and re-annotation of transposable elements using single or pooled next-generation sequencing data.
Nucleic Acids Res. 2015, 43, e22. [CrossRef] [PubMed]

29. Crooks, C.E.; Hon, G.; Chandonia, J.-M.; Brenner, S.E. WebLogo: A sequence logo generator. Genome Res.
2004, 14, 1188–1190. [CrossRef] [PubMed]

30. Kirk, P.D.; Huvet, M.; Melamed, A.; Maertens, G.N.; Bangham, C.R. Retroviruses integrate into a shared,
non-palindromic DNA motif. Nat. Microbiol. 2016, 2, 16212. [CrossRef] [PubMed]

31. Gramates, L.S.; Marygold, S.J.; dos Santos, G.; Urbano, J.-M.; Antonazzo, G.; Matthews, B.B.; Rey, A.J.;
Tabone, C.J.; Crosby, M.A.; Emmert, D.B.; et al. FlyBase at 25: Looking to the future. Nucleic Acids Res. 2017,
5(D1), D663–D671. [CrossRef] [PubMed]

32. Minervini, C.; Marsano, R.; Casieri, P.; Fanti, L.; Caizzi, R.; Pimpinelli, S.; Mariano, R.; Luigi, V.
Heterochromatin protein 1 interacts with 5′UTR of transposable element ZAM in a sequence-specific fashion.
Gene 2007, 393, 1–10. [CrossRef] [PubMed]

33. Fablet, M.; McDonald, J.F.; Biemont, C.; Vieira, C. Ongoing loss of the tirant transposable element in natural
populations of Drosophila simulans. Gene 2006, 375, 54–62. [CrossRef] [PubMed]

34. Fablet, M.; Lerat, E.; Rebollo, R.; Horard, B.; Burlet, N.; Martinez, S.; Brasset, E.; Gilson, E.; Vaury, C.; Vieira, C.
Genomic environment influences the dynamics of the tirant LTR retrotransposon in Drosophila. FASEBJ 2009,
23, 1482–1489. [CrossRef] [PubMed]

96



35. McCarthy, K.R.; Johnson, W.E. Plastic proteins and monkey blocks, how lentiviruses evolved to replicate in
the presence of primate restriction factors. PLoS Pathog. 2014, 10, e1004017. [CrossRef] [PubMed]

36. Gao, K.; Butler, S.L.; Bushman, F. Human immunodeficiency virus type 1 integrase, arrangement of protein
domains in active cDNA complexes. EMBO J. 2001, 20, 3565–3576. [CrossRef] [PubMed]

37. Brown, H.E.; Chen, H.; Engelman, A. Structure-based mutagenesis of the human immunodeficiency virus
type 1 DNA attachment site, effects on integration and cDNA synthesis. J. Virol. 1999, 73, 9011–9020.
[PubMed]

38. LaFemina, R.L.; Callahan, P.L.; Cordingley, M.G. Substrate specificity of recombinant human
immunodeficiency virus integrase protein. J. Virol. 1991, 65, 5624–5630. [PubMed]

39. Mashkova, T.D.; Oparina, N.Y.; Lacroix, M.H.; Fedorova, L.I.; Tumeneva, G.; Zinovieva, O.L.; Kisselev, L.L.
Structural rearrangements and insertions of dispersed elements in pericentromeric alpha satellites occur
preferably at kinkable DNA sites. J. Mol. Biol. 2001, 305, 33–48. [CrossRef] [PubMed]

40. Delelis, O.; Carayon, K.; Saib, A.; Deprez, E.; Mouscadet, J.F. Integrase and integration, biochemical activities
of HIV-1 integrase. Retrovirology 2008, 5, 114. [CrossRef] [PubMed]

41. Dyda, F.; Hickman, A.B.; Jenkins, T.M.; Engelman, A.; Craigie, R.; Davies, D.R. Crystal structure of the
catalytic domain of HIV-1 integrase, similarity to other polynucleotidyl transferases. Science 1994, 266,
1981–1986. [CrossRef] [PubMed]

42. Katzman, M.; Sudol, M. Mapping viral DNA specificity to the central region of integrase by using functional
human immunodeficiency virus type 1/Visna virus chimeric proteins. J. Virol. 1998, 72, 1744–1753.

43. Appa, R.S.; Shin, C.G.; Lee, P.; Chow, S.A. Role of the nonspecific DNA-binding region and alpha helices
within the core domain of retroviral integrase in selecting target DNA sites for integration. J. Biol. Chem.
2001, 276, 45848–45855. [CrossRef] [PubMed]

44. Zheng, R.; Jenkins, T.M.; Craigie, R. Zinc folds the N-terminal domain of HIV-1 integrase, promotes
multimerization, and enhances catalytic activity. Proc. Natl. Acad. Sci. USA 1996, 93, 13659–13664. [CrossRef]
[PubMed]

45. Woerner, A.M.; Marcus-Sekura, C.J. Characterization of a DNA binding domain in the C-terminus of HIV-1
integrase by deletion mutagenesis. Nucleic Acids Res. 1993, 21, 3507–3511. [CrossRef] [PubMed]

46. Malik, H.S.; Henikoff, S.; Eickbush, T.H. Poised for contagion, evolutionary origins of the infectious abilities
of invertebrate retroviruses. Genome Res. 2000, 10, 1307–1318. [CrossRef] [PubMed]

47. Pearce, S.R. SIRE-1, a putative plant retrovirus is closely related to a legume Ty1-copia retrotransposon family.
Cell. Mol. Biol. Lett. 2007, 12, 120–126. [CrossRef] [PubMed]

48. Brandt, J.; Veith, A.M.; Volff, J.N. A family of neofunctionalized Ty3/gypsy retrotransposon genes in
mammalian genomes. Cytogenet. Genome Res. 2005, 110, 307–317. [CrossRef] [PubMed]

49. Casacuberta, E.; González, J. The impact of transposable elements in environmental adaptation. J. Mol. Ecol.
2013, 22, 1503–1517. [CrossRef] [PubMed]

50. Elbarbary, R.A.; Lucas, B.A.; Maquat, L.E. Retrotransposons as regulators of gene expression. Science 2016,
351, aac7247. [CrossRef] [PubMed]

51. Nefedova, L.; Kuzmin, I.; Makhnovskii, P.; Kim, A. Domesticated retroviral gag gene in Drosophila,
new functions for an old gene. Virology 2014, 450–451, 196–204. [CrossRef] [PubMed]

52. Malik, H.S.; Henikoff, S. Positive selection of Iris, a retroviral envelope-derived host gene in Drosophila
melanogaster. PLoS Genet. 2005, 1, e44. [CrossRef] [PubMed]

© 2017 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

97



viruses

Review

Epigenetic Control of Human Endogenous Retrovirus
Expression: Focus on Regulation of Long-Terminal
Repeats (LTRs)

Tara P. Hurst 1 and Gkikas Magiorkinis 1,2,*

1 Department of Zoology, University of Oxford, Oxford OX1 3PS, UK; tara.hurst@zoo.ox.ac.uk
2 Department of Hygiene, Epidemiology and Medical Statistics, Medical School, National and Kapodistrian

University of Athens, 11527 Athens, Greece
* Correspondence: gkikasmag@gmail.com; Tel.: +306973687010

Academic Editors: David J. Garfinkel and Katarzyna J. Purzycka
Received: 10 March 2017; Accepted: 22 May 2017; Published: 31 May 2017

Abstract: Transposable elements, including endogenous retroviruses (ERVs), comprise almost 45%
of the human genome. This could represent a significant pathogenic burden but it is becoming
more evident that many of these elements have a positive contribution to make to normal human
physiology. In particular, the contributions of human ERVs (HERVs) to gene regulation and the
expression of noncoding RNAs has been revealed with the help of new and emerging genomic
technologies. HERVs have the common provirus structure of coding open reading frames (ORFs)
flanked by two long-terminal repeats (LTRs). However, over the course of evolution and as a
consequence of host defence mechanisms, most of the sequences contain INDELs, mutations or have
been reduced to single LTRs by recombination. These INDELs and mutations reduce HERV activity.
However, there is a trade-off for the host cells in that HERVs can provide beneficial sources of genetic
variation but with this benefit comes the risk of pathogenic activity and spread within the genome.
For example, the LTRs are of critical importance as they contain promoter sequences and can regulate
not only HERV expression but that of human genes. This is true even when the LTRs are located in
intergenic regions or are in antisense orientation to the rest of the gene. Uncontrolled, this promoter
activity could disrupt normal gene expression or transcript processing (e.g., splicing). Thus, control
of HERVs and particularly their LTRs is essential for the cell to manage these elements and this
control is achieved at multiple levels, including epigenetic regulations that permit HERV expression
in the germline but silence it in most somatic tissues. We will discuss some of the common epigenetic
mechanisms and how they affect HERV expression, providing detailed discussions of HERVs in stem
cell, placenta and cancer biology.

Keywords: Endogenous retroviruses; HERVs; LTR; epigenetics; Krüppel-associated box zinc finger
protein; KRAB-ZFP

1. Introduction

The human genome is littered with endogenous retroelements, including non-long-terminal
repeat (LTR) elements such as long interspersed nuclear repeats (LINEs) and short interspersed nuclear
repeats (SINEs), as well as the long-terminal repeats (LTR)-containing endogenous retroviruses (ERVs).
It is widely accepted that retroelements are subject to repression by both genetic and epigenetic
mechanisms. However, much of what is known has been elucidated through studies in other species,
such as mice. While informative, such work is limited by differences between the species, particularly
differences in ERV activity. For example, ERVs in mice are much more active than in humans and
produce infectious particles [1] which have not yet been demonstrated in humans. Indeed, there
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seems to be a negative correlation between ERV proliferation and body size, suggesting that ERV
numbers scale with the number of cells of the host so a mouse is more likely to have active ERVs
relative to humans based on body size. Further, tumorigenic insertional mutagenesis is more likely to
happen when more cells have ERV proliferation [2]. It seems that a complete knock-out of the ERVs
(e.g., through deleterious mutations) would be the safest option for the host but this would lead to a
complete extinction of ERVs. Intuitively, the “sweet spot” of ERV activity that allows both ERVs and
host survival could be a window of activity near early life stages (e.g., germline and embryonic stem
cells) where the number of cells is irrelevant to the final body size of the host, followed by silencing in
somatic tissues. This arrangement is likely to be served through epigenetic silencing of ERVs. Here,
we will describe some of the recent findings on the regulation of ERVs by epigenetics, emphasising
studies on human ERVs (HERVs) in normal tissues and in diseases.

2. Human Endogenous Retroviruses

HERVs were detected in human cells in the 1970s, with early descriptions of retrovirus-like
particles in placentae [3] and germ line cancers [4]. The Human Genome Project revealed that HERVs
comprise 8% of the genome [5]. HERVs ERVs belong to a number of distinct families that integrated
independently during evolution [6]. One of these families, HERV-K HML-2 (HK2), emerged prior
to the divergence of hominids from Old World monkeys. However, a number of human-specific
integrations have been identified [7]. Further, there is evidence of recent activity of HK2 within the
human genome, such as the discovery of polymorphic integrations of HK2 [8,9], including an intact
provirus located on the X chromosome [10]. The vast majority of HERVs are rendered inactive by an
accumulation of mutations, as well as by epigenetic mechanisms. Despite this, there are numerous
reports implicating HERV expression, particularly of HK2, in autoimmune diseases and cancer [11–14].
Thus, the presence, activity and expression of HERVs is of great interest.

Control of HERV expression depends upon regulation at the level of the LTRs. These function as
promoters for HERV expression [15], have strong RNA Polymerase II regulatory sequences [16,17], and
contain a plethora of transcription factor binding sites [18]. The LTRs can bind nuclear transcription
factors [19] and more recently have been shown to be responsive to pro-inflammatory cytokines
in a cellular model of amyotrophic lateral sclerosis (ALS) [20]. Importantly, solo LTRs are present
in the genome due to recombination that excises the rest of the provirus [21]. Indeed, up to 85%
of HERVs have undergone this recombinatorial deletion [22], making most HERV loci solo LTRs.
Solo LTRs can serve as promoters in both sense and antisense orientations [23] and can alter the
expression of host genes [24,25]. Further, the expression of very long intergenic RNAs (vlincRNAs)
which control pluripotency and malignancy was HERV LTR-driven [26], suggesting a role for HERV
LTRs in regulating not only protein-coding genes but also the expression of long non-coding RNAs.
Thus, the LTRs are an important site for epigenetic modifications to control HERV and human
gene expression.

3. Epigenetics

Epigenetic regulation includes the modification of both DNA and the histones around which DNA
is wound to create chromatin [27]. The formation and packing of the chromatin is itself an epigenetic
mechanism; tightly-packed chromatin is associated with gene silencing and vice versa. Regulation is
also achieved by the modification of nucleotides and proteins by the addition of chemical groups, such
as methyl or acetyl groups. For example, modification of the histone H3 by trimethylation of lysine
4 (H3K4me3) is associated with gene activity, while that of lysine 9 (H3K9me2/3) or 27 (H3K27me3)
defines condensed chromatin packing and gene silencing [27]. There is also a strong association
between DNA methylation and the H3K9me3 mark [28].

One way to understand epigenetic system is by considering it to comprise writers, readers and
erasers of the modifications; these are enzymes that add, bind to or remove chemical groups e.g.,
methyl groups from DNA [29]. Strategies to study epigenetics include the use of drugs which inhibit
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DNA or histone modifying enzymes (the ‘writers’ or ‘erasers’). For example, the nucleoside analogue
5′-azacytidine (5′-aza) is incorporated into cellular DNA and inhibits the DNA methyltransferase 1
(DNMT1), resulting in passive demethylation and reactivation of silenced genes [30]. Similarly, the use
of histone deactylase inhibitors (HDACi) results in the retention of acetyl groups on the histones and
therefore of active gene expression [31]. We will first describe current epigenetic mechanisms of control
of HERVs and then discuss specific examples in more detail.

4. Epigenetic Regulation of Human Endogenous Retroviruses

The studies that have been done on HERVs suggest that multiple control strategies are used:
localisation of proviruses to heterochromatin, chromatin packing to block access to the LTRs,
CpG methylation and histone deacetylation contribute to the control of HERVs in the genome.
The predominant view is that these epigenetic mechanisms keep HERVs silenced [32,33]. However, it
is also possible that a more nuanced view allows epigenetics a role in transcriptional regulation rather
than silencing alone. This idea is suggested by transcriptome studies which report that up to one-third
of all HERV loci are transcribed [34], a number that would not make sense if the epigenetic repression
were not somewhat ‘leaky’.

4.1. CpG Methylation

It is usual for CpG nucleotides to be methylated throughout the human genome, including those
found in HERVs; exceptions to this, referred to as CpG islands (CGIs), are sites of low methylation
that are frequently found near active genes and enhancer elements [35]. The methylation of CpGs is
carried out by DNMTs, with DNMT1 being the maintenance methyltransferase which is important for
fidelity of methylation during DNA replication [35]. A microarray study analysing HERV families
throughout the genome found that HERVs are heavily methylated in normal tissues [36]. Further,
the age of the HERVs correlates with their methylation status, with a loss of methylation appearing
in older families such as HERV-H [36]. CpG methylation is a critical mechanism of silencing and has
been demonstrated for the HK2 5′ LTR in germ cell tumours (GCTs) [37]. In this study, methylation of
5′ LTRs correlated with transcriptional suppression in the Tera-1 cell line [37]. Importantly, the effect is
cell-type dependent, implying that other factors are also critical for regulation of HERV expression.
These can include transcription factors, as well as other types of epigenetic modifications.

4.2. Histone Acetylation

Acetylation of lysine residues in histones is catalysed by histone acetyltransferases (HATs) and
removed by histone deacetylases (HDACs) [38]. Histone acetylation blocks the positive charges on
lysine residues which destabilises chromatin and favours transcriptional activation; deacetylation
stabilises chromatin and thus leads to transcriptional repression [38]. This has led to the use of HDAC
inhibitors (HDACi) to reverse HIV-1 latency as part of a ‘kick and kill’ approach to curing HIV-1
infection [39]. We were interested in whether the transcriptional activation resulting from HDACi
treatment of HIV-1-infected cells would also activate HERVs [40]. To test this, we examined the
expression of particular HERV families (HK2, HERV-W, HERV-FRD) following HDACi treatment
using quantitative RT-PCR with Molecular Beacons probes. Indeed, we found that HDACi treatment
did not significantly up-regulate the HERVs in either latency cell lines or primary T cells infected
with HIV-1 [40]. This implies that histone deacetylation alone is not responsible for HERV repression,
a finding consistent with the importance of other factors, particularly CpG methylation, in silencing
HERVs. For example, the combination of the HDACi trichostatin A (TSA) and 5′-aza increased
HERV-Fc1 expression in HEK 293s, whereas TSA alone did not [30]. However, the same study did find
that TSA alone or in combination with 5-aza increased in HERV-Fc1 expression in peripheral blood
mononuclear cells (PBMCs) [30]. The different results could be due to the distinct cell types used, with
cancer cell lines being expected to differ from PBMCs.
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4.3. Histone Methylation, Heterochromatin and Krüppel-associated box zinc finger proteins (KRAB-ZFP)

The differential methylation of histones is critical to the activation or repression of genes.
In particular, methylation of histone H3 at different lysine residues is an indicator of activity; the
predominant marks are H3K9me3 (activity) and H3K4me3 (silencing). In a bioinformatics study,
HERV-K was found predominantly in areas of repressed chromatin and there was a strong association
with H3K9me3 [41]. In comparison, the localisation of genomic HERVs was in sites of inactive
chromatin (older HERV proviruses) or an intermediate position (younger HERVs) [42]. This may be
evidence of purifying selection [42], with HERVs that are found in active genetic regions being selected
against over time and HERVs found within heterochromatin being retained. The reconstituted HERV
(HERV-Kcon) was found to preferentially integrate near active chromatin marks including H3K4me1
and 2 as well as CpG islands [42]. HERV-Kcon is a lab reconstruction of a potential progenitor of
HERV-K (HML-2), derived from a consensus sequence. By being integrated near active chromatin
marks, it is behaving as a ‘young’ virus.

One critical system that contributes to histone methylation and heterochromatin formation
early in the embryo are Krüppel associated box zinc finger proteins (KRAB-ZFP). The zinc finger
domain binds to DNA in a sequence-specific manner, allowing the recruitment of other proteins
via the KRAB domain; in particular, the scaffold protein TRIM28/KAP1, forming part of a larger
protein complex that modifies the histones [43]. These proteins include DNMT1, and DNMT3a/b,
as well as the histone lysine methyltransferase, SETDB1, which is responsible for the H3K9me3
modification [28]. The majority of human KRAB-ZFP binding sites were located within transposons,
mainly retrotransposons including HERVs [44]. The KRAB-ZFP bind to HERVs and silence them by
burying them in heterochromatin.

Indeed, the LTR-containing retrotransposons have been found to co-evolve with KRAB-ZFP
genes [43]. The authors propose a model in which the threat to the genome of each new integration
leads to the emergence of new KRAB-ZFP genes [43]. This was supported by a later study showing
that the integration of each family of HERVs coincided with a new KRAB-ZFP [45]. This occurs via
positive selection of divergent KRAB-ZFP genes, particularly in the region coding for DNA contact
residues in the protein [43]. Thus, evolution of KRAB-ZFP genes allows the protein to bind to novel
DNA sequences found in newly-integrated retroelements. More recently, it was found that the
KRAB-ZFPs that recognise HERVs and LINEs emerged in the same last common ancestor as their
target retrotransposons [44], providing further support for the co-evolution hypothesis.

In addition, it has been suggested that genomic imprinting emerged from the use of epigenetics
to deal with the retroviral burden and this is supported by the existence of KRAB-ZFP genes involved
in imprinting [43]. For example, Zfp57 recruits TRIM28/KAP1 complexes to imprinted differentially
methylated regions (DMRs) and maintains methylation during the pre-implantation period in the
embryo [28]. Zfp57 is highly expressed in embryonic stem cells but then down-regulated in adult
tissues except the ovaries and testes [28]. Zfp57 is also predicted to bind to motifs present in the
HERVS71-int family [45]. One hypothesis is that this initial suppression by DNA methylation in
embryonic development obviates the need for further involvement of the KRAB-ZFP in HERV silencing
in adult tissues. However, not all HERVs may be silenced during imprinting. For example, not all
LTRs in mice are suppressed by KRAB-ZFP in oocytes and during embryonic development [46] and
this is thought to possibly allow transcripts of ERVs or chimeric ERV/host gene transcripts to persist
and assist in development [47]. One possibility is that this escape from repression permits the novel
use of the LTRs as alternative promoters of genes [46]. Whether this occurs in human oocytes and
embryos is not clear; the ethics of studying human embryos also makes this difficult to determine and
hence we have included mouse studies here.

Likewise, the function of another effector protein recruited to KRAB-ZFP complexes, SETDB1,
has been studied more intensively in mice, where it was found to be critical for global repression
of ERVs [48]. The loss of SETDB1 resulted in up-regulation of ERVs but this depended upon the
presence of the particular transcription factors; there was a ‘functional match’ between transcription
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factor expression and the ERV LTRs [48]. Further, the de-repressed ERVs could have a causal effect
on altered gene expression of proximal genes [48]. This study showed that SETDB1 was responsible
for histone methylation and ERV repression in lineage-committed adult cells, in this case B cells [48].
Similarly, KRAB-ZFPs and KAP1 were found to control transposable elements in adult tissues [49].
Thus, there is a role for the KRAB-ZFPs beyond imprinting in the ongoing epigenetic regulation of
ERVs. More research into the function of these proteins in human tissues is needed to fully understand
the regulation of HERVs.

4.4. Nucleosomal Positioning

There is a growing appreciation of the role of nucleosome position in the regulation of gene
expression [50]. The regulation of HERV expression by nucleosomal positioning was postulated
almost 20 years ago [51]. The HERV-K LTR was found to lack the TATA box promoter and to not
use an initiator sequence in its place; thus, initiation of transcription was by a distinct mechanism
involving the cellular transcription factors Sp1 and Sp3 [52]. The HERV-K LTR contains multiple
transcription start sites (TSS), with one of these forming the major TSS and the others being dispersed
sites [52]. The authors hypothesised that the Sp1 and Sp3 binding to the LTR freed the TSS from
nucleosomes, allowing transcription [52]. Recently, the use of alternative transcription start sites (TSS)
was described as a positive mechanism to regulate LTR-directed transcription [53]. Critical to this was
altered nucleosomal occupancy; in normal cells, this functions to keep retrotransposons silenced by the
production of truncated transcripts [53]. In contrast, reduced nucleosomal occupancy in stressed cells
altered the usage of TSS to permit full-length transcripts [53]. Thus, while nucleosomal positioning can
suppress HERV expression, it is also possible for HERVs to get around this obstacle under conditions
of cell stress or by the use of alternative transcription factors.

5. Examples of HERV Regulation

5.1. Embryonic and Induced Pluripotent Stem Cells

The regulation of HERVs is particularly critical during embryonic development and thus the
expression of HERVs in stem cells is of great interest. There are two times when the genome undergoes
an epigenetic ‘reset’ by the loss and subsequent re-establishment of DNA and histone methylation; the
first is following fertilisation (partial reset, as some imprinted loci are protected from demethylation)
and the second is during gametogenesis (full reset) [28]. These periods of global demethylation
theoretically favour HERV activity since transcriptional repression is lost. Thus, a role for HERVs is
likely during the embryonic stage as this is when there is de-repression of the proviral loci.

HERVs belonging to the HK2 and HERV-H families have been implicated in stem cell identity
and embryonic development. Human embryonic carcinoma cells, such as the NCCIT cell line,
have been used to model early development. In NCCIT cells, hypomethylation at a particular
LTR belonging to the youngest HERV-K elements (LTR5HS), coupled with Oct4 binding, increased
HERV-K expression [54]. The HERV-K ORFs were expressed and viral-like particles were produced [54].
In particular, the expression of the HERV accessory protein, Rec, modulates cellular mRNA expression
and nuclear translocation [54]. Selective hypomethylation of HERV LTRs is therefore essential to
regulate expression of HERVs required in early human development. In addition, HERV-H is associated
with the active chromatin mark H3K4me3 in embryonic stem cells [55]. Further, the HERV-H LTR
contains binding sites for the stem cell factor NANOG and sites for Oct4 and Sox2 are in close
proximity [55]. Finally, HERV-H RNAs act as long non-coding RNAs (lncRNAs), which are important
for the pluripotent identity of stem cells [56]. Thus, there is evidence of a role for the epigenetic
regulation of HERVs in stem cells and embryonic development.

Given ethical considerations, it is difficult to study human embryonic development other than by
using cell lines. It is thus not surprising that much more is known about the epigenetic regulation of
ERVs during early developmental stages in mice. The KRAB-ZFPs are critical in this process, restoring
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methylation lost during fertilisation and thereby silencing ERV expression. ERVs are silenced early
in embryonic development by the action of TRIM28/KAP1 [57]. The TRIM28 complex preserves
imprinting marks and restores the methylation in the early mouse embryo [47]. In neural progenitor
cells, TRIM28-mediated histone modifications repressed ERV expression; deletion of TRIM28 in these
cells resulted in increased ERV expression as well as decreased H3K9me3 [58]. The knockdown
of TRIM28/KAP1 also resulted in a loss of the repression and increased expression of ERVs in
murine embryonic fibroblasts in an OCT4-GFP transgenic mouse model [59]. Similarly, in the
production of induced pluripotent stem cells (iPSCs), TRIM28/KAP1 and SETDB1 act as barriers to
reprogramming [59]. There is thus a critical role for the KRAB-ZFPs in suppressing ERVs which then
leads to the loss of pluripotency.

5.2. Placenta and Pregnancy

It is well-established that HERVs contribute to formation of the placenta. The HERV-W env
protein has been co-opted to serve as a fusion protein (called syncytin-1) critical to the formation of
the syncytiotrophoblast [60]. Another co-opted env gene belonging to HERV-FRD encodes syncytin-2,
which contributes to syncytiotrophoblast formation [61] and has a role in immune tolerance of the
foetus [62]. A higher risk of pre-eclampsia was associated with reduced expression of both syncytin-1
and -2, with the reduction in syncytin-2 being more important [63]. Moreover, problems during
gestational diabetes are linked to aberrant expression of syncytin-2 and its receptor, MFSD2 [64].
The role of syncytins in the placenta is discussed in detail in a recent review [65]; here, we are
concerned with the epigenetic regulation of syncytin expression.

Both the HERV-W and HERV-FRD LTRs are controlled by histone H3 acetylation in placental
tissues [66]. In addition, control of syncytin-1 expression is mediated by differential methylation.
There is a global reduction in methylation levels in the placenta relative to other tissues, consistent with
a high proportion of HERV LTRs acting as tissue-specific promoters in the placenta [67]. In particular,
a CpG island in the 5′ LTR is hypomethylated in placental cells and hypermethylated in other tissues [68].
Over the course of a pregnancy, this CpG island becomes progressively more methylated [69].
Altered methylation of the HERV-W env locus and decreased expression of syncytin-1 have been
observed in placentae from pre-eclampsia [61]. Exposure to oestrogens in the environment causes
changes in the methylation of HERVs and this is linked to effects particularly on male children [70].
Aberrant expression of syncytin-1 in hydatiform moles has recently been described to contribute to
malignant transformation [71]. Thus, altered epigenetic regulation of HERVs can lead to aberrant
pregnancy and development.

There are lesser known roles for HERVs in fertility and pregnancy that merit further study.
High levels of syncytin-2 are detected in the testes, which is another tissue that displays global
hypomethylation and this is thought to favour HERV expression [65]. Syncytin-1 is also thought to be
involved in fertilisation, possibly contributing to the fusion of gametes. Sperm express syncytin-1 on
the cell surface whereas oocytes do not; instead, oocytes express the syncytin-1 receptor SLC1A5 [65].
Finally, HERV-K particles have also been detected in human placenta [72] but the functional significance
of this, if any, remains unclear.

5.3. Cancer

There are numerous types of cancer and this makes it difficult to generalise about the contribution,
if any, of HERVs to tumorigenesis. A number of papers do report a positive correlation between HERVs
and cancers, while others find a lack of association [73]. Critically, the accessory proteins of HERV-K,
Rec and Np9, have been associated with cancers [74–76] but also found to be expressed in normal
tissues [77]. This illustrates some of the uncertainty in determining a causal relation between HERVs
and cancer. A bystander effect might be useful in itself, permitting a HERV-based biomarker [78] or
the use of HERV proteins as surrogate tumour antigens for therapeutic purposes [79,80]. A detailed
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analysis of the evidence for HERVs in cancer is beyond the scope of the current review; we will here
limit ourselves to the contribution of epigenetic regulation.

One common feature of cancer is a global hypomethylation of the genome; moreover, certain
genes may be locally hypomethylated in cancer relative to normal tissues [81]. It is thus feasible that
global and/or local hypomethylation leads to loss of repression of HERVs and there is evidence for
this in a number of cancers. For example, there is a global hypomethylation of HERV-W and the
LINE-1 retroelement in ovarian cancers [82] and hypomethylation of the HERV-K 5′ LTR is observed
in melanomas [83]. Global hypomethylation does not necessarily correlate with expression of all
HERVs. For example, the treatment of neuroblastoma cell lines with 5′-aza induced expression of
multiple HERV-W loci [84], showing that a cancer cell line could still have HERVs that are suppressed
by CpG methylation. Further, de-repression of HERV LTRs could lead to activation of otherwise
silent oncogenes, a process referred to as ‘onco-exaptation’ [85]. Examples of such oncogenes induced
following onco-exaptation of LTRs include tyrosine kinase receptors (ALK, ERBB4); in these examples,
LTR-driven expression results in truncated proteins being produced and these are associated with
cancers including lymphoma and melanoma [85].

Global hypomethylation could play a role in the expression of HERVs in GCT cell lines, such as
the Tera-1 and NCCIT. These cell lines are known to produce HERV particles, with those of the NCCIT
being mature particles that bud from the cells [86], while those from Tera-1 cells appear to lack the env
glycoprotein [87]. In our lab, we found that the NCCIT cell line was particularly permissive to HK2
expression (manuscript in preparation), consistent with HERV expression and particle production by
these cells. The NCCIT have a methylation pattern reminiscent of the pluripotent state [88] and, as they
are an embryonic carcinoma cell line, they have been used to model early embryonic development [54].
While cancer cells and embryonic stem cells are clearly different, there is growing recognition of the
common features of pluripotency and malignancy [26]. In particular, the global hypomethylation in
tumour cells could be similar to that observed during early developmental stages. It is feasible that a
stem cell-like phenotype is found in GCT [88], at least among the subset of cancer stem cells that are
hypothesised to exist in most tumours to sustain cancer progression [89]. Since HERVs contribute to
the identity of embryonic stem cells, they might also contribute to the formation of cancer stem cells.

In addition, altered histone methylation or acetylation in cancer may contribute to de-repression
of HERVs. This has been described in a recent analysis of repetitive elements in cancer cell lines
using ENCODE ChIP-Seq data [16]. For example, increased HERV-Fc1 expression from a locus on
chromosome 7 was found to be associated with active histone methylation [16]. One HERV LTR seems
particularly sensitive to HDACi: the ERV9 LTR is present in thousands of copies in the human genome
that is highly expressed in the male testes [90]. The expression of a testes-specific tumour suppressor
protein, GTAp63, is under the regulation of the ERV9 LTR. This protein is absent in GCT but its
expression can be induced in these cells by the use of the HDACi TSA and vorinostat [91]. Expression
of GTAp63 induces apoptosis in these cells and is thought to be protective against GCT formation; the
silencing of this protein contributes to tumour formation by preventing GTAp63-induced apoptosis [91].
This clearly indicates a role for histone acetylation in the control of GTAp63 expression and thus of
ERV9 LTR promoter activity. In contrast, treatment with 5′-aza did not induce expression of GTAp63
and therefore CpG methylation is not involved in repression of this LTR.

Interestingly, the ERV9 LTR was subsequently found to control the expression of several genes,
many of which are involved in immunity or apoptosis [90]. The pro-apoptotic genes included
TNFRSF10B, which encodes the death receptor 5 (DR5/Killer) protein [90]. The ERV9 LTR control
of tumour suppressor genes in male germ cells reveals a protective effect of HERV LTR activity in
preventing cancer. All of the ERV9 LTRs were activated by treatment with HDACi, leading the authors
to propose the therapeutic use of HDACi to restore tumour suppression and induce apoptosis in
GCT [90]. Of further note is the fact that HDACi did not increase the expression of other HERV
subfamilies [90], suggesting that repression by histone deacetylation is not universal or, at least, not
the sole mechanism of silencing. However, it is well-documented that HERVs are expressed in cell
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lines derived from GCTs [86] and we have measured HK2 expression in NCCITs. In contrast to Beyer
and colleagues, we did detect a modest increase in HK2 expression with HDACi treatment (vorinostat,
panobinostat) (manuscript in preparation).

While HERVs are thought to have a contributory role in tumorigenesis, it is unlikely to be
simply a matter of expression being on or off. The complexity of this is revealed by the analysis of
genomic and transcriptomic data using new technologies. For example, the ENCODE ChIP-seq data
revealed de-repression of certain repetitive elements including HERV-Fc1. However, of the seven loci
of HERV-Fc1, only one was identified as having altered expression in cancer cell lines [16]. Moreover,
the treatment of cells with inhibitors of such as 5′-aza or HDACi does not necessarily lead to increased
HERV expression [30]. A fascinating twist in this story is that the use of DNA methylation inhibitors
allows HERVs to be expressed and to trigger an innate immune response [92,93]. For example,
the demethylation of HERVs leads to an immune response to dsRNA, producing exogenous interferon
that could then prime neighbouring cells for immune checkpoint (anti-CTLA4) therapy [93]. Thus,
the use of inhibitors of epigenetic modifications could prove beneficial in treating human cancers by
harnessing HERV expression.

6. Conclusions

Recent developments have revealed some of the complexities of HERV regulation by epigenetics.
HERVs are not universally silenced; in normal physiology, there is a real need for HERV expression
but this seems to be limited to particular tissues and times, with the key examples being placentation
and embryonic development. As discussed, the expression of syncytin-1 contributes to the formation
of the placenta and normal pregnancy. HERV-W, which encodes syncytin-1, has also been associated
with neurological disorders and autoimmune diseases. This could be due to de-repression of the
LTRs which could permit syncytin-1 expression in adult cells and this expression could be further
enhanced by other stimuli. For example, cytokine-mediated transactivation of HERV expression has
been described for HERV-W and HERV-K in ALS [20]. These data suggest a susceptibility of HERV
LTRs to pro-inflammatory stimuli, allowing them to act in a positive way to amplify the immune
response in the right context but possibly contributing to diseases such as ALS and multiple sclerosis
(MS). A further example is the finding that HERV-W loci showed decreased association with H3K9me3
in the context of influenza virus expression, as well as transactivation by the transcription factor glial
cells missing 1 (GCM1) [94]. It is thus feasible that exogenous virus infection could precipitate altered
epigenetic marks and aberrant HERV expression in tissues where it is normally silenced.

In addition, HERVs that are expressed may have a beneficial role in preventing cancer onset, such
as by tumour suppression as in the case of the ERV9 LTR in male germ cells. Alternatively, it is still
unclear to what extent HERVs may also contribute to tumour formation. For example, the expression
of HERVs in GCT may be merely a consequence of the global hypomethylation but it is also possible
that HERV expression somehow contributes to cancer onset or progression, such as through the action
of the HERV-K accessory protein Rec. The altered epigenetic regulation in cancer cells may favour
HERV expression, which could then have knock-on effects. The loss of epigenetic regulation at the
level of the LTRs could allow the binding of transcription factors to consensus sites that are normally
occluded. This has been described for the activation of oncogenes following onco-exaptation of HERV
LTRs. These examples show that harnessing the potential of HERVs, particularly the HERV LTRs,
comes at a potential cost should the epigenetic regulation be disrupted.
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Abstract: Human Endogenous Retroviruses (HERVs) are ancient infection relics constituting ~8% of
our DNA. While HERVs’ genomic characterization is still ongoing, impressive amounts of data have
been obtained regarding their general expression across tissues. Among HERVs, one of the most
studied is the W group, which is the sole HERV group specifically mobilized by the long interspersed
element-1 (LINE-1) machinery, providing a source of novel insertions by retrotransposition of HERV-W
processed pseudogenes, and comprising a member encoding a functional envelope protein coopted
for human placentation. The HERV-W group has been intensively investigated for its putative role
in several diseases, such as cancer, inflammation, and autoimmunity. Despite major interest in the
link between HERV-W expression and human pathogenesis, no conclusive correlation has been
demonstrated so far. In general, (i) the absence of a proper identification of the specific HERV-W
sequences expressed in a given condition; and (ii) the lack of studies attempting to connect the various
observations in the same experimental conditions are the major problems preventing the definitive
assessment of the HERV-W impact on human physiopathology. In this review, we summarize the
current knowledge on the HERV-W group presence within the human genome and its expression in
physiological tissues as well as in the main pathological contexts.

Keywords: HERV-W; endogenous retroviruses; Syncytin; autoimmunity; cancer

1. Introduction

In the last 15 years, great efforts have been made to provide a complete assembled sequence of the
human genome, progressively revealing an unexpected, highly repetitive composition. Transposable
elements (TEs) account, in fact, for >50% of our genetic material, while protein-coding regions constitute
only the ~2% [1]. TEs can be broadly divided in two general classes, based on whether DNA or RNA
serves as the intermediate in the process of transposition. Human Endogenous Retroviruses (HERVs)
belong to class-I TEs, also called retrotransposons, which are characterized by a RNA intermediate
that is reverse-transcribed into a double stranded DNA (dsDNA). This dsDNA, commonly called a
provirus, is competent for the subsequent integration into the host cell genome [2]. In addition to
HERVs, which have 5′ and 3′ long terminal repeats (LTRs), retrotransposons also comprise elements
devoid of LTRs and characterized by 3′ poly(A) repeats that are critical for their retroposition, namely
long and short interspersed nuclear elements (LINEs and SINEs, respectively) [3].
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HERVs are remnants of ancient retroviral infections acquired by the host genome in several
waves that occurred mostly between 100 and 40 million years ago [4]. HERVs were once exogenous
retroviruses and, in contrast to the retroviruses currently threatening humans, their infection not only
affected somatic cells, but also involved, in particular, the germline. Hence, at the time, the proviral
integration into the germline cells’ DNA made HERV sequences stable components of our genome
(Figure 1). Such a process of endogenization and the further fixation in the human population have
allowed HERVs to be vertically transmitted to offspring in a Mendelian fashion, constituting up to
~8% of the human genome [1]. In general, HERV sequences have been formed by a traditional process
of reverse transcription and integration, and thus show a classical proviral structure. The latter is
characterized by an internal portion, including the main retroviral genes (gag, pro, pol, and env), flanked
by the two LTRs. Owing to their long-time persistence in the host genome, however, individual HERV
sequences have independently accumulated nucleotide substitutions, deletions, and insertions, often
leading to the loss of coding capacity. In several cases, the homologous recombination between the
two LTRs of a same provirus led to the elimination of the whole internal portion [5], a phenomenon
reflected by the several thousands of solitary LTRs widespread in the human genome.

Despite the abundant presence of HERVs in the human DNA, their general classification at the
genomic level has been incomplete and sometimes controversial, due to the increasing amount of
bioinformatics data and the concomitant absence of precise taxonomic rules [6]. Based on sequence
similarity with respect to the exogenous retroviruses, HERVs were originally divided into three main
classes: class I (Gammaretrovirus- and Epsilonretrovirus-like), class II (Betaretrovirus-like), and class III
(Spumaretrovirus-like). Each class encloses a variable number of HERV groups, which have been named
with discordant criteria in over the years, e.g., based on the human tRNA putatively recognized by the
primer binding site (PBS) (e.g., HERV-K for Lysine, HERV-W for Tryptophan, and so on) or according
to the name of a nearby gene (e.g., HERV-ADP) or a particular amino acid motif (e.g., HERV-FRD).
Only very recently, the human genome assembly GRCh37/hg19 has been analyzed with RetroTector
program (ReTe) [7], leading to the recognition and global characterization of >3000 HERV insertions [8].
A multi-step classification approach, based on similarity image analysis, pol gene phylogeny and
taxonomic feature identification, allowed characterization of 39 “canonical” well defined groups of
HERVs, and 31 additional “non-canonical” clades [8]. Interestingly, HERV sequences included in the
latter showed several degrees of mosaicism that mainly occurred as the consequence of recombination
and secondary integration events [8]. Moreover, this comprehensive classification provided a reliable
background for the exhaustive characterization of individual HERV groups at the genomic level, which
still remains a major genetic and bioinformatics goal [9].

In contrast to the genomic characterization, which is still ongoing for most of the HERV groups,
there are many studies—mainly based on microarrays, hybridization assays or reverse transcriptase
polymerase chain reaction (RT-PCR) approaches—that assessed HERV expression in healthy human
tissues and cell lines [10–17]. These reports suggested that HERVs are stable components of the human
transcriptome, and display differential expression among the diverse human tissues. In particular,
variability of HERV transcription between healthy and pathological samples acted as a driving force to
determine HERV’s role in several human disorders, such as cancer, inflammation, autoimmunity, and
infectious diseases. Overall, even if the relevance of HERVs expression to the human physiopathological
transcriptome is undeniable, its association with the diverse pathological conditions has lacked, until
now, sufficient support. In fact, due to the absence of an unequivocal cause-effect relationship between
HERV expression and any human disease [18–20], a number of studies unfortunately ended in the
field of “rumor-virology” [18]. As mentioned above, the failure to establish cause–effect relationships
primarily depends on the lack of proper characterization of the HERV single groups at the genomic
level. The latter is essential to understand which precise HERV sequence is expressed in a given
circumstance [21], and if its expression is beneficial, detrimental, or just functionally linked to a specific
condition. It is also important to consider that many of the diseases tentatively linked to HERV expression
are chronic conditions with a poorly understood etiology, in which several other factors (either genetic or

112



environmental) could potentially produce a causal association [18]. All these aspects have to be considered
in relation to the wide panorama of disparate HERVs expression studies, which includes many disparate
data and very few studies attempting to assess the various observations in the proper standardized
experimental conditions [18]. Thus, once it is established that HERV transcripts are stable signatures of
many pathological conditions, the reliable assessment of their specificity and causality to various diseases
will be required to explore HERVs as both etiological contributors and innovative therapeutic targets.

Figure 1. Retrovirus endogenization and human endogenous retroviruses (HERV) formation. During
replication, retroviral RNA is reverse-transcribed into a double stranded DNA (dsDNA) provirus and
integrated into the cellular genome. All current human retroviruses target somatic cells, showing a
horizontal transmission from an infected individual to new hosts. The exogenous retroviruses that gave
rise to HERVs were also able to infect germ line cells. In this way, the integrated HERV sequences have
been inherited in a Mendelian fashion, being vertically transmitted through the offspring and fixed into
the human genome. During evolution, the majority of HERVs accumulated mutations that generally
compromised their coding capacity. In several cases, the homologous long terminal repeat (LTR)-LTR
recombination has led to the elimination of the whole internal portion, leaving only a solitary LTR as a relic.

Among HERVs, the HERV-W group is one of the most intensively investigated for its possible
physiopathological effects on the host. After its initial identification as putative causative agent for
multiple sclerosis (MS) [22], strong expression of the HERV-W group was found in placental tissues [23].
This observation led to the identification of a single HERV-W member (ERVWE1, locus 7q21.2) still
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able to encode a functional Envelope (Env) protein, which, during evolution, has been coopted for
an important function in placentation [24,25]. On the one hand, this individual HERV-W element
and its physiological role have been described in great detail [26–31]; on the other hand, the general
expression of the HERV-W group has been broadly investigated in a variety of tissues, mainly to find
correlations with human diseases. In this way, the HERV-W group hyperexpression has been reported
in a great number of pathological contexts, making it one of the most promising endogenous elements
to be exploited for novel therapeutic and diagnostic strategies. However, in the great majority of cases,
the observed expression profiles were yet not linked to any specific HERV-W sequence, preventing so
far a definitive association with human pathology.

It is noteworthy that in contrast to all other known HERV groups, HERV-W transcripts have
the unique capacity to be mobilized by LINE-1 (L1) human retrotransposons [32,33]. HERV-W
colonization of primate genomes was, in fact, mainly sustained by the L1-mediated formation of
processed pseudogenes. This occurred through the reverse transcription of RNA transcripts originating
from preexisting HERV-W proviral insertions, and their subsequent integration in new chromosomal
positions [32,33] (see Figure 2 and paragraph 2). Considering that the human genome contains about
80–100 L1 elements still competent for retrotransposition [34–36], the expression of integrated HERV-W
sequences could represent an indirect source of ongoing insertions. This would be more likely to happen
in those pathological contexts characterized by an altered epigenetic environment, which could strongly
liberate HERV expression, such as cancer and autoimmunity. In this way the general abundance of
HERV-W transcripts reported in many tissues could provide a great number of RNA sequences suitable
for L1 mobilization, possibly contributing to the intra- and inter-individual genetic variability and being
responsible, occasionally, for sporadic insertional mutagenesis and genetic disorders [34–36].

The present review focuses on the HERV-W group as an example of the multifaceted effects
that retrotransposon movement can exert on the host. In fact, although TEs have been considered as
mere genomic parasites for a long time, the presence of such a wide proportion of mobile elements in
eukaryotic DNA suggests that they cannot be only detrimental to the host [37]. Hence, we provide
a comprehensive overview of the HERV-W group potential impact on human biology, summarizing
its contribution to the human genome and the current knowledge of its expression in physiological
conditions and, above all, in pathological contexts. We also briefly discuss the current needs for the
definitive assessment of the HERV-W expression biological significance, and the future perspectives
for its specific exploitation as innovative biomarkers and/or therapeutic targets for a wide range of
human diseases.

2. HERV-W Group Contribution to the Human Genome

As for the other HERV groups, HERV-W integration in human germ line cells resulted from
traditional retroviral infection (Figure 2). In general, it is still not clear whether the exogenous retrovirus
progenitor of HERVs had germ line cells as their specific target or infected such population by chance [38].
In any case, after the entry into germ line cells, the viral RNA was reverse transcribed into proviral
dsDNA, flanked by identical LTRs and competent for the insertion into the host cell genome. Repeated
integration events determined the initial spread of HERV-W within human chromosomes, with new
provirus formation possibly occurring even in the absence of an infectious phase [35] by intracellular
reverse transcription and integration of the proviral RNA transcripts [38] (Figure 2). In addition, differently
from all other known HERV groups, the HERV-W acquisition by primate genomes has been for the most
part sustained by the L1-mediated formation of processed pseudogenes [32,33] (Figure 2). L1 elements
encode for a protein with both reverse transcriptase and endonuclease activities [39]. Through these
proteins, L1 sequences can copy and paste into new genomic positions not only their RNA, but also the
transcripts generated by non-autonomous retrotransposons (Alu and SINE–VNTR–Alu, or SVA) and by
HERV-W proviruses. According to this model, RNA transcripts originating from preexisting HERV-W
proviral insertions were reverse transcribed and integrated into additional chromosomal loci by the
L1 machinery. These HERV-W processed pseudogenes are characterized by specific signatures that
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structurally resemble viral mRNA: (i) truncated 5′ and 3′ LTRs, showing a R-U5 and U3-R structure
instead of the traditional U3-R-U5 structure, respectively; (ii) a poly(A) tail of variable length, and (iii)
a TT/AAAA insertion motif and a 5–15 nucleotides target site duplication [21,32]. As reported in the
few studies aimed at characterizing the group at the genomic level [21,32,33], L1-mediated processed
pseudogenes acquisition has not been a minor event in the HERV-W diffusion, having formed >2/3 of
the group members. The molecular model of L1-mediated HERV-W transcripts retrotransposition, as
well as the specific determinants that limited the process to this HERV group, still remain to be clarified.

Figure 2. HERV-W sequence amplification in germline cells. The initial acquisition of HERV-W
sequences has been due to a traditional retroviral infection process. The viral RNA was reverse
transcribed and the proviral dsDNA was integrated into the host cell genome by reverse transcriptase
(RT) and integrase (IN) viral enzymes, respectively. Integrated provirus expression provided viral
mRNAs, which generated new HERV-W insertions (red stars) through (i) L1-mediated retrotransposition:
copy and paste mechanism in which viral mRNAs were reverse-transcribed by L1 RT and inserted into
a new genomic position, generating HERV-W processed pseudogenes; (ii) reinfection: proviral mRNAs
were translated and the deriving proteins assembled into a mature viral particle, that after its egress
could have re-infected the same cell; (iii) cis-retrotransposition: HERV-W mRNAs could have been
used as templates for further reverse transcription–integration events, leading to the acquisition of new
insertions in the absence of an extracellular phase. Owing to the accumulation of mutations over time,
the last two mechanisms could have required proteins provided in trans by a helper virus. As shown in
the table that reports the number of HERV-W insertions in each chromosome, the L1-mediated processed
pseudogenes formation was responsible for the acquisition of about the 2/3 of the HERV-W sequences.

Three independent studies performed a number of years ago on either isolated human
chromosomes [40] or incomplete draft versions of the human genome characterized the HERV-W
group at the genomic level [32,33]. Although these studies certainly represent milestones in the analysis
of the HERV-W group, the use of different methodologies led to discordant results, currently difficult
to retrieve and, especially, to correlate with modern expression data. Recently, a new bioinformatics
analysis of the human genome assembly GRCh37/hg19 defined, for the first time, the precise localization
and detailed description of 213 HERV-W insertions. The latter were classified, according to their
general structure, into proviruses (65), L1-mobilized processed pseudogenes (135), and undefined
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sequences lacking both LTRs (13) [21]. In this study, the exhaustive characterization of each single
HERV-W member in terms of estimated time of integration, genomic context of insertion, and nucleotide
sequence provided a dataset that distinguishes the uniqueness of each HERV-W sequence. This dataset
is particularly valuable for determining the link between the observed HERV-W expressed products
(RNA and proteins) and their specific locus of origin [21]. In addition, some insights regarding
the HERV-W group taxonomy were reported for the first time, such as the presence of a second
Gag nucleocapsid Zinc finger and the classification of the HERV-W members in two phylogenetic
subgroups (named 1 and 2) based on both LTR phylogeny and key mutations [21]. Interestingly,
even if the transcripts originated from both HERV-W subgroups were mobilized by the L1 machinery
to generate processed pseudogenes, the mechanism was more frequent for subgroup 1 than for
subgroup 2 proviruses (1:2.5 and 1:1 ratio, respectively) [21]. The reason for is unclear, but it is
possible that the presence of specific sequences made the retrotransposition of subgroup 1 transcripts
more efficient or, alternatively, that subgroup 2 elements were expressed at lower levels. Hence, the
analysis of the single HERV-W insertions could provide information about L1-mediated HERV-W
processed pseudogene formation, which is important for assessing novel retrotransposition events
in disease contexts. The molecular elucidation of such events could be important to finally establish
the possible pathogenic role of HERV-W processed pseudogenes that, due to their defective structure,
have been often disregarded in expression studies, and are thus still poorly investigated in the human
physiopathological environment.

In the following sections, we summarize the current knowledge about the HERV-W group
expression in both physiological and pathological tissues, based on the many studies performed
in the past twenty years. With very few exceptions, these studies investigated the HERV-W group
general expression, i.e., without any information on the transcripts genomic origin (specific HERV-W
locus) and the structure (provirus or processed pseudogene). If, on the one hand, the available data
suggest that HERV-W sequences are differentially expressed in almost all analyzed tissues, being
often hyperexpressed in the presence of diseases, on the other hand, these observations deserve more
specific investigation aimed at finally identifying which HERV-W loci are selectively deregulated in
various conditions.

3. HERV-W Placental Expression and Syncytin-1 Env Protein Cooption for Human Physiology

The reported presence of retroviral particles with reverse transcriptase (RT) activity in MS patients
samples [41,42] led to the first description of the so called “MS Retrovirus” (MSRV). Subsequent
Southern blot analysis using MSRV-derived probes allowed detection of a previously undescribed
HERV multicopy family [22], formally named as HERV-W group [23]. Interestingly, the molecular
characterization of the group coding capacity revealed a strong expression restricted to placenta [24]
(apart from minor expression in testis [25]), showing the presence of a complete open reading frame
(ORF) encoding for two major env transcripts (4 and 8 kb) [24,25]. Such ORF was shown to produce
a 538 amino acids functional Env protein [23] that was mapped to a HERV-W locus on chromosome
7q21.2 (ERVWE1) [25]. ERVWE1 harbored a 5’LTR functional promoter, exhibiting several binding
sites for transcriptional regulators involved in the control of proliferation and differentiation [26,43].
ERVWE1 Env protein was expressed in a panel of different species cell lines, interacting with
the type D mammalian retrovirus receptor (hASCT2, human sodium-dependent neutral amino
acid transporter type 2) strongly inducing syncytia formation [24,25]. It was therefore named
Syncytin-1 [25]. The evidence that syncytia formation could be specifically impaired by Syncytin-1
inhibition (through both specific antibodies [24,25] and anti-sense transcripts [44]) confirmed a central
role of this Env protein in the homo- and heterotypic fusogenicity [24,25]. Even if the cell-cell
fusion mediated by Syncytin-1 primary depends on its interaction with hASCT2 receptor [24], this
Env can efficiently also bind to hASCT1 [45] and even the highly divergent mouse orthologous
transporters, mASCT1 and mASCT2, after the elimination of their N-linked glycosylation sites [45].
This flexibility indicates a lower restriction of receptor usage as compared to the other retroviral Env
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proteins, probably due to the strong selective pressure acting on Syncytin-1 throughout evolution [45].
Syncytin-1 placental expression has been specifically confirmed in the villous [25] and extravillous
trophoblasts [46], and its strong fusogenic activity has been associated with the formation of the villous
syncytiotrophoblast, the main site for trophic exchanges and other placental functions essential for
fetal growth and development [24,25]. Beside its central fusogenic role, Syncytin-1 is also directly
involved in cytotrophoblast differentiation and proliferation, which is essential for syncytiotrophoblast
homeostasis [44,47]. In fact, Syncytin-1 siRNA knockdown in BeWo cultures reduced cell growth and
proliferation, probably through cell cycle arrest in G1 phase [47]. In contrast, ectopic overexpression of
Syncytin-1 stimulated, as expected, trophoblast proliferation, confirming its critical role in promoting
the G1/S transition during syncytiotrophoblast formation, and emphasizing a subtle balance of
fusogenic and non-fusogenic functions in the co-regulation of the cytotrophoblast pool [47]. Moreover,
cyclic AMP (cAMP), known to regulate cAMP-dependent protein kinases acting in trophoblast fusion
and differentiation [48], is also able to control Syncytin-1 promoter [44]. The latter is a bipartite element
formed by (i) the ERVWE1 5′LTR, which contains cAMP-responsive elements for placental basal
expression; adjacent to (ii) a placenta-restricted cellular enhancer, located within a MaLR (Mammalian
apparent LTR retrotrasposon) solitary LTR and acting as URE (Upstream Regulatory Element), to
confer high tissue-specific expression [29]. In addition to trophoblast cell-cycle regulation, Syncytin-1
seems to play a role also in the control of trophoblast survival, since the knockdown of its expression
in BeWo cells triggered the death pathway mediated by apoptosis-inducing factor (AIF) [49].

In addition to the above mentioned functions in placental morphogenesis and homeostasis,
Syncytin-1 was also hypothesized to have a role in maternal immunotolerance to the fetus [24,25,46]
through its immunosuppressive domain [25], as previously shown for a murine [50] and a simian [51]
retrovirus. Subsequent studies reported the absence of such activity in a mouse model, suggesting a
genetic disjunction between fusogenic and immunosuppressive functions (at least in mice) [52]. In
human blood, however, Syncytin-1 was effectively able to inhibit the production of Th1 cytokines
known to be important modulators of several immunological functions. This suggests a possible role
of Syncytin-1 in mediating the shift from cytokine Th1 to Th2 observed during pregnancy that may
also contribute to immunomodulation of the maternal system [53].

4. General HERV-W Expression in Healthy Tissues Other than the Placenta

The Syncytin-1 locus is exceptional, since it retains a residual protein-coding capacity, while the
great majority of HERV sequences have accumulated mutations affecting protein production. For this
reason, and due to their multi-copy nature, HERVs have often been disregarded in large-scale expression
studies and, consequently, have not been exhaustively characterized in terms of functional significance [54].
A number of studies, however, investigated their expression across human tissues and cells. Overall, the
results show that the various HERV groups display differential global expression profiles, which could be
tissue/cell type-specific and vary depending on tissue state changes (e.g., differentiation, pathogenesis) as
well as on environmental and individual conditions.

As stated above, the HERV-W group is strongly expressed in normal placenta [23–25] and shows
significant transcriptional activity in testis [25]. In addition, HERV-W transcription in healthy tissues
has been monitored using RT-PCR protocols amplifying gag, pol or env genes with primers that, in
general, were specifically designed for the placental Syncytin-1 ERVWE1 locus (Table 1). A few other
studies investigated expressed sequence tags (ESTs) databases using Syncytin-1 proviral sequence as a
query, or analyzed group expression using pol probes. In this way, general HERV-W expression has
been detected in various human cell lines and healthy tissues—often lacking, however, any information
about the transcript’s origin from specific loci (Table 1).
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Table 1. General type W human endogenous retroviruses (HERV-W) group expression in non-placental
healthy tissues.

Tissue Method Ref. Possible Biases a

Blood Search of Syncytin query in
EST data [11]

Low total HERV EST counts, could not detect
HERV-Ws divergent from Syncytin, no information
on LTR activity, number of cDNA/EST libraries great

variability across tissues, under-representation of
poorly expressed genes in small libraries (1)

Brain
Search of Syncytin query in

EST data [11] (1)

RT-PCR (gag+, pol+, env+) [55]

Primers specific for single expressed sequences
(placental Syncytin (gag: AF072500, env: AF072506),

MSRV clones (pol: AF009668)) could not detect
divergent HERV-Ws, no information on full-length

HERVs expression and LTR activity, samples amount
is poorly representative (2)

Brain (cortex and pons) env real time qRT-PCR [56]

Primers specific for placental Syncytin
(NM_014590.3) can could not detect env defective or

highly divergent HERV-Ws, no information on
full-length HERVs expression and LTR activity,

samples amount is poorly representative (3)

Breast
Search of Syncytin query in

EST data [11] (1)

env real time qRT-PCR [56] (3)

Colon env real time qRT-PCR [56] (3)

Heart RT-PCR (gag−, pol−, env+) [55] (2)

Endometrium
GammaHERV and HERV-W

pol-based probe and
probe-less real time qPCRs

[57]
[14]

Could not detect transcripts defective or highly
divergent for pol gene, no information about

full-length sequences expression and LTR activity,
samples amount is poorly representative (4)

Kidney
pol-expression arrays

hybridization [10]

Cross-amplification/hybridization of related HERV
groups; could not detect transcripts defective for pol

gene, no information about full-length sequences
expression and LTR activity, no quantitative

information, samples amount is poorly
representative (5)

RT-PCR (gag−, pol+, env+) [55] (2)

Liver

pol-expression arrays
hybridization [10] (5)

RT-PCR (gag−, pol+, env+) [55] (2)

env real time qRT-PCR [56] (3)

Liver-spleen (fetal) Search of Syncytin query in
EST data [11] (1)

Lung RT-PCR (gag−, pol+, env+) [55] (2)

Ovary
Search of Syncytin query in

EST data [11] (1)

GammaHERV and HERV-W
pol-based probe and

probe-less real time qPCRs

[57]
[14] (4)

PBMC pol RT-PCR and env real time
PCR [17]

Low sensitivity and cross-amplification of related
HERV groups by RT-PCR degenerate primers, real
time PCR primers specific for placental Syncytin

(NM_014590.3) could not detect divergent HERV-Ws
and transcripts defective for pol/env genes, no

information on full-length sequences expression and
LTR activity, incomplete characterization of

individuals health status
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Table 1. Cont.

Tissue Method Ref. Possible Biases a

Prostate RT-PCR (gag−, pol+, env+) [55] (2)

Skel. Muscle RT-PCR (gag−, pol+, env+) [55] (2)

Spleen RT-PCR (gag+, pol+, env+) [55] (2)

Stomach env real time qRT-PCR [56] (3)

Testis RT-PCR (gag+, pol+, env+) [55] (2)

Thymus RT-PCR (gag−, pol+, env+) [55] (2)

Uterus
RT-PCR (gag−, pol−, env+) [55] (2)

env real time qRT-PCR [56] (3)

General HERV-W expression was reported by Stauffer et al. in the blood, brain, breast, liver/spleen, ovary and
placenta, and subsequent analysis confirmed such results for placental and breast tissues only [11]. The physiological
HERV-W env transcription in healthy brain and breast was detected also by Kim et al. [56]. Yi et al. investigated
the HERV-W gag, pol and env genes expression within 12 tissues (brain, prostate, testis, heart, kidney, liver, lung,
placenta, skeletal muscle, spleen, thymus, and uterus), detecting env transcripts in all the analyzed samples and
reporting also some tissue-specific expression for gag and pol [55]. HERV-W RNA expression was also reported
in the normal endometrium and ovary [14,57] and in the colon, liver, stomach, and uterus [56]. The HERV-W
group was found to be transcriptionally active in peripheral blood mononuclear cells (PBMC) since early childhood
[17]. High resolution melting temperature analysis [58] assessed the occurrence of systematic variations in the
HERV-W gag sequences expression in primary fibroblasts, depending on both tissues and individuals considered
[59]. a Methodological biases potentially affecting the effective and specific detection and characterization of the
expressed HERV-W sequences. After the first citation, biases with multiple citations are reported as a number into
round brackets. EST: expressed sequence tags; LTR: long terminal repeats; MSRV: multiple sclerosis retrovirus;
qRT-PCR: quantitative reverse transcriptase PCR; PBMC: peripheral blood mononuclear cells.

In summary, global HERV-W transcriptional activity in healthy conditions was reported by at
least one study in the brain, breast, skeletal muscle, spleen, lungs, digestive trait (stomach, liver, colon),
genitourinary apparatus (ovary, endometrium, uterus, prostate, testis, and kidneys), and cardiovascular
system (heart, whole blood, peripheral blood mononuclear cells (PBMC)). It is noteworthy that all
these reports assessed the HERV-W group generic expression, i.e., without connecting the observed
transcripts to a specific locus. Moreover, significant biases could derive from the use of Syncytin-1
provirus and/or MSRV cDNA clone sequences as a query and for the design of primers and probes.
This could lead, in fact, to the lack of detection of HERV-W expressed loci with divergent nucleotide
sequence as compared to the query, or defective for the single genes analyzed. Another possible bias is
due to the potential contamination with genomic DNA, possibly representing a further complication
in the analysis of multicopy repetitive elements, if not prevented through a correct treatment of RNA
samples, e.g., with DNase. Finally, in the majority of cases, no information on the full-length HERV-W
sequences expression and the LTR residual regulatory activity are available, and the samples are often
limited in number and sometimes incompletely characterized for the individual’s health status.

An attempt to connect HERV transcriptome to specific loci of origin was performed by Pérot et al.
through a dedicated microarray designed on a collection of >5500 HERVs (including both proviruses
and solitary LTRs) that could be reasonably allocated to unique genomic loci [15] (Table 2). Based on
their results, the HERV-W group showed, as expected, predominant expression in placenta and testis,
attributable to Syncytin-1 locus activity. In addition, five other specific HERV-W loci (one provirus, one
processed pseudogene, and three solitary LTRs) were also transcribed in the same tissues, showing
in two cases a concomitant LTR promoter activity [15]. Despite the fact that the tissues considered
by Pérot et al. were limited (colon, lung, breast, ovary, prostate, testis, uterus and placenta) and that
all expressed HERVs are co-localized within human genes that could influence their transcription,
the analysis is a remarkable effort to match HERV transcriptome to its specific genomic contributors,
taking into account relevant aspects such as promoter activity and tissue specificity.
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Table 2. Specific HERV-W loci for which an expression in healthy tissues has been reported.

Locus Chr:start-end (Strand) a Type Genomic Context b Tissue Method Ref.

2q22.1 2:139030735-139031481 (−) Solo LTR LTR8 (+) Testis Microarray [15]

2q24.3 2:165514421-165516121 (−) Pseudogene COBLL1 (−)
TCONS_00004484 (−) Placenta Microarray [15]

5q12.1 * 5:59954322-59962280 (+) Provirus DEPDC1B (−) Placenta Microarray [15]

7q21.2 * 7:92097313:92107506 (−) Provirus - Placenta
Testis Northern blot [23]

[25]
15q21.2 15:51552784-51553570 (+) Solo LTR CYP19A1 (−) Placenta Microarray [15]
Xq21.33 X:93824238-93824702 (−) Solo LTR MER4A (−) Placenta Microarray [15]

a Chromosomal positions are referred to genome assembly GRCh37/hg19. The Syncytin locus is highlighted in
bold. b Localization of HERV-W element within a human gene (italic names correspond to non-coding elements).
For sequences marked with an * LTR promoter activity has been also reported.

5. Syncytin-1 Expression in Placental Pathologies

Consistent with its proven role in human placentation, Syncytin-1 abnormal expression has been
observed in various pathological conditions affecting placental and maternal-fetal physiology, i.e.,
Pre-eclampsia (PE); hemolysis elevated liver enzymes and low platelet count (HELLP) syndrome;
Trisomy 21; intrauterine growth restriction (IUGR) and endometriosis. The main findings in these
pathological contexts are summarized below and in the Supplementary Materials (Table S1).

In general, it is worth noting that in many of the diseases affecting placental tissues, hypoxia
is a common pathological trait able to influence Syncytin-1 expression (Table S1). In light of this,
Syncytin-1 downregulation, commonly observed in diseased placentas, and the consequent reduction
in trophoblasts fusion and differentiation, is likely to result from the pathological hypoxic environment.

PE is a multisystem condition affecting ~5% of pregnant women [60]. It is clinically characterized
by hypertension, proteinuria and hypoxia, and is associated with adverse perinatal outcome and
preterm birth. A significant fusion reduction in trophoblast cells isolated from PE placentas was
reported [61] and, in line with this, the placentas of women affected by PE showed a marked decrease in
Syncytin-1 expression [61–65]. Such reduction seems to be correlated with PE severity [61] and depends
on Syncytin-1 promoter hypermethylation [65], leading to a consequent decrease in cytotrophoblast
differentiation [43].

Similar Syncytin-1 expression reduction was found in HELLP syndrome [62,63]. Considering
that experimental hypoxia reduces Syncytin-1 expression by 80% in BeWo cells in vitro and in isolated
placental cotyledons ex vivo [66], it has been suggested that such reduction in Syncytin-1 expression
might arise due to the HELLP failure in trophoblasts arterial transformation and the consequent poor
placental perfusion [67].

Reduced Syncytin-1 expression was also observed in trophoblast cells from placentas bearing a
trisomy 21 fetus. Trophoblast cells were still able to aggregate, but fused poorly or late in culture [68–70],
and showed increased levels of superoxide dismutase encoded on chromosome 21 [71]. When this
antioxidant enzyme was overexpressed in normal cytotrophoblasts, impairment in syncytiotrophoblast
formation as well as abnormal cell fusion and Syncytin-1 downregulation were observed, further
suggesting that oxidative states are able to influence trophoblasts Syncytin-1 production [68,71]. Since it
is known that hypoxia can activate the caspase apoptotic pathway, the hypoxic environments common
to many placental diseases could possibly lead to trophoblast cell death via both this mechanism and the
above mentioned AIF pathway [47], specifically triggered by Syncytin-1 decreased expression [47,60].

IUGR is another important cause of perinatal morbidity and mortality for both mother and fetus,
and it is also related to hypoxia and abnormal trophoblast development. In line with this, IUGR
placentas showed significantly lower Syncytin-1 RNA and protein amounts with respect to control
placentas [64,72], although still sufficient to mediate trophoblast cells fusion [72].

Finally, two studies reported a high HERV-W expression in endometriotic tissues, even though
no great differences were found with respect to control tissues [14,57]. This Syncytin-1 upregulation,
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dependent on the hypomethylation of its promoter, has been proposed to be involved in endometriotic
lesion development [73].

Overall, these findings have confirmed a pivotal role of Syncytin-1 expression in placental
physiology, and showed how its deregulation could contribute to maternal systemic disorders [60].

6. HERV-W Expression in Tumorigenesis and Cancer Progression

Tumorigenesis is a complex multistep process involving both inherited and environmental factors
and possible association with HERV expression. Of course, this link has been greatly sustained by
the well-described transforming nature of exogenous animal retroviruses, which were originally
designated as “RNA tumor viruses”. However, the high copy number and repetitive nature of HERVs
may also trigger additional tumorigenesis mechanisms that do not require the production of infectious
viral particles, as summarized in Figure 3. In particular, HERV mobilization and integration could
be responsible for insertional mutagenesis events (panel a), which could disrupt or deregulate host
genes (e.g., oncosuppressors, transcriptional regulators). The presence of repetitive elements could
also trigger chromosomal rearrangements by non-allelic homologous recombination (panel b). HERV
transcriptional de-repression, possibly prompted by the altered epigenetic environment commonly
associated with cancerous tissues, can lead to uncontrolled activation of downstream cellular genes
(e.g., oncogenes, transcription factors) (panel c). Even in the absence of protein production, HERVs
transcription could stimulate the accumulation of incomplete replication intermediates, which can
activate innate immunity pathways and deregulate non-coding RNA networks (panel d). Finally, if a
HERV protein is produced, its activities (e.g., fusogenic and/or immunosuppressive functions) and/or
abilities (e.g., interaction with cellular proteins) may contribute to tumor development (panel e).

 

 

 

 

 

Figure 3. Potential mechanisms of HERV-mediated transformation in tumorigenesis. (a) Insertional
mutagenesis could disrupt/deregulate host genes; (b) non-allelic homologous recombination could induce
chromosomal rearrangements; (c) transcriptional silencing abrogation could trigger LTR promoter activity;
(d) accumulation of replication intermediates could evoke immunity and/or deregulate RNA networking;
(e) protein production could evoke immunity and/or provide oncogenic functions.

Remarkably, despite several studies that reported the general increase—or even the de novo
appearance—of HERV-W transcripts in tumors as compared to healthy tissues (Table 3), it is yet to be
understood whether such HERV overexpression is the cause or just a consequence of transformation.
In fact, HERV expression is generally silenced by epigenetic mechanisms in normal cells, yet abnormal
hypomethylation of CpG dinucleotides is commonly observed in tumor cells. This dysregulation
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could possibly lead to increased levels of HERV expression as an indirect product of the altered
epigenetic environment, instead of a main determinant of the disease onset. Unfortunately, despite the
central role of epigenetic changes in influencing HERV transcription, very few studies to date have
analyzed the HERV-W sequences methylation status in tumor tissues. One study investigating the
epigenetic state of L1 and HERV-W sequences in human ovarian carcinomas reported a consistent
reduction in promoter methylation, corresponding to an increase in expression [74]. Upregulation of
L1 and HERV-W expression could contribute to tumor progression by de novo mobilization of the
abundant HERV-W transcripts. Interestingly, despite an overall increase in hypomethylation, some L1
and HERV-W sequences remained hypermethlyated in malignant samples [74]. This result raises the
possibility of more specific regulation of HERV expression leading to a beneficial or detrimental effect
on disease progression. HERV-W transcriptional increase in ovarian carcinomas has been reported by
Hu et al., but a similar expression level was similarly observed in healthy ovaries, and the number of
samples was too low to be statistically significant [57]. HERV-W expression has also been investigated
in endometrial carcinomas, due to the presence of giant syncytial cells possibly mediated by Env
fusogenic activity. Results showed that Syncytin-1 was upregulated in both benign and malignant
tissues; however, the highest expression was detected in endometrial carcinomas [75].

In contrast to the above mentioned studies that reported an increase of HERV-W expression in
tumor tissues, other studies reported no significant upregulation of HERV-W transcriptional activity in
human cancers. Stauffer et al. investigated HERV-W expression in placenta, breast, colon, and kidney
cancers, observing that the HERV-W transcription levels in healthy breast and placenta were higher
than in corresponding tumor samples [11]. Similarly, Kim et al. reported no significant differences
in HERV-W expression between paired tumor and normal adjacent tissues from breast, colon, liver,
stomach, and uterus [56].

In addition to the analyses performed on tumor samples from patients, a number of studies
investigated the HERV-W group transcriptional activity in cancer cell lines. These studies, however,
could not reliably measure the HERV-W expression in cancers, showing a lack of correlation between
the expression levels observed in normal tissues and the corresponding cancer cell lines [55]. Moreover,
the observed upregulation of HERV-W expression could be, at least in part, a consequence of the tumor
cell line environment instead of a specific signature of cancer. For instance, HERV-W RNA levels
were increased in three neuroblastoma cell lines (SH-SY5Y, SK-N-DZ, and SK-N-AS), with a selective
upregulation during hypoxia recovery and after the treatment with demethylating agents. Both
treatments are known to influence HERV transcription with no specificity for tumor environment [78].
Similarly, Díaz-Caballo et al. reported a HERV-W hyperexpression in HCT8 colon carcinoma cells,
and proposed a correlation with the induction of a chemotherapy-refractory state [77]. Such increased
transcription, however, is possibly the consequence of the experimental induction of a cytostatic stress.

Studies performed in additional cancer cell lines reported more specific effects associated with
HERV-W hyperexpression. SH-SY5Y and another neuroblastoma cell line transfected with HERV-W
env resulted in increased expression of SK3 (small conductance Ca2+-activated K+ channel protein
3), an ion channel relevant for neuronal excitotoxicity and linked to various diseases of the nervous
system [79]. Such upregulation was proposed to depend on the activation of the SK3 promoter
cAMP responsive elements (CRE) as direct consequence of the HERV-W Env-mediated increased
phosphorylation of the activating transcription factor CREB (CRE-binding protein) [79]. Similarly,
Bjerrgarden et al. hypothesized a direct role of Syncytin-1 fusogenic activity in breast cancer based on
the fact that MCF-7 and MDA-MB-231 cells express Syncytin-1 on the cell surface and hence are able to
fuse with endothelial cells presenting hASCT-2 receptor [76].

As previously described for HERV-W physiological expression, many reports assessed the altered
HERV-W transcription in different tumor tissues, however, very few studies attempted to connect
transcription to specific HERV-W loci (Table 4). These studies, even if not conclusive for the definitive
association of HERV-W expression to tumor development, provide a more reliable picture of the single
HERV-W elements upregulated in different human cancers, and suggest further investigations are
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warranted to determine HERV-W’s epigenetic status and specific roles in pathogenesis. Moreover,
the identification of specific HERV-W loci expressed in cancer tissues also allows evaluation of their
structural characteristics. It is interesting to note that, besides 9 HERV-W proviruses, a number of
L1-generated processed pseudogenes (6) and solitary LTRs (8) are specifically upregulated in cancer
tissues (Table 4). This suggests that highly defective HERV-W elements, especially in the presence
of an altered epigenetic control, can be actively transcribed and differentially expressed in cancerous
tissues, possibly contributing to the disease progression.

Table 3. General HERV-W group expression in tumoral tissues.

Tumoral Tissue Ref. Method a Physiol.
Expression b

Possible Biases of HERV-W Members
Underrepresentation c

B cells [55] * RT-PCR (gag−, pol−, env+) [17] ◦

Primers specific for single expressed sequences
(placental Syncytin-1 gag AF072500 and env AF072506;
MSRV clones pol AF009668) could not detect divergent

HERV-Ws, no information on full-length HERVs
expression and LTR activity, samples amount is poorly

representative (2)

Bladder [55] * RT-PCR (gag−, pol+, env+) - (2)

Breast

[11] Search of Syncytin-1 in
EST data

[11,56]

Low total HERV EST counts, could not detect HERV-Ws
divergent from Syncytin-1, no information on LTR

activity, number of cDNA/EST libraries great variability
across tissues, under-representation of poorly expressed

genes in small libraries (1)

[76] * RT-PCR, real time
qRT-PCR,

Specific detection of a Syncytin-1 env portion only, could
not detect transcripts divergent/defective for env, no
information on full-length sequences expression and

LTR activity

[56] env real time qRT-PCR

Primers specific for placental Syncytin-1 (NM_014590.3)
could not detect env defective or highly divergent
HERV-Ws, no information on full-length HERVs

expression and LTR activity, samples amount is poorly
representative (3)

[55] * RT-PCR (gag−, pol+, env+) (2)

Brain [55] * RT-PCR (gag−, pol+, env+) [11,55] (2)

Colon

[11] Search of Syncytin-1 in
EST data

[56]

(1)

[56] env real time qRT-PCR (3)
[55] * RT-PCR (gag−, pol+, env+) (2)

[77] * qPCR

Specific detection of a Syncytin-1 env portion only, could
not detect transcripts divergent/defective for env, no
information on full-length sequences expression and

LTR activity

Endometrium [75] qPCR, RT-PCR, NB, WB [14,57,75]
Specific detection of a small portion of Syncytin-1 env

only, samples amount is poorly representative,
expression values are highly heterogeneous

Esophagus [55] * RT-PCR (gag−, pol+, env+) - (2)

Histiocyte [55] * RT-PCR (gag−, pol+, env+) - (2)

Kidney [11] Search of Syncytin-1 in
EST data [10,55]

(1)

[55] * RT-PCR (gag−, pol+, env+) (2)

Neuroblasts [78] * pol real time qPCRs -

Could not detect transcripts defective or highly
divergent for pol gene, no information about full-length
sequences expression and LTR activity, samples amount

is poorly representative (4)

Ovary
[74] Real time qRT-PCR

[57,74]

Primers designed on Syncytin-1 locus (AC000064) could
not detect divergent HERV-Ws, samples amount is

poorly representative
[57] pol real time qPCRs (4)

[55] * RT-PCR (gag−, pol+, env+) (2)
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Table 3. Cont.

Tumoral Tissue Ref. Method a Physiol.
Expression b

Possible Biases of HERV-W Members
Underrepresentation c

Pancreas [55] * RT-PCR (gag−, pol+, env+) - (2)

Placenta [11] Search of Syncytin-1 in
EST data [23–25] (1)

Prostate [55] * RT-PCR (gag−, pol−, env+) [55] (2)

Skin [55] * RT-PCR (gag−, pol−, env+) - (2)

Stomach
[56] env real time qRT-PCR

[56]
(3)

[55] * RT-PCR (gag−, pol+, env+) (2)

T-cells [55] * RT-PCR (gag−, pol+, env+) [17] ◦ (2)

Uterus
[56] env real time qRT-PCR

[55,56]
(3)

[55] * RT-PCR (gag−, pol+, env+) (2)
a NB = Northern Blot, WB = Western Blot; b Studies that reported the general group expression in healthy tissues;
c Methodological biases that potentially affected the effective and specific detection and characterization of the
expressed HERV-W sequences. After the first mention, biases with multiple citations are reported as a number; ◦
data obtained in total PBMC; * data obtained in cancer cell lines.

Table 4. Specific HERV-W loci reported as hyperexpressed in tumoral tissues.

Locus Chr:start-end (Strand) a Type b Genomic Context c Tissue d LTR e Method f Ref.

1q31.2 1:192855545-192856320 (−) LTR MER21C (−) Testis - MA [15]
2p24.2 2:17520208-17527981 (+) PV L3 (−) Testis Pro ◦ MA, qRT-PCR [15,80]
2p12 2:76098816-76106624 (+) PV - Testis Pro MA [15]

3p12.3 3:74921984-74927237 (−) PG - Prostate - MA [15]
3q28 3:191376573-191383381 (+) PG - Testis - MA [15]
4p13 4:42287455-42294913 (−) PV TCONS_00007753 (−) Testis Pro ◦ MA, qRT-PCR [15,80]
4q26 4:114965536-114972972 (+) PG - Testis - MA [15]

5p13.3 5:31109366-31109859 (−) LTR - Ovary - MA [15]
6q21 6:106676012-106683689 (+) PG ATG5 (−) Skin T cells - MA, qRT-PCR [81]

7q21.2 7:92097313:92107506 (−) PV -
Testis* Pro ◦ MA, qRT-PCR [80]

Bladder Pro qRT-PCR [82]
Skin T cells - MA, qRT-PCR [81]

7q21.3 7:95987661-95988433 (−) LTR Alu Sx (−) Testis - MA [15]
7q31.1b 7:114019143-114026368 (−) PG FOXP2 (+) Testis - MA [15]
7q36.3 7:155177752-155178503 (−) LTR BC150495 (+) Testis PA MA [15]

8q24.13 8:125912007-125919468 (−) PV - Prostate Pro MA [15]
13q21.1 13:55627766-55635877 (+) PV - Testis - MA [15]
13q21.33 13:69795752-69799468 (+) PV LINC00383 (+) (Ex) Testis Pro ◦ MA, qRT-PCR [80]
16p12.3 16:18124951-18125494 (−) LTR - Testis - MA [15]
17q22 17:53088886-53095859 (−) PG STXBP4 (+) Testis - MA [15]

21q21.1 21:20125060-20132866 (−) PV MIR548XHG (−) (Ex) Testis - MA [15]
21q21.3 21:28226756-28234297 (+) PV - Testis Pro ◦ MA, qRT-PCR [15,80]
Xq21.1 X:82517449-82517774 (−) LTR L1 PA11 (+), L1 MA2 (+) Testis - MA [15]
Xq23 X:113140352-113141135 (−) LTR L1 (−), XACT (−) Testis Pro ◦ MA, qRT-PCR [80]
Xq24 X:120490096-120490859 (+) LTR - Testis PA MA [15]

a Chromosomal positions are referred to genome assembly GRCh37/hg19. Syncytin locus is highlighted in bold;
b PV: provirus; PG: processed pseudogene, LTR: solitary LTR; c Elements co-localized with HERV-W loci: italics
indicates coding genes, (Ex) indicates HERVs within an exon; d Tissues for which the HERV-W sequence expression
was reported also in physiological conditions are marked with *; e Reported activity of the sequences LTRs: Pro:
promoter; PA: PolyA signal. The mark ◦ indicates a hypomethylated status with respect to normal samples; f

MA: microarray.

In particular, the majority of studies reported HERV-W sequence specific expression both in
tumoral testis, along with the previously reported Syncytin-1 expression [25], and in a number of
other cancers mostly affecting the genitourinary trait. Pérot and coworkers have analyzed paired
normal and tumoral tissues through a dedicated microarray (see also paragraph 4 and Table 2), and
reported a number of HERV-W loci that were differentially expressed in testis (16), prostate (2) and
ovary (1) cancer samples [15]. Similarly, Gimenez and coworkers identified six HERV-W loci, including
Syncytin-1, whose expression was upregulated in testicular cancer [80]. The precise localization of
these expressed HERV-W sequences allowed comparison of their epigenetic status in normal and
tumoral tissues, revealing, in the latter a U3 promoters hypomethylation in at least five out of the
six loci [80]. As is the case for ovarian cancer [74], some sequences remained unmethylated in the
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tumor environments but not in the normal counterparts [80], suggesting the presence of different levels
of HERV transcriptional control. When considering bladder urothelial cell carcinomas, Syncytin-1
was significantly hyperexpressed in >75% of the analyzed tumor tissues (n = 82) as compared to the
6% of the matched adjacent tissues, increasing proliferation and viability of human immortalized
uroepithelial cells [82]. In this case, the identification of specific HERV-W sequences significantly
upregulated in tumor tissues also allowed detection of single nucleotide substitutions. The latter were
found in positions 142 and 277 of the Syncytin-1 3′LTR, in ~88% tumoral tissues while they were
observed only in a small proportion (~5%) of healthy controls. Interestingly, the T142C mutation
apparently resulted in selective binding of the c-Myb transcription factor to ERVWE1 LTR, and
was possibly associated with the selective enhancement of Syncytin-1 promoter activity in bladder
urothelial cell carcinoma [82]. In addition, the expression of specific HERV-W loci has been assessed in
mycosis fungoides, the most common Cutaneous T-Cell Lymphoma (CTCL) [81]. In fact, two HERV-W
loci in chromosomes 6 (6q21) and 7 (7q21.2—Sincytin-1), which frequently harbor abnormalities and
rearrangements in CTCL, were predominantly and significantly upregulated in mycosis fungoides
lesions as compared to the same patient intact skin [81].

Despite the number of studies investigating HERV-W expression (either general or associated with
specific loci), no human cancer has been unequivocally related to this or any other HERV group. This
greatly depends on the lack of definitive evidence that specific HERV sequences are effectively able to
induce tumors through the so far proposed mechanisms. Although HERV expression in tumors may
contribute to the disease’s clinical outcome, the currently available results suggest only that the HERV-W
group has variable expression profiles in both normal and cancerous tissues [11]. As in previous cases,
the use of different experimental approaches often affected by potential methodological biases, together
with the lack of connection between the observed transcripts and the specific originating locus, currently
impedes effective assessment of the biological significance of the HERV-W group expression in tumors.
Moreover, the current lack of exhaustive information on HERV-W loci basal expression in healthy
tissues clearly limits complete evaluation of their effective dysregulation in the corresponding tumors,
which are further complicated by an altered epigenetic regulation. In light of this, even with clear
evidence of differential HERV-W expression between tumoral and healthy tissues, further studies
are needed to establish which HERV-W loci are actively involved in tumorigenesis and which ones
constitute an “epiphenomenon” due to the altered tumoral environment [83].

7. HERV-W Expression in MS and Other Autoimmune Diseases

Autoimmune diseases comprise a heterogeneous group of complex multifactorial disorders, all
sharing the incorrect recognition of healthy cells and/or the loss of immune tolerance to self-Antigens
(Ags) by the immune system. Clinically, such loss of tolerance leads to Antibody (Abs) production
and/or cytotoxic T cells responses against body components, resulting in chronic inflammation and tissue
destruction. A role for HERV in autoimmune disorders was primarily suggested by (i) the presence of
retroviral Ags and/or specific Abs at the site of disease and in patients’ sera, respectively [84,85]; and (ii) an
increased HERV expression in patients with autoimmune disorders as compared to healthy individuals [86].
Theoretically, given that HERVs are stable components of the human genome, the immune tolerance to
them should have been established during development. Despite this, HERVs still show the ability to
induce, or at least to influence, both innate and adaptive immunity [84–89] (Figure 4). Currently, the
most accepted theory is that HERV expression can evoke autoimmunity by molecular mimicry between
common auto-Ags and exogenous retroviral proteins [86,90–93]. HERV RNAs and proteins may, in fact, be
recognized as PAMPs (Pathogen Associated Molecular Patterns) by innate immunity pathogen recognition
receptors (PRRs) (recently reviewed in [89]), that determine inflammation and auto-Ab production.
Moreover, HERV proteins may act as super-Ags, triggering the non-specific polyclonal activation of
auto-reactive T lymphocytes and inducing massive cytokine release. Besides the direct immunogenic
effects of retroviral products, HERV proteins may affect the host immune response in additional ways,
such as by trans-activating/suppressing genes involved in immune modulation. Even in the absence
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of any expressed product, the mere presence of HERVs can contribute to autoimmunity through
insertional mutagenesis events and/or cis-regulation of adjacent immune regulatory gene expression
at the transcriptional and post-transcriptional level.

Importantly, as described for cancer, autoimmunity is also influenced by abnormal hypomethylation,
which can eventually release HERVs expression [94]. Such an occurrence, even as the mere consequence
of epigenetic alterations, could contribute to immunopathogenesis by providing nucleic acids or proteins
acting as PAMPs. Furthermore, the loss of epigenetic control can provide HERV-W transcripts suitable for
de novo mobilization by L1. Therefore, the proper identification and characterization of the expressed
HERV loci is essential to assess their effective involvement in the disease onset and progression.

Focusing now on the HERV-W group, the major field of investigation in autoimmunity is certainly
MS, although few studies have been reported for other autoimmune or immune-related disorders.

 

 

 

 

Figure 4. Potential mechanisms of HERV contribution to autoimmunity. HERVs can trigger
autoimmunity through the direct sensing of their expression products by pathogen recognition
receptors (PRRs) (red) as well as by mediating the deregulation of the host immune effectors and
modulators (green). In both cases, the eventual hypomethylated status associated with autoimmunity
can upregulate HERVs that are normally silenced in healthy tissues. HERV expressed RNAs and
proteins (upper part) can act as pathogen associated molecular patterns (PAMPs) prompting the innate
immunity effectors, and, consequently, evoking an adaptive response. HERV proteins can either act as
super antigens Ags activating a polyclonal expansion of autoreactive T cells, or deregulate immunity
genes. These mechanisms can be also based on the molecular mimicry of HERVs products, due to their
identity with the exogenous elements. HERV integrated sequences, or even their sole LTR, (lower part)
can affect the host immunity even in the absence of any expressed product, if their insertion disrupts or
deregulates genes involved in immune response and its control.

7.1. Multiple Sclerosis

MS is an autoimmune disorder with poorly understood etiology, and characterized by progressive
demyelination of the central nervous system (CNS). Both innate and adaptive immunity dysregulation
contributes to MS immunopathogenesis, although adaptive immunity may predominate in the disease
onset with selective T and B cell activation accompanying clinical relapses [95]. The precise causes of
axon demyelination and damage remain unclear, even if inflammatory molecules such as cytokines,
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chemokines, prostaglandins, reactive oxygen species and matrix metalloproteinases contribute to
MS [95]. In addition, different infectious agents have been investigated for a possible association with
MS [95–101].

As previously mentioned, the HERV-W group was initially related to MS due to its nucleotide
identity with MSRV [102,103], a putative retroviral element detected in some MS patients [22,41,42,
104,105], and proposed as an exogenous competent member of the HERV-W group [22,106–110]. The
origin of MSRV is, however, still highly debated [18,111,112], and recent findings suggest that the
previously identified MSRV sequences could have arisen from the expression of a single HERV-W
locus, or the in vitro recombination of many HERV-W transcripts [21,113]. In the last twenty years,
many studies investigated the HERV-W/MSRV involvement in MS, mainly by (i) the detection of
HERV-W/MSRV nucleic acids in MS samples; (ii) the presence of HERV-W/MSRV Ags in MS lesions;
(iii) the onset of an immune response against these elements; and (iv) the use of some animal models
of MS. Even if all these types of investigation are taken into account, the evidence strongly suggests
that the presence of HERV-W/MSRV sequences (i) and Ags (ii) could contribute to a higher prevalence
in MS. The clear immunopathogenic potential of these HERV products on cellular-mediated immunity,
as shown in both humans (iii) and animal models (iv), could indeed take part, together with other
individual factors, to cause MS disease.

7.1.1. Detection of HERV-W/MSRV Nucleic Acids in MS Samples

Regarding the presence of HERV-W/MSRV nucleic acids, most studies focused on the detection of
expressed HERV-W/MSRV RNA transcripts, while a few of them investigated the differential amounts
of integrated DNA sequences copy-number in MS samples.

HERV-W/MSRV pol RNA sequences have been detected by RT-PCR approaches in MS patient
brain [114], leptomeningeal, choroid plexus and B cells [22], peripheral blood lymphocytes [115],
cerebrospinal fluid (CSF) [22,115,116], serum [116,117] and plasma [115]. Overall, HERV-W/MSRV
pol amplicons were found in a variable proportion of the MS samples (~50 to 100%) as well as in
some healthy controls (0–50%) and non-MS pathological samples (0–65%). These results suggest that
HERV-W expression may be associated with the pathological environment and have a role in a particular
subset of susceptible individuals. Unfortunately, the expressed RNA sequences were not attributable to
specific HERV-W loci [97]. Also MRSV/HERV-W env RNA expression was reported to be upregulated
in MS patient brains [118,119] and PBMC [120]. Finally, a significantly higher accumulation of both
HERV-W/MSRV pol and env RNAs was reported in MS brains [107] and CSF [121] with respect to
healthy and pathological controls, even if all samples tested contained the HERV-W/MSRV transcripts
regardless of health/disease status.

HERV-W/MSRV DNA copy-number was reported to increase in PBMCs of MS patients as
compared to controls, and copy number also correlated with disease severity [110,120]. Considering
that active HERV-W proliferation ended several millions of years ago, before the evolutionarily
speciation of humans [21], it is unlikely that such variation could depend on the presence of unfixed
proviral integrations in the modern population, as shown for younger HERV groups. It is indeed
more probable that, as described above, the additional HERV-W copies found in MS patients could be
due to processed pseudogenes derived from novel L1-mediated retrotransposition events triggered
by the autoimmune hypomethylated environment. A positive relationship between HERV-W/MSRV
DNA copy number and female gender has been also hypothesized, which is consistent with the
higher incidence of MS in women. In particular, the one proviral copy and 10 L1-generated processed
pseudogenes of HERV-W on the X chromosome could possibly play a role in MS sex-based variants,
similarly to other X chromosome abnormalities [110]. Finally, MSRV pol sequences have been detected
by fluorescence in situ hybridization (FISH) in the peripheral blood cell DNA from all patients with
active MS and healthy controls tested, which supports an endogenous origin of MSRV [116,122].
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7.1.2. Presence of HERV-W/MSRV Ags in MS Lesions

As is the case for HERV-W/MSRV nucleic acids, the presence of HERV-W/MSRV proteins
has been reported in both normal and MS brain tissues, thus questioning their direct role in MS
pathogenesis. However, the presence of HERV-W/MSRV proteins in diseased sites suggests that they
may contribute to MS immunopathogenicity and clinical manifestations. In fact, Syncytin-1 protein
was present in MS patient brains and in specific cell types involved in lesions, neuroinflammation,
and were expressed at a low level [118] or absent [107,120] in controls. In addition, Syncytin-1 in vitro
expression mediated the production of proinflammatory molecules, potentially involved in astrocytes
and oligodendrocyte damage [95], and an accumulation of HERV-W Gag Ags was shown in MS
demyelinated brain lesions [123]. Also, HERV-W Env epitopes were detected in higher quantities
on the surface of B cells and monocytes from patients with active MS with respect to stable MS
patients and healthy controls [124]. Finally, HERV-W/MSRV Env protein abundance in MS brain
lesions was recently associated with areas of active demyelination, being predominantly expressed by
macrophages and microglia, while moderate expression was observed in reactive astrocytes within
active lesions [125].

7.1.3. Onset of an Immune Response against These Elements

Growing evidence suggests that HERV-W/MSRV Env may act as super-Ag that triggers an
abnormal innate immune response independently of a specific recognition pathway. This immune
activation could lead to the overproduction of cytokines, which are known to play a major role
in MS inflammatory demyelinating process. MSRV Env induced in both healthy donors and MS
patients the in vitro polyclonal activation of Vβ16 T-lymphocytes [126] and the subsequent increase
of multiple pro-inflammatory cytokines [126,127]. These HERV-W/MSRV Env pro-inflammatory
properties have been attributed to the protein’s ability to trigger the Toll-Like Receptor 4 (TLR4) [126,
128,129], leading to the overexpression of the same proinflammatory cytokines involved in MS, such
as interleukins 1 and 6 (IL-1, IL-6) and Tumor Necrosis Factor α (TNF-α), and inducing lymphocyte
Th-1 polarization [127,128,130]. Moreover, HERV-W Env interaction with TLR4 and the consequent
upregulation of proinflammatory factors, in particular inducible nitric oxide synthase, led to the
formation of nitrotyrosine groups, which directly affected myelin expression and remyelination by
blocking oligodendrocyte precursor differentiation [131]. In support of these findings, HERV-W
Env neutralization by monoclonal Ab GNbAC1 reduced such stress reactions and rescuing myelin
expression [132], and MSRV Env was recently confirmed to be a potent agonist of human TLR4 in vitro
and in vivo [133].

However, some reports assessed the development of a specific humoral response against
HERV-W/MSRV in MS patients, and found weaker support for its role in MS pathogenesis. Ruprecht et
al. reported the presence of Syncytin-1 Abs in only 1 of 50 MS patients and in none in 59 controls, whereas
MSRV Gag or Env Abs were not detected [112]. In a follow up study in MS patients that monitored
Abs titers against HERV Env proteins, a decrease in anti-HERV-W Env reactivity as a consequence
of interferon (IFN)-β therapy was reported but the decrease was not statistically significant [134], as
previously observed for circulating Env RNA [135]. Finally, a study assessing the humoral response
against selected HERV-W Env peptides showed that two peptides were strongly recognized by MS
patients IgG as compared to controls, and a decrease in recognition after six months of IFN-β therapy
was also reported [136].

7.1.4. Use of Some Animal Models of MS

The potential link between HERV-W/MSRV immunopathogenic properties and MS has been
investigated through mice models, which generally supported the active involvement of these
elements in disease development. Intraperitoneal injection of MSRV virions in immunodeficient
mice transplanted with human lymphocytes led to the onset of acute neurological symptoms, causing

128



death by massive brain hemorrhage [137]. Further analysis confirmed the presence of circulating MSRV
RNA and splenic overexpression of proinflammatory cytokines [137]. In another study, Syncytin-1
induced neuroinflammation, neurobehavioral abnormalities and oligodendrocyte and myelin injury
principally evoked by redox reactant–mediated cellular brain damage [118,138]. Always in mice,
MSRV-Env was able to activate the TLR4- and CD14-mediated release of proinflammatory cytokines
and, when associated to the myelin oligodendrocyte glycoprotein (MOG) Ag, induced a specific T
cells IFN-C production. Such combined innate and acquired responses promoted the development of
experimental allergic encephalomyelitis, and was proposed as a suitable MS animal model [139].

In addition to the high number of studies that all assessed the whole group general expression in
MS, a limited number of studies were dedicated to the investigation of individual transcribed HERV-W
loci. The HERV-W processed pseudogene in locus Xq22.3 (ERVWE2) was among the most highly
investigated due to the presence of an almost complete env ORF, interrupted only by a premature
stop at codon 39. Noteworthy is that this L1-retrotransposed HERV-W element is transcribed in
human PBMCs [13,140,141], producing ex vivo an N-terminally truncated Env protein (N-Trenv) [142].
In addition, the evidence that a monoclonal Ab previously used to detect HERV-W Env in MS lesions
(13H5A5) [123] was able to bind N-Trenv, but not Syncytin-1, allowed speculation that this and
other expressed defective proteins may exert some effects in vivo [142]. Also, the ERVWE2 locus in
chromosome X has been proposed as the hypothetical genomic origin of MSRV Env proteins [108,110]
and investigated for its potential role in MS and its higher incidence in women. However, analysis of
ERVWE2 DNA sequences in MS patients and healthy individuals PBMC revealed that all harbored
the stop codon at site 39, and assessed whether genetic polymorphisms could possibly allow the
production of a full-length protein in vivo [143]. The authors also identified 5 ERVWE2 DNA
regions similar to the MOG Ig-like domain that, together with other co-factors, could trigger the
immune cross-reaction against myelin in MS [143]. García-Montojo et al. genotyped the ERVWE2
insertion in a wide group of individuals, and reported a significant association with female MS
susceptibility and polymorphisms rs6622139 and rs1290413, which are more frequent in controls than
MS affected women [144]. A similar analysis was performed for an HERV-W insertion in chromosome
20, but the two identified polymorphisms were not significantly linked to MS susceptibility based
on case–control studies [145]. Other work addressed HERV-W loci expression in MS. Laufer at al.
tried to clarify the origin of the HERV-W/MSRV env sequences detected in MS samples by evaluating
expression from single HERV-W loci. Interestingly, expressed HERV sequences was shown to be
often complicated by in vitro recombination between HERV transcripts, probably caused by RT
template switches and/or PCR-mediated recombination [13,141]. In particular, the authors proposed
that some previously published MSRV env sequences, as well as a high number of HERV-W env
cDNA clones, had actually arisen from the recombination of different HERV-W env transcripts,
detecting up to four recombination events involving up to five HERV-W loci for the same sequence.
It was also shown that the primers commonly used for HERV-W expression studies were similar
enough to anneal with multiple HERV-W loci, underlining the importance of precisely assessing the
transcripts genomic origin when studying HERV RNA expression [83,141]. Of note, similar individual
HERV-W env loci expression levels were found in PBMCs from MS patients and healthy controls [141],
further supporting the low specificity of RNA transcripts for MS disease. Another comprehensive
analysis of HERV-W loci brain transcription was performed by high-throughput sequencing of
env-specific RT-PCR products, identifying >100 HERV-W loci transcribed at very similar levels in
MS patients and healthy individuals [113]. Interestingly, while the deregulated expression of HERV-W
env in MS brain lesions was refuted, the authors reported an inter-individual variability in HERV-W
transcript levels, and a residual promoter activity for many HERV-W LTRs, even if incomplete [113].
A third study analyzing age- and disease-dependent HERV-W env RNA diversity showed that HERV-W
env transcripts originated from multiple loci in primary human neurons, while astrocytes and microglia
showed lower diversity in HERV-W transcript chromosomal origin [146]. Similarly, while multiple loci
encoding HERV-W env RNA sequences were detected in both fetal and adult healthy brains, transcripts

129



cloned from neurologic patients mostly mapped to Syncytin-1 locus (7q21.2), and their abundance
was highly correlated with pro-inflammatory gene expression in diseased brains [146]. This could
indicate a wide and complex scenario, poorly clarified by the mere upregulation of general HERV-W
group expression.

Taken together, HERV-W/MSRV expression analyses in MS patients do not definitively confirm
a specific association of these retroviral elements to MS etiology, but strongly suggest a possible
role of group expression, especially at the protein level, in disease immunopathogenesis. Variable
HERV-W/MSRV expression found in both MS patients and healthy individuals could probably
constitute a normal physiological phenomenon, possibly with higher prevalence in MS due to an
altered epigenetic and immunological environment [94,147]. This hypothesis opens the possibility of a
co-contributing role or predisposing factors that will require additional studies on the HERV-W/MSRV
brain proteomic profile in different ethnic populations [147]. In fact, considering the non-specific
super-Ag activity of HERV-W/MSRV Env showed neuropathogenic effects coincident with the major
hallmarks of MS inflammation [125], the HERV-W group could participate in a complex inflammatory
interplay with other not fully understood factors, including genetic predisposition and exogenous
infections [97,148]. It is noteworthy that a therapeutic treatment targeting HERV-W/MSRV has been
proposed as a possible innovative approach for MS using the GNbAC1 monoclonal Ab developed to
selectively recognize MSRV Env. It showed neutralizing effects in vitro and in MS mouse models and
is currently in phase II clinical development [149,150].

7.2. Other Autoimmune Diseases

Besides MS, a few studies investigated HERV-W group expression in other disorders
with poorly understood etiology, in which autoimmunity mechanisms play a major pathogenic
role, such as rheumatoid arthritis (RA), osteoarthritis (OA), chronic inflammatory demyelinating
polyradiculoneuropathy (CIDP), psoriasis and lichen planus (LP). In all these disorders, no evidence of an
etiological link between HERV-W expression and pathogenesis has been reached yet, mostly due to the
poor sample representation and failure to assign the observed transcripts to individual HERV-W loci.

RA is characterized by the progressive destruction of articular components and leads to
severe disability. A common sign of the RA autoimmune response is the presence of a cellular
infiltrate of neutrophils, lymphocytes, and macrophages in the synovial tissue, accompanied by the
increased production of metalloproteinases contributing to extracellular matrix erosion [151]. Based
on preliminary results reporting HERV-W/MSRV RNA in the 50% of RA patient plasma samples,
Gaudin et al. determined if particle-associated HERV-W/MSRV RNA were present in patient
samples [151]. The results showed that neither the patients nor the controls had HERV-W/MSRV RNA
in plasma, while such RNA was detected in the synovial fluid samples of two out of nine RA patients
and one control, suggesting its lack of specificity with respect to RA etiology [151].

OA is another common form of arthritis characterized by the progressive destruction of articular
cartilage, in which many factors, including viral infections, seem to play a role [152]. Bendiksen et al.
analyzed cartilage and chondrocytes from advanced OA as compared to early/non-OA individuals.
While all samples were negative for a number of exogenous infections, a HERV-W env gene was
commonly expressed in advanced OA patient cartilage (88% of patients) while expression was detected
in a lower proportion of controls (0–38%) [152]. The authors also reported the abundant expression of
Env proteins in OA-derived chondrocytes, and the occurrence of viral budding and virus-like particles.
However, the particles were neither isolated nor characterized [152].

Another pathology tentatively linked to HERV-W/MSRV is CIDP, a rare immune disease of
the peripheral nervous system characterized by inflammatory and demyelinating lesions in nerve
roots [153]. Driven by the presence of MSRV-Env in a small number of CIDP patients (5 out of 8) [120],
Faucard et al. confirmed an upregulation of MSRV env and/or pol mRNAs in ~50–65% of CIDP
patients PBMC [153]. The authors also reported the presence of MSRV Env protein in 5 out of 7 CIDP
patients nerve lesions and dominant expression in Schwan cells [153]. Moreover, Schwan cell cultures
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exposed to MSRV-Env displayed a potent induction of IL-6 and CXCL10 chemokines, which could be
significantly inhibited by GNbAC1 MSRV-Env mAb [153].

Finally, HERV-W/MSRV expression may contribute to some skin diseases with unclear etiology.
Psoriasis is a chronic disease characterized by epidermal proliferation and abnormal keratinocytes
differentiation and shows similarities to systemic immunological disorders closely related to
autoimmunity [154]. Considering that HERV expression has been reported in human skin, being either
activated or repressed by UV irradiation [155,156], Molès et al. assessed HERV expression in psoriatic
lesions. Their work detected various pol amplicons comprising HERV-W sequences in both psoriatic and
control skin samples [154]. Another pathology taken into account was LP, a chronic skin inflammatory
disease characterized by lichenoid papules and possibly involving also microbial agents in its unclear
etiology [157]. de Sousa Nogueira et al. observed a downregulation of some HERV groups, including
HERV-W env, in skin biopsies of LP patients, with a concomitant activation of antiviral restriction
genes APOBEC3G, MxA, and IFN-inducible genes that may be involved in immune control of HERV
transcription [157].

8. HERV-W Expression in Neurological and Neuropsychiatric Disorders

HERV-W neuropathogenic effects have also been investigated in a number of neurological
and neuropsychiatric diseases with poorly understood etiology, such as Motor Neuron Disease
(MND), sporadic Creutzfeldt–Jakob disease (sCJD), autistic spectrum disorder (ASD), attention deficit
hyperactivity disorder (ADHD), and schizophrenia. In general, the available information does not
yet support a direct role of HERV-W group in any neurological or neuropsychiatric diseases. In fact,
a proportion of HERV-W-negative patients is reported in the majority of the studies, while a significant
upregulation of HERV-W expression was shown in a subset of cases, strongly suggesting the presence
of other major factors contributing to a complex and poorly understood etiology. It is also worth
noting that many of these pathologies could be concomitant with behavioral variables, such as
drug and alcohol abuse [158], which could be confounding if they are able to influence HERV brain
expression [159].

MND is a heterogeneous group of neurologic disorders characterized by the progressive
degeneration of motor neurons. Elevated levels of HERV-W env transcripts were observed in biopsies
from MND patients limbs as compared to control tissues from the same individual and from healthy
donors [160]. The authors also detected a parallel upregulation of the SOD1 (oxidative stress-responsive)
gene, a marker for oxidative stress, suggesting that its activation could be due to the primary loss of
motor neurons instead of being a direct consequence of HERV-W Env neurotoxic effects [160].

sCJD is a rare form of prion disease, causing fatal neurodegeneration and having as key event the
conformational change of cellular prion protein to an abnormal protease-resistant isoform. Joang et al.
examined the expression of 10 HERV groups in sCJD patients CSFs, detecting transcripts of all analyzed
groups and reporting the highest incidence for HERV-W pol (82.5% positivity), with a significant
increase with respect to controls [161]. Based on subsequent subcloning analysis, all observed
transcripts showed non-identical nucleotide sequence, and none had specificity for sCJD [161].

ASD and ADHD are two neurodevelopmental diseases caused by complex interactions with not
fully clarified genetic and environmental factors. ASD patients PBMC showed higher positivity for
HERV-H and HERV-W mRNAs as compared to controls [162]. Subsequent quantification showed that
HERV-H and HERV-W were, respectively, more and less abundantly expressed in ADS patients [162].
Similarly, the HERV-H transcript level in ADHD patients PBMC was significantly higher, while no
differences were found in HERV-W expression [163].

Among neuropsychiatric disorders, the field of greatest interest for HERV-W involvement is
schizophrenia. The first findings were provided by Deb-Rinker et al. in monozygotic twins discordant
for schizophrenia, presenting one sequence (schizophrenia associated retrovirus, SZRV-1, AF135487)
similar to both a MSRV (AF009668) and a HERV-9 (S77575) sequences expressed in placenta [164].
Karlsson et al. then detected HERV-W/MSRV pol sequences in the cell-free CSF from ~29% acute
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onset schizophrenia patients and 5% individuals in later stages of the disease, but not in patients
with non-inflammatory neurological diseases and healthy controls [165]. Similarly, HERV-W/MSRV
expression was up-regulated in the brain frontal cortex regions of schizophrenia patients when
compared with control tissues from healthy individuals [165]. In subsequent studies, the same authors
reported the presence of HERV-W RNA in the plasma of a subgroup (9 out of 54) of recent-onset
schizophrenia patients, 5 of which harbored HERV-W/MSRV sequences in CSF [166]. They detected an
elevated level of HERV-W gag (but not env) transcripts in PBMC of patients with schizophrenia-related
psychosis, and reported an upregulation of HERV-W sequences from locus 11q13.5 [167]. HERV-W
env plasmatic mRNA was found in 36% of recent-onset schizophrenia patients and in none of the 106
controls, and also RT activity was significantly increased in patient sera [168]. At the protein level,
HERV-W Env hyperexpression in U251 human glioma cells triggered the production of the dopamine
receptor D3 and brain-derived neurotrophic factor (BDNF), both associated with schizophrenia,
and increased the phosphorylation of CREB protein, which is necessary for BDNF expression [168]
and confirmed in human neuroblastoma cells [79]. Moreover, recent findings also suggested that
phosphorylation of Glycogen Synthase Kinase 3β might be involved in HERV-W Env-mediated BDNF
induction [169]. A study detecting HERV-W Ags in patients reported positive serum antigenemia
for Gag and Env in ~50% of schizophrenic patients and in 3–4% of blood donors [170]. Of note,
a full-length HERV-W LTR was found in the regulatory region of GABBR1 (GABA receptor B1) gene,
which is downregulated in schizophrenic patients [171]. However, the roles of this LTR and GABBR1
in schizophrenia remain to be clarified.

In contrast to the studies reported above, which showed an increased HERV-W expression in
Schizophrenia [166–168], a number of investigations reported no specific correlation between the
HERV-W transcription and development of neurological diseases [158,172,173]. The comprehensive
microarray-based analysis of 20 HERV group’s transcriptional activity in 215 brain samples from
schizophrenia or bipolar disorders (BD) patients and matched controls failed to show relevant links
between HERV brain expression and schizophrenia, suggesting that it could be more likely that
HERV transcriptional activity is influenced by the individual genetic background and the presence
of immune cell infiltrates and/or medical treatments [172]. Interestingly, the different brain areas
of each individual showed a common pattern of HERV expression, where the HERV-W env gene
was transcriptionally active but did not show significant differences between healthy controls and
schizophrenic patients [172]. Weis et al. observed that HERV-W Gag proteins were present in human
brain anterior cingulate cortex and hippocampus, mostly associated with neurons and astrocytes,
and showed significantly reduced expression in schizophrenia, major depression, and BD patients
as compared to controls [158]. HERV-W env transcription was increased in schizophrenia and BD
patient PBMCs, but the corresponding DNA copy number was paradoxically lower in patients
than in healthy controls. Moreover, differences in HERV-W env amplicon nucleotide sequences and
their relative frequencies were observed in comparisons of patients to controls and in comparisons
among Schizophrenia and BD patients to MS patients [173]. The authors hypothesized that when
HERV-W genes are hypomethylated during development, environmental stimuli (such as exogenous
infections) could prompt lineage-specific HERV-W genomic modifications and determine variable
patterns responding differently to subsequent environmental triggers, leading to diverse clinical
manifestations [173].

9. HERV-W Expression in the Presence of Exogenous Infections

HERVs have also been proposed to influence exogenous viral infections, and such a role could
be either beneficial or harmful. HERV antisense transcripts have been hypothesized as a plausible
defense against exogenous infections, in which complementarity between homologous retroviral
RNA sequences could form dsRNA and detected as a PAMP by the innate immunity PRRs [89,174].
Another possible HERV-mediated antiviral effect could be the partial resistance to infection, evoked
by receptor interference and blocking by HERV proteins [175,176]. However, exogenous viruses and
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expressed HERVs may also generate cooperative effects, stimulating each other’s transcription or
leading to the complementation of defective elements. Clearly, some of these interactions require a
certain degree of sequence and structural homology, and are most likely to happen between HERVs
and exogenous retroviruses.

9.1. Retroviral Infections

Humans are currently threatened by two exogenous retroviruses: Human Immunodeficiency
Virus (HIV, Lentiviridae) and Human T-cell Lymphotropic Virus (HTLV, Deltaretroviridae). HERV-W
Env glycoprotein was shown to functionally complement an env-defective HIV-1 strain, generating
HERV-W-pseudotyped particles infectious for CD4-negative cells, and therefore, possibly expanding
HIV-1 tropism [177]. HERV-W elements were upregulated in three persistently HIV-1 infected cell lines,
but not in infected cells [178]. Of note, reversal of HIV-1 latency by treatment with histone deacetylase
inhibitors caused no substantial increases of HERV-W env gene transcription [179]. Significant HERV-W
RNA hyperexpression was detected in the brains of AIDS patients suffering from dementia [114].
However, this variation in expression is probably a consequence of increased immune activity linked
to monocyte differentiation and macrophage activation, and had no active role in AIDS neuropathy.
HIV Tat transactivator protein increased MSRV env mRNAs and HERV-W Env protein expression
in astrocytes and differentiated macrophages but reduced expression in monocytes [180]. Similarly,
HTLV-I Tax homolog of Tat also activates transcription from HERV-W LTRs by interacting with CREB
along with other transcription factors [181]. T cell cross-reactivity between HERV and HIV epitopes
was tested in vitro, giving negative results [182].

9.2. Herpesviral Infections

The possible interplay between Herpesviruses infection and HERV-W expression has been widely
analyzed, especially in the context of MS and autoimmunity, and the ability of various Herpesviruses
to influence HERV-W transcription [85–87]. HERV-W/MSRV expression was enhanced by Herpes
Simplex Virus 1 (HSV-1) superinfection in MS patients cells [41,96,183]. More specifically, Lafon et
al. showed that HERV-W Env protein expression in neuroblastoma cell lines can be reactivated by
HSV-1, probably through its infected cell polypeptide 0 and 4 (ICP0 and ICP4, respectively) early
proteins [96]. HERV-W Gag and Env proteins were also induced by HSV-1 in neuronal and brain
endothelial cells in vitro, and expression was also compatible with an ICP0-mediated activation [184].
Additional evidence has been reported in HeLa cells, in which HSV-1 IE1 protein stimulated LTR-driven
transcription of HERV-W elements, probably through the modulation of the Oct-1 transcription
factor [185]. The authors proposed that IE1 activation could also involve HERV-W solitary LTRs,
potentially promoting possible nearby genes [185].

Besides HSV-1, other Herpesviruses have been analyzed for their ability to activate HERV-W in
MS. A hypothetical ERVWE1 Env peptide (29 aa) harbored an epitope predicted to be presented by
different HLA class I molecules and possibly acted as a target for effector T-cells in MS. Interestingly,
this epitope was partially homologous with all the pathogens against with elevated Abs titers in MS
patients, including HSV-1, HHV-6, VZV (Varicella Zoster Virus), EBV (Epstein Barr Virus), and measles
virus [186]. Hence, it was claimed that the effector T cell recognizing this putative epitope would
most readily cooperate with regulatory T cells to support an immune response, leading either to a
prompt resolution of the infection or to tissue damage by autoimmune processes [99,186]. Regarding
EBV, the exposure to the virus or to its major Env glycoprotein (gp350) triggered HERV-W/MSRV
expression in PBMCs from MS patients and MSRV positive healthy controls, as well as in cultured
U87-MG astrocytes, with an activation pathway possibly involving NF-kB [187]. The infection of a
number of cancer and non-cancer cell lines with CMV induced RT activity in all cells, and upregulated
various HERVs, including HERV-W, in CMV-infected neural tumor stem cells after UV irradiation [188].
Other evidence of a helper role in HERV-W activation came from kidney transplant recipients with
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high CMV load, who displayed significantly higher HERV-W pol expression than patients with
moderate/undetectable CMV load or healthy subjects [189].

9.3. Other Exogenous Infections

Although retroviral and herpesviral infections have been most intensively studied for their
effects on HERV-W expression, influenza virus, spleen necrosis virus (SNV) and porcine endogenous
retrovirus (PERV) infections have also been implicated in modulating HERV-W.

Nellåker et al. described specific expression patterns of HERV-W gag and env genes (even if
encoded by sequences with truncated/no LTRs) in different cell-lines, and observing subsets of
elements being transactivated by influenza virus active replication [140]. Similar variations were
also observed as a consequence of serum deprivation, suggesting that the cellular stress itself could
contribute to HERV-W modulation [140]. Subsequent analysis showed that influenza virus infection
induced spliced ERVWE1 transcripts able to encode Syncytin-1 in extra-placental cells by GCM1
overexpression [190], and downregulated the level of repressive histone mark H3K9me3 [191].

The HERV-W Env glycoprotein induced cellular resistance to SNV, whose infectivity was reduced
by 1000–10,000-fold in D-17 cells expressing HERV-W Env [192].

Finally, in the field of xenotransplantation, the expression level of HERV-W genes differed in
PERV-infected HEK-293 cells in comparison to uninfected cultures [193].

10. The HERV-W Transcriptional Landscape in the Context of Human Physiopathology: Current
Needs and Future Perspectives

As described in the previous sections, no definitive link between HERV-W expression and disease
onset and progression has been found. The great majority of the studies, in fact, have been based on
the detection and the eventual quantification of expression from the entire HERV group. The analysis
of bulk HERV expression cannot reveal the contribution of specific HERV-W loci to physiological or
pathological disease states. Furthermore, most of the studies have been based on not fully standardized
methodologies performed on differently representative samples. Thus, although a great amount of
data has been generated, they are frequently discordant and difficult to compare with each other. The
main biases that affected, in our opinion, a great number of studies aimed at analyzing the HERV-W
group expression are summarized in Table S2, along with their inconclusive nature and suggestions
for improvement.

The currently available information strongly suggests that the HERV-W group is commonly
transcribed in human cells, and that this happens in both healthy and pathological conditions.
Collective expression greatly varies between tissues and reflects individual genetic backgrounds.
In particular, the presence of HERV-W RNA and Ags in human tissues and cells seems to be a
physiological phenomenon. HERV-W expression is detected in (a subset of) healthy individuals and
possibly increases under pathological conditions, without necessarily representing an etiological factor.
The direct pathogenic effects of HERV-W RNA and proteins have not been confirmed and still lack a
molecular mode of action in vivo. In contrast, the effects that these HERV-W products could trigger in
their interplay with the host—including immune stimulation, insertional mutagenesis (also through de
novo retrotransposition events) and deregulatory functions—are more likely to contribute to human
pathogenesis, and also influence some animal models of human disease. Even in this case, however,
the identification and characterization of the specific HERV-W sequences and the exact molecular
mechanisms involved remains a major goal and necessary for the exploitation of HERV-W candidates
for therapeutic purposes.

Defining the expression patterns of single HERV-W loci through a dedicated microarray or
RNA-seq analyses will be essential to provide additional insights into the quantitative changes
originating from specific HERV-W sequences and to identify single members possibly linked to
human pathogenesis. Indeed, this promising field deserves a deeper investigation aimed, first of all,
at characterizing all the possible mechanisms involving HERV-W presence and expression in both
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physiological and pathological conditions. The latter also includes the possibility that an altered
epigenetic environment could prompt de novo mobilization of HERV-W transcripts by active L1
elements. This ongoing process would generate additional HERV-W processed pseudogenes when
compared with the ones recently mapped in the human genome reference sequence [21].

The current lack of knowledge of the individual HERV-W loci transcriptional status is in large
part due to the previous incomplete characterization of the HERV-W genomic landscape. Much of
the current experimental designs have focused on a few HERV-W sequences, above all Syncytin-1
and MSRV clones (Table S2). This has prevented until now (i) the univocal assignment of the
HERV-W expressed sequences to the locus of origin; (ii) the characterization of the single HERV-W
sequences differential expression in the diverse physiological tissues, essential to assess their effective
dysregulation in diseased environments; (iii) the evaluation of the full-length HERV-W sequence
transcription, coding capacity and regulatory elements; (iv) the characterization of the single HERV-W
sequences epigenetic status in both physiological and pathological contexts; and (v) the study of
the HERV-W sequences genomic context of insertion, identification of nearby host genes that can
potentially influence (or be influenced by) HERV-W elements even in the absence of a detectable
expressed product (Table S2).

We also outline future research investigating HERV-W’s contribution to human physiopathology,
including dedicated genome-wide high-throughput studies using stringent primers and probes
that are able to distinguish the uniqueness of single HERV-W elements conforming to standard
conditions. Developing these reagents will help properly define the specific contribution of the
different retroelements to the human transcriptome [95]. Importantly, the physiological consequences
of individual HERV-W loci expression must be evaluated a priori, in order to have a reliable “basal”
level to compare with the same, diseased, tissue [86]. Such specific quantitative analyses must then
be performed on a statistically significant population, possibly including paired samples of both
healthy tissues and pathological lesions from the same individual. Moreover, these investigations also
take into account the influence of the HERV-W loci genomic context of integration, and to analyze
the molecular diversity of single insertions within the human population. HERV-W polymorphisms
are necessary to understand due to the possibility that different HERV-W allelic variants may exert
specific effects on the pathogenesis phenotype, progression and therapeutic response, depending on
the host genetic background [95]. Considering that ~80–100 copies of L1 are active in the human
genome [36,39,194], the eventual L1-mediated retrotransposition of HERV-W sequences should also
be considered, especially in those pathological environments associated with an altered epigenetic
control, where the hypomethylation of both L1 and HERV-W sequences have been reported [74].
Finally, since structurally-incomplete LTRs could be still able to drive the transcription of HERV-W
proviruses, processed pseudogenes or nearby host genes, the methylation levels of truncated and
solitary LTRs should also be evaluated. Indeed, besides detecting HERV-W group overall expression,
the identification of the specific encoding locus appears to be mandatory to establish any definitive
associations between human diseases and specific retroelements, and also to properly understand
the molecular nature of emergent forms that have arisen through recombination events involving
different HERV-W loci [95], especially in those contexts where the epigenetics alteration could liberate
HERVs expression. Similarly, the molecular determinants responsible for specific HERV-W loci
upregulation as well as their role either as a cause or a consequence of disease must also be clarified
in detail [97]. Together, these approaches will finally provide well-characterized mechanisms of
HERV-mediated pathogenesis.

In conclusion, it is certainly possible and perhaps likely that specific HERV-W sequences may
play a role in human pathogenesis, without necessarily being the only etiological determinant of
disease. Indeed, in the field of autoimmunity, one or more HERV-W insertions (or even specific allelic
variants) and/or their expressed products may be involved in a complex inflammatory and immune
interplay with other unknown or not fully understood co-factors. The latter may include individual
predispositions, depending on the host genetic background, as well as extrinsic factors such as stress,
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environmental stimuli or exogenous infections. All these complex relationships must be considered,
especially in the field of multifactorial disorders with poorly clarified etiology. In light of this, the
identification and characterization of the precise HERV-W loci showing a differential transcription
pattern and/or L1-mediated HERV-W de novo mobilization in a specific pathological context appear
to be mandatory to definitively demonstrate a cause–effect connection to any disease etiology, and to
subsequently identify single HERV-W sequences exploitable as novel therapeutic targets. The latter
could be suitable for various, innovative approaches, from the employment of retroviral inhibitors
to the administration of passive as well as active immunotherapy directed against specific HERV
products, possibly in association with the treatment with DNA-demethylating agents. However, even
in the absence of an etiological contribution, the identification of specific HERV-W sequences selectively
expressed in a given pathological context could provide novel and reliable sequence-based biomarkers
of disease. Also, disease-associated Ags suitable for directing immunotherapeutic approaches to
the precise site of pathogenesis could be developed as protein biomarkers. All these HERV-based
therapeutic applications could certainly constitute an innovative treatment for many human diseases.

Supplementary Materials: The following are available online at www.mdpi.com/1999-4915/9/5/162/s1.
Table S1: Syncytin-1 expression in pathological placentas, Table S2: Major biases and current needs for HERV-W
transcriptome studies.
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Abstract: The human LINE-1 (or L1) element is a non-LTR retrotransposon that is mobilized
through an RNA intermediate by an L1-encoded reverse transcriptase and other L1-encoded proteins.
L1 elements remain actively mobile today and continue to mutagenize human genomes. Importantly,
when new insertions disrupt gene function, they can cause diseases. Historically, L1s were thought to
be active in the germline but silenced in adult somatic tissues. However, recent studies now show that
L1 is active in at least some somatic tissues, including epithelial cancers. In this review, we provide
an overview of these recent developments, and examine evidence that somatic L1 retrotransposition
can initiate and drive tumorigenesis in humans. Recent studies have: (i) cataloged somatic L1 activity
in many epithelial tumor types; (ii) identified specific full-length L1 source elements that give rise to
somatic L1 insertions; and (iii) determined that L1 promoter hypomethylation likely plays an early
role in the derepression of L1s in somatic tissues. A central challenge moving forward is to determine
the extent to which L1 driver mutations can promote tumor initiation, evolution, and metastasis
in humans.

Keywords: retrotransposon; somatic retrotransposition; cancer genomics; LINE-1, L1

1. Introduction

Transposable genetic elements constitute at least 45% of the human genome [1]. Some of these
mobile elements or “jumping genes” have the ability to replicate themselves and insert new copies
elsewhere in the genome [2]. The most prevalent mobile element in humans is the Long Interspersed
Element 1, abbreviated LINE-1 or L1, which has expanded to over 500,000 copies in the human
genome and makes up ∼17% of the human genome sequence [1]. This massive copy number
expansion is the result of over 150 million years of L1 propagation that began with the incorporation
of these elements into ancestral genomes sometime before the mammalian radiation [1]. L1s belong
to the non-long-terminal-repeat (non-LTR) class of retrotransposons, which have certain sequence
attributes and move through an RNA intermediate. Non-LTR retrotransposons themselves originated
over 600 million years ago (probably from eubacterial reverse transcriptases) during the Precambrian
Era and likely predate multicellular eukaryotic life [3,4]. The end result of L1 expansion over these
hundreds of millions of years is a human genome that is littered with L1 copies [1]. A small number
of these endogenous L1 retrotransposons remain actively mobile today and continue to mutagenize
human genomes. We present here a brief review of our current understanding of how these elements
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influence human genomes, and ultimately, human health. A major focus is to examine somatic L1
retrotransposition as a causative agent in human cancers.

2. Mobilization of L1 Retrotransposons

In order to examine how L1s influence human genomes and disease, we must first understand
how these elements are mobilized (Figure 1).

Figure 1. Mobilization of L1s. New L1 insertions are generated via the five step process depicted here.
This process begins with a full-length (FL)-L1 source element in the genomic DNA (A; colored bar; L1
features are not to scale). This element is transcribed (B) and the resulting mRNA (orange) is exported
into the cytoplasm. This mRNA is translated (C) into the open reading frame (ORF)1p (light green) and
ORF2p (dark green) proteins, which bind the L1 mRNA to form a ribonucleoprotein complex (D). This
complex is imported (E) into the nucleus. Finally, the new L1 insertion is generated by target-primed
reverse transcription (F). The result of this mobilization process is another copy of L1 (grey) located
somewhere in the genome, flanked by target site duplications (TSDs; orange) and with a poly(A) tail
(yellow) (G). UTR; untranslated region.

This process begins with a canonical full-length L1 (FL-L1) source element that is ∼6 kb long and
consists of a promoter that is located within a 5′ untranslated region (UTR), two non-overlapping
open reading frames (ORFs), a 3′ UTR, and a poly(A) tail (Figure 1A). Only a fraction of the L1
copies in the human genome have these features, as most copies are either 5′ truncated or have other
deleterious mutations (see below). The first step in L1 mobilization is transcription of the FL-L1 source
element from its internal promoter (Figure 1A), most likely by RNA Polymerase II [5]. This process
arises only from FL-L1 source elements, since truncated L1s are missing important sequence features
in the first 100 bp of the 5′ UTR that are critical for transcription initiation [6]. The resulting bicistronic
mRNA is then exported from the nucleus into the cytoplasm, where it is translated to make two
L1-encoded proteins, ORF1p and ORF2p (Figure 1B). ORF1p is a small RNA-binding protein [7].
ORF2p is a larger protein that encodes both endonuclease (EN) [8] and reverse transcriptase (RT)
functions [9]. These proteins then bind the L1 mRNA that produced them to form a ribonucleoprotein
complex [10,11] that enters the nucleus (Figure 1D,E). The ORF1p and ORF2p proteins have a strong cis
preference for mobilizing the specific mRNA that gave rise to them, which allows for the preferential
amplification of functional L1 copies [11–13]. Recently, a third ORF (named ORF0) was discovered
in primate L1s (including humans); ORF0 is transcribed from an antisense promoter in the canonical
L1 5′ UTR and can be translated into the ORF0 protein or alternative ORF0-fusion proteins that
include the coding exons of neighboring genes [14]. Although ORF0 proteins can increase L1 activity
(through an unknown mechanism), they are not necessary for retrotransposition [14].
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The final step of L1 mobilization is known as target-primed reverse transcription (TPRT)
(Figure 1F). This mechanism was first characterized in the non-LTR retrotransposon R2 from
the silkworm Bombyx mori [15], and later was shown to accurately describe L1 integration as well [16].
Briefly, the process begins when the EN domain of ORF2p nicks the genomic DNA at its target site.
The consensus recognition sequence for the EN domain is 5′-TTTT/A-3′ [8,17,18], although there
is considerable flexibility in the exact site that is bound and cut by EN [19]. This cleavage exposes
a 3′OH group, which is then used by the ORF2p RT domain to prime the reverse transcription of the L1
mRNA, starting from the poly(A) tail [20,21] and extending towards the 5′ end of the mRNA [15,16].
Finally, the complementary strand is synthesized and the junctions are repaired through mechanisms
that are not well understood, likely involving host factors. The result of this process is a newly-inserted
L1 copy, or “offspring” insertion, at a second genomic site (Figure 1G). It is important to note that
the original FL-L1 source element remains intact in this process, and is capable of producing additional
offspring insertions [22].

New L1 insertions have important hallmark features of retrotransposition: a poly(A) tail, flanking
target site duplications (TSDs), frequent 5’ truncation, and occasional 5’ inversion [5,23–26]. Additionally,
L1s can sometimes mobilize downstream sequences in a process that is known as 3’ transduction; this is
thought to occur when transcription continues through the L1 polyadenylation signal and terminates
after another signal in the adjacent genomic DNA [27–29]. The L1 retrotransposition machinery also
can be hijacked by the nonautonomous retrotransposons Alu [30] and SVA [31,32], as well as cellular
mRNAs [12]. As a consequence, the L1-mediated TPRT mechanism ultimately is responsible for
the mobilization of most, if not all, recently inserted mobile elements in human genomes. Likewise,
all of these mobile elements have features in common with L1 (e.g., TSDs that are similar in length
and sequence composition) because they are all mobilized by the same TPRT mechanism and L1
proteins. Polymorphic copies of HERV-K elements (endogenous retroviruses) also are found in human
genomes, but evidence suggests that functional HERV-K copies are either very rare or no longer exist
in human populations [33,34].

The large number of individual steps that are required for L1 mobilization present numerous
opportunities for human cells to regulate this mutagenic activity, and many such L1 regulators have
evolved. In fact, there are mechanisms of L1 repression that act at each step of the mobilization process.
For example, one of the most well-studied mechanisms of L1 repression is the methylation of CpG
dinucleotides in the L1 promoter [35,36]. Promoter methylation silences L1s by repressing transcription,
which is the first step of the mobilization process [36]. Beyond methylation, there are numerous other
activities that inhibit L1 mobilization. These include histone modifications and chromatin remodeling
(which also regulate L1 transcription), small RNA-mediated mechanisms (including piwi-interacting
RNAs and small-interfering RNAs), and numerous cellular proteins that inhibit L1 mobilization
post-transcriptionally in both the cytoplasm and the nucleus (reviewed recently by JL Goodier [37]).
These redundant mechanisms work together to repress L1 activity.

3. An Historical Perspective of L1 Activity

Mobile genetic elements were first discovered in maize genomes by Barbara McClintock
in 1950 [2]. This work eventually won her the Nobel Prize in Physiology or Medicine in 1983 [38],
once the ubiquitous nature of transposable elements was recognized and fully appreciated. Repetitive
elements were first discovered in the human genome during the course of DNA renaturation
experiments in the 1960s, but these elements remained a mystery for some time [39,40]. L1 elements
specifically were found in the human genome in the early 1980s [41–43]. From their first description by
Adams et al. in 1980 it was suggested that L1s could be “essentially parasitic” DNA without a function
(page 6126); this speculation was based on the lack of measurable L1 transcription in bone marrow
cells [41]. This concept of parasitic or selfish DNA was not new. The exact origin of the idea is difficult
to determine, but it was popularized around this time by the publication of Richard Dawkins’ book
The Selfish Gene in 1976, and there were even ongoing reviews and debates about this notion in Nature
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in 1980 [44–46]. However, this classification of L1s as useless “junk DNA” was challenged as soon
as it was introduced, both theoretically within the same article by Adams et al. [41] and by others as
scientists began to recognize the mutagenic potential of these sequences.

During the 1980s there was a furious rush to describe the newly-discovered L1 repetitive
elements. This included classifying L1s, determining their function, and beginning to understand their
activity—all of which occurred in the short span of eight years. When L1s were first discovered in 1980,
they were simply described as long repeated sequences of variable length that were dispersed across all
human chromosomes [41]. Researchers in the field quickly determined that L1s had been discovered
by multiple laboratories, and introduced standardized terminology by 1982 [42]. Long repetitive
elements in general were referred to as LINEs, and the most common element was termed LINE-1 or
L1. Next, researchers concluded (from many lines of evidence) that these repeats could potentially
be mobile elements and speculated that they were moving through an RNA intermediate (summarized
by Singer and Skowronski in 1985 [47]). In just the next year (1986), concrete evidence to confirm
this hypothesis was found with the discovery that L1 ORF2 could potentially encode a protein with
homology to reverse transcriptase proteins [43]. Around the same time, FL-L1 transcripts were shown
to be expressed in a human teratocarcinoma cell line [48,49]. These studies provided additional support
for the theory that L1s might represent mobile elements that could mutagenize the human genome,
a hypothesis that would soon be confirmed.

The first evidence for ongoing mobility of L1s in human genomes came in 1988, when Kazazian et al.
found two disease-causing de novo germline L1 insertions [25]. This L1 activity was discovered during
a screen of hemophilia A patients for pathogenic mutations in the Factor VIII gene (F8) on Chromosome
X. Two unrelated patients were found to have germline L1 insertions in the F8 gene that were absent
from their parents’ genomes, indicating that these L1 insertions probably occurred in gametes or during
early embryogenesis [25]. The two most important findings of this study were that L1s are actively
mobile in human genomes and that offspring insertions can cause disease by disrupting genes. Months
after this initial discovery, a putative somatic L1 insertion was identified in a case of breast cancer [50].
This 7–8 kb insertion was located in an intron of the MYC proto-oncogene. However, only part of
this L1 insertion was sequenced and the structure lacked the hallmarks of TPRT [51]. Thus, although
this study offered the first suggestion of somatic L1 activity in humans, such activity was unlikely in
this case.

The next bona fide instance of L1 retrotransposition was found in 1992, when a somatic L1 insertion
was discovered by Miki et al. in a case of colorectal cancer (CRC) [52]. Similar to the L1 mutations
in F8 [25], this insertion was discovered during a screen for mutations in the APC tumor suppressor
gene (TSG) in tumors of CRC patients. This screen was performed because APC plays a pivotal role
in this kind of cancer: the majority of CRC tumors are initiated by mutation or loss of function of
both APC alleles in normal colon cells, which results in the formation of a precancerous lesion that
can eventually progress to carcinoma [53–55]. This L1 insertion was absent from adjacent normal
colon tissue, suggesting that it occurred in a cancerous or precancerous colon cell sometime during
the tumorigenesis process. This was remarkable because it was the first somatic L1 retrotransposition
event that was documented in humans. This 750 bp insertion was flanked by TSDs and had a poly(A)
tail, indicating that it was a bona fide somatic insertion produced by the TPRT mechanism. Likewise,
this insertion interrupted the last coding exon of APC, so it was expected to disrupt normal APC
function. The authors emphasized that the insertion likely initiated the tumor, but in view of our
current understanding of CRC, this interpretation is somewhat unclear (see Section 5 for discussion).

For many years this was the only available evidence that L1 elements were capable of
retrotransposition in somatic tissues. There was another putative example of somatic L1 activity published
in 1997 [56]. However, this insertion again lacked the expected hallmarks of TPRT, and therefore, most
likely was not produced by somatic retrotransposition [51,56]. Thus, genuine somatic L1 insertions
appeared to be rare in humans in these early studies. In contrast, germline L1 insertions have been
linked to many additional human diseases throughout the 1990s, 2000s, and to the present. In fact,
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germline L1 insertions have caused at least 29 cases of human disease, and have contributed to another
94 cases indirectly by mobilizing Alu, SVA, or other mRNAs (reviewed in [57]). In most cases, these
disease-causing insertions occurred within the coding exons of known genes and disrupted gene
function (although insertions in the promoters, 5′ UTR, 3′ UTR, and introns of genes also have been
observed).

At this point in time scientists were undertaking important mechanistic research on L1
retrotransposons, including studies aimed at understanding how L1s are mobilized (briefly reviewed
in Section 2). Much of the work during this period was done with a clever cell culture-based
retrotransposition assay [58]. Specifically, Moran et al. demonstrated in 1996 that a plasmid-borne FL-L1
source element was highly active in HeLa cells, and could generate numerous offspring insertions
in its host’s HeLa cell chromosomes [58]. Retrotransposition of the L1 element was dependent upon
the two proteins that were encoded by the plasmid-borne L1 copy (ORF1p and ORF2p), as targeted
mutations of these regions abolished L1 activity. Moreover, the new L1 insertions that were generated
in HeLa chromosomes had the expected features of TPRT-mediated events. This study was remarkable
because it confirmed that L1s are indeed active retrotransposons in humans [58]. However, the L1
retrotransposition assay itself is in some ways equally remarkable because it has fueled decades of
productive research on L1 biology. For example, Brouha et al. [59] and Beck et al. [60] have used this
assay to identify active FL-L1 source elements in human genomes. Others have used the assay to study
the roles of the L1-encoded ORF0p, ORF1p, and ORF2p proteins in retrotransposition [8,14,58,61–63].
Conceptually similar Alu [30] and SVA [31,32] assays have confirmed that both of these nonautonomous
elements hijack the L1 machinery for their own mobilization. The L1 assay also has been
adapted for the creation of mouse models to study the timing and effects of L1 retrotransposition
in the mouse [64–68]. Many other advances have leveraged these assays as well (reviewed in [69]).

4. Somatic L1 Activity in Human Genomes

As outlined above in Section 3, Miki et al. reported the earliest example of a somatic L1 insertion that
might have helped to drive tumorigenesis in humans [52]. However, almost two decades passed before it
became apparent that somatic L1 insertions occur frequently in human epithelial cancers. After a hiatus
of 18 years, our laboratory demonstrated in 2010 that somatic L1 insertions occur frequently in human
lung tumors [51]. A series of other studies subsequently revealed that somatic L1 retrotransposition is
a hallmark feature of human epithelial cancers [70–81] (see Table 1). These observations have led to
the suggestion that L1 might generate driver mutations in proto-oncogenes or TSGs that could fuel
tumorigenesis in humans [51,52,70] (see Section 5). In the following sections, we review these studies
and explore the role of somatic L1 retrotransposition in human cancers.

4.1. A Second Discovery of L1 Retrotransposition in Cancer

As mentioned above, we rediscovered somatic L1 retrotransposition in human tumors in a study
that leveraged next-generation sequencing technologies to investigate L1 retrotransposition in human
populations and cancers [51]. This study introduced the L1-Seq assay, which is a modified and updated
version of L1 Display [82]. Similar to L1 Display, L1-Seq exploits sequence features of the youngest,
most active L1 (L1-Ta) elements to selectively amplify the 3’ insertion junctions of these young L1
copies. In contrast to L1 Display assays, which use a gel electrophoresis step to visualize new L1
insertions, L1-Seq assays instead apply DNA sequencing technologies directly to the junction fragments
to discover the chromosomal coordinates of new L1 insertions in a high-throughput manner.

After developing and optimizing the L1-Seq approach, we used it to discover new L1 insertions
in 38 diverse humans, eight tumor-derived cell lines, 20 non-small cell lung tumors (with matched
normal tissues), and 10 brain tumors (with matched blood leukocyte controls) [51]. This screen
identified 802 novel L1 insertions, the majority of which were rare germline insertions. However,
nine somatic L1 insertions also were identified in six of the 20 lung tumors, which were validated
with PCR and Sanger sequencing. Somatic L1 insertions were not found in the brain tumors that
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were examined in this study, foreshadowing the fact that somatic L1 insertions do not occur in all tumor
types (see Section 4.2). Taken together with the Miki et al. 1992 study, our study revealed that somatic
L1 retrotransposition occurs in at least two types of human cancers (colon and lung), and suggested
that somatic L1 retrotransposition might occur more broadly than previously appreciated [51,52].

4.2. Cataloguing Somatic Retrotransposition in Cancer

During the seven years that have elapsed since our 2010 study [51], many additional studies have
documented somatic L1 activity in a range of human epithelial cancers. The main findings of these
14 research articles are summarized in Table 1. These papers have established many principles of
somatic L1 activity, while at the same time posing important new questions.

Table 1. Studies of somatic L1 activity in cancer genomes. Column three gives the total number of
somatic L1 insertions discovered in the total number of tumors assayed; these estimates take validation
rates into account when applicable.

Reference Tumor Type
Insertions
(Tumors) Important Findings

Miki et al.
1992 [52] Colorectal 1

(1)
First genuine somatic L1 activity; L1 insertion in APC might
have initiated colorectal cancer (CRC), but somewhat unclear

Iskow et al.
2010 [51] Lung, brain

8, 0
(20, 10)

Introduced high-throughput L1-Seq assay; Established that
somatic L1 activity occurs frequently in lung tumors, but not
in brain tumors; Suggested that L1s might drive
tumorigenesis; Found a hypomethylation signature that
distinguishes L1-permissive lung tumors

Lee et al. 2012
[70]

Colorectal,
prostate,

ovarian, brain,
blood

178
(43)

Somatic L1 activity only in epithelial tumors, absent from
brain and blood; Genes with somatic L1 insertions typically
had decreased expression; Compared features of somatic and
germline L1s

Solyom et al.
2012 [71] Colorectal 72

(16)

Positive correlation between patient age and number of
somatic L1s; Most L1 insertions occurred after
tumor initiation

Shukla et al.
2013 [72] Liver 12

(19)

Intronic somatic L1 insertion into a regulatory element
increased expression of candidate liver oncogene ST18;
Suggested that L1s might be somatically active in normal
liver cells

Pitkänen et al.
2014 [73] Colorectal

83
(92)

All L1 insertions originated from one source element on
Chromosome 22, in TTC28; These L1 insertions
were previously mischaracterized as translocations

Helman et al.
2014 [74] 11 types

695
(976)

Somatic L1 insertion in an exon of the PTEN tumor
suppressor gene (TSG); Lung, colorectal, head and neck, and
uterine cancers had highest L1 mobilization levels

Tubio et al.
2014 [75] 12 types 2711

(290)

3′ transductions make up 24% of somatic L1 activity; A small
number of source elements gave rise to most L1 insertions
with transductions; Active sources had promoter
hypomethylation; Activity of sources fluctuates over
the course of tumor evolution

Paterson et al.
2015 [76] Esophageal

5108
(43)

The majority of L1s were discovered by searching for
somatic poly(A) insertions, so some probably represent
L1-mediated transposition of non-L1 sequence; Identified
active source elements using 3′ transductions
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Table 1. Cont.

Reference Tumor Type
Insertions
(Tumors) Important Findings

Rodić et al.
2015 [77] Pancreatic

409
(20)

Inverse correlation between survival and both the number of
somatic L1 insertions and ORF1p protein expression;
Retrotransposition occurs throughout tumor development,
but is discontinuous

Ewing et al.
2015 [78]

Colorectal,
pancreatic,

gastric,
testicular

104
(18)

Frequent somatic L1 insertions in precancerous adenomas;
Most somatic L1 insertions were clonal; Validated one
somatic non-germline L1 insertion in normal colon;
Suggested that L1 insertions are occurring in normal colon or
very early in tumorigenesis

Doucet-O’Hare
et al. 2015 [79] Esophageal

118
(20)

Found somatic L1 insertions in patients with Barrett’s
Esophagus (a cancer-predisposing condition) and
esophageal cancer; L1 activity seen in patients that did not
develop cancer; Suggested that somatic L1 activity could
occur in normal or metaplastic cells

Scott et al.
2016 [80] Colorectal 27

(1)

An L1-initiated CRC caused by L1 mutagenesis of APC TSG;
Tumor initiated by activity of a hot, population-specific
FL-L1 source element, which was hypomethylated and
expressed in normal colon tissue; Demonstrated that L1s can
evade somatic repression and initiate tumorigenesis

Achanta et al.
2016 [83] Brain 1

(10)

Found one somatic L1 insertion in a secondary glioblastoma;
Cannot rule out that this occurred in normal brain because
compared to DNA from blood

Carreira et al.
2016 [84] Brain

0
(14)

Could only validate one TPRT-independent somatic L1
insertion and one likely Alu-Alu recombination event;
Conclude that L1 retrotransposition does not occur in
primary glioblastoma or glioma

Tang et al.
2017 [81]

Ovarian;
pancreatic

35, 205
(8, 13)

Found one somatic L1 insertion in BRCA1 TSG intron,
in an ovarian cancer; Some pancreatic L1 insertions (76)
were discovered in an earlier analysis of this same
sequencing data [77] and used for methodological
validation here

Although these studies employed several strategies to measure somatic L1 activity, most of the
methods can be grouped into two basic categories: (1) targeted resequencing assays and (2) bioinformatics
tools that use whole genome sequencing (WGS) or whole exome sequencing (WES) to discover somatic
L1 insertions. Targeted resequencing tools exploit specific sequence features of young L1s to selectively
amplify and sequence novel L1 insertion junctions. These assays are similar to the previously described L1
Display [82] and L1-Seq [51] assays, often with further improvements in multiplexing, genome coverage,
and enrichment of L1 junction fragments prior to sequencing [71,72,77–79,81,83,84]. With the decreased
price of WGS, and the availability of such data in public repositories, several groups have developed
bioinformatics tools to discover somatic L1 insertions in silico using WGS or WES data [70,74,75,80].
One advantage of this approach is that existing WGS or WES data from large consortia (like The Cancer
Genome Atlas project (TCGA) [70,74,75] and the International Cancer Genome Consortium (ICGC)
[75]) can be directly screened for somatic L1 insertions. As the cost of genome sequencing continues
to decrease, WGS is increasingly being used to discover somatic L1 insertions in smaller laboratories
as well [80]. This approach also provides the opportunity to assess other somatic variants (without
any additional sequencing) to understand how L1 insertions work together with other mutagenic
processes to drive tumorigenesis [75,80]. It is important to note that all of these techniques require
validation to confirm that putative somatic insertions have the expected features of TPRT-mediated
events (e.g., poly(A) tails and flanking TSDs).

Somatic L1 activity in cancer genomes has been found to be almost entirely confined to tumors
arising from epithelial tissues [70] (see Table 1 for details). The highest levels of L1 mobilization
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are found in lung [51,74,75] and colorectal [70,71,74,75,78,80] cancers. Moderate L1 activity is seen
in esophageal [76,79], pancreatic [77,78,81], head and neck [74,75], uterine [74], ovarian [70,74,81],
gastric [78], and prostate [70,75] cancers. Lower but detectable levels of L1 activity have been seen
in breast [74,75], bone [75], liver [72], kidney [74], and testicular [78] cancers. Only one TPRT-mediated
somatic L1 insertion has been found in a case of brain cancer, though it is unclear whether this event
occurred in the normal brain or during tumorigenesis because the normal DNA that was used for
comparison was isolated from blood instead of adjacent normal brain tissue [83]. One other somatic
L1 insertion was identified in a glioma tumor-derived cell line [75], though the exact timing of this
insertion is again not discernible. Numerous other studies have found no such events in 60 brain
tumors that were examined, leading to the consensus that somatic L1 activity in brain cancers is either
absent or extremely rare [51,70,74,84]. This is somewhat ironic, given that L1s are very active in normal
brain tissues (see Section 4.5). A similar lack of L1 activity has been noted in 25 examined hematologic
malignancies [70,74]. These results are perhaps not surprising in light of in vitro experiments that
demonstrated very low levels of engineered L1 activity in precursor cells of these cancer types
(astrocytes [85] and hematopoietic stem cells [86]); these data also further support the theory that
somatic L1 activity is only found in tumors of epithelial origin [70]. Within each tumor type, the number
of somatic L1 insertions per tumor also can vary substantially. This is illustrated most clearly in the
lung tumors that were sequenced by the ICGC, where the number of somatic L1 insertions per tumor
ranged from zero to over 800, with an average of ∼63 insertions per tumor [75].

Additionally, L1s are responsible for the occasional somatic retrotransposition of other sequences
in cancer genomes. The most commonly mobilized non-L1 sequences are 3′ transductions, which are
produced when the sequence downstream of a FL-L1 source element is mobilized (see Sections 2 and
4.3). In one large study, 3′ transductions occurred in 24% (655/2756) of the somatic retrotransposition
events that were discovered in tumors [75]; half of these transductions were so-called “orphans”
consisting only of downstream DNA without any L1 sequence [75,87,88]. These 3′ transductions can
amplify exons, entire genes, and regulatory sequences, providing another mechanism by which L1s
might alter the function of cancer cells [75].

Processed pseudogenes also are generated in somatic tissues via the retrotransposition of cellular
mRNAs by the L1 machinery [89,90]. Such events occur at a low rate in human tumors (42 insertions
in 629 tumors examined in an in-depth study of this phenomenon) [90]. Similar to L1 activity, somatic
processed pseudogene formation is observed most frequently in lung and colorectal cancers, and less
often in other epithelial cancers. Of note, one processed pseudogene insertion was recovered from
a chondrosarcoma, which is a cartilage tumor of mesenchymal origin [90]; this finding contradicts
the theory that L1 activity is restricted to epithelial tissues [70]. Infrequent somatic Alu insertions
also have been observed in various epithelial cancers [70,71,74,75], and one somatic SVA insertion
has been validated in a head and neck cancer [74]. Thus, in addition to simple L1 insertions,
other non-L1 sequences are mobilized by the L1-mediated TPRT mechanism at lower frequencies
in somatic tumor tissues.

4.3. Identification of Active Full-length (FL)-L1 Source Elements in Tumors

It is increasingly becoming possible to identify the specific FL-L1 source elements that produce
somatic offspring insertions in tumors. A key development in this regard has been a much more
extensive knowledge of the FL-L1 source elements that are harbored by human genomes. Based on
the reference (REF) human genome sequence, Brouha et al. initially estimated that every individual has
a collection of approximately 80 to 100 FL-L1 source elements that are retrotransposition-competent [59].
Later studies demonstrated that each individual also has non-reference (non-REF) FL-L1 source
elements [60,80,91] (and our unpublished data). We refer to this collection of REF and non-REF
FL-L1 source elements as an individual’s FL-L1 source element profile [80]. Source element profiles
appear to vary considerably from one person to the next, and such differences likely produce
variation in the levels of germline and somatic L1 mutagenesis that are caused by L1s [59,60,80,91]
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(and our unpublished data). Thus, a key goal for the future will be to understand exactly how
these FL-L1 profiles vary in human populations and how this variation affects L1-mediated diseases,
including cancers.

Currently, there are two available methods to determine source/offspring relationships between
L1 elements. The first uses 3′ transductions to identify offspring insertions that were generated from
a specific source element; this technique is very effective and accurate, but is useful only for the subset
of insertions that have 3′ transductions [22,73,75]. We recently developed a second method to track
source/offspring relationships using interior mutations that are frequently found in FL-L1 source
elements [80]. Each source element has its own unique set of interior mutations that is inherited
by offspring insertions emanating from that source element, and this provides a means to track
source/offspring relationships [80].

Both of these methods have been used to study the FL-L1 elements that are active in human
tumors. One large study employed the 3′ transduction method and found that a relatively small
number of source elements (72) were responsible for the bulk (95%) of measurable somatic L1 activity
in 290 tumors of 12 types [75]. Even more surprising, two of these source elements were responsible for
over a third of the somatic activity that could be tracked with 3′ transductions [75]. Activity from one of
these elements (along with many others) has been mistaken for chromosomal translocations by multiple
cancer genomics groups [73,75]. This is an extremely important distinction because translocations can
create novel fusion genes (which are often oncogenic) whereas L1 insertions cannot [75]. It is important
to note that only ∼24% of somatic offspring can be attributed to specific source elements using
3′ transductions, and much of what we currently know about source elements in cancer is based upon
such methods. Thus, additional studies will be necessary to identify all of the source elements that
are somatically active in human cancers. As a step in this direction, we recently developed and used
the interior mutation method to identify source elements that produced somatic L1 insertions in a case
of CRC [80]. Three non-REF source elements (on Chromosomes 17, 14, and 12) produced the majority
of somatic L1 insertions in this tumor, including an insertion that disrupted the APC TSG and initiated
tumorigenesis [80].

These studies have uncovered some important features of active source elements. For instance,
both REF and non-REF FL-L1 source elements can contribute to somatic L1 retrotransposition [75,80].
Source elements that are active in tumors have two intact ORFs, and most belong to the youngest L1
subfamily (Ta-1d) [80]. Some sources are “hot” L1s [75,80], which are particularly active in the cell
culture-based retrotransposition assay [58] (see Section 3). The global distribution of source elements
also can differ—some source elements are population-specific, while others are present in all 26 of
the global populations that were examined by the 1000 Genomes Project [80]. The number of active
source elements, and the amount of activity for each source element, varies considerably between
tumors and tumor types. This activity can even change with the different stages of tumor evolution,
with levels of L1 activity fluctuating during cancer development and progression [75,77]. In some
instances, somatic FL-L1 insertions can even themselves give rise to further somatic L1 activity [75].

4.4. Mechanism of Reactivation of L1s in Cancer Genomes

The discovery of frequent somatic L1 activity in cancer has researchers asking why this
phenomenon is occurring and why it is so variable between tumors and tissues. Promoter methylation
is one of the earliest lines of defense against L1 activity, and therefore, hypomethylation is thought
to be a necessary step for L1 reactivation in tumors. This hypothesis has been corroborated by many
groups. These studies examined methylation at three different levels, using techniques that vary
in scope. First, the Illumina Infinium platform assesses global genomic methylation within CpG
islands [51]. Second, average L1 promoter methylation across all FL-L1 copies can be measured using
general bisulfite sequencing PCR (with internal L1 primers that amplify most FL-L1 promoters [71,72]).
Finally, methylation of specific FL-L1 source elements can be measured with targeted bisulfite
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sequencing PCR by amplifying the 5′ junctions of these elements (using a primer in the upstream
genomic DNA in combination with an internal L1 primer) [75,80].

Using the first method (the Illumina Infinium platform), we identified a hypomethylation
signature at 59 genomic CpG sites that was associated with L1-permissive lung cancers [51].
Soon thereafter, Solyom et al. identified four CpG sites in L1 promoters that were hypomethylated
in CRC tumors compared to normal colon tissue [71]. Hypomethylation of the entire CpG island
was later observed in the L1 promoters of liver tumors compared to adjacent normal tissue [72].
Moreover, there was a strong positive correlation between the level of hypomethylation at these
promoters and the number of somatic L1 insertions that were produced in all three tumors that
were examined [72]. These last two studies used methods that measure the average methylation
levels at many L1 promoters throughout the genome (i.e., the second, general method listed above).
In contrast, two recent studies have inspected the promoters of specific FL-L1 source elements
using the third (targeted) method outlined above. These studies found that the source elements
(i) were hypomethylated in the tumors in which they caused somatic L1 insertions; (ii) were usually
methylated in tumors that lacked activity from the source element; and (iii) were often methylated
in normal tissue [75,80]. The functional consequences of L1 promoter hypomethylation also have
been demonstrated—a source element that produced a somatic insertion early in tumorigenesis
was hypomethylated and transcribed in both normal and tumor colon tissue [80]. Collectively,
these results suggest that methylation represses L1 elements in normal somatic tissues, but is either
absent or removed from elements that have become reanimated. Other host factors and mechanisms
likely contribute to this process as well (see Section 2). Additional work is needed to better understand
how these elements are silenced and derepressed in somatic human tissues, and how these processes
impact tumorigenesis.

4.5. L1 Retrotransposition Contributes to Genomic Diversity in the Adult Brain

In addition to cancer genomes, somatic retrotransposition also occurs in neuronal cells [66,85] and
normal brain tissues [66,85,92]. Using an array capture and sequencing-based technology to discover
new L1 insertions, the Faulkner group documented high levels of L1 activity in the human brain
(850 putative somatic L1 insertions in three individuals) [92]. Somatic retrotransposition was confirmed
in the brain independently by the Walsh lab using single cell sequencing technology, although at
much lower levels [93]. The Faulkner lab subsequently carried out their own single cell analyses
in human neuronal brain tissues, and verified that somatic L1 retrotransposition indeed occurs at
high frequencies in such tissues [94] (in agreement with their earlier 2011 study [92]). Although there
is some disagreement about the absolute level of somatic retrotransposition that occurs in the human
brain, these studies seem to agree that such mobilization occurs. While this is not directly related to
cancer, it is important to consider that somatic mobilization is not limited to the germline and tumors,
but also occurs in the brain and may occur in other normal somatic tissues as well (see Section 6.2).
It is of interest to note that the first transposable element that was discovered by Barbara McClintock
is mobilized exclusively in the somatic cells of maize [2].

5. L1 as a Driver of Tumorigenesis

Perhaps the most important discussion ongoing in the human retrotransposon field is the exact
timing of L1 activity during tumor development and progression. This boils down to one central
question: are somatic L1 insertions drivers of tumorigenesis or mere passengers along for the ride?
Nearly every published paper in the field addresses this question, including the first documented case
of somatic L1 activity from 1992 [52]. This somatic L1 insertion disrupted a coding exon of the APC TSG
and likely was a driver of tumorigenesis [52] (Table 2). However, in view of our current understanding
of CRC, the precise role of this insertion in tumorigenesis remains unclear. This is because the second
APC allele was not examined in that study and the authors did not rule out a possible role for faulty
DNA repair as an initiator of tumorigenesis [52] (see [80] for details). Thus, the precise stage of
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tumorigenesis that was affected by this L1 driver mutation (i.e., tumor initiation vs. a later stage)
remains unclear. There have been additional findings supporting the theory that somatic L1 insertions
participate in tumorigenesis. For example, a somatic L1 mutation has been identified in a uterine
tumor in the known cancer gene PTEN (Table 2). However, a relatively small number of clear L1 driver
mutations have been discovered to date (Table 2; see Section 6.1 for further discussion of this point).

Studies published in 2012 [70] and 2014 [74] confirmed that intronic L1 insertions in human tumors
usually result in decreased expression of the mutated genes, and thus, could theoretically contribute
to tumorigenesis by decreasing the expression of TSGs. However, the frequency of this occurrence
is under debate: two additional studies had the contradictory finding that the vast majority of intronic
somatic L1 insertions had no effect on gene expression in liver, lung, and colon tumors [72,75].
Thus, although L1 insertions can change gene expression in tumors at least occasionally, more work
is needed to reach a consensus on how frequently this occurs. Interestingly, the unique type of
mutation that is caused by L1 mobilization (i.e., structural variation) also can have unexpected effects
on gene expression. For example, Shukla et al. [72] identified a somatic L1 insertion within an intron
of the ST18 gene that disrupted a cis-regulatory repressor element, which in turn led to increased
expression of the ST18 gene (Table 2). This group concluded that ST18 is likely a proto-oncogene that
has a role in driving liver cancer in this case [72]. It has since been demonstrated that ST18 is important
for the development and persistence of liver tumors by facilitating interactions with tumor associated
macrophages [95]. Therefore, the somatic L1 insertion in ST18 likely was integral for the formation and
maintenance of the tumor in which it was discovered [72]. Both somatically-acquired and germline L1
elements in the genome also can have large effects on the transcriptome through a number of diverse
mechanisms that are independent of L1 activity [96] (recently reviewed in [97]). It can be imagined
that these mechanisms could impact the expression of proto-oncogenes and TSGs, adding another
level of complexity of the potential roles of retrotransposons in cancer cells [72,75].

Table 2. Likely driver mutations caused by somatic L1 retrotransposon insertions in known
proto-oncogenes and TSGs.

Gene Location of Insertion Tumor Type Reference

APC 16th exon (coding) Colorectal Miki et al. 1992 [52]
APC 16th exon (coding) Colorectal Scott et al. 2016 [80]

PTEN 6th exon (coding) Uterine Helman et al. 2014 [74]
ST18 Intron (repressor) Liver Shukla et al. 2013 [72]

One major unresolved question is: how often do L1 driver mutations initiate tumorigenesis
in normal cells? Insertions that occur after tumor growth is well underway would not appear to
participate in tumorigenesis per se, but instead might play a role in tumor evolution or metastasis.
Doucet-O’Hare et al. examined the evolution of esophageal cancer from a precancerous condition
and demonstrated that L1s can be active very early during the tumorigenesis process, and even
found somatic L1 insertions in precancerous lesions that never progressed to cancer (over a 15 year
period) [79]. In a similar study, Ewing et al. also found somatic L1 insertions in precancerous lesions
(adenomas) of the colon and in normal colon tissue [78]. These papers together strongly suggest that
tumor-initiating L1 insertions could occur in a normal cell and then become amplified into a tumor
through selection.

We recently demonstrated that L1 indeed can initiate tumorigenesis in normal colon cells [80].
APC is a gatekeeper TSG that is frequently mutated in patients with CRC—in fact, both copies of APC
must be mutated to initiate most cases of CRC [53–55]. We discovered a somatic L1 insertion that
disrupted the last coding exon of this gene [80], only 388 bp upstream of the somatic L1 insertion that
was discovered by Miki et al. in 1992 [52] (Table 2). Importantly, we also established that the second APC
allele was inactivated by a point mutation, and that this tumor had stable microsatellites, indicating that
faulty DNA repair did not initiate tumorigenesis in this case [80]. Instead, we showed that the tumor
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developed in concordance with the well-established two-hit genetic model for CRC wherein both
APC gatekeeper alleles are mutated in a normal cell [53–55]. L1 disrupted one of the two APC alleles
and a stop codon disrupted the second allele. Thus, somatic L1 mutations can initiate tumorigenesis
in normal colon cells.

6. Closing Remarks and Future Directions

This review has summarized the current literature documenting somatic L1 retrotransposition
in human cancers. The wave of papers that has been published on this topic over the last seven years has
provided a survey of which tumor types are permissive for somatic L1 activity; the field also has begun
to address the important question of why this phenomenon is occurring and the effects it has on cancer
development and progression. However, in the course of discovering important characteristics of
somatic L1 activity, these papers also have raised several new questions that need to be addressed.
To close this review, we summarize below some unsettled questions and future directions.

6.1. Why Don’t We See L1-Initiated Cancers More Frequently?

As discussed in Section 5, there have only been a few reported instances of probable L1-initiated
tumors (Table 2). Though somatically-mobilized L1s can indeed initiate and drive tumorigenesis [80],
there have been a notably small number of such cases discovered, especially considering the total
number of tumors that have been examined for somatic L1 activity across all the studies in Table 1.
This raises the question: why don’t we see this phenomenon more frequently? Although one possibility
is that L1s initiate tumorigenesis in somatic cells only rarely, as suggested by multiple groups [71,75,77],
there also are a few reasons that we may be underestimating the frequency L1-mediated cancers.

First and foremost, the genetic pathways for tumor development have not been thoroughly defined
for most tumor types. Thus, we might be finding somatic L1 insertions in proto-oncogenes and TSGs
that have not yet been discovered, and as a consequence, we cannot yet link these insertions to tumor
development. In this regard, somatic L1 insertions may define a novel set of proto-oncogenes and TSGs that
can only drive tumorigenesis when mutated by L1. In support of this idea, recurring L1 mutations have
been identified in several novel genes that were not previously linked to tumorigenesis [70,71,74–76,78].
This phenomenon is reminiscent of studies in mice where tumors were induced by the Sleeping Beauty
transposon [98]. Even when an L1 insertion occurs within a known proto-oncogene or TSG, it can be
difficult to link the insertion unambiguously to the tumor in which it was discovered. For example, in
some cases a known proto-oncogene or TSG might not have been linked to a specific tumor type (e.g., the
role of ST18 in liver cancer development was determined a few years after the L1 insertion in this gene
was reported [72,95]). Even if the gene has been clearly implicated in the tumor type previously, it can
be difficult to interpret the impact of some L1 insertions without extensive experimentation (e.g., it
is difficult to predict the functional consequences of intronic insertions, such as the one that was
discovered in BRCA1 in a case of ovarian cancer [81]).

Another confounding factor is that the temporal order in which gene mutations occur during
tumor initiation and evolution is unclear in most tumor types (recently reviewed in [99]). In many
cases, the discovery of tumor progression pathways is hindered by the extraordinary mutational
heterogeneity that is found within most cancer types [100]. As a result, there are only a few tumor
types (e.g., CRC) in which we can currently determine whether tumors are actually initiated by L1
insertions in known driver genes. Thus, although projects such as TCGA and ICGC have begun
to explore the mutational landscapes of many human cancers, much more work is needed to fully
understand how L1 mutagenesis contributes to tumor formation.

6.2. To What Extent Are L1s Active in Normal Noncancerous Cells and Tissues?

Although L1 clearly is quite active in the normal somatic tissues of the brain and epithelial cancers,
we are just beginning to explore the extent of somatic activity in other normal tissues. Several lines of
evidence suggest that L1 can evade somatic repression in at least some other normal tissues. In one
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study, 21 putative somatic L1 insertions were identified in normal liver cells using a targeted sequencing
assay [72]. In another study, two somatic L1 insertions were discovered in normal stomach cells [78].
Yet another study found nine putative somatic L1 insertions in the normal esophagus [79]. In all three
of these studies, independent validation of somatic L1 activity in the normal tissue was either very
limited or not possible. A confounding factor was that germline insertions could appear to be new
somatic insertions in adjacent normal tissue if the tumor underwent chromosomal loss over the site.
Regardless, these studies are likely to have reported true somatic insertions, since it can be reasonably
expected that germline insertions would be detected by PCR in the tumor-infiltrating noncancerous
cells that comprise the tumor stroma. Thorough validation might have been possible if a second normal
tissue were available in these studies (however, this was not the case). In contrast, two additional
somatic L1 insertions have been identified in normal tissues that were fully validated by PCR: the first
in normal colon and absent from liver cells [78]; the second in normal esophagus (and a precancerous
lesion) and absent from blood cells [79]. Finally, in our CRC study we determined that a tumor-forming
L1 insertion in APC occurred at the earliest stages of tumorigenesis (most likely in a normal colon
cell), providing further evidence that normal colon tissues can support somatic L1 activity [80]. Thus,
there is a lot of evidence in the literature (albeit sometimes preliminary in nature) to suggest that
normal adult tissues may broadly support somatic L1 retrotransposition.

On the basis of this limited evidence, is it possible that most (if not all) normal epithelial tissues
support L1 activity? If so, this might have been largely missed for the same reason that it was initially
overlooked in the brain: that each cell in a given tissue generates a unique collection of somatic L1
retrotransposition events that cannot be detected in bulk tissue. The solution to this problem is to adapt
L1 discovery methods to single cell sequencing technologies. This approach has been pioneered in brain
tissues by the Walsh [93] and Faulkner [94] labs, and should be adaptable to other normal tissues as well.
Through whole genome amplification, this technique is able to both sequence the genome of a single
cell and also provide material for validation [93,94]. Although this approach is still in its infancy, it
likely will be useful for finding the somatic L1 insertions that the literature suggests are mutagenizing
the genomes of normal cells throughout the human body. Clearly, more work will be necessary to
determine whether this is the case.

6.3. How Does Inter-Individual Genomic Variation Affect Somatic L1 Activity?

Finally, we need to address how differences in FL-L1 source element profiles influence
tumorigenesis. As discussed in Section 4.3, each individual inherits a different collection of FL-L1 source
elements. The content of these profiles could have considerable effects on the risk of an individual
developing L1-mediated diseases, including cancers. In this regard, many questions remain unanswered:
How many hot FL-L1 source elements are present in each human’s genome and how does this vary
from one human to the next? How many elements can evade somatic repression and initiate human
cancers in normal somatic tissues, and in which tissues does this occur? This is a particularly important
question because it is quite possible that most of the somatic L1 insertions that have been discovered in
tumors thus far were produced by source elements that only became derepressed after tumorigenesis
was underway. If this were the case, it might help to explain why the community has identified only a
handful of clearly recognizable L1 driver mutations in human cancers: most insertions were generated
too late to initiate or drive tumorigenesis. However, several lines of evidence indicate that at least some
FL-L1 source elements can evade somatic repression in normal tissues, and generate driver mutations
sufficiently early to initiate tumorigenesis. We need to explore this class of events more carefully and
determine how often source elements can generate tumor-initiating mutations in normal cells. Events
that occur later in tumorigenesis also need to be explored further for roles in tumor evolution and
metastasis.

We also need to gain a better understanding of how FL-L1 source element profiles vary in human
populations. Although some FL-L1s are ubiquitously found in most or all human genomes, many others
are found only in a subset of individuals and are inherited in a population-specific manner [80]. As a
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result, ancestry could play an important role in determining an individual’s mutagenic burden from
germline and somatic L1 activity. For example, in our CRC study, a population-specific FL-L1 source
element on Chromosome 17 of the patient’s genome initiated tumorigenesis [80]. Since this element is
restricted to populations that are associated with the African diaspora, the cancer risk that is associated
with this element also would be restricted to such populations. At the present time, very little is
known about how source element profiles vary across diverse human demographies, and how these
differences affect tumorigenesis.

6.4. Conclusions

We have presented a brief overview of research examining somatic L1 retrotransposition in human
genomes, focusing on landmark studies outlining the activity of these mobile elements in human
cancers. Researchers in this field have characterized many aspects of somatic L1 activity in the short
span of only seven years. However, several major questions remain unresolved. One unsettled question
is: How often does somatic L1 retrotransposition initiate and drive tumorigenesis in humans? Despite
the fact that thousands of somatic L1 insertions have been recovered from many tumor types, only a
handful of clearly-recognizable driver mutations have been discovered. We also have a very incomplete
understanding of L1 activity in normal somatic tissues. If L1s are highly active in most adult somatic
tissues, we clearly need to gain a better understanding of the consequences of this activity. Likewise,
in our current era of human genomics and precision medicine, it is increasingly important to define
inter-individual variation and determine how variation in FL-L1 source element profiles may impact
human health and disease.
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Abstract: Transposable elements, often considered to be not important for survival, significantly
contribute to the evolution of transcriptomes, promoters, and proteomes. Reverse transcriptase,
encoded by some transposable elements, can be used in trans to produce a DNA copy of any
RNA molecule in the cell. The retrotransposition of protein-coding genes requires the presence of
reverse transcriptase, which could be delivered by either non-long terminal repeat (non-LTR) or LTR
transposons. The majority of these copies are in a state of “relaxed” selection and remain “dormant”
because they are lacking regulatory regions; however, many become functional. In the course of
evolution, they may undergo subfunctionalization, neofunctionalization, or replace their progenitors.
Functional retrocopies (retrogenes) can encode proteins, novel or similar to those encoded by their
progenitors, can be used as alternative exons or create chimeric transcripts, and can also be involved
in transcriptional interference and participate in the epigenetic regulation of parental gene expression.
They can also act in trans as natural antisense transcripts, microRNA (miRNA) sponges, or a source
of various small RNAs. Moreover, many retrocopies of protein-coding genes are linked to human
diseases, especially various types of cancer.

Keywords: retrotransposon; retrotransposition; retrocopy; retrogene; gene duplication; genome evolution

1. Introduction

A large fraction of human and other eukaryotic genomes consist of sequences that originated,
directly or indirectly, as a result of transposable elements (TE) activities. Most of these genomic
elements are considered to be nonessential to survival. However, TEs have a significant influence on
genome evolution. TEs are probably most commonly known as recombination hotspots; however,
they also contribute to the evolution of promoters and proteomes. Considering the direct contribution
to proteomes, two scenarios exist: the coding potential of a TE is “domesticated” to perform host
cellular function or TE-derived sequences are exapted into a coding portion of existing genes to
generate novel protein variants [1]. One of the most impressive examples of a domesticated TE is
the recombination-activating protein RAG1 [2]. This protein was derived from the transposase gene
of a Transib DNA transposon 500 million years ago [3]. Another great example is the domestication
of the gag gene. As many as 85 gag-like genes might exist in the human genome [4]. The second
direct contribution to proteomes is exaptation, i.e., cooptation of different TE fragments to a new role.
We call exapted those TE fragments that became a part of a coding sequence (CDS) but do not code for
a protein domain attributed to their original function. In humans Alu sequences are major donators of
exons, but exons acquired from other elements, such as LINEs, endogenous retroviruses, and DNA
transposons, have also been reported [5]. Examples of the exaptation of an endogenous retrovirus
envelope (env) gene are the primate genes Syncytin-1 and Syncytin-2, which might be involved in the
formation of the placenta [6].
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Reverse transcriptase (RT), encoded by some TEs, can be used in trans to produce a DNA
copy of any RNA molecule in the cell. This copy, reintegrated into the genome, will most likely
be “dead on arrival” because none of the regulatory elements can be copied in RNA-mediated gene
duplication. Therefore, these sequences are often called retropseudogenes or processed pseudogenes.
Although the majority of these retrocopies are in a state of “relaxed” selection and remain “dormant”
because they are lacking regulatory regions, many become functional. The evolutionary path of these
functional retrocopies, called retrogenes, is not uniform. In the course of evolution, they may undergo
subfunctionalization and share their function with their parent [7], develop a brand new function
(neofunctionalization) [7], or replace their progenitors [8].

Retrogenes were long considered to be unimportant copies, but are currently called “seeds of
evolution” since they have made a significant contribution to molecular evolution [9]. It has been
shown that retrogenes play an important role in the diversification of transcriptomes and proteomes
and may be responsible for a wealth of species-specific features. Some of these differences are highly
important in medical research and may be the reason why results from animal studies cannot be
transferred to humans. For example, the functional mouse retrogene Rps23r1 reduces Alzheimer’s
beta-amyloid levels and tau phosphorylation [10]. This particular retrogene is rodent-specific and
does not exist in the human genome. Another elegant example of the functional phenotypic effect of
retroposition was demonstrated by fgf4 retrogene studies. Insertion of this retrogene is responsible for
chondrodysplasia in dogs. All breeds with short legs are carriers of the fgf4 retrogene [11].

The discovery that retro sequences considered “junk DNA” may be functional and play a crucial
role in shaping genome-specific features was one of the most surprising breakthroughs of human and
other genome analyses. A large number of studies were recently performed to explore these unique
sequences, yet our knowledge of retrogenes’ evolution is exceptionally limited. In this review paper,
we present recent studies aiming to decipher the functions of transcriptionally active retrocopies of
protein-coding genes.

2. Retrotransposons as a Source of Cellular Reverse Transcriptase

The possibility of the reverse flow of genetic information from RNA to DNA was initially proposed
in research conducted on the chicken Rous sarcoma virus [12]. The suggestion that the viral RNA
genome can be transcribed into a DNA sequence and integrated into the host genome, together with
the subsequent discovery of adequate enzymes [13,14], received the Nobel Prize in 1975. At that time,
various mobile genomic elements, such as Ty in yeast [15] and LINE1 in human [16], were found
to encode a reverse transcriptase, which was quickly associated with their mobilization abilities.
This abundant group of “jumping genes”, called retrotransposons, has been divided into two families
characterized by the presence or absence of flanking long terminal repeats (LTRs) (Figure 1). The first
group includes retroviral-like elements with LTRs, and the second consists mainly of long interspersed
nuclear elements (LINEs) and short interspersed nuclear elements (SINEs) without LTRs. The LTR
and non-LTR retrotransposons can be further subdivided into autonomous retrotransposons, which
encode proteins required for mobilization, and nonautonomous retrotransposons, which utilize the
retrotransposition machinery of the others.

The origin of retroelements and the evolutionary relation between them and retroviruses are
not currently clear. The major hindrance in evolutionary analysis is the lack of unitary molecular
characteristics across all retrosequences. Despite this limitation, several approaches have been used
to portray the relations, for example, comparison of the reverse transcriptase [17] or ribonuclease
H domains [18]. According to these analyses, non-LTR retrotransposons are the oldest group of
retroelements and might be derived from various sequences, for example, having a common
ancestor with RNA viruses [17] or originating from the prokaryotic group of II introns, also called
retrointrons [18,19]. In the case of LTR retrotransposons, the evolutionary path is even more ambiguous.
Doubtless, they are closely related with retroviruses, which is reflected in the common structural traits
and notable similarities during the retrotransposition process. Autonomous LTR retrotransposons
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contain gag and pol genes encoding structural proteins required for the formation of the virus-like
particles and enzymes involved in reverse transcription and incorporation of new copies into the
genome. The lack of the envelope (env) gene, which enables recognition and infection of the host
cell, is considered a main difference between retrotransposons and retroviruses. Although env-like
genes have been found in some retrotransposons, their function is not fully understood [20,21]. Due to
these facts, it was suggested that retrotransposons evolved from retroviruses that lost their infectious
properties as a result of mutational inactivation of the genes responsible for intercellular movement.
Alternatively, LTR retrotransposons could have arisen from ancestral non-LTR retrotransposable
elements, with acquisition of the env gene providing an opportunity for retrovirus evolution [17–19].

Figure 1. Schematic representation of the structural organization of (a) long terminal repeat (LTR) and
(b) non-LTR retrotransposons. A detailed description can be found in Sections 2.2 and 2.3.

Both LTR and non-LTR retrotransposons are abundant in eukaryotic genomes (Figure 2). In plants,
the most prominent fraction is composed of LTR retrotransposons and is frequently associated with
an enlarged genome size. A good example is Zea mays, in which insertions of retrotransposons have
doubled the genome size during the past three million years of evolution [22]. LTR retrotransposons
occupy at least 55% of the Z. mays and 76% of the Hordeum vulgare genomes [23–25] and compose
up to 58% and 91% of the Allium cepa and Asparagus officinalis DNA contigs, respectively [26].
Non-LTR retrotransposons are less abundant and usually cover only a few percent of the whole
genome. Nevertheless, analysis of 23 plant genomes indicated that structurally intact (and therefore
potentially active) LINEs are present from model species, such as Arabidopsis thaliana, to very complex
genomes, such as Picea abies [27]. In metazoa, compared to in plants, retrotransposons usually
constitute a smaller genome fraction (Figure 2). A remarkable example is one of the model organisms,
Drosophila melanogaster, in which retrotransposons compose approximately 17% of the genome.
In mammals, non-LTR retrotransposons are the most common; they represent approximately 28% and
35% of the mouse and human genomes, respectively. In contrast, LTR elements compose only 12%
and 9% of these genomes [28]. However, not all retrotransposon families are still active. For example,
only three non-LTR retrotransposon families—long interspersed elements 1 (L1s), Alu elements,
and SVAs (named after their composite parts: SINE-R, VNTR (variable number of tandem repeats),
and an Alu-like sequence)—are actively mobilized in the human genome [29].
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Figure 2. Genomic fractions of retrotransposons in selected genomes. Based on: Zea mays [23],
Hordeum vulgare [25], Drosophila melanogaster, Mus musculus (genome version mm10), Homo sapiens
(genome version hg38)—Repeat Masker online dataset [28].

2.1. Retrotransposition of Nonautonomous Retrotransposons and Gene Copies

While autonomous retrotransposons encode their own mobilization machinery, the generation of
nonautonomous retrotransposons and retrotransposed gene copies has long remained unclear. In the
early 1980s, the analysis of repetitive sequences originating from small nuclear RNA and 7SL RNA
showed that some are flanked by short direct repeats [30]. Because analogous repeats were found in
combination with endogenous retroviruses and other mobile elements, a similar mechanism involving
the insertion of reverse-transcribed RNA into the genome was suggested.

The endogenous reverse transcriptase activity and its ability to retrotranspose cellular
non-retrotransposon mRNA were tested in a minigene system in HeLa cells [31]. Copies of a reporter gene
with all characteristics indicating RNA-dependent duplication, including lack of introns, the presence of
a polyA tract, and short repeats flanking the sequence, were found. Furthermore, the experiment showed
that retrotransposition of mRNA in mammalian cells is still an active process. Further experimentation
with mouse and human cells transfected by vectors containing reverse transcriptase revealed functional
differences between the enzymes from retroviruses and those from LINE retrotransposon [32]. These
results demonstrated that, in contrast to retroviral reverse transcriptase, LINE RT could generate
reverse transcripts from RNAs, which do not show any sequence specificity or similarity to the LINE
themselves. Therefore, autonomous non-LTR retrotransposons might be the source of endogenous RT
involved in the formation of other retrotransposed genetic elements. Experiments performed by the
same group [33] confirmed that LINE1 can act in trans and give rise to new retroposed gene copies.
However, LINE1 elements are more effective in cis, which could be a consequence of the close proximity
of LINE1-derived mRNA and proteins during translation or the limited life-time of protein in the
lack of LINE1 mRNA [34]. This conclusion also explains the abundance of LINE1 elements in the
genome compared to retrotransposed genes, as it was demonstrated that no more than 0.05% of the
retrotransposition events conducted by LINE1 are related to retrotransposed gene formation [34].
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Because the majority of experiments were conducted on animals, mostly mammalian models,
the knowledge of retrotransposition in plants is restricted. Moreover, LINE elements constitute only
a small fraction of the plant genome; their retrotransposition and creation of new gene copies is limited,
but possible [35]. Since the first plant retrocopy was reported in Solanum tuberosum in 1987 [36], many
retrotransposed genes have been found in various plant species [37–40]. For instance, a recent analysis
of A. thaliana identified 251 retrocopies, of which 216 were described as novel [40]. In the RetrogeneDB2
repository, 1821 retrocopies in 37 plant species were identified [41]. Interestingly, analysis of plant
retrocopies showed that LTR retrotransposons might also be involved in retrocopy formation. One of
the best documented cases is the Bs1 retrotransposon, which participated in the creation of retrocopies
of three different cellular genes in the Z. mays genome [42,43]. Moreover, several additional retrocopies
showing the signatures of LTR-mediated retroposition were recently found in both invertebrates and
vertebrates [44]. Tan and coworkers [44] showed that LINE1-linked retrotransposition is dominant
in mammals, whereas in mosquito, zebrafish, and chicken, retrocopies are created by both LTR- and
non-LTR–mediated mechanisms. All polymorphic retrocopies found in Drosophila were formed by
LTR retroposition. This type of retrotransposition is also more common in plants. Recent analysis of
retrocopies derived from circular RNA (circRNA) in the mouse genome has shown LTR sequences
localized in the flanking regions, which may suggest LTR-mediated retrotransposition [45].

Although the majority of retrotransposons have lost the capacity for mobilization—for instance,
no more than 100 L1 in the human genome encode functional retrotranspositional machinery [46]—they
are found to play various roles. They can shape genomes by acting as recombination hotspots or
participating in exon-shuffling. They may also be used as new regulatory elements and alter the
chromatin structure, thus influencing neighboring gene expression [47]. However, due to the integration
of retrotransposons in random sites and the high likelihood of deleterious effects of insertion [48],
different mechanisms of retrotransposition regulation evolved. Multilevel pathways are present in
cells, starting from epigenetic silencing of retrotransposons by genomic DNA methylation and histone
modification [49] to post-transcriptional positive and negative regulation [50].

2.2. LTR Retrotransposon-Based Transposition

The autonomous LTR retrotransposons are a diverse group; however, some common traits exist.
They usually span several kilobases, are flanked by long terminal repeats, and contain promoters for
RNA polymerase II localized in LTRs; however, only one RNA Pol II transcribes the retroelement.
They encode at least two genes, which can overlap, be separated by terminal codons, or be fused
into a single open reading frame [21,51]. One of the genes, pol, encodes various enzymatic domains,
including reverse transcriptase and integrase, while the second, gag, produces structural proteins
involved in the formation of virus-like particles (VLPs) (Figure 1a).

The mechanism of retrotransposition is similar to that observed in retroviruses. The process
begins with transcription of the LTR retrotransposon by RNA polymerase II, after which the newly
synthesized RNA is transported to the cytoplasm [20,51]. Next, translation and formation of VLPs
occurs. Reverse transcriptase, integrase, and RNA molecules are typically packed in VLPs, and by
chance cellular mRNA may also be encapsulated [20,44]. Reverse transcription usually starts by
annealing tRNA to a primer binding site near the 5′ LTR. The microsimilarities between the LTR
retrotransposon and cellular mRNA allow for template switching between these two molecules and
therefore for incorporation of an mRNA sequence into the emerging cDNA [44]. Moreover, stretches
of microsimilarity can appear in multiple places along the gene. Theoretically, template switching can
occur several times, but frequently only a limited part of the parental mRNA is reverse transcribed.
Furthermore, second strand synthesis occurs from a polypurine tract near the 3′ LTR. Next, the LTR
ends of the new cDNA are bound by integrase (IN) and the VLP localizes a nearby nucleus. Finally,
the cDNA–IN complex is transported to the nuclei, and integrase cuts the cellular DNA and joins the
released ends with LTRs from the retrotransposed copy [51]. The complete cDNA is finally integrated
into the genome, generally at a random site (Figure 3). In contrast to LINE1-mediated retroposition,
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new retrocopies acquire long tandem repeats and thus a promoter sequence, which enables further
transcription and retrotransposition [44].

Figure 3. Model of mRNA retrotransposition mediated by the LTR retrotransposon (based on [20,44,51]).
The blue sphere represents the nucleus. Stages: 1: Transcription of the LTR retrotransposon (LTR)
and parental gene (PG). 2: Translation of LTR-encoded proteins, including reverse transcriptase (RT),
integrase (IN), and proteins building virus-like particles (VLPs). 3: Formation of VLP with LTR-derived
mRNA and parental gene mRNA. 4: Reverse transcription and template switch (TS). 5: Formation of
the cDNA-IN complex. 6: Translocation and integration of chimeric cDNA into the genome.

2.3. Non-LTR Retrotransposition Mechanism

The most abundant non-LTR retrotransposon in mammals is LINE1 (L1); however, the set of the
elements is quite variable between individuals [52]. For instance, a new insertion of L1 in humans
occurs in between 1/95 and 1/270 of newborns [53]. Intact L1s are up to 6 kb in length and contain
an internal promoter with sense and antisense activity localized in the 5′ untranslated region [54]. We can
distinguish two open reading frames: one encoding a smaller RNA-binding protein with chaperone
activity [55] and the other encoding a larger protein with endonuclease and reverse transcriptase
domains. Mutational analysis of these two open reading frames showed that both proteins are required
for retrotransposition [56]. Additionally, a third, primate-specific open reading frame was recently
found on the antisense strand [57], but the biological function of the transcript is not clear. The majority
of L1 elements also contain a polyA tract in their 3′ region (Figure 1b).

As experiments have shown, the LINE1 element can be transcribed by RNA polymerase II to
mRNA, which is further used in translation and reverse transcription processes (Figure 4) [31,56].
The L1 mRNA is transported to the cytoplasm and translated, and the newly synthesized proteins
interact with RNA in such a way that the one with enzymatic domains binds the 3′ end, while the
smaller ones with chaperone activity are attached along the entire RNA molecule [58]. The spatial
distribution and proximity may influence the cis preference of L1 retrotransposition. However, small
chaperone proteins encoded by L1 may also bind to other RNA molecules. For example, LINE1s are
responsible for the Alu (from 7SL RNA) [59], snRNA [60] and mRNA retrocopies [33]. LINE1s can
also mobilize primate-specific SVA retrotransposons [61,62], hY RNA [63] or even human endogenous
retroviruses [64]. However, the observation that removal of the polyadenylation signal results in a loss
of retrotransposition [65] indicates that the presence of a polyA tail may be one of the requirements for
mobilizing RNA via a LINE1-derived mechanism.
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The ribonucleoprotein particle formed by RNA and LINE1-encoded proteins needs to get close
to the chromosome DNA, where the target-primed reverse transcription occurs. However, it is not
clear how the import to the nucleus happens. It was proposed that retrotransposition occurs during
cell division when the nuclear membrane is disrupted [66]. However, there is also evidence for
retrotransposition in non-dividing cells [67,68] and, therefore, cell division may not be necessary
for the ribonucleoprotein transport near genomic sequence. Nevertheless, the reverse transcriptase
domain begins synthesis of a new DNA strand on an RNA template using the free 3′-OH resulting
from endonuclease cleavage of the genomic sequence [69]. Alternatively, non-classic L1 insertion into
pre-existing gaps in DNA can occur [70]. The subsequent steps have not been thoroughly studied,
but it was proposed that a second nick is generated downstream, thereby enabling second DNA strand
synthesis. The final step may also include creating target site duplication (TDS) of variable length.
Additionally, in this process, the 5′ site of the newly arisen copy is often truncated.

Figure 4. Model of mRNA retrotransposition mediated by non-LTR retrotransposon referring to LINE1.
The blue sphere represents the nucleus; the dotted line shows the probability of nucleus membrane
disruption. Description of the stages: 1: Transcription of the non-LTR retrotransposon (non-LTR)
and parental gene (PG). 2: Translation of non-LTR–encoded proteins, including proteins with reverse
transcriptase (RT) and endonuclease (EN) domains and RNA-binding proteins with chaperone activity.
3: Formation of ribonucleoprotein particle by binding of the proteins to the polyA tail of the parental
gene mRNA. 4: Transport of ribonucleoprotein particle near the genome. 5: Reverse transcription and
incorporation of the parental gene.

3. Number of Retrocopies across Genomes

The identification of retrocopies has been the subject of many studies and with the increasing
number of sequenced genomes, as well as data from high-throughput experiments, new retrocopies
are being discovered in various organisms. Examples of recent analyses include the comparative
genomic study of the green algae retrogene repertoire [71] and inter-specific segregating retrocopies in
cynomolgus and rhesus monkeys [72].

Basic annotations for retrotransposed gene copies, containing the localization and identified
parental gene, are incorporated into several online databases. However, the most frequent description
of these sequences is “processed pseudogene” or just “pseudogene”, which could be misleading as it
does not directly indicate origin by retrotransposition. The major difficulty in annotation is the lack of
specific sequence motifs and the high rate of mutation accumulation in retrocopies. Even the most
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obvious feature, a lack of introns, does not have to be preserved, as retrogenes are known for intron
incorporation [73]. Moreover, they may also acquire novel exons or be fused with another gene and
used as an alternative exon [74]. On the other hand, intronless genes are not always an outcome of
a retroposition event. For instance, single-exon histone-encoding genes are believed to have originated
in prokaryota [75]. Other retrocopy traits, such as the polyA tails and insertion site repeats, are found
only in evolutionarily young retrocopies. Regardless, the best approach to retrocopy identification so
far is based on alignment of known protein-coding sequences to the genome.

The Ensembl genome browser is one of the major resources of publicly available genomic
information. In addition to datasets analyzed in an automated way, manually curated data from
the HAVANA project are included [76]. Annotation of retrocopies, called “processed pseudogenes”,
is based on an imperfect alignment between the genome and protein sequences, which enables
multi-exon and single-exon gene models to be obtained. These single-exon annotations are interpreted
as intronless, and therefore possibly retrotransposed, gene copies [77]. A similar method was applied
in the PseudoPipe pipeline to predict all types of pseudogenes in the eukaryotic genomes stored on
the Pseudogene.org server [78]. A slightly different approach was applied in UCSC Genome Browser,
which besides Ensembl is the largest collection of genomic annotations. Here, the method for retrocopy
identification was based on the RetroFinder pipeline, in which mRNA sequences were aligned to the
genome [74,79]. Similar to the previous approaches, multi-exon and single-exon hits were obtained.
The intronless candidates for retrocopies were then passed through multistage feature-based selection.
For instance, a number of ancestral genes and putative retrocopy exons, as well as the presence and
position of the polyA tail, were considered. PseudoPipe and RetroFinder, together with the HAVANA
annotations, were used to produce a high-confidence dataset of pseudogenes, including retrocopies, in
the human and mouse reference genomes in the GENCODE project [80].

More conservative approaches for retrotransposed gene copy annotation were applied in
retroduplication-dedicated databases. The main purpose of utilizing more restrictive prediction
criteria is the minimization of false positive results. On the other hand, they also provide expanded
information enriched by potential function, interspecies conservation, and expression studies. There
are three retrocopy-specific databases available. The first, HOPPSIGEN, is focused on human and
mouse genomes [81]. A wider range of retrocopies, identified in six primate genomes, is available
in RCPedia [82]. In addition, RetrogeneDB2 stores retrocopy information for 62 animal and 37 plant
species [41]. Moreover, this database includes expression validation based not only on RNA-seq
experiments but also on expressed sequence tag (EST), transcription start sites (TSS), and chromatin
immunoprecipitation sequencing (ChIP-Seq) data. Another distinguishing feature of RetrogeneDB2 is
the inclusion of data from retrocopy number variation studies that show retrocopies’ indel frequencies
across human populations [83].

The numbers of predicted retroposed pseudogenes across databases are summarized in Table 1.
Although all the described methods rely on the alignment of known multi-exon coding genes (in the
form of nucleotide or amino acid sequences) to the genome, the number of retrocopies differs because
of the distinct filtering strategies, as well as the applied tools and parameters. For instance, the
HOPPSIGEN dataset was obtained using the BLAST alignment tool [84], while in RetrogeneDB2,
database retrocopies were identified on the basis of sequence alignments generated by LAST [85]
(Table 2). Additional information about putative retrogenes can also be acquired from intronless gene
databases. For instance, the IGD database [86] and SinEx DB [87] contain sets of single-exon coding
genes for human and 10 mammalian genomes, respectively.
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Table 1. Comparison of retrocopy sets available in the described databases. In addition, the number of
retrogenes annotated in the Homo sapiens, Pan troglodytes, Macaca mulatta, and Mus musculus genomes
is shown.

Database Plants Animals

Number of Retrocopies

Homo sapiens Pan troglodytes Macaca mulatta Mus musculus

Non-specific databases

Ensembl 1 + + 10,815 69 182 6999
UCSC 2 + + 13,742 − − 18,456

GENCODE 3 − + 9074 − − 6151
Pseudogene.org 4 + + 8739 7505 − 9809

Retrogene-dedicated databases

HOPPSIGEN − + 5206 − − 3428
RCPedia − + 7831 7733 7544 −

RetrogeneDB2 + + 4611 3285 2377 4148
1 Ensembl genome browser release 86 dataset filtered by “processed pseudogene” in BioMart; 2 UCSC RetroGenes
v9 (H. sapiens) and v6 (M. musculus) dataset statistics; 3 GENECODE human (Release 25, GRCh38.p7), Mouse
(Release M11, GRCm38.p4), “processed pseudogenes” with “gene” and “level 1” statuses were chosen from the
comprehensive gene annotation GTF file; 4 class “processed” was selected for all organisms: chimp build 50
(CHIMP2), mouse build 84 (GRCm38), human build 83 (NCBI38).

Table 2. Approaches used in retrocopy-specific databases.

Database Sequence Aligned to the Genome Tool

HOPPSIGEN gene coding sequence TBLASTX
RCPedia entire transcript BLAT

RetrogeneDB2 protein LAST

4. Molecular Functions of Genes Retrocopies

In the retroposition process, the parental regulatory elements are usually not inherited, and the
new copy often slowly decays and is silenced by the accumulation of degenerative mutations in
a process called pseudogenization or nonfunctionalization. However, a large number of transcripts
originating from retrocopies were found in cells, which suggests the acquisition of active promoters.
Retrogenes may use regulatory machinery of nearby genes or utilize distant CpG-rich sequences [88]
and occasionally parts of their own sequence [89] to promote transcription. For instance, when the
parental gene has multiple transcription start sites and the one located upstream of the promoter
region is used, the retrotransposed transcript may contain a prominent part of the core promoter.
A good example of such a case is the PABP3 retrogene. Analysis of the sequence similarity between the
abovementioned retrocopy and the parental gene showed high conservation of the 5′ upstream region,
suggesting that the retrogene arose from a gene transcript containing a fragment of the promoter [89].

After gene duplication, the genome contains two similar genes, which may potentially have
the same function. This initial functional redundancy, depending on the deleterious or beneficial
impact on the organism, may be eliminated or preserved during evolution. Signatures of purifying
selection, like intact open reading frames or lower rates of non-synonymous to synonymous mutation,
are frequently used as evidence to support the putative functionality of the new copy [7]. However,
sequence conservation is not direct evidence of functionality. Experiments focused on the molecular
characteristics of retrogene products are usually necessary to confirm expression and to assess the
function of the analyzed molecule.

The development of high-throughput sequencing methods has enabled wide characterization of
genomes, transcriptomes, and even epigenomes of various organisms, as well as particular organs and
tissues. Sequencing experiments provide information about gene expression, methylation patterns,
and DNA–protein interactions, which may be used to create a complex description of retrogene
functionality and regulation. However, the analysis of short reads produced by next-generation
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sequencers is challenging because of the difficulty in assigning them to one of two or more highly
similar sequences, such as the parental gene and its retrocopies. Nevertheless, new technologies
that produce long reads from a single molecule have improved, and retrocopy expression analyses
should eventually become less problematic. While analytical problems may always exist, our current
knowledge about retrocopies and their function is quite extensive, and many different examples are
well documented (Figure 5).

Figure 5. Selected functions of retrogenes. (a) On the DNA level, for example, retrogenes may be used
as alternative exons and create chimeric transcripts or be involved in transcriptional interference; (b) as
RNAs, they can participate in epigenetic regulation of parental gene expression and act as trans-natural
antisense transcripts, microRNA (miRNA) sponges or a source of various small RNAs; (c) retrogenes can
also encode proteins, which might retain the parental gene function (subfunctionalization), evolve a new
function (neofunctionalization), or even functionally replace the parental gene (“orphan” retrogenes).

4.1. Protein-Coding Retrogenes

Retention of highly similar expressed sequences is often disadvantageous; therefore, conservation
of the same gene function in its retrocopy is rare. Zhang [90] suggested that duplicates could be possible
only in cases of highly demanded genes, such as rRNAs and histones. Although sharing the same function
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appears to be a natural consequence of gene duplication, retrogenes are often regulated in a different
way than their ancestor genes because of distinct regulatory mechanisms. The main consequence of
differences in regulatory machinery is spatio-temporal division of expression. In the most popular
duplication-degeneration-complementation (DDC) model, the parental gene and retrocopy subdivide
the ancestral function [91]. This mode of retrocopy evolution is called subfunctionalization.

One interesting but complex example of retrogene evolution is illustrated by a pair of retrocopies
in A. thaliana [92]. The parental gene CYP98A3 encodes the meta-hydroxylase engaged in the plant
phenolic pathway and lignin biosynthesis. Two retrocopies of this gene, CYP98A8 and CYP98A9, encode
similar enzymes, which specialize in 3′- and 5′-hydroxylation of derivatives of spermidine localized
in the pollen coat and wall. Analysis of the evolutionary history of the CYP98 family shows that in
Brassicaceae, the parental gene CYP98A3 was retrotransposed and the CYP98A8/9 ancestor retrogene
went through tandem duplication [92]. Through further evolution, the loss of one copy was observed in
some lineages; therefore, the remaining copy, CYP98A8, preserved the 3′- and 5′-hydroxylase activity.
However, in the A. thaliana lineage, two copies were conserved, and subdivision of function occurred.
CYP98A9 acts as the 3′-hydroxylase, while CYP98A8 acts as the 5′-hydroxylase. Moreover, the authors
suggest that CYP89A9 retroprotein may have developed an additional function and play a role in
flavonoid metabolism [92].

An example of subfunctionalization in humans is the cell cycle gene CDC14B and its retrocopy,
CDC14Bretro [93]. Retrotransposition of the CDC14Bpar transcript occurred approximately 18–25 million
years ago, and the ancestral function was probably conserved until the separation of African and
Asian apes. However, in the African apes’ ancestor genome, several mutations in the 5′ end of
retrogene sequence were fixed, and subcellular localization of the encoded protein was shifted from
the microtubule to endoplasmic reticulum [93]. The authors suggest that the relocalization of the
retrogene protein was due to a change in substrate and/or interaction partners and was related to
the novel function development and specific testis/brain expression. Thus, this example may not be
subfunctionalization but rather acquisition of a novel function that was previously not reported for
the parental gene, i.e., neofunctionalization [94]. Another example where it is difficult to differentiate
subfunctionalization from neofunctionalization is the RAB6C retrogene, which was retrotransposed
approximately 21–25 million years ago in primates from the RAB6A gene [95]. In contrast to the
parental gene, it is expressed in the centrosome, whereas the ancestor protein is found in the Golgi
apparatus. This subcellular shift is probably a result of C-terminal extension impeding interactions
with the Golgi. A RAB6C depletion experiment resulted in tetraploidization and duplication of the
centrosome. Therefore, the retrogene-encoded protein developed a new function and is perhaps
responsible for controlling cell cycle progression [95].

A retrogene-encoded protein may participate in an ancestral or new metabolic pathway, as shown
above, but the process of retrocopy translation itself can also have an impact on the parental
gene. An interesting example of this phenomenon is the connexin 43 (Cx43) gene and its retrocopy.
Both encode proteins; however, retrogene expression is limited to breast cancer [96,97]. The Cx43
retrogene has an intact open reading frame and encodes a protein of the same size as the parental gene,
yet the ancestral function is not fully retained. While the parental Cx43 gene is involved in cell growth
control and intercellular communication, the retrogene seems to be not engaged in the second one [96].
Interestingly, further research indicated that the translational machinery preferentially binds to the
retrogene, causing a shift in the parental gene mRNA from a polyribosome to monoribosome fraction,
resulting in decreased expression of Cx43 [97]. Silencing of the retrogene resulted in increased Cx43
RNA and protein levels, supporting the regulatory role of the retrogene [97].

Another study of tumor-suppressor gene TP53 suggested that gene duplicates, which arose via
retrotransposition, play a role in the reduction of cancer risk in elephants [98]. Two of 19 retrogenes of
the TP53 gene, TP53RTG12 and TP53RTG19, can be translated and enhance the DNA-damage response.
In comparison to the parental TP53 protein, there are three significant differences: truncation in the
DNA binding domain, lack of a nuclear localization signal, and lack of an oligomerization domain.
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However, the interaction motif, which enables binding to a negative regulator, is conserved. Therefore,
the researchers suggested two putative models of function for this protein. The retrogene-encoded
proteins may bind to and block a TP53 negative regulator or may directly bind to the parental gene
protein and prevent its ubiquitination [98].

A retrogene may not only share a function with the parental gene but may become a functional
replacement after pseudogenization or deletion of its progenitor. The first so-called “orphan” retrogenes
were discovered as a result of a comparative analysis of worm, chicken, and human genes. All 25 such
cases identified in the human genome represent known and well-studied genes that were not previously
recognized as retrocopies. Moreover, seven of them are associated with various human diseases,
including diabetes, attention-deficit/hyperactivity disorder, congestive heart failure, and Huntington’s
disease. One of them, linked to hereditary spastic paraplegia, is the CHMP1B retrogene encoding
chromatin-modifying protein 1B. The parental gene was pseudogenized in the ancestor of Old World
and New World monkeys, but it is still active in rodents [8]. Another study identified a partially
overlapping set of 10 “orphan” retrogenes [99]. Retroduplication and loss of parental genes was also
found as a major mechanism involved in genome evolution and the generation of intronless genes in
tunicates [100].

Another scenario of retrocopy function is dosage compensation when the level of the parental gene
product is, for whatever reason, insufficient. For example, two testis-specific retrogenes, RPL10L and
RPL39L, may compensate for their parental genes, which are inactivated during spermatogenesis [101].
A similar mechanism was proposed for the HNRNP G-T retrogene, which may functionally replace the
parental protein in the course of meiosis [102].

Evidence of retrogene translation was also found during high-throughput data analysis. Because
protein levels correlate with the levels of mRNA associated with polyribosomes, Mascarenhas
and colleagues [103] analyzed the polyribosome loading of all RNA classes. An RNA sequencing
experiment performed on cytosolic extracts and polyribosomal fractions showed that 18 pseudogenes
exhibit significant polyribosome enrichment, which may suggest protein-coding potential [103].
Sixteen of these pseudogenes were found to be retrocopies.

Direct evidence of retrogene translation may be obtained via mass spectrometry. One interesting
example of proteomic data utilization was an attempt to improve and further refine mouse genome
annotations [104]. Analysis of 10.5 million tandem mass spectra enabled confirmation of the translation
of known genes as well as identification of new protein-coding genes. Unique peptide hits were
reported for nine retrocopies. One of them, retrotransposed from peptidylprolyl isomerase A (PPIA)
gene, has two protein-coding variants that differ in the 5′ region. Intriguingly, none of these translated
retrogenes have orthologs in the human genome [104]. Tandem mass spectra were also used in
the proteomic profiling of 30 human adult and fetal tissues and primary hematopoietic cells [105].
In these studies, translation of more than 17,000 known protein-coding genes and 808 novel coding
regions, including 140 pseudogenes, was confirmed. Although the authors did not discriminate
between pseudogene subtypes, retrogenes can be identified in this dataset. For instance, nine peptide
sequences were matched uniquely with the fibrillarin-like 1 (FBLL1) retrogene. Some of the identified
pseudogenes, like MAGE family member B6 pseudogene 1 (MAGEB6P1), had common for retrocopies
testes-specific expression, while others, like voltage-dependent anion channel 1 pseudogene 7
(VDAC1P7), had broad expression patterns [105].

4.2. Consequences of Retrogene Insertion for the Host and nearby Genes

Across the 84,483 retrogenes annotated in 62 animal species deposited in RetrogeneDB,
approximately 20% (18,468) are inserted into the intron of another gene. In the case of the human
genome, this proportion is even larger, and so-called nested retrocopies constitute 44% of the total.
As mentioned previously, a retrocopy may use a promoter of the host gene to become transcriptionally
active. Retrocopies are also frequently found in gene-rich and actively transcribed chromatin regions [88].
Depending on the position of the retrocopy, different destinies for the emerging transcripts are proposed.
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In the “hitchhike” scenario, a retrocopy inserted close to the 5′ end of the host gene uses a 5′ untranslated
region (UTR) for its own transcription without a disruption of the host gene functions [7,88]. However,
the production of resulting chimeric transcripts may theoretically reduce the normal host gene
transcription level. Alternatively, a retrocopy insertion near the 3′ end of the host gene may produce a
new exon for a new splice isoform [88].

The first reported chimeric transcript generated by retrocopy insertion into a previously existing
gene was jingwei observed in Drosophila [106]. A decade later, a fusion gene was found in a vertebrate
during a study focused on resistance to human immunodeficiency virus type 1 (HIV-1) [107].
Interestingly, retroposition of cyclophilin A (PPIA) into the TRIM5 gene, which occurred after the
divergence of New World and Old World monkeys, resulted in the origin of a novel protein that was
probably able to attach ubiquitin to HIV-1 virion proteins [107]. However, chimeric transcript creation
is not a widespread phenomenon across the human and mouse genomes. Baertsch and colleagues [74]
analyzed 726 highly expressed retrocopies and identified only 34 cases as potential gene fusions.
In another study, new chimeric transcripts of 13 human and 14 mouse retrocopies, together with the
upstream exons of the host gene, were identified [99]. As an example, the authors present the mouse
Taf9 retrogene, which uses the first two exons of the Ak6 gene to become active.

The retrogene or part of it may also be used as an alternatively spliced exon of the host gene or
a new 3′ exon of a nearby gene. The BRCA1 gene, for example, has an internal retrogene-derived exon,
which generates a 22 amino acid cassette. In SCP2, HLA-F, and KIAA0415, alternatively spliced 3′ end
exons arising from antisense retrocopy insertions were found [74]. Chimeric transcripts were also
found in an analysis focused on human-specific retrocopies harboring 5′ CpG islands [108]. One is
composed of exon 8 of the RNF13 gene and TMEM183A-r retrogene and another is composed of the
HSF2BP gene and H2BFS retrogene. In both cases the retrogene is located antisense to the parental gene
orientation; therefore, these chimeric transcripts may potentially form RNA–RNA duplexes with their
progenitors and participate in their regulation. The third chimeric transcript identified in these studies,
created between the VRK2 gene and EIF3P3 retrogene, was expressed only in malignant prostate cancer
cell lines [108]. Retrocopies expressed as a part of chimeric transcripts were also observed in plants.
For instance, analysis of the retrogene repertoire in the genome of rice showed that more than one-third
of the identified retrocopies recruit additional coding exons from nearby genes [38]. Retrogene-derived
exons are found in many other plants’ proteins; for example, a polygalacturonase-inhibiting protein
encoded by a chimeric gene acting against Aspergillus niger polygalacutonase [38,109].

As already mentioned, the origination of chimeric transcripts may influence the expression level
of a host gene. However, this is not the only way in which retrocopies regulate the expression of
other genes. A group of cis-regulatory transcription-related functions was proposed for neighboring
genes [110]. First, two genes localized in the same genomic locus and transcribed from independent
promoters may directly impede each other’s transcriptional processes [110]. This suppressive influence,
called transcriptional interference, is a result of interactions between the dominant and sensitive
promoters of overlapping genes. According to the promoter orientation and arrangement, several
mechanisms of this process were proposed, including promoter competition, sitting duck interference,
occlusion by another transient promoter occupation, collision of elongation complexes, and roadblocks
precluding transcription [110]. Although transcriptional interference appears to be less frequent in
higher eukaryotes, examples of this process have been reported; for instance, the results of an analysis
focused on mouse and human genes that overlap in antisense orientation were consistent with the
transcriptional collision model [111]. Transcriptional interference was also analyzed in the context
of intronic retroelements and single-exon nested genes [112]. Using a minigene system and different
deletion constructs, the KTI12 retrogene located in the intron of the TXNDC12 gene was analyzed.
This particular case was selected based on the identification of three different ESTs, suggesting forced
exonization of a portion of the TXNDC12 intron upstream of the retrogene. The experimental results
confirmed that expression of the KTI12 retrocopy imposes utilization of cryptic acceptor splice sites
and premature termination of TXNDC12 gene transcription.
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Host genes may also be affected by intronic retrogene methylation. Epigenetic regulation of
expression is one of the mechanisms proposed for retrotransposon activity suppression; thus, a link
between retrotransposition and methylation is strongly suggested. Recent analysis of retrocopy-associated
CpG islands showed that 68% of them are methylated, which in comparison to the whole human genome
is a significant proportion [113]. DNA methylation of cytosine bases at the CpG dinucleotides is a basic
modification that occurs during genomic imprinting. Few examples of imprinted retrogenes have been
reported. For instance, a systematic screen of known genes in mouse led to the identification of 11
imprinted retrogenes, of which three (Mcts2, Dnajb3, and Oxct2a) were nested in an intron of another
gene. Interestingly, imprinting of these retrogenes is conserved in humans [114]. Detailed studies of the
transcriptionally active Mcts2 retrogene, inserted into the fourth intron of the H13 gene, revealed that the
retrogene’s promoter is silenced by methylation in the female germline [115]. Surprisingly, the choice
of polyA signal by the host gene depends on this epigenetic promoter modification. It was shown
that expression of the retrogene from the paternal allele forces utilization of the upstream polyA site,
resulting in a truncated transcript of the host gene [115]. Similar observations were reported for the
Nap1 l5 retrogene and Herc3 host gene [116] and other retrogenes (for review, see: [117]).

4.3. Retrocopy Impact on Parental DNA

The main implication for the coexistence of highly similar sequences in a genome is the possibility
of direct exchange of DNA fragments in a homologous recombination event. Retrogenes, like other
genomic duplicates, can participate in gene conversion. However, this process was shown to be less
frequent for genes localized in distant genomic regions [118]; therefore, it is less likely to occur between
retrocopy–parental gene pairs, as they are in most cases localized on different chromosomes [119].
The retrotransposition process is also proposed as a possible mechanism in the RNA-mediated intron
loss observed in Eukaryota [120–122]. In this model, precise deletion of the parental gene intron occurs
as a result of recombination between genomic DNA and spliced, reverse-transcribed mRNA. Intron
loss analysis conducted on 684 groups of orthologous genes from seven eukaryotic species supported
the proposed mechanism [123]. Another study suggested that higher reverse transcriptase activity
is connected to higher frequencies of intron loss and larger numbers of retrocopies. A correlation
between these events was observed in mammals [124].

Retrogenes may have an impact on parental genes by contributing to epigenetic regulation of their
expression. Nuclear antisense transcripts can act as a scaffold for chromatin remodeling complexes
and therefore guide them to genomic loci on the basis of sequence complementarity [125]. It was
also demonstrated that retrogenes may participate in this mechanism. A well-known example is
the tumor-suppressor gene PTEN, whose expression is regulated at multiple levels by the PTENpg1
retrogene [126,127]. PTENpg1 has three different transcripts, of which two are antisense to the parental
gene. One isoform, called PTENpg1 asRNA alpha, recruits the DNA methyl transferase 3A to the
parental promoter [127]. As a result, repression of parental gene expression occurs by the addition of
three methyl groups to histone H3 Lys27.

4.4. Retrogene Regulatory Functions on RNA Level

4.4.1. Trans-Natural Antisense Transcripts

The vast majority of transcribed retrogenes do not have conserved open reading frames
and therefore have roles other than protein-coding functionality. Retrogenes may be expressed
independently from both DNA strands, which increases the range of possible interactions on the
RNA level. For instance, bioinformatic analysis of ESTs showed that retrogenes constitute 15% of the
87 pseudogenes that were found to be expressed from an antisense strand [128]. Moreover, recent
studies focused on long non-coding RNAs that overlap retrocopies across the human genome identified
three retrocopy-derived antisense RNAs (asRNAs). These retrocopies are potentially capable of forming
RNA:RNA duplexes with their parental genes [129]. One of these long non-coding RNAs (lncRNAs)
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derived from the HNRNPA1P7 retrogene may contribute to heterogeneous nuclear ribonucleoprotein
A1 (hnRNPA1) pre-mRNA processing. The bioinformatic analysis strongly suggested that asRNA
might mask the 5′ splice site in the sixth intron of parental gene transcript and therefore enable the
expression of isoform with a longer sixth exon. Another identified lncRNA, antisense to a ribosomal
protein L23a (RPL23A) retrocopy, is potentially able to mask microRNA target sites in seven splice
forms of the parental gene, thus controlling their stability [129]. An interesting example was found
in the snail Lymnaea stagnalis. A retrocopy of a gene encoding nitric oxide synthase (NOS) includes
a region of antisense homology to its progenitor’s transcript. The antisense region of the pseudogene
transcript forms an RNA:RNA duplex with the NOS-encoding mRNA and prevents its translation [130].
Antisense and sense transcripts can also interact. PTENpg1, described earlier in the context of epigenetic
modification, has a second antisense transcript, PTENpg1 asRNA beta, which stabilizes the expression
of the sense transcript [127].

4.4.2. MicroRNA Sponges

Continuing with the example of PTENpg1, another gene regulation mechanism should be
mentioned. The sense transcript of PTENpg1 shares many microRNA binding sites with the parental
gene and consequently exhibits “sponging” activity, manifested by releasing miRNA-mediated
repression of PTEN [126]. PTEN was identified as a tumor-suppressor gene that negatively regulates
the phosphatidylinositol 3-kinase signaling pathway involved in cell proliferation control [131].
Downregulation of PTEN, which occurs when the retrogene transcript is absent, enhances proliferation
and cell growth and decreases sensitivity to cell death, which promotes tumorigenesis [126,131].
The PTEN-PTENpg1 endogenous competition for shared microRNA molecules has an oncosuppressive
effect on different human cancers, including prostate and colon cancers [126], melanoma [132], renal
cell carcinoma [133], and hepatocellular carcinoma [134]. Since the identification of PTENpg1 as
a microRNA sponge and functional antisense RNA and its role in tumorigenesis, many retrogene-derived
non-coding RNAs have been analyzed in this context [135–138].

One interesting example is the high mobility group A1 (HMGA1) gene and its two retrogenes,
HMGA1P6 and HMGA1P7 [139]. The parental gene encodes proteins involved in chromatin architecture
organization and therefore gene expression regulation. Whereas in adult normal cells HMGA1 proteins
are expressed at a very low level, they are overexpressed in cancers. Analysis of the retrogene–parental
gene expression pattern in thyroid and ovarian carcinomas showed a positive correlation and suggested
gene co-regulation [139]. Both investigated retrogenes conserved the miRNA target site of the parental
gene. The abilities of miRNA–retrogene interactions were experimentally evaluated by transfection of
miRNAs into human breast adenocarcinoma cells. A significant reduction in the HMGA1, HMGA1P6,
and HMGA1P7 mRNA levels was observed, which strongly supports the retrogene miRNA “sponging”
activity. These retrogenes may also regulate the expression of other genes, including cancer-related
ones, such as HMGA2, VEGF, and EZH2 [139]. Another research group found that the HMGA1P7
retrogene is also involved in the regulation of H19 non-coding gene and IGF2 gene expression in
human breast cancer [140]. In contrast to the oncosuppressive function of PTENpg1, HMGA1P6 and
HMGA1P7 show oncogenic activity and contribute to cancer progression.

Retrogenes may also compete with parental genes for other molecules. For instance, the Cx43
retrogene transcript shows higher affinity to translational machinery than the parental gene mRNA
and therefore decreases the parental protein level [97].

4.4.3. Small RNA

Retrogenes have also been proposed as a source of several classes of small RNAs. For example,
they may provide the sequence for novel miRNA genes. Primate-specific miR-492 may be expressed
from both KRT19 gene and retrogene loci [141,142]. Interestingly, hs-miR-492 was proposed to play a
role in the progression of hepatoblastoma [142] and was found to be a proto-oncogenic miRNA, acting
as a cell proliferation promoter in breast cancer [143]. Several other miRNAs stored in miRBase [144],
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the main source of miRNA annotations, lie within retrogenes. For instance, hsa-miR-622, which acts
as a suppressor of tumorigenesis in cancers, including hepatocellular carcinoma [145], overlaps with
the genomic locus of the KRT18P27 retrocopy. Other examples include hsa-miR-7161, located in the
TATDN2P2 retrocopy, and hsa-miR-4788, overlapping HMGB3P13. However, experimental analysis
must be conducted to verify the actual miRNA coding potential.

Piwi-interacting RNA (piRNA) involved in the formation of silencing complexes in animal
germ lines can also be derived from retrocopies. Total small RNA profiling of the marmoset testis
showed abundant expression of piRNAs [146]. Across various clusters, four antisense-oriented piRNAs
localized within retrocopies were found, and the authors suggested that the piRNAs originating
from these clusters might regulate the parental gene expression by cleaving mRNAs. Moreover,
retrogene-derived piRNAs appear to be species-specific because clusters found in the marmoset
were absent in the mouse [146]. Recent bioinformatic analysis focused on the small RNA of human
sperm showed that piRNA clusters also contain non-coding genes, one of which overlaps with
the NPAP1P6 retrocopy [147]. Interestingly, recent evolutionary analysis showed that the parental
gene of the NPAP1P6 retrocopy, NPAP1, was created via duplication of a retrotransposed ancestral
paralog derived from the vertebrate nucleoporin gene POM121 [148]. NPAP1 is a primate-specific
imprinted gene that encodes a nuclear pore-associated protein associated with Prader–Willi syndrome.
As the authors emphasized, this syndrome is linked with testis dysfunction, which supports the
possible relation between many sperm piRNAs and the analyzed retrocopy [147]. Several additional
piRNAs from retrocopies, including IMPDH1P5, TMX2P1, and RP11-545A16.3, which may potentially
interact with the protein-coding genes due to high sequence complementarity, were identified [147].
Six retrogene-derived piRNAs that potentially regulate parental genes were found in late mouse
spermatocytes [149]. For one of them, experimental evidence of post-transcriptional regulation of
Stambp gene was provided. By generating two mouse strains with gene-trap insertions upstream of
the retrocopy, the authors demonstrated relationships between the piRNA precursor, piRNA, and the
parental gene levels, which clearly suggests a role of the retrocopy in Stambp regulation [149]. PiRNA
clusters overlapping retrocopies were also found in other recent studies (e.g., [150,151]).

Antisense transcripts from retrocopies can pair with other transcripts, including those of the
parental gene. This double-stranded RNA may be processed into endogenous small interfering RNA
(endo-siRNA). Analysis of the small RNA profiles from wild-type and seven RNA-silencing mutants of
A. thaliana showed overrepresentation of siRNAs in the transposons, retroelements, and pseudogenes,
which may suggest that these sequences are regulated by siRNA-generating systems [152]. A year later,
two scientific reports published in parallel showed that endo-siRNAs annotated in the retrocopy locus
may regulate their parental genes’ expression in mouse oocytes [153,154]. For instance, 77 small RNAs
were mapped to an expressed retrocopy (Gm15681) of the protein phosphatase 4 regulatory subunit
1 gene (Ppp4r1). Moreover, almost all were oriented antisense to the parental gene, which strongly
suggested that the siRNAs originated from the retrocopy-parental gene double stranded RNA (dsRNA)
region [154]. In another analysis focused on developing rice grains [155], among 145 pseudogenes
identified as good candidates for generating antisense small RNAs, 16.6% were retrocopies. However,
their cis-activity was questioned due to a low rate of identified gene–retrogene complementary
regions from which siRNA can be produced [155]. A cluster of siRNAs derived from pseudogenes
was also identified in African Typanosoma brucei [156]. More detailed studies were conducted for
endo-siRNAs derived from human pseudogenes in hepatocellular carcinoma. A well-documented
example is the human endo-siRNA from the retrogene of the protein phosphatase 1K (PPM1K) gene.
The retrocopy can fold into a hairpin structure due to inverted repeats and can be processed in at least
two endo-siRNAs, one of which downregulates the parental gene and NIMA-related Kinase 8 (NEK8)
gene, inhibiting cell proliferation in hepatocellular carcinoma. Thus, the retrogene could be considered
a tumor-suppressor gene [157].

Retrocopy-derived small RNAs were also found in the human transcriptome during
characterization of the non-coding RNA repertoire. A higher density of small RNA was observed in
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retrocopies than in duplicated pseudogenes or coding genes. Interestingly, transcription-dependent
H3K9me3 enrichment was observed in some cases, suggesting that pseudogene-derived small RNAs,
including retrocopy-derived RNAs, may play a role in modulating the epigenetic suppression of those
pseudogenes, as well as neighboring gene expression [158].

5. Retrogenes in Diseases

Many retrocopies of protein-coding genes are linked to human diseases, especially various types
of cancer (for review, see: [159–162]). It was recently suggested that expression of evolutionarily
young non-coding genes in tumors might be considered a new biological phenomenon [163]. A good
example of a cancer-related retrogene is the RHOB gene, a tumor suppressor of the Rho GTPases
family, which arose via retroposition in the early stage of vertebrate evolution [164]. Another retrogene,
UTP14c, was linked to ovarian cancer predisposition [165]. An analysis of 293 samples representing
13 cancer and normal tissue types revealed 218 pseudogenes expressed only in cancer samples. Out of
them, 178 were observed in multiple cancers and 40 were identified in a single cancer type only [166].

As many reports have shown, retrocopies can be used as diagnostic biomarkers, such as
the INTS6P1 retrogene, for which a low expression level in plasma is linked with hepatocellular
carcinoma [167], or as prognostic markers, such as tumor-suppressive PTENpg1 [126,132–134] and the
oncogenic HMGA1P6 and HMGA1P7 [139,140] retrogenes mentioned in previous sections. Another
retrocopy of the HMGA1 gene is also linked with disease; its overexpression has been found in
human type 2 diabetes. Further analysis indicated that this retrocopy post-transcriptionally regulates
parental gene expression by competing for critical RNA stability factor and, as a result, suppresses the
expression of the insulin receptor gene. Therefore, this retrocopy contributes to insulin resistance [168].

Due to the reactivation of retrotransposons in somatic cells during cancer development, the
formation of new retrocopies was observed [169,170]. Somatically acquired retrocopies are present in
lung and colorectal cancers. Moreover, insertions occur not only in intragenic regions but also in other
genes, which may have implications for their expression. For instance, a KRT6A retrocopy replaced the
3′UTR of the MLL gene transcript and a PTPN12 retrocopy caused deletion of the promoter and first
exon of the MGA gene [170].

Retrogenes may also play active roles in the regulation of signaling pathways involved in
inflammation [171]. A mouse retrocopy of ribosomal protein S15A gene, called Lethe (Rps15a-ps4),
is induced by inflammatory cytokines TNFα and IL-1β. Moreover, it can bind and block RelA
homodimers, which are required for NF-κB activation; therefore, Lethe plays the role of a negative
inflammatory response regulator. Interestingly, the retrogene is expressed in an age-dependent
manner [171]. Mutation in another retrogene, TACSTD2 (tumor-associated calcium signal transducer 2)
causes gelatinous drop-like corneal dystrophy, leading to blindness [172]. An insertion of a retrocopy,
similar to insertion of L1 or Alu elements, may disrupt a gene structure. An example of such event
is insertion of a retrocopy of TMF1 gene into the CYBB gene on the X chromosome. This insertion
induced aberrant CYBB mRNA splicing and introduced a premature stop codon that resulted in
chronic granulomatous disease [173].

Retrocopies were also incorporated into analyses conducted in the context of neurodegenerative
disorders, including Alzheimer’s, Huntington’s, and Parkinson’s diseases [174], as well as muscular
dystrophy [175].

As described above, the chimeric transcript resulting from cyclophilin A (PPIA) retrogene insertion
into the TRIM5 host gene in the owl monkey is involved in HIV-1 resistance [107]. Retrocopies may also
be associated with the host response during pathogen infection in humans, as significant expression
changes were observed after HIV-1 and human type 2 adenovirus infection [176,177]. For instance,
expression pattern analysis after HIV-1 infection of human T-cells showed that the most upregulated
pseudogene group was a group of retrocopies. Additionally, retrocopies accounted for eight out of
13 cases of underexpressed pseudogenes [176]. These results suggest that both tandemly duplicated
and retroposed pseudogenes may be involved in host–pathogen interaction pathways.
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6. Retroposition and Genetic Variation

Retroposition gives rise to considerable genetic variation between individuals. Recent developments
in sequencing technology allow researchers to move beyond the analysis of individual genomes from
model organisms to the study of retrocopies within a population. The 1000 Genomes Project [178]
could be mentioned as an example of a large-scale sequencing project that enables the exploration
of differences in copy-number variation within human populations. Recent studies [66,169,179],
focused on the retrocopy repertoire in human populations, uncovered a total of 208 polymorphic
retrocopies [180] called retroduplication variations (RDVs). Moreover, in two of them [66,169], RDV
polymorphisms were used as genomic markers for the reconstruction of human population history.
In another study, concentrated on retrocopies deletions, 214 indels that affected 190 retrocopies were
identified. Out of them, 68 were found to be ancestral (i.e., their orthologs were found in at least
one another Hominidae species) and the polymorphism of these retrocopies clearly resulted from
a deletion. This study also showed a variation in the retrocopies’ expression level [83].

7. Conclusions

Retrocopies were long considered non-functional pseudogenes or even “junk DNA”; however,
current studies show that they contribute significantly to molecular evolution. Retrocopies have been
found as factors shaping differences between species, individuals, or even tissues and cell types;
therefore, they are considered a source of genetic polymorphism. They are also important players
in complex cellular pathways, including immune response and tumorigenesis. Moreover, a large
and increasing range of putative retrocopy functions make them an interesting subject of molecular
and medical studies. The numerous studies performed to date have enriched our comprehension
of the course and dynamics of retrocopy–gene interactions at the DNA, RNA, and protein levels.
Nevertheless, many questions remain unsolved, and further analyses are necessary to accurately
describe the plant and animal retrocopy repertoire, evolution, and functions.
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