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Offshore Wind Farms
Reprinted from: J. Mar. Sci. Eng. 2020, 8, 120, doi:10.3390/jmse8020120 . . . . . . . . . . . . . . . 1

M. Dolores Esteban, José-Santos López-Gutiérrez and Vicente Negro
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In 2018, we were approached by the editorial team of the Journal of Marine Science and Engineering
(MDPI editorial) to act as guest editors of a Special Issue related to offshore wind energy. This invitation
was welcomed with great enthusiasm by the Guest Editorial Team. As soon as possible we started
working on the project, with the great support of the Main Editor who has guided us to achieve a
Special Issue that has exceeded our initial expectations. This Special Issue is entitled "Offshore Wind
Farms”. It is focused on the 7th Sustainable Development Goal (SDG), which is to ensure access to
affordable, reliable, sustainable and modern energy for all.

Offshore wind energy is currently one of the most important sources of renewable energy around
the world, and it is expected to increase very fast in installed power in the short term. In fact, offshore
wind energy is part of the energy mix of some countries. The first offshore wind facility came into
operation in the early 90s; the first commercial farms were built at the beginning of this century;
currently only Europe exceeds 20 GW of offshore wind power installed. It can be stated that the
offshore wind industry has lived a great technological evolution, where the challenges have been
frequent, and the great professionals working in both the private and public sectors have allowed the
great advances in innovation, making the sustainable development of this technology possible.

The aim of this is Special Issue was to put together papers that reflect the current state-of-the-art of
the offshore wind industry, covering all the aspects that need to be taken into account for the planning,
design, construction, operation and maintenance, and dismantling of the facilities, etc. The Special
Issue invited contributions that deal with all the previously mentioned aspects (but is not limited to
them), including the following topics: Legislation, environment, wind resources, foundations and
support structures, wind turbine generators, electrical connection, etc.

This Special Issue achieved 13 published papers, with 4 feature papers. The papers are of very
good quality, and deal with numerous topics related to offshore wind energy. They cover issues
such as marine renewable energies on the Spanish coast [1], relevant factors for optimal locations
for wind facilities [2], wind energy potential analysis on the Lebanese coast [3], the trailing-edge
flap in large scale offshore wind farms [4], monopile foundations dimensional analysis [5], scour
protection in monopile foundations [6], frequency response model tests in monopiles [7], gravity-based
foundations [8], effect of the ice force in the support structures [9], dynamic response for submerged
floating structures with different mooring configurations [10], tension leg platform wind turbines with
non-rotating blades [11], the integration of offshore wind farms in future power systems [12], and
transient overvoltage considering different electrical characteristics of vacuum circuit breaker [13].

J. Mar. Sci. Eng. 2020, 8, 120; doi:10.3390/jmse8020120 www.mdpi.com/journal/jmse1
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Abstract: In recent years, the offshore wind industry has seen an important boost that is expected
to continue in the coming years. In order for the offshore wind industry to achieve adequate
development, it is essential to solve some existing uncertainties, some of which relate to foundations.
These foundations are important for this type of project. As foundations represent approximately 35%
of the total cost of an offshore wind project, it is essential that they receive special attention. There
are different types of foundations that are used in the offshore wind industry. The most common
types are steel monopiles, gravity-based structures (GBS), tripods, and jackets. However, there are
some other types, such as suction caissons, tripiles, etc. For high water depths, the alternative to the
previously mentioned foundations is the use of floating supports. Some offshore wind installations
currently in operation have GBS-type foundations (also known as GBF: Gravity-based foundation).
Although this typology has not been widely used until now, there is research that has highlighted
its advantages over other types of foundation for both small and large water depth sites. There are
no doubts over the importance of GBS. In fact, the offshore wind industry is trying to introduce
improvements so as to turn GBF into a competitive foundation alternative, suitable for the widest
ranges of water depth. The present article deals with GBS foundations. The article begins with the
current state of the field, including not only the concepts of GBS constructed so far, but also other
concepts that are in a less mature state of development. Furthermore, we also present a classification
of this type of structure based on the GBS of offshore wind facilities that are currently in operation, as
well as some reflections on future GBS alternatives.

Keywords: support structures; gravity-based structures; GBS; GBF

1. Introduction

The offshore wind sector can now be considered to be in a commercial stage of development [1].
According to a WindEurope report [2], in Europe during 2017, the total output of offshore wind
turbines constructed during the year totaled 3148 megawatts (MW), which is the annual installed
power record since the creation of this technology (in 2015, the annual installed capacity was very close
to that of 2017, but the rest of the years do not exceed half of the installed capacity in 2017). At the
end of 2017, there was a total of 15,780 MW of generation in Europe (double that at the end of 2014),
installed in 92 offshore wind farms, located in 11 countries across Europe [2].

The total amount of installed power generation has been growing over time due to several factors,
for instance: The installation of higher power wind turbines, larger numbers of wind turbines in each
facility, the state of development of the offshore wind industry in different countries, the successes
achieved in the sector, etc. This was accomplished by, among other reasons, moving to locations
with greater depth, investigating new concepts for foundations and substructures, working to solve

J. Mar. Sci. Eng. 2019, 7, 64; doi:10.3390/jmse7030064 www.mdpi.com/journal/jmse3
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uncertainties in foundation design, implementing scour protection systems, and increasing the amount
of investment to connect wind farms to energy grids [3,4].

The foundation is the key component in an offshore wind facility, representing the way through
which the loads of the superstructure, in this case the wind turbine, are transmitted to the soil.
Therefore, soil properties are essential in the selection of the type of foundation used in these
facilities [5].

Different types of foundation have been developed for use in the offshore wind industry. The most
common types are steel monopiles, gravity-based structures (GBS), tripods, and jackets [6]. Other
types of foundations, such as suction caisson, concrete monopile, floating support, etc., are currently in
a less advanced phase of development. This article focuses on GBS, also known as GBF (gravity-based
foundations), being the type of foundation that is suitable in cases of soils with high bearing capacity.
This is because of the way gravity structures support loads and transmit them to the soil [7,8].

Soils with a high load-bearing capacity allow the installation of shallow foundations [9], such as
the GBS. On the other hand, in the case of low load-bearing capacity soils, the best solution is to use
deep foundations or propose soil improvement techniques, such as piles, either as a monopile or as
a foundation for jackets or tripods. Other key aspects when deciding on the type of foundation to
use are the depth of the water, the loads associated with the characteristics of the wind turbine, and
the climatic loads (wind, waves, marine currents, tidal range) means of manufacturing, installation,
operation, dismantling, etc. In fact, there are many considerations to be measured when selecting the
most appropriate foundation for a wind turbine facility. The cost of the foundation is around 35% of
the overall cost of the project. This significant cost is an important factor when both designing and
choosing the foundation to be used.

Most types of foundation used in offshore wind, both direct to the ground and floating supports,
are concepts inherited from the offshore oil and gas industries [10,11]. In particular, it is clear that GBS
foundation originated from the oil and gas industries, with a structure known as a Condeep (concrete
deep-water structure) [12]. These are used for different water depths, with the maximum depth being
330 m (Troll Condeep, in the Norwegian sector of the North Sea, 1995). The first Condeep structure
ever built was Ekofist I, in 1973, in the North Sea [13,14]. A Condeep is usually constructed in a fjord,
given its good characteristics in terms of construction associated with sheltered waters and high-water
depths [15].

On the other hand, concrete structures are also used at sea in breakwaters and quay walls [16],
where many structures use the floating caisson technique [17]. In fact, some companies have tried to
use a similar concept for offshore wind farms. It is important to understand the differences that exist
between offshore wind structures and breakwaters. The function of offshore wind foundations is to
support the wind turbine, and the function of the breakwater is to shelter the interior area, so that ships
can securely carry out loading and unloading operations. It is for this reason that the breakwaters have
to stop a large amount of wave energy. Furthermore, in the case of the supporting structures of the
wind turbines, it is important that the wave loads be as low as possible and as transparent as possible
to waves, with the objective of reducing the cost of the structure.

According to WindEurope's report, at the end of 2017, monopile foundation in Europe was at the
top of the classification, with 3720 units (81.7%), followed by the jacket, with 315 units, and the gravity
based foundation, with 283 units. There were only seven floating platforms constructed during this
period, six of which were SPARs and one which was semi-submersible.

According to those statistics, there are some offshore wind facilities operating in Europe that have
GBS-type foundations; however, the small percentage of such cases indicates that GBFs have not been
widely used in the industry up until now. This is due to the ease of use of monopiles, which represent
>80% of offshore wind foundations. This characteristic of monopiles, together with their reduced cost,
has displaced other types of foundations from a strategic position in the sector. However, as water
depth increases, some limitations appear around the use of monopiles, potentially causing other types
of foundations to increase in use.

4
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Alternatives to the monopile have to be considered in locations with a terrain where the driving-in
of monopiles is difficult, for instance, rocky soils. In such cases, the GBS is expected to work well.
The main advantages of the GBS are: The good behavior of similar structures in the oil and gas and
port engineering industries; its suitability as a foundation in rocky or sandy soils, with its high bearing
capacity, where pile driving can be complicated; and it being an alternative that can enrich market
competitiveness and therefore reduce of costs in any industry. The main disadvantages of the GBS are:
It has not had great acceptance in the wind industry up to now; it needs soil with specific geotechnical
properties, such as high bearing capacity; in general, previous soil preparation is needed for correct
support of the structure; the large occupation area in the seabed, with its associated environmental
impact; and the necessary means of manufacture, transport, and installation.

Although this typology has not previously been widely used, there are certain opinions that have
highlighted its advantages over other types of foundations for both shallow and deep water sites.
In fact, the offshore wind industry is trying to introduce improvements to turn it into a competitive
foundation alternative in the widest range of water depths. There has been recent open discussion in
some of the most important conferences on offshore wind energy about possible competition between
jacket, XXL monopile, and GBS foundation types in water depths of around 40 m.

The importance of the GBS foundation for the future of the offshore wind industry is not currently
discussed. As a consequence, this article is about GBS foundations, since it is fundamental to achieve
greater knowledge about this concept. The paper provides a review of the different existing GBS
foundation concepts. For this, on one hand, the foundations of wind farms in Europe that are already
in operation are analyzed, and on the other, the main existing concepts that are in a less mature
development phase, either at the research or prototype level, are identified. In addition, this article
includes a classification of GBS foundations, elaborated on by the authors, based on offshore wind
farms examples in operation. The paper also includes some reflections on the future of GBS alternatives.

2. Objectives and Research Methodology

The main aim of this paper is to show the different existing alternatives of GBS foundations
for offshore wind facilities, including the already constructed ones and others in an early stage
of development.

For that, it was necessary to find all the offshore wind farms in operation that have GBS
foundations, and to study each specific design. After that, the different GBS foundation concepts were
identified and classified. Then, GBS alternatives in an early phase of study were analyzed. For all of
this, an in-depth literature review was carried out.

Based on available information, a classification proposal for the already constructed GBS
foundations is elaborated on by the authors, in order to clarify the different existing general concepts
in operating wind farms. Furthermore, some reflections are given on other GBS concepts that have not
yet been proven, as well as an analysis on the future on this type of concept.

3. State of the Art and Discussion

This section includes two parts. The first (3.1) identifies the different offshore wind farms in
operation in Europe that have GBS foundations. The second (3.2) concerns the different concepts of
GBS foundations. This second part includes not only the collected state of the art, but also a discussion
on this information.

3.1. European Offshore Wind Farms with GBS Foundations

European offshore wind farms with GBS foundations were identified, even those already
dismantled (Table 1); these were mainly culled from different reliable Internet sources [18,19].

5
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Table 1. List of European offshore wind farms in operation with gravity-based structure
(GBS) foundations.

Name of the Farm Country
Year
(COMISSIO-NING)

Total Power
(MW)

Turbine Model Depth (M)

Kårehamn Sweden 2013 48 Vestas
3 MW 6–20

Vindpark Vänern Sweden 2012 30 WWD
3 MW -

Avedφre Holme Denmark 2011 10.8 Siemens
3.6 MW 2

Rφdsan II (Nysted II) Denmark 2010 207 Siemens
2.3 MW 6–12

Sprogφ Denmark 2009 21 Vestas
3 MW 10–16

Thorntonbank Phase 1 Belgium 2009 30 Repower (Senvion)
5 MW 13–20

Lillgrund Sweden 2007 110 Siemens
2.3 MW 4–13

Breitling Germany 2006 2.5 Nordex
2.5 MW 0.5

Nysted I (Rφdsan I) Denmark 2003 166 Siemens
2.3 MW 6–10

Middelgrunden Denmark 2001 40 Bonus, Siemens
2 MW 3–6

Tunφ Knob Denmark 1995 5 Vestas
500 kW 4–7

Vindeby (dismantled) Denmark 1991 4.95 Bonus
450 kW 2–4

In analyzing Table 1, several conclusions can be drawn:

• Total wind farms: 12, one dismantled. Seven are in Denmark, which is the current leader in the
use of GBS in offshore wind, three in Sweden, and one each in Belgium and Germany.

• Regarding year of commissioning: Two farms in 2009, and one each in 1991 (dismantled), 1995,
2001, 2003, 2006, 2007, 2010, 2011, 2012, and 2013. After 2013, there have been no facilities
commissioned with GBS.

• Regarding the total power, the minimum is Breitling, with 2.5 MW and only one Nordex turbine,
and the maximum is Nysted I (Rφdsan I), with 166 MW and more than 70 turbine units.

• The nominal power of the wind turbines is between ~0.5 MW (Vindeby, with 0.45, dismantled,
and Tunφ Knob, with 0.5) and 5 MW (Thorntonbank Phase 1).

• The water depths of the sites are between 0.5 m (Breitling) and 20 m (Thorntonbank Phase 1).

3.2. GBS Foundation Types

A review of the different types of GBS foundations installed in offshore wind facilities was carried
out. Section 3.2.1 includes the main information from this review. After that, Section 3.2.2, concerning
new concepts for GBS foundations, includes some ideas at an early stage of development.

3.2.1. Proven Concepts of GBS Foundations

The first offshore wind farm with a GBS foundation was Vindeby, commissioned in 1991,
dismantled in 2017, and located in between 2 and 4 m of water. Since then, different offshore wind
facilities have been constructed with GBS foundations.

As a result of the analysis carried out here, a basic classification of the different GBS types is
included. This classification includes first-, second-, and third-generation types of GBS foundations.
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The first-generation GBS foundations correspond to the first offshore wind facilities with GBS
foundations: Tunφ Knob, commissioned in 1995 and located in between 4 and 7 m of water; and
Middelgrunden (Figure 1), commissioned in 2001 and located in between 3 and 6 m of water. This
first generation also corresponds to the first designs that were made of this type of foundation for the
offshore wind industry.

 

Figure 1. Middelgrunden offshore wind farm foundations, reproduced from [20], with permission
from Elsevier, 2019.

This type of GBS is a completely solid, reinforced concrete structure, without holes or cells. It is
composed of a large-diameter slab; in the case of Middelgrunden, this is between 16.7 and 17.6 m and
very thin. The said slab is attached to a small-diameter shaft that, in some cases, ends in the form of a
cone as an icebreaker (Figure 1).

Since it is a solid structure, the weight to be taken into account for the transport and installation
is very high compared to the weight of a structure with the same geometry, but with incorporated
holes or cells. This typology was possible designed because Tunφ Knob and Middelgrunden offshore
wind farms were built in locations with very shallow water—between 3 and 7 m of water depth. While
this type of concept can be considered to be a suitable solution for shallow depths, it is not viable for
sites in deeper water. The main problem is that, in deeper water, the design of these structures, which
work based on their own weight once they are in operation, leads to greater weights than if they are
designed to incorporate holes or cells. These heavy structures are not easy to transport to the site or to
install, as they need barges and cranes with special requirements. This makes this first generation of
GBS unprofitable for greater depths.

Following this, designs corresponding to the second generation of GBS foundations were
developed. Examples of this second generation are: Nysted I (or Rφdsan I) (Figure 2), commissioned
in 2003 and located in between 6 and 10 meters of water; Lillgrund (Figure 3), commissioned in 2007
and located in between 4 and 13 meters of water; Sprogφ (Figure 4), commissioned in 2009 and located
in between 10 and 16 meters of water; Rφdsan II (or Nysted II) (Figure 5), commissioned in 2010 and
located in between 6 and 12 meters of water; and Kårehamn (Figure 6), commissioned in 2013 and
located in between 6 and 20 meters of water.
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Figure 2. Nysted I (or Rφdsan I) offshore wind farm foundations, with permission from
Tech-Marine, 2019.

 

Figure 3. Lillgrund offshore wind farm foundations reproduced from [21], with permission from
Tech-Marine, 2019.
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Figure 4. Sprogφ offshore wind farm foundations [22], with permission from Aarsleff, 2019.

 

 
Figure 5. Rφdsan II (or Nysted II) offshore wind farm foundations, reproduced from [22], with
permission from Aarsleff, 2019.
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Figure 6. Kårehamn offshore wind farm foundations, reproduced from [20], with permission from
Elsevier, 2019.

This type of GBS foundation is composed of a flat slab and a shaft, similar to that of the first
generation but with the main difference being that the slab contains holes or cells. This means that if
the weights of a first- and second-generation GBS structure were to be compared, both with the same
geometry, the weight of the latter would be much lower. This lower weight allows more units to be
transported in the same barge, from the port to the final location, in one trip. In addition, the cranes
used in installation have less demanding requirements. Once the GBS foundation is installed, the holes
or cells are filled with ballast, thus achieving the final design weight of the structure that allows it to
be stable and resistant to loads.

The third generation of GBS foundations are the latest concepts that were built. An example of
this generation is the first phase of the Thornton Bank offshore wind farm (Figure 7), commissioned in
2009 and located in between 13 and 20 meters of water. As can be seen in that figure, the structure
has a conical shape in the lower part and a vertical shaft in the upper part. The structure is mostly
hollow inside, not only the slab or lower part. This structure was designed to be transported using
a semi-floating method, thus reducing the weight of the structure for that phase, which lowers the
requirements of the transport vessels and cranes used in their installation. Once the structures are in
place, the hollow area is filled with ballast, to provide the necessary weight to support the loads.
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Figure 7. Thornton Bank offshore wind farm foundations, reproduced from [20], with permission from
Elsevier, 2019.

The classification proposed for the GBS concepts used up to now in offshore wind farms already
in operation is shown in Figure 8, which includes an example, a conceptual draft, and a photo of the
different types of GBS foundations that correspond to the first, second, and third generations.

First Generation 

Example: 
Middelgrunden 

Second Generation 

Example: Nysted I 
(Rϕdsand 1) 

 

Third Generation 

Example: Thornton 
Bank Phase 1 

 

   

 

 

 

 

Figure 8. Classification proposal for the existing GBS concepts, reproduced from [20], with permission
from Elsevier, 2019.

11



J. Mar. Sci. Eng. 2019, 7, 64

3.2.2. New Concepts of GBS Foundations

Now that the different concepts of operational offshore wind farms have been outlined, the
following sections concern new types of GBS foundations that are in the research phase. Most of these
new concepts are based on the F2F (floated to fixed) concept, which refers to a structure that behaves
as a float during the transport phase from the port to its final location, and during the installation
phase. During transport, it is necessary to have the support of small tugboats. By floating the structure,
the need for vessels for transport is eliminated, except for the tugboats, thus reducing the cost of that
phase. Some of these types of GBS foundations need special-purpose vessels, with the objective of
transporting and installing the GBS structure and the wind turbine generator (WTG) together, with the
WTG being pre-assembled in the port.

Crane-Free Gravity Base (Seatower)

The crane-free gravity base concept is a concrete structure with a relatively thin slab, an
intermediate-length conical part, and a cylindrical shaft in the upper part. This concept was designed
to be transported by its own flotation ability, so it is hollow inside, for which it needs the support
of tugboats (Figure 9). It avoids the use of an expensive and weather-sensitive crane. According to
Reference [23], this concept has been optimized for the logistics, from the manufacturing through to
the decommissioning process.

  

Figure 9. Crane-free gravity base concept, reproduced from [23], with permission from Elsevier, 2019.

Gravitas Gravity Base (Arup/Costain/Hochtief)

The gravitas gravity base concept is shaped similarly to the crane-free gravity base type, also
having a relatively thin slab, intermediate-length cone, and cylindrical shaft in the upper part. This
structure is also self-floating and can be transported to its final location only with the assistance
of small tugboats. According to www.arup.com, some characteristics of this concepts are: It is a
reinforced concrete and ballasted gravity structure; it can be deployed in water depths up to 60 m;
it can hold turbines generating up to 8 MW; it requires minimal seabed preparation because it can
accommodate existing seabed slopes and surface sediments; its skirt has variants to suit specific seabed
sediment conditions; the collar design for the turbine mast connection can accommodate an ~2º vertical
alignment tolerance; there is the potential to repower it without replacing the foundation; the concrete
base is configured for rapid construction using available construction skills; its construction is an
onshore activity, which is tailored for ease of subsequent installation; it does not required deep water
(10 m draft) for construction; the foundations are self-buoyant for ease of deployment to the wind farm
location; it uses available and abundant standard tugs to install the foundations; installation is done by
sinking, through a controlled influx of water, followed by sand/aggregate ballasting; and it includes
scour protection, designed for minimum maintenance over the design life of the wind farm [24].

The key figures for a 35-m water depth, central North Sea environment conditions, and 6 MW
output are:
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• Air-gap concrete structure: 20 m.
• Hub height above LAT (Lowest Astronomical Tide): 90 m.
• Base outer diameter: 34 m.
• Outer diameter, caisson: 31 m.
• Outer diameter, top of shaft: 6 m.
• Concrete volume: 1919 m3.
• Steel reinforcements: 720 tons.

Strabag Gravity Base (STRABAG)

STRABAG has two different gravity-base concepts. Both of them have a geometrical slab and a
cylinder in the upper part. The concepts have in common joint transportation and installation of the
foundation and the wind turbine generator, with preassembly being performed in port, thus reducing
the number of operations carried out at sea during the installation phase. To be able to carry the
floating foundation and wind turbine together, a specifically-purposed vessel is used, called STRABAG
Carrier [25].

According to www.strabag-offshore.com, both these concepts use the pre-stressed concrete
technique, they are suitable for water depths up to ~45 m, and they can be completely disassembled.

GBF Gravity Base (Ramboll/BMT Nigel Gee and Freyssinet)

The GBF gravity base concept is a concrete structure with a circular slab, a conical intermediate
part, and a relatively small-diameter cylinder shaft in the upper part. This concept is not self-floating
and requires a specific barge for the transport and installation of the GBS structure and the wind
turbine generator together. This specific barge is called a transport and installation barge (TIB) [26].

The tower, nacelle, and rotor are assembled in the port quay before being lowered into the
water. The TIB is ballasted down to the level of the base, then, upon connection, will refloat to the
transportation depth. This concept was developed with the support of the Carbon Trust.

According to Reference [27], this type of foundation is suitable for water depths between 20 and
55 m, many seabed conditions, a distance offshore between 2 and 200 miles, and turbines with a unit
power between 3 and 10 MW.

Other Gravity Base Structure Concepts

Other gravity base structures are described in Reference [28], both of them having similar shapes
to the abovementioned concepts. These are, respectively, concepts from a collaboration between
BAM Wind Energie and Van Oord, and the consortia of Skanska, Smit Marine Projects, and Grontmij.
Both have two different parts—a slab and a shaft—and both are cylindrical, with a smooth transition
between both with a conical shape.

Other Related Concepts

Other concepts than can be considered to be related to the GBS foundation concept are the
Rockmat and the ocean brick system (OBS), both described below.

Rockmat (OFS: CETEAL/Cathie Associates/DVO) [29] is an innovative concept as a foundation
for a wind turbine generator that can be used in rocky soils. It is a technology for the interface between
the soil and different types of support structures, such as jackets, GBS, etc. It comprises a precast base
to make the entire foundation self-floating and supportable by tugboats and is installed by ballasting
with water and concrete. It is fixed in its final position through a combination of a grout injection
system associated with a jack levelling system. Irregularities in the contact between the foundation
and the seabed are filled with grout injections. After installation of the foundation, the wind turbine
generator is installed.

13



J. Mar. Sci. Eng. 2019, 7, 64

According to www.rockmat.com, this concept has the following advantages: No need for previous
soil preparation; no costly barge crane with weather restrictions, with only tugboats necessary for its
installation; and reversible water ballasting. Installation is estimated to be 30 hours, with the support
of one 100-ton bollard-pull tugboat, three 10-ton bollard-pull tugboats, and a barge to supply the
concrete mixing unit and compressor.

The ocean brick system (OBS) (Technical University Braunschweig) is a modular system consisting
of hollow precast blocs (10 m × 10 m × 10 m), piled like interconnected cubes, to create a stiff, light,
strong structure. The structure can be constructed in a dry dock and floated to the site with the support
of tugboats [30].

4. Conclusions

A review of the different operational European offshore wind farms with GBS foundations was
carried out in this study. In total, there are only 13 of these, and they are located in Denmark, Germany,
Sweden, Finland, and Belgium. The deepest water in all of those wind farms is 20 m, in the case
of Thorntonbank Phase 1. Furthermore, it is important to note that since 2013, there have been no
commissioned GBS facilities.

The current strength of the monopile in the offshore wind-power sector is evident, compared to
other typologies. This is mainly due to the simplicity of the structure, which results in benefits during
manufacturing, installation, and maintenance, as well as cost. With its 80% representativeness, the
monopile has shown its clear dominance in the current market, where most sites have a water depth
not exceeding 20–30 m. At greater depths, there is a battle to be more competitive between the XXL
monopile, GBS, and jacket foundation types.

The different types of GBS foundations used in all the wind farms in operation in Europe
were analyzed. Based on this analysis, a classification was proposed for the different types, which
distinguishes between the first, second, and third generations.

Examples of first-generation GBS foundations are Tunφ Knob and Middelgrunden. These are
solid concrete structures, without cells or holes, corresponding to the first designs.

Examples of the second generation are Nysted I or Rφdsan I, Lillgrund, Sprogφ, Rφdsan II or
Nysted II, and Kårehamn. These foundations include holes or cells in the slab or lower part of the
structure, which reduces their weight for transport and installation. Once the GBS structure is installed,
the holes or cells are filled with ballast, achieving the final design weight that supports the design loads.

The only example of a third-generation structure is Thornton Bank. This concept has a conical
shape with a hole or cell inside and not only in the slab or lower part, as in the second-generation
models. This type of structure was planned to be semi-floating during the transport and installation
phases, decreasing the weight of the foundation and reducing the lifting requirements. Once this
foundation is placed on the seabed, the interior hole is filled with ballast to achieve the final design
weight to support the design loads.

Other, nonproven concepts were analyzed in this study, some of them based on the F2F (floated
to fixed) concept, which is a floating structure during the transport and installation phases, supported
by small tugboats, which decreases the costs because of the self-buoyancy of the foundation and
there being no need to use larger, more specific transport vessels. Another new concept needs
special-purpose vessels to transport and install the GBS and WTG structures together, with the WTG
being pre-assembled onshore. These transport vessels are designed specifically for each concept.

Some of these new concepts include the crane-free gravity base (Seatower), gravitas gravity base
(Arup/Costain/Hochtief), Strabag gravity base (STRABAG), GBF gravity base (Ramboll/BMT Nigel
Gee and Freyssinet), GBF gravity base (Ramboll/BMT Nigel Gee and Freyssinet), Rockmat (OFS:
CETEAL/Cathie Associates/DVO), ocean brick system (Technical University Braunschweig), etc.

As mentioned above, new locations with greater water depths will begin a battle between the
XXL monopile, GBS, and jacket types. The more real and well-analyzed options the market has, the
more competitive this scenario could become. This is why it is expected that solutions similar to the
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third-generation concepts, characteristic of the first phase of the Thornton Bank offshore wind farm,
will come online in the future, including more options to use F2F concepts where it is necessary to
build special-purpose vessels.

The trend will likely be to have the entire wind turbine pre-assembled on the structure at the port,
in order to reduce the number of operations carried out at sea, which involve greater costs and risks.
The GBS concept is very interesting in that respect, and one example is the ELISA project in the Canary
Islands, designed by Esteyco, which has a slab and a shaft, without a conical transition. The prototype
for a 5 MW-output concept will use special-purpose vessels to help in the transportation of the entire
GBS structure and wind turbine. As a nod to previous concepts, it has a telescopic tower and, using
hydraulic jacks, manages to raise the different sections into their final positions, with the nacelle and
rotor already installed on the last section of the tower.

Author Contributions: Conceptualization, M.D.E. and J.-S.L.-G.; Methodology, M.D.E. and V.N.; Investigation,
M.D.E. and J.-S.L.-G.; Resources, V.N.; Writing—Original Draft Preparation, M.D.E.; Writing—Review and Editing,
J.-S.L.-G. and V.N.

Funding: Authors give thanks the Agustín de Betancourt Foundation (FAB) for the support received over the
past few years.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Esteban, M.D.; López-Gutiérrez, J.S.; Diez, J.J.; Negro, V. Methodology for the Design of Offshore Wind
Farms. J. Coast. Res. Coast. Educ. Res. Found. 2011, 64, 496–500.

2. WindEurope. Offshore Wind in Europe, 2017. Key Trends and Statistics 2017; Technical Report; Wind Europe:
Brussels, Belgium, 2017.

3. Esteban, M.D.; Diez, J.J.; López-Gutiérrez, J.S.; Negro, V. Why Offshore Wind Energy. Renew. Energy 2011, 36,
444–450. [CrossRef]

4. Luengo, J.; Negro, V.; García-Barba, J.; López-Gutiérrez, J.S.; Esteban, M.D. New Detected Uncertainties in
the Design of Foundations for Offshore Wind Turbines. Renew. Energy 2019, 131, 667–677. [CrossRef]

5. Li, Y.; Cheng Ong, M.; Tang, T. Numerical Analysis of Wave-induced Poro-elastic Seabed Reponse Around a
Hexagonal Gravity-based Offshore Foundation. Coast. Eng. 2018, 136, 81–95. [CrossRef]

6. Schallenberg-Rodríguez, J.; García-Montesdeoca, N. Spatial Planning to Estimate the Offshore Wind Energy
Potential in Coastal Regions and Islands. Practical Case: The Canary Islands. Energy 2018, 143, 91–103.
[CrossRef]

7. Negro, V.; López-Gutiérrez, J.S.; Esteban, M.D.; Matutano, C. Uncertainties in the Design of Support
Structures and Foundations for Offshore Wind Turbines. Renew. Energy 2014, 63, 125–132. [CrossRef]

8. Esteban, M.D.; López-Gutiérrez, J.S.; Negro, V.; Matutano, C.; García-Flores, F.M.; Millán, M.A. Offshore
Wind Foundation Design: Some Key Issues. J. Energy Resour. Technol. ASME 2015, 136. [CrossRef]

9. Das, B. Shallow Foundations. Bearing Capacity and Settlement; CRC Press Book: Boca Raton, FL, USA, 2017;
Volume 400.

10. Mäkitie, T.; Andersen, A.D.; Hanson, J.; Normann, H.E.; Thune, T.M. Established sectors expediting clean
technology industries? The Norwegian oil and gas sector's influence on offshore wind power. J. Clean. Prod.
2017, 177, 813–823. [CrossRef]

11. Zheng, X.Y.; Lei, Y. Stochastic Response Analysis for a Floating Offshore Wind Turbine Integrated with a
Steel Fish Farming Cage. Appl. Sci. 2018, 8, 1228. [CrossRef]

12. Pérez-Fernández, R.; Lamas-Pardo, M. Offshore Concrete Structures. Ocean Eng. 2018, 58, 304–316. [CrossRef]
13. Eide, D.T.; Larsen, L.G. Installation of the Shell/Esso Brent B Condeep Production Platform. In Proceedings

of the Offshore Technology Conference, Houston, TX, USA, 3–6 May 1976. [CrossRef]
14. Fernandes, J.F.; Bittencourt, T.; Helene, P. A Review of the Application of Concrete to Offshore Structures; American

Concrete Institute, ACI Special Publication: Farmington Hills, MI, USA, 2008; pp. 377–392.
15. Kim, H.G.; Kim, B.J. Feasibility study of new hybrid piled concrete foundation for offshore wind turbine.

Appl. Ocean Res. 2018, 76, 11–21. [CrossRef]

15



J. Mar. Sci. Eng. 2019, 7, 64

16. Smith, P.E. Types of Marine Concrete Structures. In Design, Durability and Performance; Elsevier: Amsterdam,
The Netherlands, 2016; pp. 17–64.

17. Cejuela, E.; Negro, V.; Esteban, M.D.; López-Gutiérrez, J.S.; Ortega, J.M. From Julius Caesar to Sustainable
Composite Materials: A Passage through Port Caisson Technology. Sustainability 2018, 10, 1225. [CrossRef]

18. Available online: www.4coffshore.com (accessed on 10 May 2017).
19. Ruiz de Temiño Alonso, I. Gravity Base Foundations for Offshore Wind Farms. Marine Operations and

Installation Processes. Master in European Construction Engineering. Final Thesis. 2013. Available online:
https://repositorio.unican.es/xmlui/handle/10902/3429 (accessed on 10 September 2018).

20. Esteban, M.D.; Couñago, B.; López-Gutiérrez, J.S.; Negro, V.; Vellisco, F. Gravity Based Support Structures
for Offshore Wind Turbine Generators: Review of the Installation Process. Ocean Eng. 2015, 110, 281–291.
[CrossRef]

21. Available online: www.tech-marine.dk (accessed on 22 February 2017).
22. Available online: www.aarsleff.com (accessed on 2 May 2017).
23. Available online: www.seatower.com (accessed on 12 March 2017).
24. Available online: www.arup.com (accessed on 1 May 2017).
25. Available online: www.strabag-offshore.com (accessed on 16 March 2017).
26. Available online: www.vinci-offshorewind.co-uk (accessed on 10 March 2017).
27. Available online: www.gbf.eu.com (accessed on 12 February 2017).
28. Available online: www.concretecentre.com/wind (accessed on 9 May 2017).
29. Available online: www.rockmat.com (accessed on 17 May 2017).
30. Oumeraci, H.; Pförtner, S.; Kudella, M.; Kortenhaus, A. Ocean Brick System (OBS) Used as a Foundation

Structure for Offshore Wind Turbine. Coast, Marine Structures and Breakwater. 2009. Available online:
https://www.icevirtuallibrary.com/doi/abs/10.1680/cmsb.41318.0008 (accessed on 10 May 2017).

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

16



Journal of

Marine Science 
and Engineering

Article

Dynamic Response for a Submerged Floating
Offshore Wind Turbine with Different
Mooring Configurations

Yane Li 1,2, Conghuan Le 1,2,*, Hongyan Ding 1,2,3, Puyang Zhang 1,2 and Jian Zhang 1,2

1 State Key Laboratory of Hydraulic Engineering Simulation and Safety, Tianjin University,
Tianjin 300072, China; liyane0000@gmail.com (Y.L.); 966329@tju.edu.cn (H.D.); zpy@tju.edu.cn (P.Z.);
jzjazz0420@gmail.com (J.Z.)

2 School of Civil Engineering, Tianjin University, Tianjin 300072, China
3 Key Laboratory of Coast Civil Structure Safety, Ministry of Education, Tianjin University,

Tianjin 300072, China
* Correspondence: lch@tju.edu.cn

Received: 30 January 2019; Accepted: 15 April 2019; Published: 22 April 2019
��������	
�������

Abstract: The paper discusses the effects of mooring configurations on the dynamic response of
a submerged floating offshore wind turbine (SFOWT) for intermediate water depths. A coupled
dynamic model of a wind turbine-tower-floating platform-mooring system is established, and the
dynamic response of the platform, tensions in mooring lines, and bending moment at the tower
base and blade root under four different mooring configurations are checked. A well-stabilized
configuration (i.e., four vertical lines and 12 diagonal lines with an inclination angle of 30◦) is selected
to study the coupled dynamic responses of SFOWT with broken mooring lines, and in order to keep
the safety of SFOWT under extreme sea-states, the pretension of the vertical mooring line has to
increase from 1800–2780 kN. Results show that the optimized mooring system can provide larger
restoring force, and the SFOWT has a smaller movement response under extreme sea-states; when the
mooring lines in the upwind wave direction are broken, an increased motion response of the platform
will be caused. However, there is no slack in the remaining mooring lines, and the SFOWT still has
enough stability.

Keywords: floating offshore wind turbine (FOWT); mooring system; coupled dynamic response;
broken mooring line; safety factor

1. Introduction

Over recent years, harnessing of offshore wind power usually has been concentrated in shallow
water regions (<50 m) using fixed foundations, such as monopile, gravity, or jacket structures [1].
With the depletion of coastal resources, as well as the geographical and environmental constraints,
the development of offshore wind power is bound to reach deep water to access abundant wind
resources. Fixed foundations are limited at water depths of 30–50 m [2–5]. A series of floating wind
turbine concepts has been proposed at various stages of development, which can be divided into three
categories: spar, semi-submersible, and tension leg platform (TLP) [6–13]. In addition, the world’s
first commercial floating wind power project, Hywind Scotland pilot park, was put into operation in
2017 [14].

In recent years, several feasibility studies have been performed to investigate the economic
viability of FOWT and optimize the design of both support structures and mooring systems [15–17].
The offshore code comparison collaboration continuation (OC4) DeepCWind semi-submersible floating
offshore wind turbine (FOWT) model was simulated by Liu et al. [18]; a fully-coupled fluid-structure
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interaction system was analyzed in detail, and the impacts of wind turbine aerodynamics on the
behavior of the floating platform and the mooring system responses were examined. Benassai [19]
minimized the catenary mooring system weight for tri-floater floating offshore wind turbines and
pointed out that the platform admissible offset and mooring line configuration significantly influence
the weight of the mooring system. Yusuke [20] proposed a novel type of floating wind turbine with a
single-point mooring system and examined two different configurations of the single point mooring
system based on a tank test and a real sea test.

In order to ensure the FOWT safety, the aero-hydro-elastic-mooring coupled dynamic response of
a floating wind turbine under extreme sea-states has to be checked. Utsunomiya et al. [21] evaluated
the dynamic response of a spar-type FOWT under extreme sea-states using the dynamic analysis tool,
which consists of a multibody dynamics solver, aerodynamic force evaluation library, hydrodynamic
force evaluation library, and mooring force evaluation library. Mooring line damage is a key factor that
influences the safety of the whole system. Several related studies have been conducted on the damaged
mooring systems for floating offshore wind turbines. Benassai et al. [22] studied the performance
changes of the OC4 DeepCWind semisubmersible with one broken mooring line and found that an
accidental disconnection of one of the mooring lines changes the platform and turbine orientations,
which might cause large nacelle yaw error. Li et al. [23] established a coupled aero-hydro-elastic
numerical model to investigate the transient response of a spar-type FOWT in scenarios with fractured
mooring lines, and they found that in terms of drift distance, it might be more dangerous to shut down
the turbine when the wind load is in the opposite direction of drift. Ahmed et al. [24] established a
simplified three-degrees-of-freedom (3-DOFs) model to analyze the transient motion of a truss-spar
in the time domain after one or two mooring lines were broken. In the simulations, a quasi-static
approach was applied to calculate the mooring loads.

A submerged FOWT (SFOWT) with a taut mooring system was proposed to support a 5-MW
wind turbine for a water depth of 50–200 m [25–27]. This paper discusses the effects of mooring
configurations on the dynamic response of SFOWT. Fully-coupled aero-hydro-servo-elastic time
domain simulations were carried out using the code FAST [28] developed by NREL to simulate
the dynamic response of SFOWT. TurbSim [29] is used to generate the 3D turbulent wind field,
and Sesam/Wadam [30] is used to calculate the hydrodynamic coefficients of the SFOWT in the
frequency domain. The coupled dynamic responses of SFOWT with different mooring configurations
are investigated, and the dynamic responses of SFOWT with broken mooring lines are further analyzed
by selecting the optimal mooring configurations.

2. Theoretical Calculations for SFOWT

2.1. Equation of Motion in the Time Domain

The equation of motion of SFOWT can be expressed as follows [31]:

[M + A∞]
..
ξ+ Kξ = F1(t) + Fn

(
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.
ξ
)
+ Fc
(
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.
ξ
)
+ Fw(t) + Fm(t) (1)

where M is the mass matrix of SFOWT, A∞ is the added mass at infinity frequency, and ξ,
.
ξ, and
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are the 6-DOF displacements, velocities, and accelerations of the platform, respectively. K is the
hydrostatic stiffness matrix. F1(t) is the first-order wave exciting forces. Fn
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is the nonlinear drag
force from Morison’s equation. Fw(t) is the wind-induced forces including aero-dynamic forces and
tower drag forces. Fm(t) is the restoring force resulting from the taut mooring lines. Fc

(
t,

.
ξ
)

is the
radiation damping force, which can be expressed as:

Fc
(
t,

.
ξ
)
= −
∫ t

−∞
R(t− τ)ξ(τ)dτ (2)
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where R(t) is the retardation function:

R(t) =
2
π

∫ ∞
0

b(w) cos(ωt)dω (3)

where b is the linear radiation damping matrix.
The hydrodynamic coefficients, such as the added mass, radiation damping, hydrostatic restoring

stiffness, and first-order wave excitation force, are calculated in the frequency domain using the
potential-based 3D diffraction/radiation code Wadam and then applied in the time domain.

2.2. Mooring Loads for SFOWT

The total pretension of the mooring system FP is:

FP = (ρ∇−m)g (4)

where ρ is the density of sea water; ∇ is displacement; m is the total mass of the wind turbine system.
If mooring inertias and damping are ignored in a linear mooring system, the mooring load Ft

i can
be calculated as follows [32]:

Ft
i = FP

i −Kt
ijξ j (5)

where FP
i is the ith component of the total pretension; Kt

ij is the linearized restoring stiffness matrix of

the mooring system; ξj is the ith degree of freedom displacement.
The restoring stiffness matrix of the mooring system can be obtained by the following

formulas [27,33]:

Kt
ij =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

k11 0 0 0 k15 0
0 k22 0 k24 0 0

k31 k32 k33 k34 k35 k36

0 k42 0 k44 0 0
k51 0 0 0 k55 0
0 0 0 0 0 k66

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Surge
Sway
Heave

Roll
Pitch
Yaw

(6)

k11 = k22 =
FP

lz
+ ρgAw

δs

lz
(7)

k33 =
EA

l
+ ρgAw (8)

k44 =
ρgIx

cos3 ϕ
+ B(zB − zE) −G(zG − zE) +

EIxx

l
cos2 ϕ+ ρgAw(zB − zE)δs + z2

GTk22 (9)

k55 =
ρgIy

cos3 θ
+ B(zB − zE) −G(zG − zE) +

EIyy

l
cos2 θ+ ρgAw(zB − zE)δs + z2

GTk11 (10)

k66 = r2
(

FP

lz
+ ρgAw

δs

lz

)
(11)

k15 = k51 = −zGTk11 (12)

k24 = k42 = zGTk22 (13)

k31 = k33ξ1/(2l) (14)

k32 = k33ξ2/(2l) (15)

k34 = zGTk32 (16)

k35 = −zGTk31 (17)
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k36 = k33
(
r2ξ6
)
/(2l) (18)

where B and G are the buoyancy and gravity of the SFOWT, respectively; l is the tether length; lz is the
mean vertical distance between the upper fairlead and seabed; E is the modulus of elasticity; A is the
sectional area of a mooring line; ρ is the water density; g is the gravitational acceleration; Aw is the
waterline area of SFOWT; r is the horizontal distance between the center of the column and the center
of the cylinder-shaped pontoon; Ix and Iy are the inertia moment of the waterline about the x-axis
and y-axis, respectively; Ixx and Iyy are the area moment of inertia of the SFOWT about the x-axis and
y-axis, respectively; ϕ and θ are the rotational angles of roll and pitch, zB, zE, and zG are the vertical
coordinates of the buoyancy center, the upper fairlead, and the center of gravity, respectively; δs is the
increment of the set-down motion, δs = l − lz; zGT is vertical distance between the upper fairlead and
the center of gravity.

3. Dynamic Response of SFOWT under Different Mooring Configurations

3.1. Structural Form of SFOWT

The SFOWT is shown in Figure 1, and its main parameters are listed in Tables 1 and 2.
The submerged platform was composed of one column and four separated cylinder-shaped vertical
pontoons connected by four rectangular horizontal pontoons. The column and pontoons were
interconnected by four pipe members and cross braces. The wind turbine was mounted on the column.
A NREL 5 MW baseline wind turbine was employed for the analysis, and its main parameters are
listed in Table 3 [34].

 

Figure 1. Overall model of the submerged floating offshore wind turbine (SFOWT).

Table 1. Main parameters of the floating platform.

Parameter Value

Diameter of vertical pontoon 9 m
Height of vertical pontoon 12 m

Distance between vertical pontoons 40 m
Height of column 20 m
Column diameter 6 m
Mass of platform 2,734,200 kg

Mass moment of inertia in roll 7.818 × 108 kg m2

Mass moment of inertia in pitch 7.818 × 108 kg m2

Mass moment of inertia in yaw 1.359 × 109 kg m2

COG of the platform during operation (0, 0, −16.75 m)
Area of water plane during operation 51.45 m2
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Table 2. Main parameters of the mooring line.

Parameter Value

Diameter of mooring line 0.127 m
Mass of per unit length 116.027 kg/m

Breaking strength 13,249 kN
Axial stiffness of mooring line (EA) 2.47 × 109 N

Table 3. Main parameters of the NREL 5 MW wind turbine.

Parameter Value

Rated power 5 MW

Turbine control Variable speed,
collective pitch

Rotor diameter 126 m
Hub diameter 3 m

Hub height 90 m
Cut-in, rated, cut-out wind speeds 3, 11.4, and 25 m/s

Mass of impeller 110,000 kg
Mass of nacelle 240,000 kg
Mass of tower 347,460 kg

Centroid coordinates (−0.2 m, 0, 74 m)

3.2. Dynamic Response

The safety factor of a mooring line can be expressed as follows:

F =
PB

Tmax
(19)

where PB and Tmax are the breaking strength and maximum tension in the mooring line, respectively.
The requirements of the minimum safety factor in different states are listed in Table 4.

Table 4. Requirements of the minimum safety factors [35].

State Analysis Method Safety Factor

Normal operation state (NOS) Dynamic 1.67
Extreme sea-states Dynamic 1.3

Broken mooring lines Dynamic 1.0

The motion responses and internal force distributions of SFOWT under four different mooring
configurations are shown in Table 5 and Figure 2, with a draft of 22 m, a water depth of 100 m,
a wind speed of 11.4 m/s, a significant wave height of 3 m, and a peak period of 10 s generated by
the JONSWAP spectrum with a peak enhancement factor of 3.3. The directions of wind and wave are
along the X-axis. The sea-states are modeled using three-hour periods, and the statistical analysis was
carried out using the time-series of 4000–5000 s. The pretension in mooring lines is shown in Table 6.

Table 5. Mooring configurations.

Mooring Configuration
No. of Vertical
Mooring Lines

No. of Diagonal
Mooring Lines

Inclination
Angle

Configuration 1 8 - -
Configuration 2 4 4 15◦
Configuration 3 4 4 30◦
Configuration 4 4 12 30◦
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(a) Configuration 1 (b) Configuration 2 

  
(c) Configuration 3 (d) Configuration 4 

Figure 2. Four mooring configurations.

Table 6. Pretension in mooring lines.

Mooring Configuration Pretension in Vertical Lines/kN Pretension in Diagonal Lines/kN

Configuration 1 3600 -
Configuration 2 3600 3727
Configuration 3 3600 4157
Configuration 4 1800 2078

Figures 3 and 4 show the time series of platform motion under different mooring configurations
and the corresponding motion statistics, respectively. The mooring lines provide a restoring force
for the platform, affecting its motion response. As can be seen from Figures 3a and 4a, the surge
equilibrium position under Configuration 1 had a larger displacement than the others; when there was
a diagonal mooring line, the maximum value and standard deviation of surge were in the order of
Configuration 2 > Configuration 3 > Configuration 4. In comparison to Configuration 2, the maximum
value and standard deviation under Configuration 4 were reduced by 95.9% and 96.4%, respectively.
The diagonal mooring lines provide a horizontal restoring force for the floating platform. As the tilt
angle of the mooring line increased, the horizontal restoring force provided by the mooring lines
increased. As shown in Figures 3b and 4b, the heave response of the platform under Configuration
2 was larger, because it had a smaller vertical restoring force than Configurations 1 and 4, and the
large surge motion also induced the large heave motion due to the set-down motion. Figure 3c,d and
Figure 4c,d show that the pitch and yaw responses were largest under Configurations 2, while the
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average of the pitch and yaw response was close to zero under the four configurations. As shown in
Figures 3 and 4, the SFOWT had a smaller response and a better performance under Configuration 4.

Figures 5 and 6 show the time series of bending moment at the root of the blade and tower base
under different mooring configurations and the corresponding statistics, respectively. There was little
change in the bending moment at the root of the blade, which was due to the bending moment being
dominated by wind load. The effect of the specific form of configurations was not obvious. The mean
value of the tower base bending moment was mainly wind-induced, while its standard deviation was
induced by both wind and wave loads; the standard deviation was also influenced by the motion
response of the platform. From Figures 5b and 6b, it can be observed that the maximum value and
standard deviation appeared under Configuration 2.

 (a-1) Surge with Configuration 1                (a-2) Surge with Configuration 2 

 
 (a-3) Surge with Configuration 3                (a-4) Surge with Configuration 4 

(a) Surge response under different mooring configurations 

  

(b-1) Heave with Configuration 1                 (b-2) Heave with Configuration 2 

  

Figure 3. Cont.
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(b-3) Heave with Configuration 3                  (b-4) Heave with Configuration 4 

(b) Heave response under different mooring configurations 

  
(c-1) Pitch with Configuration 1                     (c-2) Pitch with Configuration 2 

  

(c-3) Pitch with Configuration 3                     (c-4) Pitch with Configuration 4 

(c) Pitch response under different mooring configurations 

  

(d-1) Yaw with Configuration 1                     (d-2) Yaw with Configuration 2 

° °

° °

° °

Figure 3. Cont.
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(d-3) Yaw with Configuration 3                    (d-4) Yaw with Configuration 4 

(d) Yaw response under different mooring configurations 

° °

Figure 3. Time series of the platform motion under different mooring configurations.

 
(a) Surge (b) Heave 

  
(c) Pitch (d) Yaw 

° °

° °

Figure 4. Motion statistics of the platform under different mooring configurations.

The time series of tension in Mooring Lines No. 1 (vertical) and No. 5 (diagonal) under different
mooring configurations and the corresponding statistics are shown in Figures 7 and 8, respectively.
The dynamic response of the platform drove the movement of the mooring lines, and the tension was
influenced by wave loads. The smallest tensions appeared under Configuration 4.
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 (a-1) Configuration 1                          (a-2) Configuration 2 

 
 (a-3) Configuration 3                          (a-4) Configuration 4 

(a) Bending moment at the root of blade under different mooring configurations 

 (b-1) Configuration 1                          (b-2) Configuration 2 

 
 (b-3) Configuration 3                          (b-4) Configuration 4 

(b) Bending moment at the tower base under different mooring configurations 
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Figure 5. Time series of the bending moment at the root of blade and tower base under different
mooring configurations.
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(a) Bending moment at the root of the blade (b) Bending moment at the tower base 

Figure 6. Statistics of the bending moment at the root of blade and tower base under different
mooring configurations.

 
(a-1) Configuration 1                          (a-2) Configuration 2 

 
(a-3) Configuration 3                          (a-4) Configuration 4 

(a) Tension in No.1 line under different mooring configurations 

 

(b-1) Configuration 1                          (b-2) Configuration 2 

Figure 7. Cont.
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(b-3) Configuration 3                          (b-4) Configuration 4 
 (b) Tension in No.5 line under different mooring configurations 

Figure 7. Time series of tension on mooring lines in different mooring configurations.

  

(a) Tension in the No. 1 mooring line (b) Tension in the No. 5 mooring line 

Figure 8. Statistics of tension in mooring lines under different mooring configurations.

The safety factor of mooring lines under different mooring configurations is shown in Figure 9.
It can be seen that only Configuration 2 cannot meet the specification requirements.

Figure 9. Safety factor of mooring lines under different mooring configurations.
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4. Dynamic Response of SFOWT under Extreme Sea-States

The SFOWT under Configuration 4 (i.e., four vertical lines and 12 diagonal lines with an inclination
angle of 30◦), as shown in Figure 10, were further studied in once-in-one-year and 50-years sea conditions
of the East China Sea areas (see Table 7). Under extreme sea-states, the wind speed exceeded its cut-out
value, and the wind turbine was under the condition of shutdown. The time histories of wind speed
and wave elevation in the X-direction are shown in Figures 11 and 12, respectively; the power spectra
of the wind speed and wave elevation are shown in Figures 13 and 14, respectively. We can see that the
energy of the wind was mainly concentrated below 0.05 Hz, while the wave spectrum was mainly
concentrated around 0.1 Hz.

 

Figure 10. Mooring configuration of SFOWT.

Table 7. Environmental loads under extreme sea-states.

Extreme Sea-States Wind Speed (m/s) Hs (m) Tp (s)

Once-in-1-year 30 7.1 11.9
Once-in-50-years 49 13 15.5

Figure 11. Time series of wind speed under extreme sea-states.
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Figure 12. Time series of wave elevation under extreme sea-states.

 
Figure 13. Power spectra of wind speed.

Figure 14. Power spectra of wave elevation.

The time series of platform surge motion and tension in the No. 1 mooring line under extreme
sea-states are shown in Figures 15 and 16, respectively. It can be seen that the surge response suddenly
increased around 300–340 s in the once-in-50-years sea condition, and the tension in the mooring line
also quickly increased and then fell. This is because the wave elevation increased suddenly around
300–340 s (Figure 12), which led to a decrease of the restoring force on the platform and an increase of
the motion response, and eventually caused a slack in mooring lines and instability of SFOWT in the
once-in-50-years sea condition.
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Figure 15. Time series of platform surge motion under extreme sea-states.

Figure 16. Time series of tension in the No. 1 mooring line under extreme sea-states.

The increase in the pretension in the mooring line can effectively avoid the slack in mooring
lines and improve the movement performance of SFOWT. The vertical pretension was increased from
1800–2780 kN per mooring line by adjusting the ballast water of the platform. The corresponding
motion statistics and power spectra of platform motion under extreme sea-states are shown in
Figures 17 and 18, respectively. The platform had a small surge motion and a better heave performance
due to the growing pretension under extreme sea-states. The yaw of SFOWT was small in the two sea
conditions. In comparison to the once-in-one-year sea condition, the maximum value and standard
deviation of yaw under the once-in-50-years sea condition increased by 176.8% and 319.8%, respectively.

As the wind loads are much smaller than wave loads in extreme sea-states because the turbine is
parked, the spectra of motions were mainly dominated by the wave frequency response and resonant
response. From Figure 18, it can be found that the surge motion was mainly dominated by the
wave-frequency response; the heave motion was mainly induced by the wave-frequency response and
set-down effect; and the pitch motion was mainly induced by wave-frequency and surge resonant
response. The natural frequency on each DOF was higher than the wave frequency; the heave resonant
response was the highest, i.e., 1.0 Hz.
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(a) Surge (b) Heave 

°

 

°

 
(c) Pitch (d) Yaw 

Figure 17. Motion statistics of the platform under extreme sea-states.

  
(a) Surge (b) Heave 

  
(c) Pitch (d) Yaw 

Figure 18. Power spectra of the platform motion under extreme sea-states.
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The statistics of tension in vertical mooring lines (Nos. 1, 5, 9, and 13) and diagonal lines (Nos. 4,
6, 12, and 15) under once-in-one-year and 50-years sea conditions are shown in Figure 19. As shown in
Figure 19, the No. 9 mooring line, which was located in the upwind direction of the SFOWT, had the
largest average and standard deviation of tension among the vertical mooring lines, and the No. 15
mooring line, which was also located in the upwind direction of the SFOWT, had the largest maximum
and standard deviation of tension among the diagonal mooring lines. In addition, the minimum
tension in each line under extreme sea-states was larger than zero, indicating that they can provide
enough stability.

(a) Tension in vertical mooring line (b) Tension in diagonal mooring line 

Figure 19. Statistics of tension in the mooring lines under extreme sea-states.

Figure 20 shows the safety factor of mooring lines under extreme sea-states, indicating that the
safety factor of each mooring line meets the design requirements in once-in-one-year and 50-years sea
conditions. The safety factor of the No. 15 mooring line was the smallest, i.e., 1.31.

Figure 20. Safety factor of the mooring lines under extreme sea-states.

5. Dynamic Response of SFOWT with Broken Mooring Lines

There may be one or several broken mooring lines in a floating wind turbine under long-term
environmental loads. The once-in-one-year sea condition was chosen to simulate an accident during
operation [36]. Four cases were considered, as listed in Table 8.

The time series and motion statistics of platform motion with broken mooring lines are shown in
Figures 21 and 22, respectively. It can be seen that in the course of 4100 s, the motion responses on
all DOFs fluctuated and the amplitudes increased due to the wave frequency response. The motion
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response on each DOF of the platform in Case 1 was the largest. Because the No. 15 mooring line was in
the upwind wave direction, as it consistently experienced a larger wave impact, an increasing motion
response will be caused if it is broken, and the equilibrium position of yaw motion will be changed
when the platform is at a new horizontal location. If the No. 1 mooring line is disconnected, the motion
response will be smaller owing to its position in the downwind direction against the environmental
loads. In comparison to Case 1, the maximum value and standard deviation of yaw in Case 2 were
reduced by 83.5% and 60.2%, respectively.

Table 8. Conditions of broken mooring lines.

Case Broken Mooring Line

Case 1 No. 15
Case 2 No. 1
Case 3 Nos. 1 and 12
Case 4 Nos. 1 and 13

  
(a-1) Surge of Case 1                              (a-2) Surge of Case 2 

  
(a-3) Surge of Case 3                               (a-4) Surge of Case 4 

(a) Surge response under the condition of broken mooring lines 

  
(b-1) Heave of Case 1                              (b-2) Heave of Case 2 

Figure 21. Cont.
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(b-3) Heave of Case 3                               (b-4) Heave of Case 4 

(b) Heave response under the condition of broken mooring lines 

  
(c-1) Pitch of Case 1                                (c-2) Pitch of Case 2 

  
(c-3) Pitch of Case 3                                 (c-4) Pitch of Case 4 

(c) Pitch response under the condition of broken mooring lines 

  
(d-1) Yaw of Case 1                                 (d-2) Yaw of Case 2 

° °

° °

° °

Figure 21. Cont.
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(d-3) Yaw of Case 3                                  (d-4) Yaw of Case 4 

(d) Yaw response under the condition of broken mooring lines 

° °

Figure 21. Time series of the platform motion under the condition of broken mooring lines.

(a) Surge (b) Heave 

  
(c) Pitch (d) Yaw 

°
° °

Figure 22. Motion statistics of the platform with broken mooring lines.

In all four cases, the motion responses of the platform were relatively smaller on each DOF,
indicating that SFOWT had good stability in the condition with broken mooring lines.

The statistics of tension in vertical (Nos. 1, 5, 9, and 13) and diagonal (the one that has the
maximum tension in each group) lines in the four different conditions with broken mooring lines are
shown in Figure 23. When a certain line is broken, the tension in the mooring line with the same
fairlead will increase. The tension of the mooring line in the upwind wave direction will become larger
as it consistently experiences wave loads. The tension in the diagonal lines will be larger than those in
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vertical lines, which is due to the larger pretension in diagonal lines. In all four cases, there was no
slack in mooring lines, which remained tight all the time.

(a) Case 1 (b) Case 2 

 
(c) Case 3 (d) Case 4 

Figure 23. Statistics of tension in mooring lines in conditions with broken mooring lines.

6. Conclusions

A coupled dynamic model of SFOWT was established in this paper, and simulations of four
different mooring configurations under normal sea conditions were performed. It was found that the
motion response of the platform was smaller and the stability of SFOWT was better under Configuration
4 (i.e., four vertical lines and 12 diagonal lines with an inclination angle of 30◦). In comparison to
Configuration 2 (i.e., four vertical lines and four diagonal lines with an inclination angle of 15◦),
the maximum value and standard deviation under Configuration 4 were reduced by 95.9% and
96.4%, respectively. Since only the safety factor under Configurations 2 did not meet the requirement,
the cross-sectional area of mooring line should be increased to reduce the tension. The safety factors
of the No. 1 (vertical) and No. 5 (diagonal) mooring lines under Configuration 4 were 4.52 and
4.23, respectively.

The well-stabilized Configuration 4 was selected, and the pretension was increased to control the
platform movement effectively by adjusting the ballast water of the platform. The coupled dynamic
responses of SFOWT under extreme sea-states were checked. As the wind loads were much smaller
than the wave loads in extreme sea-states because the turbine was parked, the spectra of the motions
were mainly dominated by the wave frequency response and resonant response. It was found that this
configuration can provide better surge and yaw performances, as well as better horizontal restraints;
moreover, the motion responses of SFOWT on six degree of freedoms were smaller.
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The influence of broken mooring lines on the SFOWT performance was investigated. Four failure
cases of mooring line were considered, among which Case 1, which was the No. 15 mooring line in the
upwind wave direction being broken, had the largest motion response. However, there was no slack in
the remaining mooring lines, and the SFOWT still had enough stability.
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Abstract: Renewable energies play a fundamental role within the current political and social
framework for minimizing the impacts of climate change. The ocean has a vast potential for
generating energy and therefore, the marine renewable energies are included in the Sustainable
Development Goals (SDGs). These energies include wave, tidal, marine currents, ocean thermal, and
osmotic. Moreover, it can also be included wind, solar, geothermal and biomass powers, which their
main use is onshore, but in the near future their use at sea may be considered. The manuscript starts
with a state-of-the-art review of the abovementioned marine renewable energy resources worldwide.
The paper continues with a case study focused on the Spanish coast, divided into six regions: (I)
Cantabrian, (II) Galician, (III) South Atlantic, (IV) Canary Islands, (V) Southern Mediterranean, and
(VI) Northern Mediterranean. The results show that: (1) areas I and II are suitable for offshore wind,
wave and biomass; (2) areas III and V are suitable for offshore wind, marine current and offshore
solar; area IV is suitable for offshore wind, ocean wave and offshore solar; (3) and area VI is suitable
for offshore wind, osmotic and offshore solar. This analysis can help politicians and technicians to
plan the use of these resources in Spain.

Keywords: renewable energies; ocean energy; offshore wind; wave; tidal; marine currents;
ocean thermal

1. Introduction

In recent years, there have been some social and political concerns about climate change and
the high dependence on fossil fuels. In order to prevent a big problem, different climate and energy
policies are being created to achieve environmental sustainability. Renewable energies are called to
play an essential role in this process. The ocean has been an integral part of human civilization and its
development for a long time. Although its potential use for power generation has been the object of
different patents, only some technologies able of taking advantage of ocean energy resources are in a
mature stage of development. This is a key point taking into account that oceans and seas have the
potential to play an important role in the supply of clean and endless energy. Oceans and seas contain
large quantities of energy potential. In fact, ocean energy resources are estimated with a potential of
around 120,000 TWh/year, enough to satisfy more that 400% of the current global demand for electricity.

The great potential shown by ocean energies is due in part to the huge ranges of possibilities:
wave, tidal, marine currents, ocean thermal, and osmotic (salinity gradient) energies. In addition to
these ones, it is essential to take into account those created in a first moment for onshore locations, and
later thought for sites in the sea: wind and solar (onshore on land and offshore on sea), geothermal and
biomass. Nowadays, there are some barriers to achieve an adequate development of that sector [1].
These barriers are mainly: the state of the technology with a lot of important challenges both in
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the short and medium term, the high capital cost in the first project of each technology, the lack of
experience and environmental aspects, etc. These barriers are smaller or larger depending on each of
the oceanic technologies and its current development stage.

In recent years, this industry has seen encouraging signs, with some of the technologies showing
significant progress. This is the case for offshore wind and tidal energy, which can be considered
mature enough to be ready for their commercial development. Regardless, other technologies follow
a slower learning curve. Based on this, the forecasts in the short, medium, and long term are not
ambitious at all [2]. With the objective of promoting the sector, various initiatives have emerged to take
advantage of its energetic potential. One of them is the Implementation Agreement of Oceanic Energy
Systems (IEA-OES), which aims to have installed 337 GW of capacity worldwide in 2050, objective
difficult to be achieved with current figures.

Another key aspect in the development of this type of project is the Levelized Cost of Electricity
(LCOE) [3]. LCOE value is very high in the case of prototype projects, having a lot of room for
improvement. It is important to take into account that the energy generated must have a competitive
cost [4]. On the other hand, the use of green energy has other benefits. In fact, governments must
support this type of project with some incentives to help the companies involved, above all in the
early stages of the development of those technologies. On the other hand, a better perception of the
citizens about marine renewable energy is essential, because nowadays there is a great ignorance of
the possibilities of the ocean to offer clean and endless energy. A high percentage of citizens only know
their disadvantages.

In Spain, the case is not different, and the commitments on renewable energy must be achieved.
Although the development of onshore facilities is not negligible at all, offshore ones have not yet been
developed except with R&D projects, patents and prototypes. So, the road ahead is huge in this area.
For that, it is essential to know the available resource. A lot of studies have been carried out to estimate
it, but mainly focused on one category, for instance, offshore wind or wave power. There are some
examples of these studies focused on different areas in the world: one of themis about the analysis of
methodologies for the assessment of wind resource in European Seas [5]; another one is only focused
in offshore wind around Korean peninsula [6]; another one is about wave energy along the Cornish
coast (UK) [7]; another one analyzes the renewable mix to satisfy the needs of energy of Pantelleria, a
real island in the Mediterranean Sea, focusing on starting to study minor island, including the study
of different renewable sources: wind, solar and wave [8]; another one studies the possible energy
independence in Malta based on the use of Wave Energy Converters [9]; another one is about wave
energy resource variation in the coast of Ireland [10]; and another one analyzes the influence of air
density changes in the offshore wind potential over Northeastern Scotland [11].

Furthermore, there are some resource analyses in Spain: one of them determines the wave energy
resource in the Estaca de Bares area (Spain) [12]; another one includes the evaluation of wave energy
potential in the Spanish coast [13]; another one is about a review of combined wave and offshore wind
energy [14]; another one is focused in wave energy in Menorca (Spain) [15]; another one is related to
wave energy trends and its variation, and is very important to be taken into account in the Bay of
Biscay [16]; and another one is about seasonal corrections due to the use of real values of air density for
the assessment of offshore wind energy potential in the Iberian Peninsula [17].

Regarding wave energy, it is can be stated that UK and Spain are pioneering countries. In Spain,
some Wave Energy Converters (WEC) were installed in Mutriku breakwater, and this facility is in
operation [18–20].

Some investigations used different algorithms that included an importance sampling-based
expectation-maximization algorithm for sequence detection in a single-photon avalanche diode
underwater optical wireless communication [21]. Other studies are focused on water desalination
applied to Sicilia with the objective of solving the problem in water supply for areas with a chronic
debt of water [22]. In other cases, the researchers analyze energy saving in public transport using
hydrogen produced by renewable sources instead of fossil fuels [23].
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The main objective of this review paper is to analyze the marine renewable energy resource in
the Spanish coast, based on a preliminary and prospective analysis of the possibilities of applying the
different types of energies that can be exploited at the sea in the different areas of the Spanish coast.
This review gives approximate numbers. If an accuracy number is looked in a specific area, it will be
necessary to carry out a detailed analysis in that area. Marine renewable energies are included in the
Sustainable Development Goals (SDGs), especially in the SDG-7 (Affordable and Clean Energy, with
the objective of ensuring access to affordable, reliable, sustainable and modern energy for all), and in
the SDG-14 (Life below Water, with the aim of conserving and sustainable using the oceans, seas and
marine resources for sustainable development).

To achieve the abovementioned objective, the first step of the work is based on the need of using
renewable energies, in this case marine energies, to achieve a reduction on the polluting gases in the
atmosphere. For this, it is essential to carry out an exhaustive search of information about the state of
the art of marine energies, the potential and the forecast at short, medium and long term, etc. This is
done for all the types of renewable energies to be harnessed in seas and oceans: offshore wind, wave,
tidal, marine currents, ocean thermal, osmotic (salinity gradient), solar, geothermal and biomass.

The state-of-the-art is necessary to address the next parts of the work, consisting of carrying out a
detailed study and analysis of the potential of marine energies firstly in the world based on a review
study, and later along the Spanish coast. For this, the Spanish coast is divided into six different areas: (I)
Cantabrian coast, (II) Galician coast, (III) South Atlantic coast, (IV) Canary Islands coast, (V) Southern
Mediterranean coast, and (VI) Northern Mediterranean coast. The energy potential associated to each
area is indicated. So, optimal areas for each type of marine energy are identified.

This paper gives the basis to achieve the established objectives for the installation of renewable
energies in Spain, in the sense of incorporating marine energies, which have been left aside until now
in the country. In Spain, it has mainly only been carried out theoretical studies, tests in laboratory and
some prototypes.

2. Marine Energy Resource in the World: State-Of-The-Art

A review of energy resource to be exploited in the sea around the world is summarized in this
section. The order followed related to the different type of marine energies is: (1) offshore wind, (2)
wave, (3) tidal, (4) marine currents, (5) ocean thermal, (6) osmotic, (7) biomass, (8) geothermal and (9)
solar. To end this section, LCOE figures are discussed.

There are some specific studies that focus on one or more types of marine renewable energies.
Regardless, there is no research that includes all the information of all the above-mentioned types
together. On the other hand, there are some specific studies for some countries and some of the types
of the abovementioned energies, but not including all the countries and all the types. This can be seen
with some examples: wave [24], tidal, ocean thermal, ocean current and salinity gradient in Iran, wave
energy in Asia [25], wave energy in the Mediterranean Sea [26], wave energy in Baltic Sea [27], offshore
wind energy in UK [28], among others.

2.1. Offshore Wind Energy

Offshore wind is similar to onshore wind with some important changes in the protection of all the
components against the aggressive marine environment, and with higher costs due to the difficulties
related to the construction and operation in the sea [29]. The main parameter to analyze the wind
resource is the average wind speed at the hub height [30]. This is the first value to be analyzed when
identifying potential sites for wind facilities. For more detailed studies of wind resource assessment,
other aspects must be considered, as the variability in the time and the horizontal and vertical space,
wind direction, turbulence intensity, etc. The wind turbine generator model selected influences clearly
when calculating the gross and net production of the facility.

World wind potential, including onshore and offshore, is estimated about 20,000–50,000 TWh/year,
representing offshore wind more than 70% of those figures [31]. Figure 1 shows the annual average
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wind speed of offshore wind at 90 m high, obtained using NOAA’s Blended Sea Winds global offshore
wind dataset. That dataset included wind stresses and vector winds on the ocean surface, with a grid
of 0.25◦, and with different time resolutions: monthly, daily and 6-h. It includes data from 1986 until
2006 [32]. Wind speeds represented in Figure 1 were generated from via satellite observations and
in-situ sensors. The direction was a combination of the products of National Centers for Environmental
Prediction (NCEP) and European Center for Medium-Range Weather Forecasts (ECMWF). The use of
both products together has gaps for obtaining wind speed values. Some complex algorithms were
created to fill those gaps, and there are some numerous research groups trying to continue improving
those results [33,34].

Figure 1. Annual average wind speed, in m/s, at 90 m high (Reproduced with permission from [34].
European Centre for Medium-Range Weather Forecasts, 2019).

2.2. Wave Energy

Wave energy is a great potential marine renewable energy. Different studies trying to determine
the wave energy potential have been carried out in the world. There are some of those studies focused
on specific countries, and even in specific areas within a country [35]. It is important to differentiate
between wave energy potential, expressed in kW/m or kWh/year units, and wave energy production,
only in kWh/year unit. The wave energy potential is the existing energy to be harnessed in a specific
location. The wave energy production is the produced energy in the site using a specific wave energy
converter [36].

For wave energy potential estimation, the only parameters to be taken into account are the average
wave climate, including the combination of significant wave heights and peak wave periods. Knowing
the wave spectrum type to be considered (JONSWAP, TMA, Pierson-Moskowitz, etc. [37]), it is easy to
obtain the wave potential in a location. Characteristics of wave energy converters must be considered:
minimum and maximum depth of the site, way of energy extraction, matrix power, etc. With all those
data, the wave energy production (kWh/year) can be calculated [38].

According to International Energy Agency (IEA) estimations, the wave energy potential can
oscillate between 8000 and 80,000 TWh/year [39]. Figure 2 shows the wave power distribution in the
world. It is not homogeneous, with some areas characterized by more than 100 kW/m, and some of
them below 10 kW/m [38].
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Figure 2 is based on Mork et al. [40]. The global wave power dataset used was the default
calibrated wave data set included in WorldWaves. WorldWaves included model data for the period
between 1997 and 2006, a 10-year period, with 6-h frequencies and 0.5◦ grid, calibrated and validated
with global TOPEX and JASON altimeter wind speed and wave height data. The calibration includes
the consideration of some wave buoy records.

Figure 2. Wave power distribution, in kW/m (Reproduced with permission from [41,42]. International
Energy Agency—Ocean Energy Systems, 2014, 2011).

2.3. Tidal Energy

Tidal energy is caused by the gravitational attraction generated by the Moon and the Sun. Those
gravitational forces are responsible for causing the ascent and descent movement of the seal level. Those
movements are described by a wave with a period between 12 and 24 h. It is known as astronomical
tides [43]. The tidal range associated with the astronomical tide is different throughout the planet, with
places where the tidal range can be neglected and with locations where it exceeds 10 m [44]. Although
astronomical tides are subject to general conditions, they may be affected by local conditions, such
as wave reflection, the depths of the seabed, the shape of the coast, the existence of river mouths,
resonance effects, etc.

The energy generated by the tides has been estimated around 26,000 TWh/year [39]. Ocean tidal
ranges can be determined based on harmonic analysis using the formula included in Figure 3, where
O1 and K1 are diurnal tidal constituents, M2 and S2 are semidiurnal tidal constituents, MHWS is mean
high-water springs and MLWS is mean low water springs. The tidal range is expressed in meters.
Tides can be exploited in two different ways. The first of these ways consists of the construction of
dams, which serve as a barrier to maintain water at different levels on both sides of the dam, so that
through turbines they can take advantage of the kinetic energy derived from the abovementioned
difference in levels. The second way takes advantage of the speed of currents due to differences in
sea level without the need of building dams. This process is similar to the use of the energy of ocean
currents, and in fact some ocean currents harnessed are tidal currents.

To be able to produce electricity based on tidal dams, the location has to provide a tidal range
greater than 5 m [43,45,46]. This strict condition reduces the number of viable sites for the use of tidal
energy, as it can be observed in Figure 3.

45



J. Mar. Sci. Eng. 2019, 7, 249

Figure 3. Tidal range, in m, around the world (Reproduced with permission from [47]. University of
Graz Wegener Center for Climate and Global Change, 2019).

2.4. Marine Current Energy

Ocean currents are due to a mix of periodic and aperiodic water movements. There are seasonal
and short duration changes, and a lot of oscillatory and sporadic movements superimposed to the
general oceanic circulation. Current observation is a very complex challenge [48]. The origin cause of
marine currents is mainly the difference of temperature, salinity, etc. adding to them the influence of
the wind, tides, Earth rotation, etc. [49–51].

Generally, the most intense marine currents are caused by the effect of the wind and the tides.
In case of being due to tides, it is usual to name it a tidal stream. Tidal stream is the most harnessed
marine current energy type at the moment. Therefore, this paper is going to be focused on tidal stream
when marine current energy is mentioned.

Focusing on tidal stream, the bathymetry can also help to produce a remarkable increase in its
characteristics, mainly in narrowing areas with a consequent velocity increase [52,53]. The energy
capacity of this renewable energy source is high, estimated around 800 TWh/year [39]. This potential
can be increased if it could be taken advantage of not only tidal currents. The speed of currents has to
be greater than 2 m/s for the harnessing of this type of energy [54].

2.5. Ocean Thermal Energy

Ocean thermal energy is generated as a consequence of a process that begins with the incidence of
solar rays on the sea, increasing its temperature [55]. Sea water allows the rays to penetrate through
its surface, being able to increase the temperature of lower layers of sea water. The penetration will
depend, among others, on the water turbidity state. In lower layers the radiation decreases and,
therefore, the temperature decreases. This has as a consequence a vertical distribution of temperatures.
In fact, this can also be explained as solar energy which is stored as heat in the surface layer of the
ocean, and that heat is distributed to water depths around 100 m due to the waves and surface currents.
Cold water is found deeper due to its higher density, and this different mass of water is moved by
ocean currents. In the world, the temperature difference is between 10 and 25 ◦C, with the maximum
values close to the Equator [56].
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The vertical distribution is marked by two areas with a big change in the temperature between
them. The temperature difference between the marine surface and one thousand meters depth in a
specific location can allow energy production. This is known as ocean thermal energy. The harvesting
of this type of energy is based on the difference between deep cold water and warm surface water;
this allows running a heat engine to produce electricity. The mechanism consists of the shallow ocean
water heat a liquid in the engine characterized by having a low boiling point. The liquid turns into
vapor and it moves a turbine. This vapor cools with the deep water, restarting the generation cycle.

To have a profitable project, the difference in temperature must be at least 20 ◦C. This condition
limits the possibilities of finding a suitable location for ocean thermal energy facilities. The most
interesting ones are those located in equatorial and subtropical areas, where the minimum temperature
on the surface is around 24 ◦C and temperatures at depths around one thousand meters are usually
around 5 ◦C. The estimate for ocean thermal energy resource around the world is between 30,000
and 90,000 TWh/year, being usable around 10,000 TWh/year [39]. Figure 4 shows the temperature
difference in degrees along the Earth.

Figure 4. Ocean thermal energy: difference of temperatures, in degrees (Reproduced with permission
from [42]. Ocean Energy Systems, 2011).

2.6. Osmotic Energy

Osmotic energy is based on the difference that occurs in the osmotic pressure due to the difference
in salinity between fresh water versus saltwater [57]. This process occurs when the two fluids come
into contact causing a balance in the concentration of salt between them. It is essential that the facilities
are located in river mouths looking for the salinity difference [58]. However, the mouths of rivers can
present limitations for the installation of this type of facility due to possible conflicts with other uses or
activities usually developed in the rivers’ mouth.

The energy potential is estimated about 2000 TWh/year [31]. Figure 5 shows salinity concentration
in seas and oceans around the world, with greater salinity concentration in places like the Mediterranean
Sea, and less salinity concentration in the Arctic Ocean.
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Figure 5. Salinity concentration in the world (Reproduced with permission from [42]. Ocean Energy
Systems, 2011).

2.7. Biomass Energy

Biomass can be defined as the entire living mass of both animal and vegetal origin existing on the
Earth. Most of the biomass can be burned for energy production, in the form of heat, electricity or fuel
through different types of treatments [59]. With regard to the biomass in the sea, algae are used to
obtain biofuels, based on their function of using the sun energy to transform carbon dioxide, water
and organic nutrients into oxygen and vegetable biomass [60]. These have microbes constituting 90%
of the biomass, which gives them a lot of energy. It favors its conversion into various biofuels thanks
to its low energy density.

Two types of algae can be differentiated: the microalgae from the aquatic systems and the larger
algae known as macro algae that grow attached to stable substrates coming mainly from the seabed.
Although microalgae have been studied in recent years for biodiesel production, marine macroalgae
have awakened recently a great interest for obtaining different biofuels due to its chemical composition
and ability to produce large biomass. Macroalgae have important advantages as a source of biofuels [61],
if it is compared to other raw materials. They have a higher growth than other plants used until
now, and its large-scale cultivation is feasible, profitable and it does not occupy land or require fresh
water [62].

The exploitation of this type of cultivation areas is currently very limited. There are around
300,000 hectares of cultivation in the world, which represent more than 90% of global production,
estimated at 24.9 million tons. The International Federation of Aquaculture (FAO) indicated that the
production of macroalgae increases by 6% every year [63]. Figure 6 shows the natural distribution of
macroalgae in shallow waters, and the capacity of coastal areas for biogas and the percentage of local
Net Primary Productivity (NPP).
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Figure 6. Natural distribution of macroalgae in shallow waters and the capacity of coastal areas for
biogas and the percentage of local Net Primary Productivity (NPP). HANPP is Human Appropriation
of Net Primary Production (Reproduced with permission from [64]. BioMed Central Ltd., 2012).

2.8. Geothermal Energy

Underwater geothermal energy is based on the existence of deep cracks in the seabed generated
by divergent movements of the plates. These movements produce cracks, allowing vertical transfer
of the magmatic heat from the mantle to the floor of the ocean. The sea cold water, when coming
into contact with these cracks, warms up and chemically changes, producing hot water enriched with
hydrogen sulfide expelled through the cracks produced by the movements of the plates, and known
as hydrothermal vents. The hot water can be expelled up to 400 ◦C, getting a high heat flow for its
transformation into electrical energy.

Different studies were carried out to analyze the scope of hydrothermal ventilations along the
Earth’s crust. There are around 65,000 km of oceanic ridges, representing 30% of all the heat released
in the Earth, of which a significant number of ventilations have been obtained hydrothermal vents
located at depths greater than 2000 m (Figure 7). They are usually found in the Pacific and Atlantic
Oceans, although there are some cases in the Mediterranean Sea and in the Indian Ocean. Only 13,000
km of the existing ocean ridges have been explored up to the moment, and only around 3900 km (about
30% of the surface explored) have good skills to be exploited.

Marine geothermal energy has a very high potential, but hardly quantifiable, since at present there
is no defined system that allows knowing the real and usable potential of this source. This is because
the state of technological development is not very mature. There are some estimates, considering only
the explored areas, indicating that more than 1000 GW can be extracted [65,66].

2.9. Solar Energy

Solar energy can be used for electricity production by direct conversion of solar radiation into
electric current passing through solar or photovoltaic cells. Its implementation to date has been done
mainly onshore, but some companies in the sector have developed some designs with the objective of
being able to take advantage of this energy in the surface of seas and oceans [67]. Maritime surface
represents more than 70% of the global surface of the earth. Figure 8 shows the solar radiation marine
great potential, with around 18 TWe only in the black points.
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Figure 7. Submarine ventilation around the Earth [65].

Figure 8. Distribution of solar radiation in the world (Reproduced with permission from [68]. Matthias
Loster, 2010).

As an outline of the state of this technology, Figure 9 shows a summary of the power installed in
2015 and the forecasts for 2020 and 2030, focused on Europe considering: (a) waves, currents and tides,
(b) offshore wind, (c) onshore solar, and (d) offshore wind.
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Figure 9. Global view of onshore and offshore renewable facilities in Europe: installed power, in GW,
in 2015, and forecasts for 2020 and 2030.

2.10. Levelized Cost of Energy (LCOE) Data

For investments decision-making, energy industry uses economical models to determine and
compare the energy cost of different technologies. The most known one is the levelized cost of power
(LCOE). It depends on capital, operating and fuel costs. The value of LCOE is obtained by dividing the
sum of costs over lifetime by the sum of electrical energy produced over lifetime. It is important to take
into account that most of renewable technologies are capital intensive but have low operational costs,
while fossil fuel-based technologies may be cheaper to construct but much more expensive to operate.

Anyway, it is important to clarify that LCOE values are more reliable when there are a lot of
installed facilities in a specific technology. So, the existing and reliable current LCOE data (median
values) are given for offshore wind: 0.1434 $/kWh, for wave: 0.3263 $/kWh, for tidal and marine
currents together: 0.3263 $/kWh. The rest of technologies included in the paper have not a reliable
LCOE value. On the other hand, it is recommended to know LCOE values of other onshore renewable
technologies: 0.0777 $/kWh in onshore wind, 0.1320 $/kWh in solar photovoltaic, 0.2466 $/kWh in solar
thermal, 0.0479 $/kWh in hydropower, 0.0951 $/kWh in biomass, 0.0635 $/kWh in geothermal [69].
Although there are many uncertainties regarding the LCOE values in the medium term, it is expected
that they will stabilize and even decrease as the learning curve progresses.

3. Practical Application: Marine Energy Resource in the Spanish Coast

Spain has a larger potential of marine energies as has been indicated by Montoya et al. [70], mainly
focusing that work on onshore renewable energies, including a brief section about marine energies.
The Spanish coast has more than 7800 km; the culture and the economy are very linked to the ocean in
coastal areas. The study and exploitation of marine renewable energies are destined to play an essential
role in the medium term. Many investigations have been carried out in the field of marine renewable
energies in last years; specialized technology centers and demonstration plants have been installed
focused on advancing in this field, which will be essential to achieve progress and development. Based
on the investigation and different tests and errors, it will be possible to reach the sufficient maturity of
the installations of the use of marine renewable energies so that its commercial development is feasible.

Spain has a very heterogeneous coastline in terms of energy potential. It belongs to a peninsula
(the Iberian Peninsula), connected in the Northeast with France. In addition, the Spanish territory
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also has two archipelagos of islands: The Canary and Balearic Islands. Canary Islands are located
in the Atlantic Ocean, southwest of the Iberian Peninsula and close to the African coast. Balearic
Islands are located in the Mediterranean Sea, east of the Iberian Peninsula. For this reason, the Spanish
coast cannot be studied as a single area since a great mistake would be made. The best alternative to
this situation is to zone this coast in areas with homogeneous energy characteristics. Therefore, this
paper divides the Spanish coast into six different areas: (I) Cantabrian coast, (II) Galician coast, (III)
South Atlantic coast, (IV) Canary Islands coast, (V) Southern Mediterranean coast, and (VI) Northern
Mediterranean coast (Figure 10). Areas I, II, III, V and VI correspond to the Iberian Peninsula, with the
Balearic Islands included in Area VI. Area IV refers to the Canary Islands.

 

Figure 10. Zoning created for the study of marine renewable resource in the Spanish coast.

As it is done in the previous section, the order followed for the analysis in this section is: (1)
offshore wind, (2) wave, (3) tidal, (4) marine currents, (5) ocean thermal, (6) osmotic, (7) biomass, (8)
geothermal and (9) solar. So, the different types of energy are evaluated in the six areas in which the
Spanish coast is divided.

3.1. Offshore Wind Energy

Wind resource study is based on wind speed map from Spanish IDAE (“Instituto para la
Diversificación y Ahorro de la Energía”, in Spanish language) covering a coastal strip of 24 nautical miles,
and with the data of the annual average wind speed at 80 m high (Figure 11) [71].

This analysis considers next classification depending on the annual average wind speed:

• Low: annual average wind speed lower than 6 m/s, in white.
• Medium: Low: annual average wind speed between 6 and 7 m/s, in greenish.
• Medium: High: annual average wind speed between 7 and 8 m/s, in yellow and orange.
• High: annual average wind speed higher than 8 m/s, in pink and reddish tones.

The values of the annual average wind speed (m/s) are shown in Table 1 for all the areas previously
defined, at different water depths (20, 50 and 100 m). The values were obtained after making the
average of the annual speeds in different points of each specific zone that make up the different areas.
In Cantabrian coast (Area I), specific zones defined are País Vasco, Asturias and Cantabria. In Galician
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coast (Area II), there is only one specific zone, Galicia. In South Atlantic coast (Area III), the specific
zones are Huelva, Cádiz and Estrecho-Ceuta. In the Canary Islands coast (Area IV), there is only
one specific zone, Canary Islands. In Southern Mediterranean coast (Area V), the specific zones are
Málaga, Almería, Melilla and Murcia. In Northern Mediterranean coast (Area VI), the specific zones
are Valencia, Cataluña and Islas Baleares (Balearic Islands).

 

Figure 11. Map with the annual average wind speed, in m/s, at 80 m high (Reproduced with permission
from [71]. IDEA, 2019).

Table 1. Annual average wind speed, in m/s, in all the areas in the Spanish coast.

Area Specific Zone 20 m Depth 50 m Depth 100 m Depth

(I) Cantabrian Coast
País Vasco 6.0–6.5 6.5–7.0 6.5–7.0

Asturias 6.0–6.5 7.0–7.5 7.5–8.0
Cantabria 6.0–6.5 6.5–7.0 7.0–7.5

(II) Galician Coast Galicia 6.5–7.0 7.0–7.5 8.0–8.5

(III) South Atlantic Coast
Huelva 6.5–7.0 7.0–7.5 7.5–8.0
Cádiz 8.0–8.5 8.5–9.0 >10.0

Estrecho-Ceuta 8.5–9.0 >10.0 >10.0

(IV) Canary Islands Coast Canary Island 6.0–6.5 6.5–7.0 7.0–7.5

(V) Southern Mediterranean Coast

Málaga 6.5–7.0 7.0–7.5 7.0–7.5
Almería 7.5–8.0 8.0–8.5 8.5–9.0
Melilla 6.5–7.0 7.0–7.5 7.5–8.0
Murcia 6.5–7.0 7.0–7.5 7.0–7.5

(VI) Northern Mediterranean Coast
Valencia 5.5–6.0 5.5–6.0 5.5–6.0
Cataluña 5.5–6.0 6.0–6.5 6.5–7.0

Islas Baleares 6.0–6.5 6.5–7.0 6.5–7.0

As it is observed in Table 1, the most interesting zones for offshore wind facilities are Cádiz at 100
m depth and Estrecho-Ceuta at 50 and 100 m depth, both in Area III (South Atlantic coast) with more
than 10 m/s of average wind speed at 80 m high.

Zones and areas with an average wind speed above 7 m/s are: Asturias at 50 and 100 m depth and
Cantabria at 100 m depth, both in Area I (Cantabrian coast), Galicia at 50 and 100 m depth in Area II
(Galician coast), Huelva at 50 and 100 m depth, Cádiz at 20, 50 and 100 m depth, and Estrecho-Ceuta at
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50 and 100 m depth, the three ones in Area III (South Atlantic coast), Canary Island at 100 m depth in
Area IV (Canary Island coast), and Málaga at 50 and 100 m depth, Almería at 20, 50 and 100 m depth,
Melilla at 50 and 100 m depth and Murcia at 50 and 100 m depth the four ones in Area V (Southern
Mediterranean coast). Area VI (Northern Mediterranean coast) has values below 7 m/s.

3.2. Wave Energy

To analyze the potential of wave energy on the Spanish coast, IHCantabria wave atlas is used [72,73].
It allows knowing the average wave potential in different locations of the Spanish coast (Figure 12). For
the study of each area, IDAE annual mesh maps are used, allowing obtaining the detailed characteristics
of the resource, both considering the power and direction of waves (Figure 13). Wave energy resource
is studied for depths of 20, 50 and 100 m, and also for deep waters.

 
(a) 

 
(b) 

Figure 12. Annual average wave power, in kW/m: (a) in the Iberian Peninsula and (b) Canary Island
coast (Reproduced with permission from [72]. IHCantabria, 2019).
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Figure 13. Annual average wave power, in kW/m, in the west part of the Area I (Cantabrian coast)
(Reproduced with permission from [73]. IDEA, 2019).

Based on Atlas data, Table 2 is prepared. It includes the values of the annual average wave power
for different depths in kW/m for each area and specific zone inside each area. Input data are from
IDAE through the GOW (Global Ocean Waves) database. The specific zones defined for each area are
the same defined for the offshore wind energy in Section 3.1.

Table 2. Annual average wave power, in kW/m, in all the areas in the Spanish coast.

Area Specific Zone 20 m Depth 50 m Depth 100 m Depth Deep Waters

(I) Cantabrian coast
País Vasco 12.20 12.18 19.89 26.68
Cantabria 14.94 18.98 22.94 30.97
Asturias 13.55 17.48 21.51 35.14

(II) Galician coast Galicia 17.08 25.21 30.26 37.97

(III) South Atlantic coast
Huelva 2.53 3.06 3.42 4.50
Cádiz 2.21 2.87 3.02 3.85

Estrecho-Ceuta 2.37 2.94 3.24 4.31

(IV) Canary Islands coast Canary Island 7.53 8.94 9.70 13.59

(V) Southern Mediterranean coast

Málaga 1.63 2.04 2.52 3.11
Almería 1.34 1.82 2.24 2.96
Melilla 3.20 3.50 4.65 5.40
Murcia 1.07 1.43 2.25 3.08

(VI) Northern Mediterranean coast
Valencia 1.70 2.30 2.86 2.96
Cataluña 1.62 2.26 3.13 4.17

Islas Baleares 2.01 3.63 4.56 5.11

Analyzing previous results, the most interesting areas for harnessing the wave resource power, are:

• Galician coast, the area with the greatest potential in Spain, with values maximum above 35 kW/m.
• Cantabrian coast, with an average of maximum values around 30 kW/m.
• Canary Island coast, with a potential higher than 10 kW/m, specifically on the northern facades if

the islands.

The worst locations for wave energy facilities in the Spanish coast are: Murcia, Almería, Cataluña,
Málaga, Valencia, Islas Baleares, Cádiz, Estrecho-Ceuta, Huelva and Melilla.

3.3. Tidal Energy

The resource of tidal energy is studied based on the data recorded in “Puertos del Estado” tidal
gauges network [74], located in different coastal areas, mainly ports location.

Table 3 includes different aspects to be considered in the analysis: HAT (High astronomical tide),
MHWS (Mean high water springs), MHWN (Mean high water neaps), MSL (Mean sea level), MLWN
(Mean low water neaps), MLWS (Mean low water springs) and LAT (Lowest astronomical tide). LAT
in all the cases is taken as the zero level of the harbor where the tidal gauge is located.
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Table 3. Tidal data, in cm, in all the areas in the Spanish coast.

Area Zone HAT MHWS MHWN MSL MLWN MLWS LAT

(I) Cantabrian coast
Bilbao 476 432 314 237 156 40 0

Cantabria 526 480 362 286 205 90 0
Gijón 509 468 350 274 195 84 0

(II) Galician coast

Ferrol 439 499 285 217 147 40 0
Coruña 493 453 342 273 202 98 0

Vilagarcía 431 394 284 220 153 50 0
Vigo 416 379 272 207 141 41 0

(III) South Atlantic coast Huelva 404 363 264 203 145 47 0
Bonanza 359 323 227 173 114 46 0

(IV) Canary Islands coast

Lanzarote 347 311 226 179 132 54 0
Fuerteventura 314 278 196 152 109 33 0
Las Palmas 311 278 199 158 116 43 0

Tenerife 295 262 188 150 111 44 0
Gomera 248 221 157 127 98 37 0

La Palma 278 245 175 142 107 45 0
El Hierro 285 253 186 158 129 67 0

(V) Southern Mediterranean coast

Málaga 105 - - 61 - - 0
Motril 95 - - 57 - - 0
Melilla 64 - - 32 - -

Almería 66 - - 40 - - 0

(VI) Northern Mediterranean coast

Gandía 19 - - 2 - - 0
Valencia 30 - - 12 - - 0

Barcelona 50 - - 29 - - 0
Ibiza 52 - - 36 - - 0

In Cantabrian coast (Area I), the zones defined are Bilbao, Cantabria and Gijón. In Galician coast
(Area II), the zones are Ferrol, Coruña, Vilagarcía and Vigo. In South Atlantic coast (Area III), the zones
are Huelva and Bonanza. In Canary Islands coast (Area IV), the zones are Lanzarote, Fuerteventura,
Las Palmas, Tenerife, Gomera, La Palma and Hierro. In Southern Mediterranean coast (Area V), the
zones are Málaga, Motril, Melilla and Almería. In Northern Mediterranean coast (Area VI), the zones
are Gandía, Valencia, Barcelona and Ibiza.

Based on buoys data and current technical minimum criteria before mentioned, tidal range greater
than 5 m, the construction of tidal range facilities is not viable in the Spanish coast.

3.4. Marine Currents Energy

To analyze the resource of the energy of marine currents along the Spanish coasts, a study is made
with the values obtained in different buoys of “Puertos del Estado” [74], installed along the Spanish
coast. Table 4 shows marine current speeds in each buoy, including maximum and average speeds
between 2007 and 2016. This is the only information available about marine currents in Spain, so
the analysis is based on it. Regardless, it will be interested to develop a measurement campaign to
determine marine current speed along the water column.
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Table 4. Marine current speed, in cm/s, in all the areas in the Spanish coast between 2007 and 2016.

Area Buoy 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016

(I) Cantabrian coast
Bilbao-Vizcaya Max 61 54 53 83 55 81 83 89 63 81

Min 22 15 24 25 21 23 31 27 28 25

Cabo de Peñas
Max 70 61 53 76 93 75 70 60 64 83
Min 22 13 19 24 26 27 20 21 23 31

(II) Galician coast

Estaca de Bares
Max 53 56 55 57 58 55 50 62 77 128
Min 20 18 17 22 19 16 18 19 19 47

Villano-Sisargas Max 60 63 69 68 81 63 95 83 101 82
Min 22 20 23 27 28 22 27 30 29 32

Cabo Villano
Max 62 42 56 68 64 56 96 62 69 99
Min 19 16 19 25 17 24 35 25 21 44

(III) South Atlantic coast Golfo de Cádiz
Max 79 53 64 60 48 74 97 61 73 70
Min 30 21 26 27 22 26 37 30 24 29

(IV) Canary Islands coast
Gran Canaria

Max 69 56 66 54 49 74 96 84 84 66
Min 27 20 24 21 21 26 40 31 24 20

Tenerife
Max 71 59 64 61 63 87 80 110 73 60
Min 23 18 21 15 18 23 25 26 14 16

(V) Southern Mediterranean coast Cabo de Gata
Max 89 93 83 86 86 101 79 80 127 116
Min 33 35 29 42 40 51 35 28 28 35

(VI) Northern Mediterranean coast

Cabo de Palos
Max 55 67 64 74 59 120 96 81 125 81
Min 21 25 20 27 22 52 46 45 26 44

Valencia
Max 41 56 47 108 63 59 47 62 57 63
Min 15 18 15 19 15 17 13 17 25 24

Tarragona Max 70 56 77 71 69 73 69 63 97 78
Min 27 21 28 34 40 32 30 26 39 42

Dragonera Max - - 76 69 79 92 70 58 89 73
Min - - 24 22 35 33 27 25 34 32

In Cantabrian coast (Area I) the buoys are Bilbao-Vizcaya and Cabo de Peñas. In Galician coast
(Area II), the buoys are Estaca de Bares, Villano-Sisargas and Cabo Villano. In South Atlantic coast
(Area III), the buoy is Golfo de Cádiz. In Canary Islands coast (Area IV), the buoys are Gran Canaria
and Tenerife. In Southern Mediterranean coast (Area V), the buoy is Cabo de Gata. In Northern
Mediterranean coast (Area VI), the buoys are Cabo de Palos, Valencia, Tarragona and Dragonera.

The most interesting area for harnessing of marine current power in Spain is Gibraltar Straight,
with average values above 1.5 m/s and maximum figures higher than 2.5 m/s. Table 4 show that there
are only 9 maximum values above 100 cm/s: 128 cm/s (Estaca de Bares, year 2016), 127 cm/s (Cabo
de Gata, year 2015), 125 cm/s (Cabo de Palos, 2015), 120 cm/s (Cabo de Palos, year 2012), 116 cm/s
(Cabo de Gata, year 2016), 110 cm/s (Tenerife, year 2014), 108 cm/s (Valencia, year 2010), 101 cm/s
(Villano-Sisargas, year 2015), 101 cm/s (Cabo de Gata, year 2012).

3.5. Ocean Thermal Energy

To analyze the resource of ocean thermal energy along the Spanish coast, a study of the values
in “Puertos del Estado” buoys was performed [74]. The values of maximum, minimum and average
temperatures are established for each buoy, considering data in the last 10 years. Table 5 includes this
data for all the areas in the Spanish coast.

In Cantabrian coast (Area I), the buoys are Costera Bilbao, Pasajes, Gijón, Bilbao-Vizcaya and Cabo
de Peñas. In Galician coast (Area II), the buoys are Estaca de Bares, Villano-Sisargas and Cabo Silleiro.
In South Atlantic coast (Area III), the buoys are Golfo de Cádiz, Cádiz and Tarifa. In Canary Islands
coast (Area IV), the buoys are Gran Canaria, Tenerife Sur and Tenerife. In Southern Mediterranean
coast (Area V), the buoys are Málaga, Cabo de Gata and Melilla. In Northern Mediterranean coast
(Area VI), the buoys are Cabo de Palos, Alicante, Valencia, Costera Valencia, Tarragona, Barcelona,
Palamós, Dragonera and Capdevera.

Knowing that the minimum value of temperature in the surface it around 24 degrees, it can
be stated that there are not sites in the Spanish coast suitable for taking advantage of this type of
energy. This is also indicated in Figure 4, with temperature differences in deep and surface water
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below 20 degrees. Therefore, it is not viable to install a device for capturing ocean thermal energy in
the Spanish coast.

Table 5. Temperature data, in degrees, in “Puertos del Estado” buoys, in all the areas in the Spanish coast.

Area Buoy Maximum Temperature Minimum Temperature Average Temperature

(I) Cantabrian coast

Costera Bilbao 15.81 13.91 14.86
Pasajes 16.35 14.42 15.38
Gijón 16.21 14.03 15.12

Bilbao-Vizcaya 16.67 14,37 15.52
Cabo de Peñas 15.89 13.87 14.88

(II) Galician coast
Estaca de Bares 16.52 14.79 15.65
Villano-Sisargas 16.94 14.09 15.51

Cabo Silleiro 15.50 14.43 14.96

(III) South Atlantic coast
Golfo de Cádiz 19.76 16.55 18.15

Cádiz 18.92 15.71 17.31
Tarifa 18.41 15.25 16.83

(IV) Canary Islands coast
Gran Canaria 21.95 20.22 21.08
Tenerife Sur 22.67 20.59 21.63

Tenerife 22.78 20.87 21.82

(V) Southern Mediterranean coast
Málaga 19.60 15.31 17.45

Cabo de Gata 19.02 16.01 17.51
Melilla 20.03 16.94 18.48

(VI) Northern Mediterranean coast

Cabo de Palos 19.16 16.35 17.75
Alicante 18.86 16.47 17.67
Valencia 17.75 15.45 16.60

Costera Valencia 17.34 14.90 16.03
Tarragona 17.25 14.67 15.96
Barcelona 17.61 15.23 16.42
Palamós 17.04 14.63 15.83

Dragonera 18.97 16.31 17.64
Capdepera 18.63 16.56 17.59

3.6. Osmotic Energy

For osmotic energy study, the input data were several “Puertos del Estado” buoys [74], establishing
maximum and average salinity concentration in the last 10 years (Table 6). In order for the use of
this energy, it is necessary that the facilities are located close to river mouths so that this difference in
salinity occurs.

In Cantabrian coast (Area I) the buoys are Bilbao-Vizcaya and Cabo de Peñas. In Galician coast
(Area II), the buoys are Estaca de Bares, Villano-Sisargas and Cabo Silleiro. In South Atlantic coast
(Area III), the buoy is Cádiz. In Canary Islands coast (Area IV), the buoys are Gran Canaria and Tenerife.
In Southern Mediterranean coast (Area V), the buoy is Cabo de Gata. In Northern Mediterranean coast
(Area VI), the buoys are Cabo de Palos, Valencia and Tarragona.

The most interesting areas for this type of energy are Catalonian and Valencia coast, with salinity
concentration about 27 parts per thousand. Rivers with mouth in these areas are: Almanzora, Segura,
Júcar, Turia or Guadalaviar, Mijares, Ebro, Llobregat, Ter and Fluviá.

3.7. Biomass Energy

In Spain the natural resources of the luminaria, a specific type of algae, are very limited. They are
mainly on the Atlantic coast, specifically the northern area corresponding to Cantabrian and Galician
coast. In the case of the Cantabrian coast, this resource has diminished its abundance in the last decade,
and in some places it has disappeared. At present, it is abundant in some locations in Galicia.
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Table 6. Salinity concentration, in parts per thousand, in “Puertos del Estado” buoys, in all the areas in
the Spanish coast.

Area Buoy Maximum Salinity Concentration Average Salinity Concentration

(I) Cantabrian coast Bilbao-Vizcaya 35.53 35.32
Cabo de Peñas 35.56 35.38

(II) Galician coast
Estaca de Bares 35.71 35.55
Villano-Sisargas 35.61 35.43

Cabo Silleiro 35.87 35.71

(III) South Atlantic coast Cádiz 36.60 36.45

(IV) Canary Islands coast Gran Canaria 36.87 36.68
Tenerife 37.46 37.23

(V) Southern Mediterranean coast Cabo de Gata 37.51 37.13

(VI) Northern Mediterranean coast
Cabo de Palos 37.50 37.18

Valencia 37.99 37.70
Tarragona 38.25 38.02

3.8. Geothermal Energy

It can be concluded that Spain does not have hydrothermal vents along its coasts based on the
analysis of the world map of submarine ventilation locations (Figure 7). Therefore, it is not possible to
exploit this marine energy resource in the country.

3.9. Solar Energy

To analyze the resource of solar energy along the Spanish coast, the values of solar irradiation
annual averages are established in each area, considering for that values between 1985 and 2005
(Figure 14).

 
(a) 

Figure 14. Cont.
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(b) 

Figure 14. Radiation solar map: (a) Iberian Peninsula and (b) Canary Island. The values in the color
bars are the average annual radiation solar, in kWh/m2day (Reproduced with permission from [75].
Aemet, 2019).

Table 7 shows the average annual radiation in each area, and specific zones. In Cantabrian coast
(Area I), the Zones are País Vasco, Cantabria and Asturias. In Galician coast (Area II), the only zone is
Galicia. In South Atlantic coast (Area III), the zones are Huelva, Cádiz and Ceuta. In Canary Islands
coast (Area IV), the only zone is Canary Island. In Southern Mediterranean coast (Area V), the zones
are Málaga, Almería, Murcia and Melilla. In Northern Mediterranean coast (Area VI), the zones are
Valencia, Cataluña and Baleares (Balearic Islands).

Table 7. Radiation solar values, in kWh/m2day in all the areas in the Spanish coast.

Area Zone Average Annual Radiation

(I) Cantabrian coast
País Vasco 3.53
Cantabria 3.66
Asturias 3.57

(II) Galician coast Galicia 4.16

(III) South Atlantic coast
Huelva 5.21
Cádiz 5.28
Ceuta 4.90

(IV) Canary Islands coast Canary Island 4.72

(V) Southern Mediterranean coast

Málaga 5.19
Almería 5.28
Murcia 5.13
Melilla 5.08

(VI) Northern Mediterranean coast
Valencia 4.89
Cataluña 4.51
Baleares 4.77

The most interesting areas for solar exploitation are:

1. The southern Atlantic coast and the southern Mediterranean coast with values above 5 kWh/m2day,
representing the area with the highest radiation in the Spanish coast.

2. Canary Islands, specifically the southern facade with values above 4.50 kWh/m2day.
3. The northern Mediterranean coast, specifically in Valencia, Tarragona and the Balearic Islands,

with values higher than 4.50 kWh/m2day.
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4. Conclusions

The paper consists of a preliminary and prospective analysis of the possibilities of applying the
different types of energies that can be exploited at sea in the Spanish coast. In case of looking for
specifying the final numbers of a certain area of lesser extent a little better, it is clear that it will be
necessary to carry out specific studies in the study area.

This section, which shows the main conclusions of this work, has been divided into the general
ones and those related to the Spanish case of study.

Firstly, the general conclusions related to renewable energies to be exploited in the sea are
the following:

• Ocean energy resource, including other types of energies to be exploited in the sea, is huge, and
there are different types of marine energies with an estimated theoretical potential, being able to
satisfy the current electrical demand of the whole world.

• However, given its state of evolution and its technological development, the use of this type of
energies is very scarce. Offshore wind and tidal facilities present a higher degree of development.
On the contrary, wave, marine current, ocean thermal, osmotic, biomass, geothermal and offshore
solar energies are in an early phase of development.

• The current installed power of ocean energy represents a very small percentage, in comparison
with other sources of renewable energies. It will be necessary an important consolidation of the
sector that allows increasing the installed capacity competing with sources of energy. This is not
expected to happen in the short term, except in the case of offshore wind energy.

Finally, the main conclusions related to the specific case of study focused on the Spanish coast are
shown next:

• Currently in Spain, the marine energy sector has a very poor role in the energy mix. This may
be due to the great economic crisis suffered by the country in recent years, with the consequent
reduction of investments in the renewable energy sector and especially in the marine sector.

• In order to ensure that energies to be exploited in the sea can play a fundamental role in Spain, a
great support will be needed from local and national administrations, with initiatives that allow
for the correct development and growth of these types of energies.

• The Spanish coast has good characteristics for the use of marine renewable energies, but not all of
them. Feasible marine renewable energies on the Spanish coast are: offshore wind, ocean wave,
osmotic, ocean currents, biomass and offshore solar.

• The Spanish coast is divided in six different areas: (I) Cantabrian coast, (II) Galician coast, (III)
South Atlantic coast, (IV) Canary Islands coast, (V) Southern Mediterranean coast, and (VI)
Northern Mediterranean coast (Figure 10).

• As a result of the analysis conducted in the present study, Areas I and II are suitable for offshore
wind, wave and biomass. Areas III and V are suitable for offshore wind, marine current and
offshore solar. Area IV is suitable for offshore wind, ocean wave an offshore solar, and Area VI is
suitable for offshore wind, osmotic and offshore solar. This has been summarized in Figure 15.
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Figure 15. Summary of the feasibility study of the different types of marine renewable energies in the
Spanish coast.
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Abbreviations

ECMWF European Center for Medium-Range Weather Forecasts.
FAO International Federation of Aquaculture.
GOW Global Ocean Waves.
HANPP Human Apropriation of Net Primary Production.
HAT High Astronomical Tide.
IDAE Instituto para la Diversificación y Ahorro de la Energía.
IEA International Energy Agency.
IEA-OES Implementation Agreement of Oceanic Energy Systems.
IHCantabria Instituto de Hidráulica Ambiental de la Universidad de Cantabria.
JASON Joint Altimetry Satellite Oceanography Network.
JONSWAP JOint North Sea WAve Project.
K1 diurnal tidal constituent.
LAT Lowest Astronomical Tide.
LCOE Levelized Cost of Electricity.
M2 semidiurnal tidal constituent.
MHWN Mean High Water Neaps.
MHWS Mean High Water Springs.
MLWN Mean Low Water Neaps.
MLWS Mean Low Water Springs.
MSL Mean Sea Level.
NCEP National Centers for Environmental Prediction.
NPP Net Primary Productivity.
NOAA National Oceanic and Atmospheric Administration.
O1 diurnal tidal constituent.
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S2 semidiurnal tidal constituent.
SDG Sustainable Development Goal.
TMA Texel-Mardsen-Arsloe.
TOPEX The Ocean Topography Experiment.
WEC Wave Energy Converter.
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Abstract: The only regional evaluation of Lebanese wind-energy potential (National Wind Atlas)
dates back to 2011 and was carried out by a United Nations agency. In this work, data from
the most recent reanalysis (ERA5) developed at the European Center for Medium Range Weather
Forecast (ECMWF), corresponding to the 2010–2017 period, were used to evaluate Lebanese
offshore-wind-energy potential. In the present study, wind power density associated to a SIEMENS
154/6 turbine was calculated with a horizontal resolution of 31 km and 1 hour time steps. This work
incorporated the impact of air density changes into the calculations due to the seasonal evolution of
pressure, temperature, and humidity. Observed average offshore air density ρ0 was 1.19 kg/m3 for
the 2010–2017 period, but if instead of ρ0, hourly ρ values were used, seasonal oscillations of wind
power density (WPD) represented differences in percentage terms ranging from −4% in summer
to +3% in winter. ERA5 provides hourly wind, temperature, pressure, and dew-point temperature
values that allowed us to calculate the hourly evolution of air density during this period and could
also be used to accurately evaluate wind power density off the Lebanese coast. There was a significant
gradient in wind power density along the shore, with the northern coastal area exhibiting the highest
potential and reaching winter values of around 400 W/m2. Finally, this study suggests that the initial
results provided by the National Wind Atlas overestimated the true offshore-wind-energy potential,
thus highlighting the suitability of ERA5 as an accurate tool for similar tasks globally.

Keywords: Lebanon; offshore wind energy; wind power density; aiRthermo; air density; ERA5

1. Introduction

Lebanon is located in the eastern Mediterranean with a shoreline of approximately 210 km
(Figure 1). Electricity generated in the country originates mostly from fossil sources that need to be
imported. Following the 2020 objective for 12% of electricity from renewable sources in Lebanon [1],
some studies have pointed out that electricity from renewable sources—solar and wind energy—needs
to be incorporated into the electric mix [2–5].
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Figure 1. Lebanon, located in the eastern Mediterranean.

Younes et al. [6] suggested that a decentralized policy for energy production could contribute to
the economic feasibility of incorporating renewables into the Lebanese electric system. In the case of
wind energy, a study indicated that offshore wind energy could be used to support or complement
existing power plants [1], but to that purpose, accurate estimation of wind resources is needed.
Inland wind-energy potential has been partially assessed using a limited number of sensors [7], but the
most comprehensive study carried out so far on Lebanese wind-energy potential is the National Wind
Atlas, prepared by the United Nations and made public in 2011 [8]. In the case of offshore wind energy,
the National Wind Atlas provides estimations of wind power density (WPD) at a height of 80 m for
the Lebanese coast. The methodology applied in Atlas involves the use of wind-sensor records and a
numerical model. Specific details are extensively described in the original document [9].

The objective of this paper is to characterize Lebanese offshore-wind power potential using the
most recent reanalysis, ERA5 [10], freely available through the Copernicus Climate Data Store [11].
ERA5 is becoming increasingly popular for wind-energy assessment studies [12,13]. As an indicator of
wind-energy potential for the Lebanese coast, wind power density WPD is used [14]. It was calculated
at a height of 178 m corresponding to the hub of the SIEMENS 154/6 floating wind turbine model
with a rated power of 6 MW. For comparison purposes with previous estimations gathered in the
National Wind Atlas, offshore-wind power density at a height of 80 m was also calculated using ERA5
wind speed, humidity, pressure, and temperature data in order to obtain instantaneous (one-hourly)
air density.

Air density is typically considered as constant during the year, with standard value ρ0 being
equal to 1.225 kg/m3 (at sea level, 1013 mb, 15 ◦C) as reference for middle latitudes near the sea, or
the annual mean air density for other latitudes and altitudes. The use of constant air density is usual
for different wind-energy estimation methods, both at specific locations using anemometers [15–17],
or over given geographical regions using mesoscale models, remote-sensing data, or reanalysis [18–29].
This is understandable since Weibull distribution is commonly fitted onto the wind-speed data of the
location to be implemented on the turbine’s power curve. Only wind speed is used because the power
curve is provided for constant air density. However, it was shown that deformation of the power curve
due to air density changes in its U3 zone is similar to deformation due to pitch misalignment [30] or
due to the presence of defective anemometers on the turbine [31].
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In recent publications [13,32,33], the authors developed a technique to seasonally estimate the
influence of instantaneous air density changes on the capacity factor of a given turbine. Floors et al. [34]
emphasized, like us, the importance of air density, and also used ERA5 to study its effects. In this
sense, the main physical magnitude that synthesizes the influence of wind speed with air density is
the wind power density, the main parameter used for map representation of offshore wind energy in
this work for Lebanon.

2. Data and Methodology

2.1. Data

ERA5 meteorological hourly data corresponding to the period of 2010–2017 were downloaded
from the Copernicus Climate Data Store [11]. ERA5 provides a spatial resolution of 0.3o (∼31 km) and
geographical boundaries covering the Lebanon coastal area included 90 gridpoints with 10 positions
in longitude [34.2o E, 36.9o E], and 9 positions in latitude [33o N, 35.4o N]. Since the focus of this
study was the analysis of offshore wind energy, only the 30 sea gridpoints were selected for this study
(Figure 2).
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Figure 2. Location of ERA5 gridpoints on the study area.

It is to be noted that for implementation of wind-energy facilities in Lebanese waters, there were
some practical constraints that deserve a brief mention even though they fall beyond the scope of this
study. The Lebanese exclusive economic zone (EEZ) extends 200 nautical miles from the coast and,
according to Lebanese legislation, there is a buffer area of 3 km [8,9] in which economic activities like
wind energy could not be allowed. It is also worthwhile to mention that water depth increases rapidly
as we move from the coast into the sea, thus making floating wind turbines the best solution for any
future wind farm. For this reason, hub height h of 178 m corresponding to the SIEMENS 154/6 floating
wind-turbine model was chosen to estimate wind power density. However, the current maximum
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technological limits are 120 km of AC cable to the coast and a mooring limit of 1000 m depth [35].
These practical constraints are represented in Figure 3 where wind turbines represent the location of
the ERA5 gripdoints falling within the current administrative boundaries. It is important to mention
that some of these constraints, both legal and technical, may change or disappear in the future. For
this reason, they have been ignored for this study, although they should be considered for detailed
analysis of wind-farm design.
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Figure 3. Lebanese exclusive economic zone, 1000 m depth boundary, and buffer area.

Although wind speed is a vectorial magnitude, for wind energy studies, wind speed values
are customarily used. However, ERA5 provides the zonal (projections along the earth’s parallels)
and meridional (projections along the earth’s meridians) of the wind speed vector (value+ incoming
direction) and the wind speed value must be derived from these two components. The original ERA5
variables downloaded with the above-mentioned time and space resolution and that have been used
for this study were:

(i) Zonal wind speed (u10) at a height of 10 m above sea level (masl)
(ii) Meridional wind speed at 10 masl (v10)
(iii) Zonal wind speed at 100 masl (u100)
(iv) Meridional wind speed at 100 masl (v100)
(v) Mean sea level pressure (mslp)
(vi) Surface temperature (t2)
(vii) Dew point temperature (d2)

2.2. Methodology

First, at each gridpoint, the ERA5 zonal and meridional wind components were combined to
calculate wind-speed values at 10 and 100 masl. Then, assuming a logarithmic law [13,14], surface
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roughness z0 could first be estimated and then wind-speed values Uh at heights h of 80 and 178 masl
could be derived (Equation (1)).

U100

U10
=

log(100/z0)

log(10/z0)
⇒ z0 ⇒ Uh

U10
=

log(h/z0)

log(10/z0)
⇒ Uh (1)

wind power density (WPDh) at hub height h of the chosen turbine provided an estimation of the energy
that could be extracted from the wind (W/m2), and it was calculated according to Equation (2) [14].

WPDh =
1
2

ρU3
h (2)

Air density ρ was not directly provided by ERA5 but could be calculated by combining
information on air humidity, pressure, and temperature hourly values. These calculations could
be made using the regular equations for atmospheric humidity studies [36,37].

The density of moist air can be computed by means of the expression corresponding to dry air
if the virtual temperature tv is used instead of the real temperature t2 in the equation of state of the
dry air. Thus, the density of moist air is given by Equation (3), with mslp pressure (Pa), tv the virtual
temperature (K) and Rd ≈ 287 J K−1 kg−1 the constant corresponding to the mixture of gases which
forms dry air.

ρ =
mslp
Rdtv

(3)

The virtual temperature tv (K), with t2 ≤ tv is defined by Equation (4), where ε = Rd
Rw

≈ 0.622 is
the ratio of the gas constants corresponding to dry air Rd and water vapour Rw ≈ 487 J K−1 kg−1.

tv =
t2

1 − (1 − ε) e
mslp

(4)

These computations can be carried out on the basis of these approximations or instead of going
through these equations and solving them, a more straightforward method is to use the R [38] package
called aiRthermo [39]. This package has been developed by the authors [40] and already incorporate
the above mentioned equations. To that purpose, the following three built-in aiRthermo functions were
applied to ERA5 hourly data:

1. TTdP2rh, to calculate relative humidity rh from a given temperature t2, dew point temperature
d2, and pressure mslp, all of them in SI units.

2. rh2w, to calculate mixing ratio w from rh, pressure mslp, and temperature t2. The mixing ratio is
defined as the ratio of the mass of water vapour to the mass of dry air, and was returned as kg/kg.

3. densityMoistAir, to calculate density of moist air ρ in kg/m−3 from mslp, temperature t2,
and mixing ratio w.

Although the influence of humidity on air density is known to be small and, in most cases,
negligible [13,41–43], aiRthermo provides an exact and straightforward estimation of ρ values,
including the effect of humidity. That is the reason why its effects have been now incorporated into
this study. The most specific details on aiRthermo implementation can be found in the literature [40].

After calculating hourly ρ values, by combining Equations (1) and (2) at a height of h = 178 m,
the hourly values of WPD178 corresponding to the 2010–2017 period at the selected 30 gridpoints were
obtained. From WPD178 hourly values and with the aim of providing estimation of the variations
along the year, seasonal averages WPD178 corresponding to the 2010–2017 period were computed.
Then, according to the following monthly distribution:
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• Winter: December, January, February (DJF).
• Spring: March, April, May (MAM).
• Summer: June, July, August (JJA).
• Autumn: September, October, November (SON).

hourly values of WPD178 corresponding to the 2000–2017 period have been used to calculate the
four seasonal averages [WPD178-WINTER, WPD178-SPRING, WPD178-SUMMER and WPD178-AUTUMN].
To illustrate some results, the seasonal averages of air density and wind speed at 178 m height (ρ and
U178) were also computed from hourly values. Similarly, for comparison purposes with the previous
National Wind Atlas [9], hourly WPD80 values were calculated using Equations (1) and (2) with
h = 80 m; finally, all hourly cases corresponding to 2010–2017 were averaged to obtain WPD80 for the
same gridpoints of the area.

3. Results

The values of WPD178 depend both on air density and wind speed at a height of 178 m
(Equation (2)). Regarding ρ in the Lebanese offshore area, there did not exist a relevant spatial
gradient, but maximum oscillations of seasonal ρ̄ between summer and winter of ±3% around the
average value of ρ0 = 1.19 kg/m3 could be observed (Figure 4).

Coming to wind speed, the seasonal averages for the area in the 2010–2017 period, (U178) exhibited
two major spatial gradients (Figure 5)

(i) Higher values on the northern coast and smaller in the central coast. However, in winter,
intermediate values are observed in the southern coast, while in summmer, wind speeds reach
their lowest values along the southern coast.

(ii) As we moved away from the coast into the sea, higher wind-speed values were observed.

Additionally, U178 showed a clear seasonal pattern with substantially lower values in summer
than in winter.

However, the objective of this study was to characterize the evolution of seasonal wind power
density WPD178 to estimate the feasibility of any future wind-farm project. It can be seen (Figure 6)
that there was a major spatial gradient along the coast with a maximum in the north and a decreasing
gradient southward along the shoreline. Apart from this spatial gradient, WPD178 showed significant
seasonal oscillations driven by the above-mentioned spatial and seasonal patterns of ρ̄ and U178.

As can be seen, the highest values of WPD178 took place in the northern part of the coast during
winter, reaching values slightly below 400 W/m2. This is because the highest seasonal values of ρ̄ and
U178 were also observed in that season and zone. For the whole area, the lowest seasonal WPD178

values were in summer, while intermediate values occurred in spring and autumn. The ratio of
WPD178 between the maximal (winter) and minimal (summer) values at each gridpoint for the whole
area was around 1.5, thus indicating strong seasonality in WPD178.

It is important to highlight that, if the overall average ρ0 = 1.19 kg/m3 was introduced as a
constant value in Equation (2) instead of using hourly ρ values to calculate WPD178 (Equation (2)) and
then computing seasonal averages WPD178, significant errors in the WPD178 would have taken place.
More particularly, our study indicates that winter WPD178 averages calculated with ρ0 = 1.19 kg/m3

would underestimate the true WPD178 by an average of 3% throughout the whole area. Conversely,
in summer, an overestimation of 4% would have taken place. This stresses the relevance of not
assuming a constant ρ0 for wind-farm feasibility studies, because it may lead to non-negligible errors
at estimating wind power density.

Finally, for comparison purposes with the previous results of offshore-wind power density at
80 masl as gathered in the National Wind Atlas (p. 56) [9], WPD80 was also calculated with the same
methodology for the 2010–2017 period (Figure 7).
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Figure 4. Seasonal air density differences of ρ̄ [%] with respect to ρ0 = 1.19 kg/m3. (a) Summer.
(b) Winter.
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Figure 5. Lebanon offshore-wind speed U178 at 178 m. Seasonal averages from hourly values.
(a) Summer. (b) Winter.
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Figure 6. wind power density at 178 masl. WPD178. (a) Summer. (b) Winter. (c) Spring. (d) Autumn.
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Figure 7. wind power density at 80 masl WPD80. Overall average. The blue triangle represents the
pixel centered at coordinates [35o E, 34.5o N]
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The WPD80 estimations in the previous United Nations report agree with our results (Figure 7) in
that the northern area of the country is the zone with the highest potential. However, the attribution of
WPD80 values in this zone reached a maximum of more than 600 W/m2; if averaged on the same area
(roughly) as the one corresponding to our pixel of 0.3o × 0.3o centered at [35o E, 34.5o N] (blue triangle
in Figure 7), it would be about 450–470 W/m2. However, the WPD80 value at this pixel calculated for
the 2010–2017 period and derived from ERA5 was 236.76 W/m2. This represents an overestimation in
the United Nations report of roughly twice the true WPD80.

4. Discussion

The calculation of hourly wind power density assuming a constant value for local air density in
Equation (2) is the methodological approach customarily used in many wind power feasibility studies.
In those studies, either the standard value of ρ0 = 1.225 kg/m3 or local annual mean ρ0 is adopted.
In the case of the Lebanese offshore, ρ0 = 1.19 kg/m3 .

However, air density is not constant and, in the particular case of the Lebanese coast, exhibits
remarkable seasonality driven by the seasonal changes in surface pressure, temperature, and humidity.

Ignoring this can lead to wrong estimations of wind-energy potential, as also pointed out in other
studies [33]. In the particular case of the Lebanese offshore WPD178, errors moved from −3% in winter
to +4% in summer. At this point, aiRthermo could play an important role for accurate calculation of
wind power density.

In the case of the Lebanese offshore, errors in WPD80 with respect to previous studies were
around 100%. The methodology used for the 2011 assessment is described in the UN report [9] and the
differences with respect to this study can be attributed to two facts:

1. The poor spatial density of the wind observational data, obtained from a sparse meteorological
network providing only surface data. In that study only surface data from 22 stations were
used. An additional problem was that the records from all the stations did not cover the same
observational periods

2. Generally speaking, the accuracy of the meteorological models used one decade ago was far
poorer than the current assimilation algorithms used in ERA5. The model used was the MC2

(MesoscaleCompressibleCommunity) computational model [44].

The use of a poor quality model (by nowadays current standards, not a decade ago) fed with
the sparse and low quality data gathered before 2011, can explain the observed differences with the
WPD80 field as obtained with ERA5 and the methodology explained in this work. This highlights the
need to use state-of-the-art data and methodologies for similar studies.

Accurate values of the meteorological variables used in this study with reasonable spatial and
temporal resolution are required if reliable feasibility studies are to be obtained for a given area.
Along these lines, ERA5 is the most valuable tool that can be used not only to estimate Lebanese
offshore-wind-energy potential, but also for any other geographical region, either offshore or onshore.
These aspects explain its widespread use for wind power density estimations [12,33].

5. Conclusions

The WPD178 values off the Lebanese coast exhibited strong seasonality, reaching a maximal value
of 400 W/m2 in winter at the northern part of the shore. It should be noted that 400 W/m2 is a
well-known value for the limit of a good wind-energy potential [14]. Higher values were observed as
we moved into the sea. Lower values were observed in summer and toward the southern part of the
shoreline. Although there was an important overestimation in previous studies, the values obtained
now are enough—in the frame of current legal, administrative, and technical limitations—to deploy
offshore wind farms that could increase the proportion of renewable energy sources into the Lebanese
electric mix. This would also contribute to a less fossil-dependent energy system and, perhaps, to the
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development of a local wind-energy industry. To that purpose, an accurate characterization of wind
power density taking into account changes in air density is needed. The implementation of a proper
methodology along with the use of ERA5 and aiRthermo have proven to be valuable tools to accomplish
this objective, not only for the Lebanese coast, but in most other places in the world.
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Abbreviations

The following abbreviations are used in this manuscript:

ECMWF European Centre for Medium Range Weather Forecast
masl meters above sea level
mslp Surface pressure
u10 Zonal wind speed at a height of 10 m above sea level
v10 Meridional wind speed at 10 m above sea level
u100 Zonal wind speed at 100 m above sea level
u100 Meridional wind speed at 100 masl
rh Relative humidity
Rd Constant of dry air
Rw Constant of water vapour
wp water vapour pressure
t2 Surface temperature
tv Virtual temperature
d2 Dew point temperature
L Latent heat of vaporization
w Mixing ratio
e Ratio between Rd and Rw

ρ Hourly air density
ρ̄ Seasonal average of air density
ρ0 Overall average of offshore air density (1.19 kg/m3)
Uh Wind speed at h masl
U80 Wind speed at 80 masl
U178 Wind speed at 178 masl
U178 Seasonal average of wind speed at 178 masl
WPD Wind Power Density
WPDh Wind Power Density at h masl
WPD80 Hourly Wind Power Density at 80 masl
WPD80 2010-2017 average of Wind Power Density at 80 masl
WPD178 Hourly Wind Power Density at 178 masl
WPD178 Seasonal average of Wind Power Density at 178 masl
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Abstract: Wind power is widely considered to be a qualified renewable, clean, ecological and
inexhaustible resource that is becoming a leader in the current energy transition process. It is a
mature technology solution that was quickly developed and has been massively integrated into
power systems in recent years. Indeed, a remarkable number of renewable integration policies have
been promoted by different governments and countries. With the aim of maximizing the power given
by wind resources, the locations of both onshore and offshore wind power plants must be optimized
following a sort of different criteria. Under this scenario, a number of factors and decision criteria
in the evaluation and selection of locations can be identified. Moreover, the relevant wind power
increasing in the power generation mix is addressed, along with a standardization of factors and
decision criteria in the optimization and selection of such optimal locations. In this context, this paper
describes a systematic review and meta-analysis combining most of the contributions and studies
proposed during the last decade. Thus, our aim is focused on reviewing and categorizing all factors
to be considered for optimal location estimation, pointing out the differences among the selected
factors and the decision criteria for onshore and offshore wind power plants. In addition, our review
also includes an analysis of the representative key indicators for the contributions, such as the annual
frequency of publications, geographical classification, analysis by category, evaluation method and
determining factors.

Keywords: wind energy; optimal selection factors; onshore-offshore wind power plant

1. Introduction

The depletion of fossil fuels, combined with the need to reduce greenhouse gas emissions, leads
to a single result: energy transition [1,2]. Renewable energies, both inexhaustible and clean sources,
constitute the main support for a sustainable energy transition [3]. The year 2017 culminated records
for renewable energy systems installed. There was the largest increase in global capacity, reaching
2180 GW of total capacity, of which 53% belonged to hydraulic energy and 24% to wind energy (onshore
+ offshore) [4]. The wind industry stands out for its exponential growth during the last decade, both
in accumulated MW and generated energy (See Figure 1). During 2017, 13 European and American
countries reached 10% or more of their electricity consumption with wind energy, and according to
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the IEA Wind sources, the global generated energy amounted to 1430 T Wh. Offshore wind energy
reached its best year ever, with an increase of 67% compared to 2016.
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Figure 1. Comparison of accumulated, installed and generated wind energy. Data source: [5].

A significant cost reduction has been supported by an increasingly mature framework: gradual
technological innovations, considerable improvements in the supply chain, reduction of the risk
premium, greater qualification of developers and operators and a large market volume. Although the
current wind market trend is increasingly favorable and optimistic, there are relevant barriers to
overcome, mainly related to the optimal geographic location of wind power plants—both onshore and
offshore. In this way, inaccurate forecasts of wind energy production can lead to the inefficiency of the
wind facilities and, subsequently, to large financial losses. Presently, researchers and organizations
work with the purpose of developing new optimization methodologies in the selection and evaluation
of wind sites. According to the specific literature, the location of the wind power plants is associated
with a group of factors that guarantee the profitability of such installations. However, and despite
the extensive literature available, there is a lack of literature reviews dealing with the relational
identification of the determining factors of such generation units for both onshore and offshore wind
power plants. Under this framework, this paper gives an extended analysis and revision of the factors
and determining decision criteria to select the optimal location of wind power plants for both onshore
and offshore solutions. In addition, a categorization proposal of such factors is also provided by the
authors according to the typology of the different factors. The works reviews in this paper constitute
a clear evidence of the non-existence of a categorization of factors and criteria to be used for the
efficient evaluations of onshore and offshore wind locations. The present analysis thus contributes
to the literature by categorizing the factors and criteria—in terms of relevance, which influence the
evaluation and selection of optimal locations for onshore and offshore wind plants.

The rest of the paper is structured as follows: Section 2 describes the research methodology used
in the study, Section 3 presents the results and discussion on onshore wind facilities and offshore
facilities with a comparison of both, and finally, Section 4 provides the conclusions and future work.

2. Proposed Methodology

The general proposed methodology of this review process is based on the Preferred Reporting
Items for Systematic Reviews and Meta-Analyses (PRISMA) statement [6]. The main objective
of this PRISMA statement is to address researchers in the selection of systematic review articles,
guaranteeing the quality of the process. Many previous studies of different research categories have
used the PRISMA statement to collect an exhaustive literature review [7–11]. In our case, the general
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proposed methodology based on the PRISMA statement has two main processes: systematic review
and meta-analysis. Figure 2 summarizes the proposed methodology.

Id
en

tif
ic

at
io

n
Sc

re
en

in
g

El
ig

ib
ilit

y
In

cl
ud

ed

Identification of related papers to the factors and determining criteria to select the 
optimal location of onshore and offshore wind farms. Search interval:2008-2018

Papers identified in electronic database (n= 1953)  Web of Science

Titles and abstract
screened

(n= 240)  

Remove papers due to duplicates
(n=753)

Papers that are not based on an optimal location problem
(n=960)

Assessed full-text papers 
for eligibility

(n=64)  

Papers that are not based on an optimal location problem

Papers where wind energy is not the main renewable 
source

Abstract reviews, Others reasons
(n=176)

Included papers for meta-analysis
(n=75)  

Identified papers in references’ list
(n=11)  

Optimal Location. 
Wind power plants

Location

Climate

Location

Climate

Geographic
Economics

Extraction factors. 
Classification into categories Knowledge database

Meta-analysis

Key factors

Conceptual

Logical

Physical

Design DB

Implementation
DB

SQL queries
Totals / Subtotal
Filters

Frequency of 
publications

Geographical
classification

Analysis by
category

Evaluation
method

Determining
factors

Discussion
& 

Conclusions

Figure 2. Proposed methodology: systematic review and meta-analysis.

2.1. Systematic Review

From the objective previously described in Section 1, this literature review aims to provide an
extended analysis of the factors and determining criteria to select the optimal location of onshore and
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offshore wind power plants. Studies corresponding to the last decade (2008–2018) were selected for
this study, in line with the evolution and exponential growth of installed wind power capacity and
technological maturity during those years. The systematic review can be then divided into four stages:
Identification, Screening, Eligibility and Included—see Figure 2.

According to the different contribution databases currently available, the authors included the
following: ScienceDirect, Google Scholar, Web of Science and SCOPUS. Based on the keywords of
the general objective and the objectives derived from the analyzed topic, a total of 1953 records were
identified. Subsequently, from the contributions related to the specific problem of optimal location
of power plants from the title and summary fields, we identified 753 duplicated items and 960 that
were not works related to the research objectives. Finally, 240 potential contributions were identified.
Once the objective of eligibility was applied, we reviewed the full text of each work, discarding
revisions by the information given by the abstracts. Therefore, papers where wind resource was
not the main renewable source and those that did not have the optimal location problem as their
main objective were identified. In this process, 176 works were rejected, and six additional works
from the reference lists were included in the total works to be considered by this analysis. Finally, 75
contributions were selected to be studied.

2.2. Meta-Analysis

Three main steps were identified in this process: extraction factors, knowledge database and
key factors. First, all the factors involved in the optimal location of the specific sites were extracted.
The real meaning of each factor was studied and then, we proposed a categorization based on the
studies carried out by the different authors, regardless of the case study. This solution constitutes
a contribution to this important barrier—’Use of the wind resources’—of the wind industry [12].
Moreover, it can be considered to be a reference for future works by providing identification and
categorization factors summarized in Tables 1–6.

Table 1. Description of factors involved in the optimal location in the wind farms. Climate category.

Factor Description

Wind speed The wind speed that measures its kinetic energy in the site (m/s)
Power density Power density, consider wind speed and air density (W/m2)
Wind direction Side where the wind blows (sexagesimal degrees)
Effective time Occurrence of wind speed
Availability data Accurate measurement campaign data
Turbulence Ratio between the standard deviation of the values wind speed and its average speed, for each

set of ten-minute measurements (dimensionless)
Frost periods Duration of frost periods
Natural disasters Probability of natural disasters
Air density Relationship between mass and air volume (kg/m3). Influences the kinetic energy of the air

Table 2. Description of factors involved in the optimal location in the Wind farms. Geographic category.

Factor Description

Slope The higher the percentage of the slope of the land, the less likely it is to install the wind farm
Altitude At higher altitude, installation difficulties increase
Type of terrain Soft or hard consistency
Roughness Roughness of the terrain caused by both natural elevation and human development
Area Area contained within the perimeter of the wind farm (m2) or limit of the external ocean, legal

marine areas of the country
Water depth Bathymetry. Water depth in selected area of the sea (m). It is a key technical factor to decide

the type of structure (fixed or floating)
Wave height Wave height in selected area of the sea (m). It is a key technical factor to determine the effects

of waves on the structure (balancing, dragging)
Water quality It includes some properties of water such as dissolved oxygen (mg/L) to exclude areas destined

for aquaculture or study co-location
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Table 3. Description of factors involved in the optimal location in the wind farms.
Socio-environmental category.

Factor Description

Protected areas or distance Completely protected areas from a legal standpoint (National and natural parks, Integral and
special Natural Reserves, Special Areas of Conservation, etc.)

Agrological capacity Suitability of the soil for certain crops
Visual impact Visual impact according to regulations
Reduction emissions CO2 and others Pollution avoided compared to conventional power generation technology
Stroboscopic effect Blinking shadow effect caused by the sun’s incidence on the blades of the wind turbine
Energy-dependence contribution Energy savings
Noise The noise impact in quality of life
Population The level and regularity of demand for energy in the site
Demand electricity Sufficient electricity demand that justifies the installation
Land use Use of land for agricultural, governmental, etc. Purposes
Flora and fauna impact Mainly influence in birds, marine species, soil and vegetation
Shipping Routes Ships/vessels movement routes
Fishing areas Areas determine by the authorities for fishing

Table 4. Description of factors involved in the optimal location in the wind farms. Location category.

Factor Description

Distance/Availability roads Distance to roads, focused on decreasing installation and maintenance costs as well as safety in
everyday transport

Distance to other wind farms With the purpose of not exceeding the estimation of the carrying capacity of sustainable siting
areas

Distance transmission lines
(antennas)

Distance between any telecommunications infrastructure and the wind farm. In order to not
affect the telecommunications infrastructure

Distant urban areas Distance between urban areas, towns or cities, and location areas. In anticipation of future
expansions and in compliance with the legislative framework of any country

Distances industrial/Military zones Distance between military and industrial zones and location areas
Distance from the railway network Distance between railway lines and possible locations. With the aim of taking advantage of the

social acceptance of the zones
Distances to ports Distance between ports and the possible sites, adaptation to the country’s regulatory framework
Distances airports Distance between the nearest airport and the different possible sites with the objective of not

affecting the airspace or the future expansion of airports and facilities. Airspace restricted by
the Aviation Agency

Distance to Point of Common
Coupling (PCC)

Distance between nearest network or power line and the different possible sites. While this
distance is smaller, the cost of the electricity infrastructure is lower and therefore, the economic
and financial indicators will be better

Distances entertainment
areas—historical

Distance between entertainment, historical areas and the possible sites, adaptation to the
country’s regulatory framework

Distance water resources (rivers,
coast, lake)

Distance between water resources and the possible sites, adaptation to the country’s regulatory
framework, depending on whether it is a lake, river etc.

Distance of underground cables or
pipes

Distance or existence of underground cables or pipes

Distance to shore Focused on the location of offshore wind farms by regulatory measures marked by the country
Distance other point Distance to other point as wrecks, lighthouses

Table 5. Description of factors involved in the optimal location in the wind farms. Economic category.

Factor Description

Energy sale price Energy sale price, very important since it is the only source of income for the installation
Energy put into the network Energy put into the network eliminated all losses of gross energy
Infrastructure cost Costs of the infrastructure associated with the initial investment (CAPEX)
NPV Net present value, financial indicator
IRR Internal rate of return, financial indicator
Payback Recovery period in years
Interest loan Interest of the loan requested in the initial investment
Installed capacity Installed capacity (MW)
Exploitation Cost focused on the exploitation phase (OPEX), example: cost of land (onshore), port activities

(offshore)
Stability voltage Voltage stability to achieve the planned energy
Economic contribution Economic contribution focused on the creation of employment, payment of taxes in town

halls etc.
Decommission cost Include the removal of the turbines and foundations (DECEX)
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Table 6. Description of factors involved in the optimal location in the wind farms. Political category.

Factor Description

Incentives Incentives received in compensation for producing electric power from renewable sources
Taxes Taxes involved in the activity
Policy measures Political measures established in favor of renewable energies

From the initial categorization process, we designed a proposed knowledge database according
to the requirements and objectives of the different contributions. The conceptual model of the
database was then designed, translating the entities and the relationships between them. After that,
the logical design was determined, normalizing the database to avoid duplication of information.
In the implementation of the database, each contribution was inserted and proceeded to program
queries that respond to our objectives: filters, totals, subtotals, groupings, etc.

Finally, the key factors can be estimated by considering the following aspects:

• Frequency of publications: a first analysis of the frequency of annual publications is analyzed to
identify the period in which these studies became more relevant.

• Geographical classification: to identify the geographical areas with the greatest impact of
publications and their possible association with indicators from different fields (governmental
measures in favor of renewable energy, social acceptance, etc.) a study is carried out by country,
marine area and continent.

• Quantitative analysis: to quantitatively analyze the categories and their associated factors, it is
calculated by each contribution the following aspects: the number of times such factors are used
in the contributions of each technology (onshore and offshore), and their percentage of use with
respect to those contributions.

• Evaluation method: in the process of searching for and selecting such optimal locations for wind
power plants, it is possible to identify (i) a large amount of spatial information, and (ii) the need
to cluster factors and criteria from varied nature which influence with different intensities in
the multicriteria decision-making. Many researchers who tried to address the complexity of
these investigations have proposed to use Geographic Information System (GIS) tools and/or
Multicriteria Decision-Making (MCDM) methods. Given the importance of the methodological
development of these contributions, a third indicator can be identified focused on analyzing the
percentage of the researchers providing a methodology that combines geographical information
systems and MCDM, or they use any of them individually.

• Determining factors: they are based on the previous analysis. The first ten most relevant
determining factors are identified for each onshore and offshore technology.

3. Results and Discussion

3.1. Onshore Analysis. Categorization and Factors

In the taxonomic review of the contributions focused on the optimal selection of onshore wind
power plant locations, 34 relevant works published between 2008 and 2018 were selected. From these
studies, we can affirm that from 2008 to 2013, the frequency of publications was considerably low in
comparison to the rest of the period. Indeed, only 10 contributions aiming to optimize onshore wind
power plants were found in the specific literature until 2013 (29.4% of the total works). However, in the
period 2014–2018, 24 works were published. Figure 3 shows the frequency of publications for onshore
wind power plants classified by the author’s origin. Therefore, and according to this contribution
review, the selection of an optimal location indicator became more attractive in the early 2010s. In line
with the previous results, the number of publications according to the country of the case study was
obtained accordingly. Thus, the countries that have published the highest number of case studies are
Spain (5), the USA (4), Greece, Iran, Turkey (3), Brazil, and China (2). Clustering these contributions
to provide a continental ranking, Asia leads the list with 38%, followed by Europe with 35%, North
America with 12%, South America with 9% and Africa with 6%. Figure 4 shows the geographical
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classification of case studies for onshore wind power plant locations (2008–2018). These results
conclude that studies of evaluation and selection of optimal onshore installation locations are mostly
driven by developed countries during the last decade. From the categorization and qualitative analysis
described in Section 2.2, both factor identification and categorization is following described for onshore
wind power plant optimal location.
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3.1.1. Climate Category (C1)

In line with Table 1, a total of nine factors were included in this category, labeled from (C1.1) to
(C1.9). Table 7 summarizes the main contributions by including (or not) the factors corresponding to
the climate category for onshore optimal location methodologies. Both references and the number
of works—labeled as Absolute Frequency (AF)—are included in the table, as well as the percentage
of contributions where such factor is considered in the different studies. According to the results,
the most relevant factor is Wind Speed (C1.1), accounting for 32 works that directly included it in their
studies for optimal location; followed by Air Density (C1.9) with five contributions. The least relevant
factors were Data availability (C1.5), Turbulence (C1.6) and Frost periods (C1.7), with only one study.
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Table 7. Climate Category (C1)—Onshore optimal location. Quantitative analysis.

Nomenclature Factor References AF %

C1.1 Wind speed [13–44] 32 94
C1.2 Power Density [23,33,45,46] 4 12
C1.3 Wind direction [14,24] 2 6
C1.4 Effective time [18,23,45] 3 9
C1.5 Availability data [43] 1 3
C1.6 Turbulence [45] 1 3
C1.7 Frost periods [42] 1 3
C1.8 Natural disasters [33,37,38,46] 4 12
C1.9 Air density [13,35,40,42,43] 5 15

3.1.2. Geographic Category (C2)

By considering Table 2, five factors were included into this category, labeled from (C2.1) to (C2.5).
In a similar way to the previous categorization, the results are summarized in Table 8. Two factors stand
out above the rest: Slope (C2.1) and Altitude (C2.2). From the specific literature, 24 and 13 contributions
include these factors respectively. The rest of the geographic factors became less important.

Table 8. Geographic Category (C2)—Onshore optimal location. Quantitative analysis.

Nomenclature Factors References AF %

C2.1 Slope [13,17–20,22,24,25,28–35,37–41,43–45] 24 71
C2.2 Altitude [13,19,24,25,29,32,35,37,39,40,42–44] 13 38
C2.3 Type of terrain [16,17,19,21,30,40,42,45] 8 24
C2.4 Roughness [13,20,37] 3 9
C2.5 Area [22,29,31,43,44] 5 15

3.1.3. Socio-Environmental Category (C3)

Regarding Table 3, 11 factors were included in this category, from (C3.1) to (C3.11). Table 9 shows
the results according to the specific literature. Four factors stand out from the rest: Protected areas
(C3.1), Land use (C3.10), Flora and fauna impact (C3.11) and Agrological capacity (C3.2) with 22, 12, 12
and nine publications that included these factors in their study. The rest of the factors oscillate between
absolute frequencies of 8 and 1 work, respectively.

Table 9. Socio-environmental Category (C3)—Onshore wind energy. Quantitative analysis.

Nomenclature Factor References AF %

C3.1 Protected areas [13,15–18,20,22,24–26,28–31,34,39–45] 22 65
C3.2 Agrological capacity [14,17,20,22,30,31,35,37,43] 9 26
C3.3 Visual impact [13,17,19,23,37,42,43] 7 21
C3.4 Reduction emissions [23,33,38] 3 9
C3.5 Stroboscopic effect [37] 1 3
C3.6 Energy-dependence contribution [23,33] 2 6
C3.7 Noise [13,15,19,23,36,37,42,43] 8 24
C3.8 Population [14,16,21,46] 4 12
C3.9 Demand electricity [17,24,45] 3 9
C3.10 Land use [14,17,20,21,28,32,34,35,42–44,46] 12 35
C3.11 Flora and fauna impact [15,19,21,23,26,27,30,33,37,40,42,43] 12 35

88



J. Mar. Sci. Eng. 2019, 7, 391

3.1.4. Location Category (C4)

Table 4 shows the location category factors, including 11 factors labeled from (C4.1) to
(C4.11). Table 10 summarizes the presence of such factors in relevant contributions. From these
results, six factors exceeded 10 references—see AF column—: Distance urban areas (C4.4)—29,
Distance/availability roads (C4.1)—26, Point of Common Coupling (C4.9)—22, Distance transmission
lines (C4.3) and Distance airports (C4.8) with 17 references, and Distance water resources (rivers, coast,
lake) (C4.11)—15. The rest of the factors oscillated between one and 10 publications, being minor
representative of this category.

Table 10. Location Category (C4)—Onshore wind energy. Quantitative analysis.

Nomenclature Factor References AF %

C4.1 D. Availability roads [16,19–22,24–34,36–45] 26 76
C4.2 D. to other wind farms [26] 1 3
C4.3 D. transmission lines [13,14,16,21,22,25,26,30–32,34,35,37–39,42,44] 17 50
C4.4 D. urban areas [13–18,20–32,34–36,39–45] 29 85
C4.5 D. industrial/Military zones [26,39] 2 6
C4.6 D.from the railway network [13,20,25,29,30,34,35,39] 8 24
C4.7 D. to ports [26,35] 2 6
C4.8 D. airports [13,15,17,20–22,24–26,29,31,32,36,39,40,42,44] 17 50
C4.9 D. Point of Common Coupling (PCC) [14,17,19,22–24,26,27,29–31,33–36,38–43,46] 22 65
C4.10 D. entertainment areas–historical [16,17,23,26–30,34,39] 10 29
C4.11 D. water resources (rivers, coast, lake) [14,17,20,21,24–26,28–30,34,39–41,44] 15 44

3.1.5. Economic Category (C5)

A set of 11 factors were included in this category, see Table 5, from (C5.1) to (C5.11). Of these
factors, three stand out in this category: Exploitation (C5.9), Energy put into the network (C5.2) and
Infrastructure cost (C5.3) with 10, nine and eight works including these factors, see Table 11.

Table 11. Economics Category (C5)—Onshore wind energy. Quantitative analysis.

Nomenclature Factor References AF %

C5.1 Energy sale price [13,20,24,33] 4 12
C5.2 Energy put into the network [13,14,18,20,23–25,33,41] 9 26
C5.3 Infrastructure cost [13,20,23,24,33,38,43,46] 8 24
C5.4 NPV [23] 1 3
C5.5 IRR [23] 1 3
C5.6 Payback [23,33] 2 6
C5.7 Interest loan [20,23] 2 6
C5.8 Installed capacity [33] 1 3
C5.9 Exploitation [13,17,19,20,33,38,41–43,46] 10 29
C5.10 Stability voltage [33] 1 3
C5.11 Economic contribution [33,43,46] 3 9

3.1.6. Political Category (C6)

In line with Table 6, the Political category includes three factors, labeled from (C6.1) to (C6.3).
Table 12 shows the contribution analysis according to this category. No factor exceeded the three
absolute frequency publications, oscillating their values between 2 and 3.
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Table 12. Political Category (C6)—Onshore wind energy. Quantitative analysis.

Nomenclature Factor References AF %

C6.1 Incentives [20,33] 2 6
C6.2 Taxes [20,33] 2 6
C6.3 Policy measures [23,33,43] 3 9

3.2. Offshore Analysis. Categories and Factors

In line with the previous analysis, a similar taxonomic review corresponding to the most relevant
works of offshore wind power plant optimal location was carried out by the authors. In this case,
and considering the specific literature available in the database described in Section 2.1, 41 contributions
published between 2008 and 2018 were selected. Between 2015 and 2018, 60.98% of the total
publications were published, accounting for 25 contributions in this period. Before 2015, 16 relevant
papers were published, see Figure 5. These results provide a preliminary indicator similar to the
onshore analysis discussed in Section 3.1. Indeed, the evaluation and selection of optimal offshore wind
power plant locations have been a remarkable interest for researchers since the 2010s, and highlighting
their relevance during the recent years. In terms of the number of case studies by marine areas, the
North Sea tops the list with 13 contributions, followed by the North Atlantic Ocean and the China Sea
with 10 and seven studies, respectively. The continental ranking is led by Europe with 60%, followed
by Asia with 33%, North America with 6% and Africa with 1%, see Figure 6. The results show that
evaluation and selection of optimal locations for offshore wind power plants are mostly centralized in
the northern hemisphere. The categories proposed in Section 2.2 are following discussed according
to the different offshore wind power plant optimal location methodologies. With this aim, the most
relevant factors taken into account in such methodologies are determined and categorized accordingly.
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Figure 5. Offshore wind power plant optimal location. Frequency of publications (2008–2018).
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3.2.1. Climate Category (C1)

In line with the factors included in the climate category and summarized in Table 1, seven factors
were identified for offshore optimal location proposals: from (C1.1) to (C1.4), (C1.6), (C1.8) and (C1.9).
The factor with the most presence in the contributions and the highest absolute frequency was Wind
Speed (C1.1). Indeed, 37 publications directly included this factor in their proposed study. Table 13
describes the climate factors as well as the number of contributions and the percentage according to
the total offshore wind power plant optimal methodologies selected.

Table 13. Climate Category (C1)—Offshore wind energy. Quantitative analysis.

Nomenclature Factor References AF %

C1.1 Wind speed [47–83] 37 91
C1.2 Power Density [51,54–57,65,67,77,81,84–86] 12 29
C1.3 Wind direction [47,66,68,70,76,77] 6 15
C1.4 Effective time [51,54,76,82] 4 10
C1.6 Turbulence [54,68,83] 3 7
C1.8 Natural disasters [54,55] 2 5
C1.9 Air density [70] 1 2

3.2.2. Geographic Category (C2)

In this case, and according to Table 2, five factors have been used for offshore installation optimal
location: (C2.3) and from (C2.5) to (C2.8). One factor stood out above the rest: Water depth (C2.6), with 24
contributions including this factor in the proposed methodology. From the rest of factors, three varied
between 10 and 13 items, Type of terrain (C2.3), Wave height (C2.7) and Area (C2.5) with a percentage of
publications lower than 35%, see Table 14.
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Table 14. Geographic Category (C2)—Offshore wind energy. Quantitative analysis.

Nomenclature Factor References AF %

C2.3 Type of terrain [47,50,54,55,64,69,75,78,84,87] 10 24
C2.5 Area [56,66,71–76,78,79,81,82,87] 13 32
C2.6 Water depth [47,48,50–56,58–66,68,69,71,72,74–79,81–84,86] 33 80
C2.7 Wave height [51,53–55,57,59,69,74,78,79,82] 11 27
C2.8 Water quality [56,79] 2 5

3.2.3. Socio-Environmental Category (C3)

From the 11 factors initially classified in Table 3 for the Socio-environmental Category, nine factors
were selected by the different contributions for offshore installation optimal location: (C3.1) ,(C3.3),
(C3.4), (C3.7)-(C3.9),(C3.11)-(C3.13). According to the analyzed works, four factors stand out from the rest:
Protected areas (C3.1), Shipping Routes (C3.12), Flora and fauna impact (C3.11) and Fishing areas (C3.13)
with 30, 28, 22 and 16 studies that included these factors in their study. The rest of the factors ranged
between seven and one absolute frequency and they did not exceed a 20% of the contributions, see
Table 15.

Table 15. Socio-environmental Category (C3)—Offshore wind energy. Quantitative analysis.

Nomenclature Factor References AF %

C3.1 Protected areas [47,50,52,53,55–58,61–63,65,67,69,71–79,81–87] 30 73
C3.3 Visual impact [55,62,63,73,81,85,87] 7 17
C3.4 Reduction emissions [54,60,64] 3 7
C3.7 Noise [53] 1 2
C3.8 Population [80,87] 2 5
C3.9 Demand electricity [63,71,85] 3 7
C3.11 Flora and fauna impact [47,53–57,59–63,65,67,69,73–75,79–81,85,86] 22 54
C3.12 Shipping Routes [47,49–51,54–58,60–63,67,69,71–76,78,80–82,84–86] 28 68
C3.13 Fishing areas [50,51,55,56,61,62,67,69,71,72,74,76,78,80,84,86] 16 39

3.2.4. Location Category (C4)

Table 4 describes the factors to be considered in this category. For offshore installations, 10
factors were explicitly considered in this category: (C4.2), (C4.4), (C4.5), (C4.7)-(C4.10), (C4.12)-(C4.14).
According to the contributions, three factors had more than 15 absolute references: Distance shore
(C4.13)—26 works, Distance industrial/Military zones (C4.5)—21 works, and Distance Point of Common
Coupling (C4.9)—18 works. The rest of the factors range between 1 and 12 absolute reference
publications, see Table 16.

Table 16. Location Category (C4)—Offshore wind energy. Quantitative analysis.

Nomenclature Factor References AF %

C4.2 D. to other wind farms [50,52,58,62–64,69] 7 17
C4.4 D. urban areas [47,87] 2 5
C4.5 D. industrial/Military zones [47,49,50,52,55,56,58,61–63,67,69,71,73–76,78,82,84,85] 21 51
C4.7 D. to ports [47,50,51,54,56–58,61,64,77,78,84] 12 29
C4.8 D. airports [49,71,75] 3 7
C4.9 D. Point of Common Coupling (PCC) [48,50,52–58,61,64,67,75,78,80,82,84,86] 18 44
C4.10 D. entertainment areas—historical [47,50,52,55,61,71,75,87] 8 20
C4.12 D. underground cables or pipes [47,49,50,61,69,73,76,78,81,84–86] 12 29
C4.13 D. to shore [47–50,52–62,64,69,71–73,76,77,80,83,84,87] 26 63
C4.14 D. other point [47] 1 2
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3.2.5. Economic Category (C5)

This category accounts for 12 factors, see Table 5. All of them were used for offshore wind power
plant optimal location methodologies, which were labeled from (C5.1) to (C5.12). By considering the
selected contributions, four factors stand out in this category: Installed capacity (C5.8), Infrastructure
cost (C5.3), Exploitation (C5.9) and Energy put into the network (C5.2) with 20, 19, 18 and 11 absolute
reference works. The rest of the factors have less than 10 absolute frequency contributions and they
have a minor relevance in this category—less than 20% of the contributions used such factors—, see
Table 17.

Table 17. Economics Category (C5)—Offshore wind energy. Quantitative analysis.

Nomenclature Factor References AF %

C5.1 Energy sale price [54,59,71–73,82,83,85] 8 20
C5.2 Energy put into the network [50,52–55,59,71,74,82,83,85] 11 27
C5.3 Infrastructure cost [50,52–55,59,60,62,64,65,68,69,71–73,78,82,83,85] 19 46
C5.4 NPV [54,67,82,83] 4 10
C5.5 IRR [54,82] 2 5
C5.6 Payback [54,55,82,85] 4 10
C5.7 Interest loan [50,59,60,85] 4 10
C5.8 Installed capacity [50–52,59,60,62,64–69,71–74,76,83,85,86] 20 49
C5.9 Exploitation [50,52–55,59,60,62,64,65,69,71–73,78,82,83,85] 18 44
C5.10 Stability voltage [54] 1 2
C5.11 Economic contribution [53,58,59] 3 7
C5.12 Decommission cost [64,68,71,82] 4 10

3.2.6. Political Category (C6)

Finally, and in line with Table 6, two factors were considered in this category for offshore
installation optimal location: (C6.1) and (C6.3). These factors have less than 2 absolute reference
publications, as can be seen in Table 18.

Table 18. Political Category (C6)—Offshore wind energy. Quantitative analysis.

Nomenclature Factor References AF %

C6.1 Incentives [54,60] 2 5
C6.3 Policy measures [53] 1 2

3.3. Final Discussion

3.3.1. Categories: Comparison and Statistics

Figure 7 compares the presence of the different factors—divided by categories—in the analyzed
contributions for both onshore and offshore optimal location. As can be seen, the most used
categories in both onshore and offshore technologies are Location (C2) and Socio-environmental
(C3), as there are many restrictive factors associated with the building stage of such wind power plants.
Offshore technology is much more expensive than onshore technology. This aspect can be deduced
from the relevance of the Economic (C5) category, which is the third most relevant category in offshore
optimal location methodologies. The annual trend keeps similar to the general analysis evaluation
by categories, being Location (C4) the most common category and the Political (C6) the least–used
category. By considering the annual tendencies, it can be affirmed that no-pattern were deduced to
estimate the presence of any factor at a specific time in the analyzed period.
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Figure 7. Categories: relevance and comparison (2008–2018). (A) Onshore wind power plant. (B)
Offshore wind power plant.

3.3.2. Methodologies: Comparison and Statistics

With regard to the evaluation methods of the onshore optimal locations, and according to the
specific literature, 70.6% of contributions included a combination of geospatial tools and multicriteria
decision methods,—accounting for 24 works in total—. The most commonly used combination was
GIS and MCDM methods, or several of them: AHP (Analytic Hierarchy Process), FAHP (Fuzzy
Analytic Hierarchy Process), OWA (Ordered Weighted Average), TOPSIS, WLC (Weighted Liner
Composition) [15,17,27,28,30,31,34–36,39–42,44,45]. The combination of GIS and SMCA (Spatial
Multicriteria Analysis), DSS (Decision Support System), SDSS (Spatial Decision Support Systems)
and MCE (Multicriteria Evaluation) can be identified in seven contributions [16,18,19,21,29,32,37].
In addition, two papers combined GIS with ELECTRE III and SMAA-TRI (Stochastic Multicriteria
Acceptability Analysis) accordingly [22,25]. In terms of the optimal marine locations, it contains
63% of publications with a combination of geographic information systems and multicriteria
evaluation methods (33%) or the application of only a geographic information system with an
internal decision criteria (30%). The application of a GIS–MCDM combination or a combination
of some of them was used in 13 studies, by considering the following processes: AHP (Analytic
Hierarchy Process), FAHP (Fuzzy Analytic Hierarchy Process), OWA (Ordered Weighted Average),
TOPSIS [48,52,55,57,58,63,64,67,69,71,79,80,84]. Figure 8 summarizes the methodologies proposed to
estimate the optimal location for both onshore and offshore installations, as well as the relevance of
each methodology according to their percentage in terms of the total contributions considered for
each technology.
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Figure 8. Statistics and comparison of location methodologies (2008–2018). (A) Onshore wind power
plant. (B) Offshore wind power plant.
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3.3.3. Relevant Factors: Comparison and Statistics

The most relevant factor, as expected, is Wind speed (C1.1), directly proportional to the existence
of wind power plants. Factors related to the geography of the place stand out in both technologies,
such as Slope (C2.1) and Altitude (C2.2) in onshore plants, and Water depth (C2.6) in offshore plants.
Restrictive environmental and location factors match both technologies, such as Protected areas (C3.1),
as well as areas that are directly incompatible with this type of facilities. In addition, the Distance
to Point of Common Coupling (C4.9) is a remarkable factor due to the aim of minimizing costs and
power losses. Among the determining factors of offshore optimal locations, the existence of three
factors of the economic category—Infrastructure cost-CAPEX (C5.3), Installed capacity (C5.8) and
Exploitation-OPEX (C5.9)—and the absence of such factors in onshore optimal location processes
also stands out. In addition, the Distance to shore factor (C4.13) was proposed in 26 publications,
63% of the total offshore works. It is important to take into account the fact that most developed
countries incorporate restrictive distances for industrial marine sites, and thus, some factors such as
visual impact, conflicts with other industrial or tourism activities are involved. Figure 9 shows the
determining factors for both technologies. The percentages provide the relative relevance of such
factors for the corresponding technology, in terms of the number of contributions where each factor is
considered for optimal location estimation.
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Figure 9. Relevant factors for optimal location methodologies. (A) Onshore wind power plant.
(B) Offshore wind power plant.

Finally, Figure 10 graphically summarizes all the factors and categories proposed by the analyzed
contributions included in this review. As can be seen, there are relevant factors only used by onshore
case studies and vice-versa. From our point of view, the socio-environmental category (C3), and more
specifically Energy dependence contribution factor (C3.6), should be considered with a higher relevance
in both technologies, by considering the remarkable necessity to reduce global energy dependences.
On the other hand, Factor Decommission cost (C5.12) was only analyzed by the contributions for
offshore optimal locations, although it should be considered in both technologies either in the closing
of the activity or the repowering. Additionally, the existence or not of Taxes (C6.2), belonging to the
political category, is another factor to consider in both technologies, which, given the activity, should
be exempted. For these reasons, and in addition to the proposed categorization, relocation of the
factors, and criteria to be used in the future evaluation and selection of onshore and offshore wind
optimal locations, we propose a relevant group of factors for each technology to be considered in
future optimal location methodologies. These extended number of factors will allow us to estimate
optimal locations from a multi-dimensional perspective, and including not only technical criteria but
also environmental and energy-dependence aspects. This alternative proposal of relevant factors to be
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considered in onshore and offshore optimal location methodologies is depicted in Figure 11, where the
additional factors to be considered for future works are highlighted in red color.
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Figure 10. Categories and factors in onshore and offshore wind farm optimal location:
global comparison.
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Figure 11. Proposal relevant factors in onshore and offshore wind farm optimal location.

4. Conclusions

The efficient use of renewable energy sources is extremely relevant in the global energy transition,
with wind energy being the most mature technology within renewable energy sources. Each wind
power plant project begins with the evaluation and selection of the optimal location. The parameters
and factors to be considered for optimizing locations are different from the methodologies proposed in
the specific literature. Indeed, contributions suggest different factors depending on the regulations
and restrictions of each country, as well as existing data or previous studies. Under the absence
of an exhaustive categorization and analysis of such factors, this paper reviews the most relevant
contributions regarding the optimal location for both onshore and offshore technologies during the last
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decade (2008—2018). A total of 74 contributions are identified as relevant, proposing six categories to
classify a total of 59 factors: climate, geographic, economic, distance, political and socio-environmental
categories. Among the all factors, the wind speed factor is considered the most relevant parameter for
both onshore and offshore technologies, accounting for over 90% of the contributions. The rest of the
relevant factors depend on the technology—onshore or offshore—to be implemented. Economic factors
also have remarkable importance, especially in offshore wind projects where 21.4% of the contributions
include some factors of this category. In terms of the methodologies proposed for optimal location
estimation, 50% of researchers use the combination of GIS+MCDM in their proposed methodologies.
It can be considered a very successful combination, given the multiple existing spatial data as well
as the wide variety of alternatives to evaluate. By considering all factors used in optimal location
methodologies, we conclude that there is a lack of environmental and energy-dependence parameters
which should be included in future methodologies. An extended selection of factors is proposed by the
authors. This multi-dimensional perspective will be useful for future optimal location methodology,
and also it is in line with current emissions and energy-dependence reduction requirements.
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Abstract: Nowadays, wind is considered as a remarkable renewable energy source to be implemented
in power systems. Most wind power plant experiences have been based on onshore installations,
as they are considered as a mature technological solution by the electricity sector. However, future
power scenarios and roadmaps promote offshore power plants as an alternative and additional
power generation source, especially in some regions such as the North and Baltic seas. According to
this framework, the present paper discusses and reviews trends and perspectives of offshore wind
power plants for massive offshore wind power integration into future power systems. Different
offshore trends, including turbine capacity, wind power plant capacity as well as water depth and
distance from the shore, are discussed. In addition, electrical transmission high voltage alternating
current (HVAC) and high voltage direct current (HVDC) solutions are described by considering the
advantages and technical limitations of these alternatives. Several future advancements focused on
increasing the offshore wind energy capacity currently under analysis are also included in the paper.

Keywords: offshore wind energy; HVAC; HVDC; P2X; hydrogen storage; CAES

1. Introduction

Energy demand has been increasing non-stop during the last decades [1]. Nowadays, fossil fuel
sources (i.e., coal, oil and natural gas) provide around 85% of the world energy demand, according to
the BP Energy Outlook of 2019 [2]. However, with the Paris climate agreement established in December
2015, this energy scenario is about to change [3]. This climate agreement aims to restrict maximum
increase in the global average temperature below 2 ◦C above pre-industrial levels [4]. To fulfill this
goal, greenhouse gas (GHG) emission trends should drastically change [5]. Consequently, the use
of fossil fuels should be reduced, as they are considered as the main source of GHG emissions [6].
Actually, global GHG emissions are dominated by the emissions of CO2 due to the combustion of fossil
fuels, which has been increasing continuously since 1990 [7]. The power sector should be decarbonized
by 2050 to meet the Paris agreement target [8]. Furthermore, Liddle and Sadorsky estimated that
increasing by 1% the share of non-fossil fuel electricity generation can reduce by up to 0.82% the
CO2 emissions [9]. This environmental worry is one of the reasons to promote the integration of
renewable energy sources (RES) into power systems [10]. Moreover, RES can also mitigate the energy
dependence on fossil fuels imported from other countries [11]. Apart from the economic costs of
these fossil fuel imports, decreasing energy dependence increases electricity supply security [12].
The International Energy Agency defines electricity supply security as the uninterrupted availability
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of energy sources at an affordable price [13]. However, political stability, market liberalization and
foreign affairs are nowadays linked to energy supply security [14]. As a consequence, it is important to
be energy-independent to guarantee the energy security of a country [15].

While RES provide an acceptable solution for these two problems, they also face many challenges
as their integration increases into the grids, mostly based on their intermittency, variability and
uncertainty due to their dependency on weather conditions [16]. Actually, they are usually considered
as ‘non-dispatchable’ sources [17]. This fact makes them hard to integrate into power systems [18],
as transmission system operators (TSOs) have to deal with not only the uncontrollable demand but
also uncontrollable generation [19,20]. RES include bioenergy, geothermal energy, hydropower, ocean
energy (tide and wave), PV, thermal solar energy and wind energy (onshore and offshore) [21].
Some of them (such as wind and solar installations) are connected to the grid through power
electronic converters, reducing the rotational inertia of the system as they replace conventional
generation units [22,23]. This fact compromises the frequency stability and alters the transient
response [24]. As a result, several frequency control strategies have been proposed in the specific
literature [25–30]. Other alternatives to increase the RES share in power systems and avoid the
aforementioned problems are to complement one source with another (for instance, wind with solar
and/or hydropower) [31–33] or to use storage systems (such as flywheels, pumped hydroelectric
storage, batteries, hydrogen, etc.) [34,35].

Among these renewable technologies, wind is one of the most economic, prominent and matured
RES technologies [36,37]. In fact, since 2001, global cumulative installed wind capacity has shown
an exponential growth, as can be seen in Figure 1a. Among the total wind capacity, 23 GW came
from offshore installations in 2018, compared to 1 GW in 2007, refer to Figure 1b [38]. Despite offshore
wind energy dating back to the 1990s, its popularity started around ten years ago [39]. This increase
is due to the current interest of the wind energy industry in offshore wind power [40]. For instance,
offshore wind energy investments surpassed onshore investments in Europe in 2016, as presented
in [41]. Moreover, nearly 40% of the total wind capacity is expected to come from offshore wind energy
in Europe in 2030 [42,43].

In addition, offshore wind energy presents many advantages compared to onshore wind power
plants, especially related to wind energy potential [44,45]: (i) Offshore mean wind speeds are higher
and wind power variability is also lower than onshore wind power; (ii) their visual and acoustic impact
is usually lower than onshore; subsequently (iii) larger wind turbines (WTs) can be installed [46].
Actually, on the European coasts, the available offshore wind energy is about 350 GW [47]; the USA’s
shores present an offshore wind power potential of more than 2000 GW [48]; the offshore wind resource
in China is about 500 GW in water depth under 50 m [49]; and the east and west Indian coasts have
an offshore wind potential of 4.4 GW and 6.7 GW, respectively [50].

Furthermore, offshore wind speed usually increases with distance from the shore, thus increasing
the power generated, as it depends on the cube of the wind speed [51]. However, higher installation
and maintenance costs of offshore wind power plants (OWPP) far from the shore balance the benefits
of higher energy production [52]. Indeed, OWPP are around 50% more expensive than onshore wind
power plants [53], but their costs are expected to decline up to 35% by 2025 [54]. The global weighted
average levelized cost of energy (LCOE) in 2018 was 20% lower than in 2010. These cost reductions
can be a result of [55]:

• The evolution in wind turbine technology, installation and logistics
• The economies of scale in operations and maintenance
• The improved capacity factors due to higher hub heights, better wind resources and larger

rotor diameters

This paper analyzes and reviews different aspects of offshore wind power plants, including several
future alternatives to increase the offshore wind power capacity. The rest of the paper is organized as
follows: Section 2 presents the current status of offshore wind power plants (WTs and OWPP sizes,
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water depth, distance from shore and electrical transmission to shore). Future advancements possible
for larger offshore wind power plant integration are analyzed in Section 3. Finally, Section 4 gives
the conclusions.
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Figure 1. Global cumulative wind capacity in GW. (a) Global cumulative wind capacity: Onshore and
offshore. (b) Global cumulative offshore wind capacity.

2. Current Status of Offshore Wind Power Plants

2.1. Preliminaries: Classification of Wind Turbines

WTs are usually classified as fixed speed wind turbines (FSWTs) and variable speed wind
turbines (VSWTs) [56]. FSWTs work at the same rotational speed regardless of the wind speed [57].
VSWTs can operate around their optimum power point for each wind speed, using a partial or full
additional power converter [58]. As a result, VSWTs are more efficient than FSWTs [59]. Moreover,
WTs present different topologies depending on their generator [60]: type 1 includes a squirrel cage
induction generator; type 2 includes a wound rotor induction generator; type 3 includes a doubly-fed
induction generator (DFIG); and type 4 includes a full-converter synchronous generator [61]. Types 1
and 2 are FSWTs, whereas types 3 and 4 are VSWTs.

Nowadays, VSWTs are the most commonly installed WTs [62–65]. Among them, full converter
generator WTs seem to be a better option than DFIG-based WTs for OWPP [66–72]. The main differences
between DFIG and full-converter WTs are the following:
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• The DFIG configuration needs a gearbox, generator and partial-scale power converter
(around 30%), as shown in Figure 2a. The gearbox couples the blades with the generator,
increasing the rotational speed from the rotor hub to the induction machine [73–75]. The stator
is directly connected to the grid, whereas the rotor is connected to the power converter [76]. As
a result, the converter only covers the power produced by the rotor of the DFIG [77].

• The synchronous generator of a full-converter WT is excited by an external DC source or by permanent
magnets [78]. In this case, the hole generator is connected to the grid through a power converter [79].
Hence, all the generated power from a WT can be regulated accordingly [80]. They have low
maintenance costs and negligible rotor losses [81]. Moreover, some type 4 WTs have no gearbox,
as depicted with a dotted line in Figure 2b, using a direct driven multipole generator [82].

(a) (b)

Figure 2. Variable speed wind turbines types. (a) Doubly-fed induction generator (DFIG) wind turbine.
(b) Full-converter wind turbine.

2.2. Offshore Trends: Turbine Capacity, Wind Power Plant Capacity, Depth and Distance from the Shore

In Europe, the rated capacity of offshore WTs has been continuously increasing during the last
decade. For instance, in 2017, the average rated capacity of WTs was 5.9 MW, compared to 3 MW in
2010 and 4.8 MW in 2016 [83]. In 2018, new offshore WTs were 6.8 MW on average, 15% larger than in
2017. Comparing 2018 to 2010, the average WT increase is more than 200%. Moreover, two 8.8 MW
offshore WTs were installed in the United Kingdom in 2018, those being the largest WTs installed of
the world. The commercial model of those WTs was V164-8.8 MW from MHI Vestas Offshore [84].
However, nowadays there are larger commercial offshore WTs, up to 12 MW, as presented in [85].
Table 1 shows the 10 largest WTs currently available. All of them have a rated power over 8 MW, rotor
diameters between 150 and 200 m and are equipped with synchronous generators (type 4).

Table 1. Biggest wind turbines currently available.

Rated Power (MW) Manufacturer Reference Diameter (m) Generator

8.0 Siemens Gamesa SG 8.0-167 DD 167 Synchronous permanent
8.3 MHI Vestas Offshore V164-8.3 MW 164 Synchronous permanent
8.8 MHI Vestas Offshore V164-8.8 MW 164 Synchronous permanent
9.0 MHI Vestas Offshore V164-9.0 MW 164 Synchronous permanent
9.5 MHI Vestas Offshore V164-9.5 MW 164 Permanent magnet
10.0 AMSC wt10000dd SeaTitan 190 HTS synchronous
10.0 MHI Vestas Offshore V164-10.0MW 164 Permanent magnet

10.0 Swiss Electric
YZ150/10.0 150

Synchronous permanentYZ170/10.0 170
YZ190/10.0 190

10.0 Siemens Gamesa SG 10.0-193 DD 193 Synchronous permanent
12.0 General Electric GE HALIADE-X 220 Synchronous permanent

Regarding OWPP capacity, it has also increased dramatically in the last 10 years (around 700%),
in line with the increase of average offshore WT capacity. In fact, average OWPP capacity was 79.6 MW
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in 2007. In contrast, 561 MW was the average capacity for OWPPs in 2018 [84]. This means that
considering the average WT and OWPP capacities of the year 2018, each OWPP has between 80 and
85 WTs. On the other hand, OWPP depth and distance to the shore have not increased that much
in recent years. At the end of 2013, the average water depth of OWPPs was 16 m with an average
distance to the shore of 29 km [86]. In 2018, the average water depth of OWPPs under construction
was 27.1 m, with an average distance to shore of 33 km. This means that water depth has increased
by 170% and distance to shore by around 110%. There are some OWPPs that should be mentioned:
Hornsea One (UK) and EnBW Hohe See (Germany) are the OWPPs located farthest from the shore
(103 km away); Kincardine Pilot (Scotland), a floating demonstration project, has a water depth of
77 m [84]; and Hywind (Scotland), the first fully operational floating wind farm, with water depths
varying between 95 and 129 m [87].

2.3. Offshore Wind Power Electrical Power Transmission

For the electrical power transmission from the OWPP plant to the shore, there are two possibilities:
(i) High voltage alternating current (HVAC) and (ii) high voltage direct current (HVDC). Figure 3
depicts an overview of the current state of offshore wind power energy transmission to the shore.

OWPP transmission

HVAC

HVDC

⎧⎪⎨
⎪⎩

LCC

VSC

DRU

⎧⎪⎪⎨
⎪⎪⎩

Figure 3. Offshore wind power plant transmission.

2.3.1. High Voltage AC

HVAC transmissions were mostly used for OWPPs until the year 2010 [88]. Their easy protection
system design and the use of transformers to change between different voltage levels were the main
reasons to use them [89]. However, the high capacitance of submarine HVAC cables combined with
the low resistivity of sea water caused different electromagnetic dynamic and transient problems
from those of conventional overhead lines, such as distortion of the voltage’s shape due to resonance
problems [90,91]. This high capacitance also leads to substantial charging currents, subsequently
reducing the active power transmission capacity and transmitting reactive power in long distances [92].
A possible solution could be to install reactive power compensation units along the HVAC submarine
cables, but they are expensive devices and it is a difficult task to carry out [93]. an alternative found in
the literature is to add compensation units only at both ends (onshore and offshore) of the underwater
cables, which improve the current profile along them [94,95]. However, their effect is very limited for
distances over 60–75 km [96,97]. With the aforementioned considerations, the topology for HVAC
transmission from OWPPs is depicted in Figure 4 [98,99]. It consists of:

• An offshore substation to increase the offshore voltage level (usually from 30–36 kV) to the
transmission voltage level at 132–400 kV.

• Three-core HVAC submarine transmission cables.
• Reactive compensation units on both ends (offshore and onshore), such as static VAR

compensators (SVCs) or static synchronous compensators (STATCOMs).
• An onshore substation, if the onshore interconnecting grid voltage is different from the offshore

transmission system rated voltage.
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Figure 4. Offshore wind power plant high voltage alternating current (HVAC) transmission system.

As can be seen, the OWPP grid is synchronously coupled to the main onshore grid. This is another
problem of HVAC links for OWPPs, as all faults in either the grid or the OWPP are propagated to the
other one [100].

2.3.2. High Voltage DC

High voltage direct current (HVDC) transmission is considered as the best solution to OWPPs
located far away from the land [101]. Actually, some studies conclude that HVDC links are economically
viable for distances above 50–70 km [102]. A graphical comparison of costs between HVAC and HVDC
transmission systems can be seen in Figure 5 [103].

Distance

Cost

AC cost effective DC cost effective

AC terminal costs

AC line costs

DC system cost curve

AC system cost curve
Breakeven distance

50 - 80 km

DC terminal costs

DC line costs

Figure 5. AC and DC system costs based on the transmission distances.

Figure 6 shows the main elements of an HVDC connection, and consists of [104,105]:

• An offshore substation to increase the voltage level to the level of the transmission line.
• AC/DC rectifier.
• AC and DC filters to cancel the low order harmonics. Furthermore, the AC filters supply some

of the reactive power used by the converter, whereas the DC filters avoid the generation of
circulating AC currents in the cable.

• DC current filtering reactance. This removes the possibility of a current interruption under minimum
load circumstances, limiting DC fault currents and also reducing current harmonics in the DC cable.

• DC cables.
• DC/AC converter.
• An onshore substation.
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Offshore wind
power plant

Offshore substation
HV transformer & AC/DC converter

Onshore substation
DC/AC convertar & HV transformer

DC submarine cables

Shore line

AC / DC DC / AC

Figure 6. Offshore wind power plant HVDC transmission system.

In contrast to the HVAC topology presented in Figure 4, the HVDC link electrically decouples both the
OWPP and the onshore grid, avoiding the propagation of possible disturbances between them [106,107].

Two different HVDC technologies are currently under use: Line-commutated converters (LCCs)
based on thyristors and voltage-source converters (VSCs) based on insulated gate bipolar transistors
(IGBTs) [108]. Among them, there is not a clear consensus about which technology is better: Some
authors consider that LCCs are superior to VSCs in terms of reliability, cost and efficiency [26],
whereas others affirm that the VCS–HVDC transmission system is the most promising technology [109].
a comparison between both HVDC technologies is summarized in Table 2 [110]. Recently, another
technology called the diode rectifier unit (DRU) has been under discussion, though has not been
implemented yet [111].

Table 2. Comparison between line-commutated converter (LCC) and voltage-source converter (VSC)
HVDC technologies.

Technology LCCs VSCs

Semiconductor Thyristor IGBT
Control Turn on Turn on/off

Power control Active Active & Reactive
AC filters Yes No

Blackstart capability No Yes

Line-Commutated Converters

Traditionally, HVDC transmission systems have been based on LCCs, which use thyristors as
the base technology. Actually, LCC is a trusted and mature technology [112] that links a mainland
with some islands (e.g., in Northern Europe [113]). However, solutions based on thyristors usually
involve the injection of some harmonics. For example, a twelve-pulse thyristor bridge, which is made
up of two six-pulse bridges; the fifth and seventh harmonics can be canceled [114]. The LCC–HVDC
transmission system is based on this twelve-step bridge [115,116].

The main drawbacks of the LCC–HVDC link are [116–120]:

• It can only transfer power between (at least) two active grids. As a result, an auxiliary start-up
system is necessary in the OWPP.

• It demands reactive power, which needs to be supplied through reactive support devices.
• Despite most harmonics being canceled by using a twelve-pulse bridge, others still remain, thus

needing additional filters.
• It requires voltage support for the OWPP AC bus. Two possible solutions can be found to

overcome this requirement: (i) Installing a dedicated STATCOM, which increases considerably the
overall cost or (ii) controlling the turbine inverters individually, which is technically challenging.

• The inverter is susceptible to commutation failures, especially when connected to weak AC
power systems.
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Blasco et al. suggest that the filter’s design depends on the harmonic characteristics of the AC
grid and the active power exchanged by the LCC–HVDC link, thus needing a detailed AC power
system analysis [121].

Voltage-Source Converters

Since 2005, VSC–HVDC technology has been used in offshore applications. It is based on
IGBTs [122]. The main characteristics of the VSC–HVDC link are summarized as [123–125]:

• It can control active and reactive power simultaneously.
• It can feed island-mode, weak AC and passive networks.
• Its station requires less space than that of an LCC (about 60% less).
• The cables are lighter.
• It does not require reactive power compensation.
• It can transmit power from zero to full-rating bidirectional, enabling OWPP start-up (black start

operation) and working at low wind speeds.

Despite all these advantages, VSC–HVDC presents higher commutation losses and costs compared
to the LCC–HVDC. Moreover, it can only handle limited voltage and power levels [126].

Diode Rectifier Unit

During the last years, DRU–HVDC has been under discussion. A DRU includes several diodes,
a transformer and a smoothing reactor [127]. As DRU can only convert AC to DC [128], a hybrid
topology combining DRU and VSC/LCC must be used, introducing the DRU as the offshore rectifier
and the LCC/VSC as the onshore converter [129]. The main advantages of DRU–HVDC compared to
LCC–HVDC and VSC–HVDC are [130–133]:

• Reduction of volume (80%) and weight (66%) of the platform.
• Smaller footprints.
• Reduction of power losses up to 20%.
• Reduction of total cost up to 30%.
• Capacity increased by 33%.
• Higher reliability and efficiency.
• Modular design and full encapsulation.
• Reduced operation and maintenance costs.

However, several problems have to be solved before implementing a DRU–HVDC connection [132–135]:

• As the DRU is a non-controllable passive device, the OWPP AC system must be regulated and
controlled by the WT, thus requiring different WT and OWPP schemes.

• The onshore converter (LCC/VSC) controls the HVDC voltage. Subsequently, the DRU output
DC voltage must be higher than the minimum voltage value to start conducting and transmit the
power to the onshore station.

• Passive filters or active compensation devices are needed to remove the harmonic currents injected
by the DRU.

• Voltage and frequency control stages are needed in the offshore grid for DRU commutation.
• A DRU is not able to provide auxiliary active power for the WT and OWPP substation, being then

a drawback to the self-start of WTs.
• A DRU is not able to provide reactive power, needing power converters or other devices to

compensate it.
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3. Potential Future Advancements for Offshore Wind Energy

In 2018, ENTSO-E and ENTSO-G published their Ten Year Network Development Plan (TYNDP)
scenarios. It was the first time that both European electrical and gas TSOs collaborated together.
The TYNDP 2018 covers from 2020 to 2040 [136]. In 2030–2040, it is expected that between 45 and 75%
of the overall European demand will be covered by RES, especially by hydro, wind and solar power.
Actually, in the North Sea and Baltic Sea regions, the offshore wind power capacity is estimated to
reach between 40 and 59 GW in 2030, and between 86 and 127 GW in 2040, according to the TYNDP.
Other authors propose similar offshore wind power capacity scenarios in these regions; for instance,
scenarios were modeled and optimized by Koivisto and Gea-Bermudez [137]. Greenpeace published
in 2015 their ‘Energy [R]evolution’ forecast, where 148 GW of offshore wind capacity is expected to be
installed in Europe in 2050 [138]. In the US, the Department of Energy considers that 22 GW of OWPPs
can be installed by 2030, increasing up to 86 GW by 2050 [139]; according to the scenarios presented
by the Energy Resources Institute of India for 2050, it could have 170 GW installed of offshore wind
energy by then [140]; and the Chinese scenarios propose to install 200 GW of OWPPs (150 GW near
offshore wind and 50 GW far offshore wind) by 2050 [141,142]. By these means, OWPPs seem to have
an important energy role in the future worldwide.

However, onshore wind and other conventional fossil fuel technologies are currently cheaper than
offshore wind energy [143]. As a consequence, different alternatives are being researched to reduce
further costs of offshore wind power development:

• Power-to-X conversion (P2X)
• North Sea Wind Power Hub: The Hub-and-Spoke project
• Offshore storage options

These initiatives are discussed in detail in the following.

3.1. Power-to-X Conversion

P2X is based on converting power (electricity) to diverse substances (X) [144]. The different
alternatives available in the P2X conversion are [145,146]:

• Power-to-heat (P2H): The electrical generation excess is linked to a heat device (electric boiler, heat
pump), avoiding any intermediate energy carrier and subsequently increasing the global efficiency.

• Power-to-liquid (P2L): Different alternatives can be found in the specific literature, including the
production of syngas through hydrogenation of CO2 and reverse water gas shift; co-electrolysis
of CO2 and H2O; or directly through the electro-reduction of CO2 to methanol.

• Power-to-chemicals (P2C): From the syngas obtained with the power-to-liquid conversion, several
compounds can be produced accordingly.

• Power-to-gas (P2G): Hydrogen is obtained from an electrolysis process and the possible
subsequent conversion to methane with CO2.

• Power-to-mobility (P2M): The electrical generation excess is used by the mobility sector through
electric vehicles with an electric motor of 90% efficiency instead of an internal combustion engine
(efficiency of 20%) or fuel cell (efficiency of 50%).

• Power-to-power (P2P): Electricity is converted into chemical or mechanical energy, which is stored
and later reconverted into electric power.

These transformations are expected to be very relevant in future power systems, as the generated
electricity excess can be stored in different ways and later used as, for instance, fuel for power
plants [147]. Hence, the system’s flexibility would be enhanced [148]. By these means, high capacity P2X
plants could increase the RES supply by providing supply security in terms of storage facilities [149].
Moreover, as explained in [150], the P2X conversion provides a real link between different sectors,
promoting the transition towards a future urban smart energy system. As an example, Figure 7 depicts
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the power-to-heat conversion joint [151]. an exhaustive analysis of 128 P2X demo projects in operation
in Europe is discussed in [152]. These projects aim to gain experience with system integration of P2X
components. Moreover, Denmark is interested in the conversion of electricity to hydrogen and liquid
fuels through P2X solutions. Thus, they can become a front-runner in this technology as large Danish
companies already work with it [153].

Centralized electricity infrastructure

Electricity network

Thermal power plant
(no CHP)

Centralized 
energy storage

Wind Bio

Decentralized electricity infrastructure

Electric vehicle Residential PV & storage

Heat plants and
CHP plants

Centralized 
heat storage

Centralized 
heat pumps

Electric vehicle

Centralized 
heat boilers

District heating

Heat supply Heat demand

Heat network

P2H P2H

Direct electric
heating

P2H P2H P2H P2H

Small electric
thermal storage

Decentral 
heat pump

Decentral electric boilers 
or hybrid electric

Figure 7. Power-to-heat conversion.

Several authors have already analyzed these technologies combined with the wind resource.
Different flexibility options for wind power plants are analyzed in [154], concluding that the P2H
solutions provide the most cost-effective scenarios with the lowest CO2 emissions. Pursiheimo et al.
focused on the feasibility of the P2G technology in Nordic countries to achieve a 100% RES system.
The main applications of P2G are focused on supplying gas to transport and industrial sectors [155].
Furthermore, the use of P2G has been proved in Denmark to be a successful tool to complement wind
power plants [156]. However, both investment costs of facilities and energy losses (due to the low
efficiency in the conversion process) are high. Hence, the hydrogen produced from wind power also
has a high cost [157]. For instance, in [158] different energy applications of hydrogen (P2P, P2G, P2M)
are considered for a hybrid offshore wind–hydrogen power plant in France, obtaining negative profits
due to the high investment costs in both wind and hydrogen infrastructures. Other authors conclude
that the combination of a wind–hydrogen power plant should be considered to sell hydrogen directly,
as re-powering hydrogen for electricity is extremely expensive [159]. Consequently, future works
should be focused on reducing investment and maintenance costs for such power conversion solutions.

3.2. North Sea Wind Power Hub: The Hub-and-Spoke Project

To meet the Paris Agreement and the GHG reduction goals (refer to Section 1) in the countries
around the North Sea, the North Sea Wind Power Hub (NSWPH) consortium was created. TenneT
(a Dutch–German electricity TSO), Port of Rotterdam (the biggest port in Europe), Energinet (a Danish
TSO) and Gasunie (a European energy infrastructure company) are the partners of the consortium [160].
NSWPH aims to facilitate the deployment of large scale OWPPs in the North Sea, evaluating and
developing the Hub-and-Spoke project. The project consists on several central platforms, called hubs,
which are in charge of supporting the power transport infrastructure by using the P2X conversion
instead of the offshore converter platforms used currently. According to TenneT, the offshore wind
power capacities will be in the range of 70 to 150 GW by the year 2040 and up to 180 GW by 2045 [161],
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similar values to those proposed in the TYNDP. Two main challenges are identified in NSWPH,
(i) a strong power transmission infrastructure and (ii) high flexibility requirements. Mainly due
to onshore surface constraints, onshore wind power plants and PV installations are not enough to
decarbonize the power systems of this area [162]. The hub-and-spoke concept proposed by NSWPH is
made up of several modular hubs located in different zones of the North Sea, which connect OWPPs
with bordering North Sea countries. This can be seen in the figure of page 6 of [163]. By using high
capacity DC cables, the power generated by OWPPs is transmitted to onshore grids in different
locations connected in a smart and coordinated manner. These DC connections also provide high
interconnection capacity among the different countries. Moreover, the hub-and-spoke concept can
promote onshore OWPP integration through P2G transformation. Power systems thus become flexible
through such P2X conversion [163].

Apart from defining the hub-and-spoke project, the NSWPH consortium also aims to demonstrate
the technical feasibility of the project. So far, the consortium have concluded that [164]:

• The optimal capacity of the OWPP is estimated to be between 10 and 15 GW.
• Hub substructures can be based on four different foundation types: Ciasson island, sand

island, platform and gravity-based structure. A comparison among them is presented in Table 3,
as presented in [164].

• Both the spatial requirements and investment costs of the hubs are similar regardless of being
all-electric, all-hydrogen or combining electricity and hydrogen:

– All-electric hub-and-spoke: The electricity generated by the OWPP is transmitted to the
shore.

– All-hydrogen hub-and-spoke: The electricity generated by the OWPP is transformed offshore
into hydrogen, and transported through pipelines to the shore.

– Combined electricity and hydrogen hub-and-spoke: combines the two previous concepts.

Table 3. Hub substructures under consideration.

Caisson Island Sand Island Platform Gravity Based Structure

Water depth limit (m) <25 <40 <45 >100
Construction time (years) 3–4 6–8 3–4 3–4

Size limit (GW) 6 >36 2 <6 (each WTs)
Maturity Middle Middle High Units – High/Linking – Middle

Footprint on seabed High High Low Middle

Moreover, the lifetime savings between CAPEX (capital expenditure) and OPEX (operational
expenditures) for a 12 GW hub-and-spoke project (Denmark (2 GW), Germany (6 GW) and the
Netherlands (4 GW)) could rise up to 2.5 billion e, without considering the P2X conversion, compared
to a radial approach. This reduction is due to the lack of additional interconnection capacity between
those countries. A study compared the LCOE between hub-and-spoke projects and radial approaches,
concluding that the LCOE was able to be reduced for hub sizes between 6 and 12 GW, but limited for
capacity hubs between 24 and 36 GW. Furthermore, electricity prices and emissions were also reduced.
The total cost saving of a hub-and-spoke project compared to a no-hub project was then estimated to
be between 15 and 20 billion e [165]. The main drawback of the hub-and-spoke project is that it would
take more than 10 years of development and construction to become operational. Moreover, policies,
regulatory framework and market design should be reconsidered to ensure a stable market. As the
Paris Agreement must be fulfilled by 2050, these issues should be urgently reconsidered in order to
carry out multiple hub-and-spoke projects by then [166].
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3.3. Offshore Storage Options: Hydrogen and Compressed-Air Energy Storage

As electrical generation has to be immediately sold to supply the electrical consumption, and due
to the stochastic nature of RES, energy storage emerges as an important solution for these sources [167].
However, as traditional energy storage technologies are difficult to use in a marine environment,
new alternatives are being developed to store offshore energy. Wang et al. provide a comprehensive
review on existing marine renewable energy storage solutions [168].

3.3.1. Hydrogen Energy Storage

The surplus of electricity produced by OWPP can be stored as hydrogen, and used later to
generate power in fuel cells or as fuel in hydrogen vehicles [169]. Most alternatives available are based
on the P2X technology, as previously described in Section 3.1.

An example of such alternatives can be found in the Deep Purple project which is based on the
important CO2 emissions from Norwegian oil and gas production. The project involves TechnipFMC,
SINTEF, Subsea Valley and Maritim Forening Sogn og Fjordane, which develop the concept and new
technology. It has received funding from the Research Council of Norway [170]. The Deep Purple
project aims to convert electricity from OWPP to hydrogen and store such energy on the seabed.
The hydrogen can then be used for several purposes [171,172]:

• Supply stable and renewable power to oil and gas installations
• Supply stable and renewable power to remote islands
• Provide a coastal hydrogen infrastructure to maritime sector
• Provide local production of power, hydrogen and oxygen to fist farming

It is expected to have a full-scale pilot by 2025 in Norway [173]. Figure 8 depicts an overview of
the Deep Purple project.

Figure 8. Deep Purple project.

3.3.2. Compressed Air Energy Storage

Compressed air energy storage (CAES) systems are a solution to energy storage based on the
compression of air [174]. According to [175], the integration of CAES with wind and solar power
generation can increase the RES share rate, as CAES is reported as less expensive than other storage
systems, and to be large and powerful enough to store energy on a utility scale level [176]. Moreover,
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due to the high installation and capital cost of undersea transmission cables, offshore CAES can
increase the cable’s capacity factor, potentially lowering the average cost of offshore wind power while
increasing the reliability and economic value of delivered power [177].

The TAKEOFF Business Incubator (University of Malta) has already patented the a storage
technology called FLASC, with the aim of integrating large-scale energy storage into OWPPs.
This solution is tailor-made for the offshore market, exploiting existing infrastructure and
supply-chains, see Figure 9 [178]. FLASC uses compressed air for energy storage purposes, relying
on the hydrostatic pressure of the deep-sea areas to maintain a stable pressure in the compressed
air storage. As it uses existing infrastructure, it is considered a cost-effective solution. In [179,180],
the multi-system integration and the working principle of the FLASC storage technology are described.
This solution can also be used in order to: (i) Convert the intermittent RES supply into a stepped out
one, simplifying their grid integration by allowing the TSO to schedule operations at specific time
intervals, see Figure 10a; (ii) control the ramp rate of the generated power in case of sudden natural
condition changes, see Figure 10b.

Figure 9. FLASC storage for offshore wind power plants (OWPPs).

(a) (b)

Figure 10. Further applications of FLASC storage technology. (a) Stepped out power control. (b) Ramp
rate control.

115



J. Mar. Sci. Eng. 2019, 7, 399

A small-scale prototype was installed in Malta’s Grand Harbor in May 2018. After one year,
the testing campaign was completed. Results confirmed a consistently high thermal efficiency across
a variety of meteorological conditions and operating regimes after hundreds of charging cycles.
The prototype was removed and decommissioned, and nowadays the FLASC team is focused on
developing a large-scale demonstrator in the open sea [181,182].

4. Conclusions

Future power scenarios include offshore wind energy as an important generation source.
According to this framework, this paper discusses and reviews some aspects of offshore wind power
plants for a massive integration into power systems. In the last decade, several characteristics such as
offshore wind turbines, wind power plants, water depth and distance to shore have increased 230%,
700%, 170% and 110%, respectively. In the same way, electrical transmission has also evolved from
HVAC to HVDC solutions. Moreover, HVDC technology currently offers three different possibilities:
LCCs (based on thyristors), VSCs (based on IGBTs) and DRU (based on diodes). LCCs and VSCs have
already been used, whereas DRU has not been implemented yet. The advantages and drawbacks of
each technology have been extensively discussed in the paper. Different future advancements currently
under development are also described: P2X conversion, the hub-and-spoke project as well as hydrogen
and compressed air energy storage. The P2X conversion can enhance the power system’s flexibility by
converting the electricity surplus to other substances; however, its investment and maintenance costs
should first be reduced to be economically viable. The hub-and-spoke project aims to facilitate the
huge integration of offshore wind power plants in the North Sea; the total cost saving of this project,
compared to a common offshore wind power plant, is estimated to be between 15 and 20 billion e.
However, it is expected to take more than 10 years to become operational. Both hydrogen and
compressed air energy storage systems appear as an alternative to conventional storage technologies
due to the difficulty of using these traditional storage systems in the marine environment.
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Abbreviations

The following abbreviations are used in this manuscript:

AC Alternating current
CAES Compressed air energy storage
DC Direct current
DFIG Doubly fed induction generator
DRU Diode rectifier unit
FSWTs Fixed speed wind turbines
GHG Greenhouse gasses
HVAC High voltage alternating current
HVDC High voltage direct current
IGBT Insulated gate bipolar transistors
LCCs Line-commutated converters
LCOE Levelized cost of energy
OWPP Offshore wind power plant
P2X Power-to-X
PV Photovoltaic
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RES Renewable energy sources
STATCOM Static synchronous compensator
SVC Static VAR compensator
TSO Transmission system pperator
TYNDP Ten Year Network Development Plan
VSCs Voltage-source converters
VSWTs Variable speed wind turbines
WPP Wind power plants
WTs Wind turbines
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Abstract: For the study of transient overvoltage (TOV) in an offshore wind farm (OWF) collector
system caused by switching off vacuum circuit breakers (VCBs), a simplified experimental platform of
OWF medium-voltage (MV) cable collector system was established in this paper to conduct switching
operation tests of VCB and obtain the characteristic parameters for VCB, especially dielectric strength
parameters; also, the effectiveness of the VCB reignition model was verified. Then, PSCAD/EMTDC
was used to construct the MV collector system of the OWF, and the effects of normal switching
and fault switching on TOV amplitude, steepness, and the total number of reignition of the VCB
were studied, respectively, with the experimental parameters and traditional parameters of dielectric
strength of the VCB. The simulation results show that when the VCB is at the tower bottom, the
overvoltage amplitude generated by the normal switching is the largest, which is 1.83 p.u., and the
overvoltage steepness of the fault switching is the largest, up to 142 kV/μs. The overvoltage amplitude
and steepness caused by switching off VCB at the tower bottom faultily with traditional parameters
are about 2 and 1.5 times of the experimental parameters under the same operating condition.

Keywords: offshore wind farm; vacuum circuit breaker; reignition characteristics; switching overvoltage

1. Introduction

Large wind farms are moving from land to sea to provide a richer and more stable source of
clean energy [1,2]. Being increasingly valued by countries around the world, the operation and
maintenance of offshore wind farms (OWFs) have been paid more and more attention [3,4]. Large-scale
OWFs use cables as the collector system. Thus, the loads of the cables cannot exceed the limit of
the cable ampacity [5,6], and the cables should be insulated reliably [7,8]. Moreover, the safety of
the tower terminal transformers needs to be carefully considered. In 2004, at Horns Rev, the largest
OWF in Denmark at that time, almost all the tower terminal transformers suffered insulation fault
accidents [9]. In [10], the authors reported an accident of transformer insulation damage occurred
by switching off a vacuum circuit breaker (VCB) after connecting with the shunt reactor in Wailuo
OWF. Studies have shown that the high-frequency (HF) overvoltage generated by the frequent
switching on and off for VCBs was the main factor causing insulation fault of the transformers [11–13].
Lars Lijestrand et al. simulated and calculated the HF transient process of operating overvoltage
generated by switching on a no-load transformer and switching off a no-load transformer under a
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single-phase grounding short-circuit fault in a medium-voltage (MV) collection grid of OWF [14].
Xuezhong Liu et al. established a test circuit for the MV cable simulation system of the wind farm
and a simulation calculation platform of power-frequency overvoltage [15]. Combined with the
simulation and field measurement data, the influence of VCB parameters and cable length on the
transient overvoltage (TOV) generated by switching off the no-load transformer in the MV collector
system of OWF was studied in [16]. PSCAD/EMTDC (Manitoba HVDC Research Centre, a division
of MHI Ltd., Winnipeg, Canada) and DIgSILENT/PowerFactory (DIgSILENT GmbH, Gomaringen,
Germany) were used to carry out simulation calculation of switching overvoltage when the operating
feeder of the OWF was a long no-load cable, and it was compared with the measured data of the actual
OWF in [17]. Although there have been a lot of studies on TOV of OWFs, they mainly focus on the
qualitative analysis of amplitude and steepness of the switching on TOV in the power collector system.
However, there is limited literature on the study of switching-off overvoltage in a power collector
system and the quantitative analysis of the overvoltage steepness. Furthermore, with the improvement
of manufacturing for VCBs, the traditional electrical parameters have not adapted to today’s research.

This paper mainly introduces a reignition modelling method and model verification of VCB in
the OWF collector system, and also studies the characteristics of switching TOV in an OWF collector
system, respectively, with the experimental parameters and traditional parameters of the dielectric
strength of VCB.

The structure of this article is as follows. In Section 2, the models of double-fed induction
generator (DFIG) and the VCB are established. In Section 3, the switching reignition experiment of
VCB is conducted on the established experimental platform. The characteristic parameters of VCB
are obtained, and the validity of the model is verified. Section 4 introduces the switching mode of
the internal electrical system in OWF. In Section 5, a single-feeder MV cable collector system of OWF
is constructed. The traditional parameters and experimental parameters are, respectively, used for
the dielectric strength of the VCB model. The effects of normal switching and fault switching on
TOV amplitude, steepness, and the total number of reignition at the high voltage side of the terminal
transformer are compared. Finally, conclusions are drawn in Section 6.

2. System Component Simulation Model

2.1. DFIG Model

DFIGs are widely used in OWFs. The simplified DFIG model is composed of a wound induction
motor, wind turbine components, double-pulse width modulation (PWM) converter, control system
components, and filters both on the stator side and rotor side of the motor [18,19], as shown in Figure 1.
The stray capacitances generally include the capacitances between stator winding and shell, stator
winding and rotor, and rotor and shell. However, as the capacitance of the HF filter in the wind
turbine is much larger than the capacitances mentioned above, stray capacitance has little influence on
overvoltage. The study is conducted on the high-voltage side of the terminal transformer, so the stray
capacitance of the induction motor can be ignored [20]. In this paper, the rated capacity of the DFIG is
4 MW.

Figure 1. The double-fed induction generator (DFIG) model.
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2.2. VCB Model

For inductive circuits, after the current is cut off near the zero-crossing point, an overvoltage
will be caused by current chopping, which may result in the first reignition. During reignition, HF
current is generated due to the influence of circuit parameters. When the HF current is cut off, the
equivalent capacitance and inductance on the load side will cause electromagnetic oscillation. This
oscillation will result in higher voltage that may cause the contact gap to be broken down again. Also,
the HF current may couple to the other phases, producing current zeros. Thus virtual chopping occurs,
causing overvoltage in other phases [10,21]. In the process of multiple reignitions, the interval between
the two reignitions is extremely short. Since the second reignition is based on the previous reignition,
the reignition overvoltage has the characteristics of high steepness and high amplitude,

The actual parameters of VCB are statistical and random. However, in order to study the switching
overvoltage of the VCB, the parameters are set as constant values in this paper [22].

2.2.1. Chopping Current

When a VCB receives an opening instruction, the power frequency current is suddenly cut off
before it reaches zero for the first time. The value of current at this time is called chopping current.
When the load current varies in the range of 10 A–100 kA, the calculation for chopping current Ich of
VCB is as the following empirical formula:

Ich = (2πI fαβ)
1

1−β , (1)

where f is power frequency (s−1); I is current amplitude before cut-off in the first half cycle (A); and
α and β are related to electrode size, material, gap distance, and circuit parameters, where α = 6.2 ×
10−16 s, β = 14.3. Normally, the chopping current of VCB is set as 3–8 A [22].

2.2.2. Dielectric Strength

When the VCB is switching to open, the dielectric strength between the contacts increases with
the increase of the distance between the contacts. When the transient recovery voltage between the
contacts exceeds the dielectric strength, the gap between the contacts will break down and reignite.
There is an approximately linear relationship between the dielectric strength Ub and the break time
during reigniting, as described in the following [23]:

Ub = A(t− topen) + B, (2)

where A is the rate of dielectric strength rise (kV/s); B is dielectric strength constant of VCB at the
moment of contact separation (kV); t is simulation time (s); and topen is breaker opening time (s).

2.2.3. HF Arc Quenching Capability

When the HF current generated by the VCB reignition is close to zero, the VCB can extinguish it.
Such an arc quenching capability can be described as the rate di/dt of the time change when the HF
current is crossing zero. The HF current starts with a high rate of change that the VCB cannot turn
off. However, with the attenuation of HF current, when the di/dt is less than a critical value when the
current is crossing zero, the VCB will cut off HF current and turn it into a disconnected state, which is
generally between 100–600 A/μs [24].
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2.2.4. Arcing Voltage

In practice, the arc between contacts of the VCB will generate a voltage drop, and the arcing
voltage is approximately 20 V [25]. A constant arcing voltage of 20 V is achieved by changing the value
of controllable resistance in the customized model, as shown below [26]:

Rarc =
uarc

iarc
, (3)

where Rarc is arcing resistance (Ω); uarc is arcing voltage (V); and iarc is arcing current (A).
The VCB in the simulation is equivalent to the controlled resistance R with the parallel branch,

as shown in Figure 2, where Rs = 50 Ω, Ls = 50 mH, Cs = 200 pF [27]. The switching process of VCB
is divided into four states in [21]. States 1–4 respectively represent the state before power frequency
cut-off, transient voltage recovery, reignition, and complete switch-off. By measuring the VCB current i
and the voltage u between two contacts, the C language is used to programming and solve the VCB
chopping current Ich, dielectric strength Ub, HF arc quenching ability, and arcing voltage uarc. The
program flow chart is shown in Figure 3. At the time tch when the chopping current occurring is more
than 5 ms after the time topen when the VCB starts operating, it can be considered that the VCB has been
completely opened and there will be no reignition. The controllable resistance is realized as a real-time
control by calling the program in PSCAD. Initially, the closed VCB is in State 1 and R = 0. Arcing
occurs when the VCB starts to separate, and the program adjusts the controllable resistor R according
to Equation (5) to maintain the voltage across the contacts as arcing voltage. When i is less than Ich, the
VCB enters State 2 after the first interruption, and R = 1 MΩ. When VCB is in State 2, if the transient
voltage exceeds the dielectric strength, the VCB reignites and enters State 3, and the voltage across the
contacts is the arcing voltage. When the VCB is in State 3, if the HF current quenching condition is
satisfied, the current is cut off and the VCB returns to State 2, R = 1 MΩ. After multiple reignitions
occur, when the transient recovery voltage cannot reach the dielectric strength, the VCB is successfully
opened and remains in R = 1 MΩ.

R

Ls Cs Rs

 
Figure 2. The vacuum circuit breaker (VCB) model.
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Figure 3. Block diagram of the VCB model.

2.3. Other Models

2.3.1. Transformer Model

In this paper, the unified magnetic equivalent circuit (UMEC) model is adopted for transformers,
which can represent the phase coupling of the transformer in PSCAD. At the same time, capacitors are
connected in parallel between the high-voltage side, low-voltage side, and high and low voltage of the
transformer to simulate the HF characteristics of the transformer [28].

2.3.2. Submarine Cable Model

The frequency dependent (phase) model in PSCAD is used to model submarine cables. The
three-core cable structure is used in the simulation, and the specific setting parameters are shown
in [28].

3. Description of Experimental Test System and Model Verification

3.1. Description of Experimental Test System

The wiring diagram of the test system is shown in Figure 4. A transformer TX1 with a
transformation ratio of 10 kV/35 kV and a capacity of 10 MVA is used to simulate the main transformer
of the offshore booster station and provides a 35 kV power supply. One kilometer-long and 80 m-long
submarine cables, named Cable1 and Cable2 with a cross-section of 35 mm2, are respectively connected
to both sides of a 40.5 kV VCB to simulate the three-core MV cable between the 35 kV busbar to the
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wind turbine at the beginning of the feeder and the transformer at the top of the tower to the VCB
at the tower bottom. The technical characteristics of the VCB are shown in Table 1. A transformer
TX2 with a transformation ratio of 35 kV/ 0.69 kV and a capacity of 2 MVA simulates the terminal
transformer of the wind turbine. A reactor with a capacity of 1.6 Mvar is set as the load, and its capacity
is approximately 80% of TX2 to ensure that the amplitude value of power frequency current flowing
through the VCB is greater than the chopping current.

 
Figure 4. Wiring diagram of the test system

Table 1. Technical characteristics of the VCB.

Product Model
Rated Voltage

(kV)
Rated Current

(A)

Rated Short-Circuit
Breaking Current

(kA)

Average
Opening

Speed (m/s)

Clearance
between Open
Contacts (mm)

ZN95A-40.5 40.5 630 25 1.7 18

In order to measure and record HF signals, a 150 kV high-voltage probe VD with a ratio of 10000:1,
of which the model is NRV-150, is used in the experiment. It has an accuracy of 1% when the frequency
of voltage ranges from 10 Hz to 1 MHz. The model of HF current transformer TA is Pearson D101,
with a frequency bandwidth of 0.25 Hz–4 MHz and 50 kA peak current. During the experiment, the
sampling rate of the digital oscilloscope is set as 40 Msa/s.

3.2. Model Verification

When chopping current occurs in the VCB, the magnetic energy stored in the inductive load (such
as reactor, no-load transformer, or motor, etc.) is converted into the electric field energy of the load
side capacitance (usually the capacitance of the submarine cable), and thus overvoltage is generated.
Therefore, the chopping current value can be calculated by the amplitude Umax of the first overvoltage
generated by the chopping current:

Umax =

√
(U0 + Un)

2 + (Ich ·
√

LT

CT
)

2

, (4)

where U0 is cut-off transient voltage (V); Un is power supply voltage (V); Lt is system equivalent
inductance (H); and Ct is load side capacitance (F).

The reignition of the VCB is obvious when the inductive load is switched to separate. Therefore,
the switching test is conducted under the condition of the inductive load to measure the three-phase
voltage at the high-voltage side of TX2 and the B-phase current at the outlet side of the VCB. The
waveform obtained from the experiment is shown in Figure 5a.
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(a) (b) 

Figure 5. Voltage and current waveforms of experiment and simulation: (a) Waveforms of experiment
voltage and current; (b) waveforms of simulation voltage and current.

According to Equation (4) and Figure 5a, the chopping current of VCB calculated in this experiment
is 3.6 A. In Figure 5a, the value of the breakdown voltage is considered to be the value of the dielectric
strength at this time. After the contacts of VCB begin to separate, each time a reignition occurs, the
value of the breakdown voltage and the corresponding time are recorded and linearly fitted according
to Equation (2), as shown in Figure 6. The relationship between dielectric strength and time is obtained
as follows:

Ub = 7.355 · 104 · (t− topen) + 0.69 kV. (5)

Figure 6. Dielectric strength versus contact separation time.

Since the HF arc quenching ability has little influence on the overvoltage, the critical value of di/dt
is set as the average value of 350 A/μs in this paper [29], and the arcing voltage is set as 20 V. The
PSCAD 4.6.2 is used to simulate and model the experimental system shown in Figure 4. The reignition
model introduced in Section 2.2 of this paper is adopted in the VCB model. By cooperating with the
time logic device, the switching operation is realized at any time in the model, and the waveform is
obtained by simulation, shown in Figure 5b.

In the case of switching off inductive load, because of the chopping current, the rising rate of
transient recovery voltage between two contacts of VCB is much faster than that of dielectric strength,
which causes a lot of restrikes of VCB, as shown in Figure 5a, where B-phase is the first-opening
phase. In Figure 5a,b, the amplitude and the total number of reignition of B-phase overvoltage are
basically the same, and the amplitude of HF current is basically the same. However, due to the
interference of external factors on the measuring equipment in the actual experiment, the measured
HF current has many burrs, but its amplitude is relatively small compared with HF current generated
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by reignition. There is no burr in the simulation due to no external interference. As a result, the
effectiveness of the VCB reignition model is well verified by the waveform of the switching TOV
obtained in the experiment.

4. VCB Switching Modes of OWF Internal Electrical System

The switching modes of VCB inside the electrical system of OWF include normal switching and
fault switching.

Normal switching: In this case, the no-load terminal transformer at the top of the tower is cut
off; that is, after a certain wind turbine is out of operation, a corresponding VCB at tower bottom is
switched off. Meanwhile, the rest wind turbines on the feeder remain in full load operation.

Fault switching: In this situation, the switching happens when wind turbines are in normal
operation. Specifically, it includes two kinds of circumstances. One is that when the wind turbines are
in full load operation on the whole feeder, the VCB at the beginning of the feeder is switched off. The
second is that when the wind turbines are in full load operation on the whole feeder, a VCB at tower
bottom is switched off.

5. Simulation of Internal Electrical System in OWF

5.1. Simulation System Setting

Wailuo OWF is located in Guangdong Province, China. Its installed capacity is 300 MW. In this
section, Wailuo OWF is taken as an example to carry out simulation research. A calculation model
of the internal electrical system of the OWF will be established based on the VCB and DFIG model
mentioned above, as shown in Figure 7. The capacity of transformer T0 is 180 MVA, with its ratio
and leakage inductance of 220 kV/35 kV and 0.06, respectively. For transformer Tn (n = 1, 2, . . . , 8),
the capacity is 5 MVA, the ratio is 35 kV/0.69 kV, and the leakage inductance is 0.02 per unit. The
external grid, which is connected to T0 with a 20-km-long submarine cable, is represented by a 220 kV
ideal voltage source. The length of L1 is 80 m, and the wind turbine (WT) connects to the transformer
directly. The length of L2 between each wind turbine is 640 m, and L0 is 5 km long. The cross-section
area of submarine cables is 300 mm2. The three dielectric strength parameters of high-, medium-, and
low-voltage have been proposed in [23] and have been used in many similar simulation studies. In
this paper, the dielectric strength of "high voltage VCB", which is commonly used, is compared with
the parameters obtained by experiments. In the simulation, the influence of two-parameter settings on
overvoltage amplitude and steepness with normal switching and fault switching is compared. The
parameters used are shown in Table 2.

 
Figure 7. Wiring diagram of the simulation system.

Table 2. Traditional parameters and experimental parameters.

Parameters Type A(kV/s) B(kV)

traditional parameters 1.7 × 104 3.4
experimental parameters 7.355 × 104 0.69

Snapshots were taken after the stable operation of the system for 2 s, and each snapshot was
started up and running for 0.08 s, with the simulation step length of 0.4 μs. In order to reduce the
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simulation time, a calculation model of the internal electrical system of OWF with eight DFIGs on a
single feeder was built in this paper; the rated capacity of each DFIG is 4 MW. In the case of normal
switching, the VCB is set to be switched off at the time of A-phase voltage zero-crossing. In the situation
of fault switching, the VCB is set to be switched off at the time when A-phase current reaches the
chopping current [30].

5.2. Relation Between Transformer Position and Overvoltage in Normal Switching

According to the circuit theory, when reignition occurs in the VCB, the TOV steepness on the
high-voltage side of the terminal transformer is related to the current flowing through the capacitance
of the high-voltage to the ground of the transformer, as shown in Equation (6):

duT

dt
= − iT

CH
, (6)

where uT is the voltage at the high-voltage side of the terminal transformer (V); iT is current in the
capacitance of the high-voltage side to the ground of the terminal transformer (A); and CH is the
capacitance of the high-voltage to the ground of the transformer (F).

When any wind turbine on the feeder is out of operation, the terminal transformer and its 80 m
connection cable are cut off. Then, the overvoltage on the high-voltage side of the terminal transformer
on the feeder is measured, and the steepness is calculated. Since the rising rate of transient recovery
voltage after switching is always lower than the rising rate of dielectric strength, they do not intersect,
and there is no reignition. At this time, the amplitude and the steepness of the overvoltage at each
position and the voltage waveform at the high-voltage side of transformer T7 when switching offVCB17

are respectively shown in Figures 8 and 9, in which overvoltage amplitude is per unit value as follows:

√
2 · 35÷ √3 = 28.58 kV. (7)

Figure 8. Overvoltage of transformers at different positions in the cases of switching off VCBs at the
tower bottom normally using experimental parameters.
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Figure 9. Overvoltage waveform of T7 in the case of switching off VCB17 normally.

Figure 8 shows that the overvoltage amplitude and the maximum steepness of the transformer in
the normal switching occur at the point where the VCB cuts out the transformer; they are 1.83 p.u. and
0.2 kV/μs, respectively. The overvoltage amplitude on the high-voltage side of the transformer of the
other wind turbines in normal operation is basically 1 p.u., and the overvoltage steepness decreases
with the increase of the propagation distance of the incident wave.

When the dielectric strength of VCB is simulated with traditional parameters, since the dielectric
strength rises slowly, reignition occurs easily. The total reignition times in normal switching with
different parameters are shown in Table 3. At this time, the total number of reignition normal switching
is 10–14 times. The voltage amplitude and steepness of the high-voltage side of the terminal transformer
at each position are shown in Figure 10. Compared with the results with experimental parameters,
the maximum overvoltage amplitude drops from 1.83 p.u. to 1.58 p.u. However, the maximum
overvoltage steepness reaches 76.7 kV/μs, increasing by about 380 times.

Table 3. Total reignition times in normal switching with different parameters.

Switching Case Traditional Parameters Experimental Parameters

normal switching 10-14 0

Figure 10. Overvoltage of transformers at different positions in the cases of switching off VCBs at the
tower bottom normally using traditional parameters.
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5.3. Relation between Transformer Position and Overvoltage in Fault Switching

5.3.1. VCB Switching at Feeder

When the wind turbines on the whole feeder line are in full-load operation, VCB1 has no reignition
in fault switching. The overvoltage waveform of the terminal transformer T7 is shown in Figure 11.
The overvoltage amplitude at the high-voltage side of the terminal transformer at all positions on the
feeder is 1.27 p.u., and the maximum overvoltage steepness is about 0.1 kV/μs. When the traditional
parameters are used in the simulation, VCB1 will not have reignition. The simulation results of the two
are consistent at this moment.

Figure 11. Overvoltage waveform of T7 in the case of switching off VCB1 faultily.

5.3.2. VCB Switching at Tower Bottom

When the wind turbines on the whole feeder are in full load operation, the VCB at the tower
bottom has fault switching, and the simulation results are shown in Figure 12; it indicated that switching
VCB only causes overvoltage with amplitude of about 1.18–1.42 p.u. on the high-voltage side of the
terminal transformer where it is located, and the steepness is 83.3–142 kV/μs. The voltage amplitude of
the remaining terminal transformer is 1 p.u. The voltage waveforms of terminal transform T7 when
VCB17 switching and its adjacent terminal transformer T8 at the high-voltage side are respectively
shown in Figure 13a,b.

Figure 12. Overvoltage of transformers at different positions in the cases of switching off VCBs at the
tower bottom faultily using experimental parameters.

During VCB17 switching, an overvoltage with an amplitude up to 1.42 p.u. is generated due
to reignition. After reaching the high-voltage side of T8 through the 720 m cable, the overvoltage

137



J. Mar. Sci. Eng. 2019, 7, 415

amplitude rapidly attenuates, and the maximum steepness of voltage fluctuation also decreases from
123 kV/μs to 55.3 kV/μs. From Table 4, the total times of reignition in this condition is about 9–10.

 

(a) (b) 

Figure 13. Voltage waveforms of T7 and T8 in the case of switching off VCB17 faultily: (a) Voltage
waveform of T7; (b) voltage waveform of T8.

Table 4. Total reignition times in fault switching with different parameters.

Switching Case Traditional Parameters Experimental Parameters

fault switching
at feeder 0 0

at tower bottom 135—171 8—10

When traditional parameters are applied for simulation, the results are obtained shown in Figure 14.
Due to the slow growth rate of dielectric strength, the numbers of reignition increase significantly to
135–171 times, and the maximum overvoltage amplitude increases from 1.42 p.u to 2.96 p.u, which
would cause the overvoltage amplitude of the terminal transformer at the high-voltage side of the
adjacent wind turbine reaching 1.89 p.u.. Compared with the same condition when using experimental
parameters, the amplitude of the switching terminal transformer increases about 2 times, and the
overvoltage steepness increases about 1.5 times.

Figure 14. Overvoltage of transformers at different positions in the cases of switching off VCBs at the
tower bottom faultily using traditional parameters.
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6. Conclusions

In this paper, a test platform for a simplified MV cable collection system in OWF that can demonstrate
the reignition phenomenon of VCB was constructed, and the parameters of VCB were calculated through
experiments to verify the validity of the customized VCB model. A cable collection system of OWF was
built according to the above model. The dielectric strength parameters of the VCB measured by the
experiment were used in the simulation to study the TOV generated, and the results were compared with
those of the traditional dielectric strength parameters. The following conclusions are drawn:

(1) The overvoltage amplitude of the high voltage side of the transformer at different positions was
basically the same in switching off feeder VCB. When the tower bottom VCB had normal or fault
switching, the overvoltage steepness decreased with the increase of the propagation distance of
the incident wave. The voltage amplitudes at the high-voltage side of the transformers in other
positions were slightly influenced.

(2) With experimental parameters, the critical overvoltage occurred in switching offVCBs at the tower
bottom, the overvoltage amplitude in normal switching was the largest, up to 1.83 p.u., while the
steepness of the overvoltage generated in fault switching was the largest, up to 142 kV/μs, and
the total numbers of reignition were 9–10 times.

(3) Due to the difference of dielectric strength of the VCB, when using the experimental parameters
measured in this study, the amplitude of overvoltage of the terminal transformer was reduced to
1/2, and the steepness was reduced to 1/1.5 compared with using the traditional parameters of
VCB under the same operation condition, in case of switching off VCB at the tower bottom with
wind turbines full loading. Therefore, it is recommended that the actual experimental parameters
of VCBs should be adopted in the following researches.
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Abstract: With the development of large-scale offshore projects, sea ice is a potential threat to the
safety of offshore structures. The main forms of damage to bottom-fixed offshore structures under
sea ice are crushing failure and bending failure. Referred to as the concept of seismic response
spectrums, the design response spectrum of offshore structures induced by the crushing and bending
ice failure is presented. Selecting the Bohai Sea in China as an example, the sea areas were divided
into different ice zones due to the different sea ice parameters. Based on the crushing and bending
failure power spectral densities of ice force, a large amount of ice force time-history samples are
firstly generated for each ice zone. The time-history of the maximum responses of a series of single
degree of freedom systems with different natural frequencies under the ice force are calculated and
subsequently, a response spectrum curve is obtained. Finally, by fitting all the response spectrum
curves from different samples, the design response spectrum is generated for each ice zone. The
ice force influence coefficients for crushing and bending failure are obtained, which can be used to
estimate the stochastic sea ice force acting on a structure conveniently in a static way. A comparison
of the proposed response spectrum method with the Monte Carlo method by a numerical example
shows good agreement.

Keywords: ice force; design response spectrum; crushing failure; bending failure

1. Introduction

Freezing is a common natural phenomenon in winter at high latitudes of the earth. The ice force
is a potential threat to bottom-fixed offshore structures due to its high magnitude and evident dynamic
effects [1,2]. For instance, in 1969, the JZ20-2MSW platform was destroyed because of serious ice
conditions in the Bohai Sea [3,4].

Many researchers have put their effort into the research of sea ice force and tried to present a more
reasonable sea ice force model.

Su et al. [5] investigated the typical statistical characteristics of local ice loads based on the
data from in-situ measurements. Neill [6] investigated the dynamic ice force on piers and piles.
Torodd [7] studied model-based force and state estimation in experimental ice-induced vibrations. The
feasibility and advantages of the ice-breaking cone were proven by the analytical results obtained
by Ralston et al. [8] in the 1980s. Ordinary and serious ice conditions in the Bohai Sea were briefly
presented by Zhang [9] and formulas for calculating the forces applied on offshore structures by ice
were suggested.
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From the above researches [5–9], the ice force is often regarded as a static load without considering
its dynamic effects. In engineering design specifications, Nord [10], Qu [11], Barker [12], and
Gravesen [13] conducted dynamic ice force experiments, respectively. Ice force acting on the
Nordströmsgrund lighthouse was identified [10]. Qu [11] analyzed a random ice force for narrow
conical structures through practical engineering experiments. Baker [12] and Gravesen [13] investigated
the dynamic ice force on the offshore wind turbine, the dynamic characteristics of the structure under
such loads were discovered.

Some dynamic ice force models have been recommended, while most of them are deterministic
ones, such as the simplified dynamic ice force model presented by Kärnä and Qu [14]. Based on sea ice
dynamics, Hunke et al. [15] established an elastic-viscous-plastic model. Li and Li [16] established a
modified discrete element model for sea ice dynamics. Considering the redistribution process and
the evolution of the ice thickness distribution, an idealized zero-dimensional model was presented
by Godlovitch and Monahan [17]. Qu [18] proposed an ice dynamics model for narrow conical
structures, which showed that ice-breaking cones were effective in reducing the ice force. On the
other hand, the specific dynamic ice models have been developed based on local environmental
conditions. Wang et al. [19] and Pedersen et al. [20] presented the proper sea ice dynamics models
for the Gulf of Riga and the Greenland Sea, respectively. Besides, the dynamic and thermodynamic
sea ice model for the subpolar regions was studied by Lu et al. [21]. However, sea ice breaking is a
stochastic process in essence and it is usually difficult to simulate the action of ice force on offshore
structures due to the low efficiency of the traditional random vibrations analysis method. Therefore,
Shi [22], Zhi [23], and Ou [24] proposed the concept of sea ice force spectrums. Shi [22] recommended
an ice force spectrum based on the displacement and strain responses of a single degree freedom
structure, and more complicated structures were considered in the study of Zhi [23]. Ou [24] analyzed
the characteristics of the random process of ice force and mechanism and established the relationship
between spectral parameters and ice thickness.

The rupture forms of the sea ice can be mainly divided into several types, such as crushing failure,
bending failure, and so on. Lee [25] investigated local ice load signals in ice-covered waters. Kim [26]
discussed the assumptions behind rule-based ice loads of crushing failure. Through tests, the damage
mechanism of sea ice was studied by Huang [27] in detail. The frequency of ice force under different
ice failure modes and the occurrence probability of their magnitudes in full-scale had been studied
by Suominen [28]. Zhang [29] studied the mechanism of ductile-brittle transition of sea ice damage
and the influence of microcrack evolution on sea ice properties. Jones and Eylander [30] studied
the ice force which acted on a vertical structure or inclined structure. Hayo et al. [31] investigated
the ice-induced vibrations in the states of mixed crushing and buckling. Aksenov and Hibler [32]
found that the icebreaking was highly irregular, and small cracks appeared around the broken area.
Gagnon [33] established a numerical model for ice crushing failure. Sopper [34] performed a series
of ice crushing tests to investigate the effects of external boundary conditions and geometric contact
shapes under ice force.

In fact, ice force and the seismic effect have many similar characteristics, e.g., both of them are
dynamic and stochastic with a specific frequency spectrum. Referred to as seismic design theory,
the design response spectrums of sea ice force due to the crushing and bending failure are proposed.
The novel method is simple and easy to analyze the response of bottom-fixed offshore structures
subjected to ice.

Firstly, a single-degree of freedom (SDOF) model with different natural frequencies and damping
is established to simulate different offshore structures subjected to ice force. Secondly, the crushing
and bending failure power spectral densities (PSD) of the ice force, and the properties of ice are
recommended. Thirdly, ice conditions in the Bohai Sea are selected as a typical investigated zone.
A large amount of ice force time-history samples for crushing and bending failure are generated by
applying the amplitude superposition method. Then, the maximum responses of SDOF structures with
different natural frequencies subjected to each ice force time-history are obtained. The design response
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spectrums for both crushing and bending failure sea ice force are achieved. Finally, the numerical
results validate the proposed method.

2. Analysis Model

Assume that the offshore structure can be simplified as a SDOF system, as shown in Figure 1,
where m is the lumped mass; k is the shearing stiffness; and c is the damping coefficient; l1 and l2
indicate the heights above and under the sea level, respectively.

Figure 1. Single-degree of freedom (SDOF) Model.

Since the system is excited by the ice force p(t) at the sea level (point A in Figure 1), rather than
directly on the lumped mass (point B in Figure 1), the ice force should be replaced with an equivalent
force p’(t) to establish the motion equation of the system. Neglecting the inertia force, the lateral
displacement x and rotation θ at point A subjected to p(t) is:

xA =
p(t)l32
3EI

; θA =
p(t)l22
2EI

(1)

where EI is the flexural stiffness of the cantilever beam. The displacement at point B is then:

x = xA + θAl1 =
p(t)l32
3EI

+
p(t)l1l22

2EI
(2)

Note that:
k =

3EI

(l1 + l2)
3 (3)

where k is the shear stiffness.
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Equation (2) can be re-written as:

x =
2l32 + 3l1l22

2k(l1 + l2)
3 p(t) (4)

According to Equation (4), the displacement at point B induced by the equivalent ice force p′(t)
has to be equal to that raised by p(t):

x =
p′(t)

k
=

2l32 + 3l1l22
2k(l1 + l2)

3 p(t) (5)

therefore,

p′(t) =
2l32 + 3l1l22
2(l1 + l2)

3 p(t) (6)

The motion equation of the SDOF system subjected to ice force is then:

M
..
x + C

.
x + Kx = p′(t) = λp(t) (7)

where x,
.
x, and

..
x are the displacement, velocity, and acceleration of the SDOF system, respectively; and

λ =
2l32 + 3l1l22
2(l1 + l2)

3 (8)

where λ is the equivalent coefficient of the sea ice force.

3. PSDs of the Ice Force

3.1. Crushing Failure PSD

Based on a large amount of ice force practical measurement data of JZ9-3MDP in the Bohai Sea
and the Norstromsgrund lighthouse, Kärnä and Qu [14,35] developed a crushing failure sea ice force
power spectral density expression as follows:

Sc( f ) =
aσ2

1 + ka1.5 f 2
; a = bV−0.6

ice (9)

where f (Hz) is the frequency of sea ice force; a and b are experimental parameters; Vice is the ice
velocity; and σ is the ice force standard deviation that is defined as:

σ =
IF

1 + 3IF
Fp; Fp = ασcDh (10)

where IF is the interaction strength of the dynamic ice with a mean value of 0.4 MPa; Fp is the ice force
amplitude when crushing failure happens; α is the comprehensive effect coefficient which lies between
0.4 and 0.7; σc is the ice compression strength; D is the loaded pile diameter of the structure; and h is
the ice thickness.

3.2. Bending Failure PSD

In accordance with the ice load data collected on conical structures by a full-scale test in the Bohai
Sea, Yue et al. [13,36] presented a bending failure sea ice force power spectral density as follows:

Sb( f ) =
10.88F2

0T−2.5
b

f 3.5 exp
(
−5.47( f Tb)

−0.64
)

(11)
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where F0 is the ice force amplitude when bending failure occurs; Tb is the ice force period. Their
expressions are as follows:

F0 = 3.2σ f h2(
D
Lb

)
0.34

; Tb =
Lb
vice

=
τh
vice

(12)

where σ f is ice bending strength; Lb is the breaking length of the ice sheet; and τ is the ratio between
breaking length and ice thickness with a value around 7.3.

3.3. Compression Strength and Bending Strength

Through the experiment, Vaudrey and Li [37,38] proposed formulas of the compression and
bending strength for sea ice as follows:

σc = 1.474 + 0.106|θi| (13)

σ f = 0.998− 0.063
√

Vb (14)

where Vb is the brine volume ratio of the sea ice,

Vb = Si(0.532 + 49.185/|θi|) (15)

where θi is the sea ice temperature; Si is the sea ice salinity.

4. Ice Force Parameters

As shown in Equations (9)–(15), there are four important parameters, including the temperature
θi, salinity Si, thickness h, and velocity Vice, which is related to the environment and affect the PSDs
of the sea ice force. Essentially, they are all random variables and the way they are evaluated are
explained in this section.

4.1. Ice Temperature and Salinity

Based on the different sea ice parameters, the Bohai Sea and the northern part of the Yellow Sea
are divided into 21 zones by the China National Offshore Oil Production Research Centre and the
National Marine Environmental Forecasting Center [39] as shown in Figure 2. Due to the scarcity of
measured sea ice data in Zones 15–21, the ice parameters measured at a location within a certain zone
is used to represent those of the zone. For instance, the data at Bayuquan Area represents that of Zone
21. The parameters of sea ice temperature and salinity corresponding to each ice zone in the Bohai Sea
are listed in Table 1, which can be directly applied to Equations (12)–(15).
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Figure 2. The divided ice zones of the Bohai Sea.

Table 1. Design values of sea ice temperature and salinity.

Zone Number Temperature (◦C) Salinity (%�)

1 −5.4 5.50
2 −6.8 6.58
3 −5.3 7.24
4 −4.9 6.70
5 −4.5 6.70
6 −4.7 5.67
7 −4.5 4.57
8 −3.4 9.01
9 −4.5 4.29

10 −2.8 4.05
11 −3.5 4.57
12 −3.9 8.24
13 −4.2 7.50
14 −4.4 6.80

15 at Haihong Port 1 −11.1 6.3
16 at Haihong Port 2 −4.5 4.7
17 at Guanhai Trestle −6.5 5.6

18 at Hongguang Wharf1 −2 5.6
19 at Hongguang Wharf2 −3.3 5.3

20 at Xing Cheng −5 4.4
21 at Bayuquan Area −9 4.8

4.2. Probability Distributions of Ice Parameters

4.2.1. Probability Distributions of Ice Thickness and Ice Velocity

Based on a large amount of data recorded from the Bohai Sea and the northern Yellow Sea during
the years of 1968–1998, researchers [35,36] indicated that the annual maximum thickness and velocity
of the sea ice follow the Gumbel-logistic distribution, i.e., the joint distribution function of ice thickness
and velocity can be expressed as:
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F(h, vice) = exp
{
−
[
(− ln Fh(h))

m + (− ln Fv(vice))
m
] 1

m

}
(16)

where Fh(h) and Fv(vice) are the marginal distribution of the random variable h and vice, respectively,
which can be expressed as:

Fh(h) = exp[− exp(−h− ah
bh

)]; Fv(vice) = exp[− exp(−vice − av

bv
)] (17)

where ah and bh are the estimated values of the location of Gumbel distribution for ice thickness; aV

and bV are the estimated values of scale parameters of Gumbel distribution for ice velocity:

ah = 4.51; bh = 4.56; aV = 2.90; bV = 3.41 (18)

In Equation (16), m (m ≥ 1) is the correlation parameter that can be estimated as:

m =
1√

(1− ρhv)
; ρhv =

E[(h− μh)(vice − μv)]

σhσv
(19)

where μ and σ denote the mean value and the standard deviation, respectively. It is obvious that when
m = 1, h and vice are uncorrelated; while m→∞ indicates that h and vice are perfectly correlated.

An exceedance probability would be considered in the practical structural design to define the ice
load-carrying capacity of the offshore structures. In this case, the ice thickness and velocity can be
determined as:

(h, vice) = F−1
(
1− 1

T

)
(20)

where T is the recurrence period of the sea ice; F−1 is the inverse function of Equation (16), which
represents a spatial curved surface for specified T. The possible sea ice thickness and velocity with
exceedance probabilities of 63.2% and 2% for Zone 6 in the Bohai Sea are given in Figure 3, which
corresponds to frequently met sea ice force and rarely met sea ice force, respectively.

Figure 3. The possible sea ice thickness and velocity.

Since the parameters mentioned previously are given, the PSDs of sea ice force given in Equations
(9) and (11) can then be calculated as well. Typical PSDs for frequent met sea ice force are given in
Figure 4, whereas other parameters are listed in Table 2.
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Figure 4. The power spectral densities (PSDs) of ice damage.

Table 2. Parameters for sea ice force PSDs.

k b IF β α h D Vice

10.04 18.85 0.4 7.3 0.4 0.5 m 1 m 1 m/s

4.2.2. Joint Probability Density Function of Ice Thickness and Ice Velocity

The joint probability density function is usually used to describe the correlation between two
variables, which is equal to the derivative of ice thickness h and ice velocity Vice in Equation (16). Then,
the joint probability density function of such random variables can be expressed as:

fXY(x, y) = ∂2FXY(x,y)
∂x∂y =

FXY(x,y)
bxby

{exp[−m(x−ax)
bx

] + exp[−m(y−ay)

by
]} 1−2m

m

.{[exp(−m(x−ax)
bx

) + exp(−m(y−ay)

by
)]

1
m + m− 1}. exp[−m( x−ax

bx
+

y−ay
by

)]
(21)

The ice zones in the Bohai Sea can be grouped into five groups through joint probability density,
as listed in Table 3. The joint probability density of each zone in a group is close to each other.
The independent variables x and y in the Equation (21) represent the thickness and velocity of ice,
respectively. According to Equation (21), it can be discovered that the joint probability density increases
with the increasing of ice thickness and ice velocity.

Table 3. Joint probability density of ice thickness and ice velocity for each ice zone.

Group Number Ice Zone Joint Probability Density

Group 1 Zone 1, Zone 2, Zone 6, Zone 19, Bayuquan 0.2146e−4 to 3.4147e−4

Group 2 Zone 3, Zone 4, Zone 7, Zone 9, Haihong Port 1,
Hongguang Wharf 2 5.4056e−4 to 8.2285e−4

Group 3 Zone 5, Zone 10, Zone 18, Haihong Port 2, Guanhai
Trestle, Xingcheng 1.0181−3 to 2.1499e−3

Group 4 Zone 8, Zone 11, Zone 14, Zone 17, Hongguang Wharf 1 3.2114e−3 to 4.878e−3

Group 5 Zone 12, Zone 13, Zone 20 5.1124e−3 to 5.27e−3
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5. Proposed Sea Ice Response Spectrum

5.1. Generation of Ice Force Time-History Samples

For a zero-mean Gaussian Process p(t) with PSD, the amplitude superposition method is used to
synthesize ice force time-history samples [40]:

p(t) =
∑

k

√
2S( fk)Δ f cos(2π fkt + φk) (22)

where fk (k = 1, 2, 3, · · · , M) denotes the k-th frequency point; Δ f is the increment; and φk is the random
phase that varies between [0, 2π). Two generated samples are given in Figure 5.

Figure 5. Ice force time-history samples.

It is noted that in Equations (10) and (12), the parameter D is a structural geometrical parameter.
In order to make the proposed method generally applicable, the related item should be extracted.
Substituting Equation (10) into Equation (9), the ice force crushing failure PSD can be rewritten as:

Sc( f ) = D2
bV−0.6

ice I2
Fα

2σ2
c h2(

1 + kb1.5V−0.9
ice f 2

)
(1 + 3IF)

2
= D2Sc( f ) (23)

According to Equation (21), the time-history due to ice force crushing failure can be generated as:

pc(t) = D
∑

k

√
2Sc( fk)Δ f cos(2π fkt + φk) = Dpc(t) (24)

Similarly, the ice force bending failure PSD and time-history generated can be expressed as:

Sb( f ) = D0.68
111.4σ2

f h4T−2.5
b

(βh)0.68 f 3.5
exp
(
−5.47( f Tb)

−0.64
)
= D0.68Sb( f ) (25)

pb(t) = D0.34
∑

k

√
2Sb( fk)Δ f cos(2π fkt + φk) = D0.34pb(t) (26)

149



J. Mar. Sci. Eng. 2019, 7, 417

5.2. Response Spectrums for Each Ice Zone

The spectral characteristics of sea ice crushing damage and bending damage are similar to those
of structure under earthquakes, which have abundant frequencies. Referred to as the earthquake
response spectrum theory [41–46], a similar sea ice response spectrum theory is established in this
section. According to Equations (7), (24), and (26), the motion equation of a SDOF system subjected to
the ice forces can be expressed as:

M
..
x + C

.
x + Kx = λ jpj(t); ( j = c, b) (27)

where λc and λb are the feature coefficients of the offshore structure.

λc = λD; λb = λD0.34 (28)

Equation (27) can also be rewritten as:

..
x + 2ξω

.
x +ω2x =

λ j

M
pj(t); ( j = c, b) (29)

where ω is the natural frequency of the SDOF system; ξ is the damping ratio. By means of Duhamel
integral, its solution is:

x(t) =
λ j

Mω′

∫ t

0
e−ξω(t−τ) sinω′(t− τ)pj(τ)dτ (30)

where
ω′ = ω

√
1− ξ2 (31)

For the sake of simplifying the dynamic problem expressed by Equation (7) to a static problem,
the equivalent sea ice force acting on the SDOF system would be expressed as:

F(t) = Kx(t) = ω2Mx(t) (32)

Ignore the tiny differences between ω′ and ω, and substitute Equation (30) into Equation (32),
then:

F(t) = ωλ j

∫ t

0
e−ξω(t−τ) sinω(t− τ)pj(τ)dτ (33)

The maximum absolute value of F(t) is:

Fmax
j = λ j

∣∣∣∣∣∣ω
∫ t

0
e−ξω(t−τ) sinω(t− τ)pj(τ)dτ

∣∣∣∣∣∣
max

= λ jSaj (34)

where Saj ( j = c, b) is the response spectrum of corresponding sea ice force time-history.
Normally speaking, a large amount of ice force time-history data based on in-situ measurements

should be used as the excitation of the SDOF system to achieve the design response spectrum. Due to
the scarity of the measured data, synthesized ice force time-histories have to be used. Considering
the randomness of ice force due to the existence of phase ϕ in Equation (22), a large amount of ice
force time-histories are synthesized for each zone. Based on Equation (34), a response spectrum
corresponding to an ice force time-history can be calculated. Then, an envelope line covering the
maximum response from the statistical data of each ice zone is fitted and normalized as the acceleration
coefficient βmax. Acceleration response spectrums of crushing and bending failure are shown in
Figures 6 and 7 based on joint probability density of ice thickness and ice velocity in Section 4.
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(a) 

 
(b) 

Figure 6. Response spectrums of crushing failure. (a) In groups 1, 2; (b) in groups 3, 4, and 5.
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(a) 

 

(b) 

 

(c) 

 

(d) 

 
(e) 

Figure 7. Response spectrums of bending failure. (a) In group 1; (b) in group 2; (c) in group 3; (d) in
group 4; (e) in group 5.
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5.3. Design Response Spectrum for the Bohai Sea in China

Based on Equation (34), it is to be noted that the value of Saj changes with the ice force time-history
pj(t), the natural frequency ω, and the damping ratio ξ of the SDOF system. By taking the maximum
data of all response spectrum curves obtained from different sea ice time-history samples of each ice
zone, and using the piecewise fitting method, the design response spectrum of the sea ice force is
achieved, which is shown in Figure 8 and denoted by α j ( j = c, b), where η0, η, γ, p1 and p2 are the
parameters related to structural damping.

Figure 8. Design Response Spectrum.

Selecting Zone 6 as an example and taking numerical fitting, the design spectrum parameters for
crushing failure sea ice force can be obtained:

η = 1 +
0.05− ξ

0.07 + 2.1ξ
; η0 = 0.3η (35)

γ =
2.7ξ+ 0.03
ξ+ 7.8× 10−3 (36)

p1 = 0.45ξ− 0.16; p2 = 4.9ξ+ 0.77 (37)

Additionally for bending failure sea ice force:

η = 1 +
0.05− ξ

0.05 + 3.3ξ
; η0 = 0.2η (38)

γ =
2.9ξ+ 0.02
ξ+ 3.5× 10−3 (39)

p1 = 0.46ξ− 0.13; p2 = 5.3ξ+ 0.80 (40)

Other fitting parameters combined ice velocity and thickness of exceedance probabilities for Zone
6 in the Bohai Sea are given in Tables 4 and 5.

Table 4. Fitting parameters for Zone 6.

Parameter Crushing Bending

T1(s) 0.1 0.2
Tg (s) 0.84 0.84

n 2 2
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Table 5. The value of αmax for Zone 6.

Condition Crushing Bending

Frequent met 9.5× 104 7.2× 104

Rarely met 1.3× 105 1.6× 105

By replacing Fmax
j and Saj by Fice and α j in Equation (34), respectively, the stochastic sea ice force

acting on a structure can then be estimated easily in a static way as:

Fice
j = λ jα j; ( j = c, b) (41)

Hence, the proposed response spectrum method can be applied as follows [47]:
Step 1, Calculate η0, η, γ, p1 and p2 based on Equations (35)–(40).
Step 2, Determine the value of other fitting parameters from Tables 4 and 5.
Step 3, Obtain the static sea ice force using Equation (41).
Step 4, Compute the concerned structural response.

6. Numerical Example

In this section, selecting Zone 6 as an example, the proposed method is verified by comparing the
results derived from the Monte-Carlo simulation. Taking the SDOF offshore structure as the research
object, whose lumped mass is 106 kg and damping ratio is 0.02, and which natural period varies with
the changing stiffness. Assume that the loaded pile diameter of the structure is 2.7 m and the heights
above and under the sea level are 20 m and 80 m, respectively. The displacements excited by crushing
and bending failure sea ice force are studied, respectively.

In the Monte-Carlo simulation, 200 time-history samples are generated for both crushing and
bending failure sea ice force. Based on the Monte-Carlo method and the ice force response method,
Figures 9 and 10 show the displacements of the offshore structure with different structural natural
periods subjected to crushing and bending failure sea ice force. It can be seen that the results obtained
from the two methods display a manifested same trend.

From Figures 9 and 10, the displacement induced by ice bending failure is less than that by ice
crushing failure. Meanwhile, it can be seen that the displacement under rarely met sea ice force is
greater than that under frequent met sea ice force. Generally speaking, the proposed method provides
an upper limit.

(a)          (b) 

Figure 9. The displacements subjected to frequent met sea ice force. (a) Sea ice crushing failure; (b) sea
ice bending failure.
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(a)         (b) 

Figure 10. The displacements subjected to rarely met sea ice force. (a) Sea ice crushing failure; (b) sea
ice bending failure.

As shown in Figures 9 and 10, for the offshore structures with natural periods in the interval of
[0,T1], which have either large rigidity or light-weight, the response such as displacement will increase
with the increasing structural natural periods. For the offshore structure with natural period in the
interval of (T1, nTg], the response will increase remarkably. It is clear that resonance will occur if the
structure natural period is close to Tg. When T is larger than nTg, the structural displacement will
increase with the increase of structural natural periods due to the decreasing structural stiffness.

The computing time of the example required for the proposed method is only 0.04 s while, that
for the Monte-Carlo simulation is 7537.6 s. It is obvious that the proposed method is not only easy to
calculate but also matches the needs in engineering and has common applicability.

7. Conclusions

Referred to as the earthquake response spectrum theory, a new design idea to determine the
maximum response of offshore structures subjected to ice forces is suggested.

(1) Considering the randomness of ice force and the complexity of structures, the theory of
response spectrum suitable for offshore structures subjected to crushing and bending failure sea ice
forces is established.

(2) Selecting Zone 6 in the Bohai Sea, dynamic analysis of SDOF structures subjected to synthesized
ice force time-histories is performed. Then, the design response spectrums for fixed offshore structures
subjected to ice forces induced by crushing and bending failure are proposed, respectively.

(3) Compared with results from the Monte-Carlo simulation and the proposed method, the
proposed method is validated. Additionally, the proposed method provides an upper limit of offshore
structural response subjected to ice force.

(4) For the offshore structure with a natural period in the range of (T1, nTg], the response under ice
force will increase remarkably. The maximum response will occur when the structure natural period is
close to Tg.
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Nomenclature:

Parameter Nomenclature Parameter Nomenclature

m lumped mass of a single-degree of freedom
system (SDOFS)

p’(t) an equivalent force of SDOFS

k shearing stiffness of SDOFS Fp ice force amplitude when crushing
failure happens

c damping coefficient of SDOFS F0 ice force amplitude when bending
failure happens

h sea ice thickness Fh(h)
Fv(vice)

the marginal distribution

l1l2 heights above and under the sea level Fice ice force
x lateral displacement of point A Tb the ice force period
θ rotation of point A T recurrence period of the sea ice
λ the equivalent coefficient of the sea ice force θi sea ice temperature
f sea ice force frequency Si sea ice salinity
fk the k-th frequency point φk random phase that varies between [0,

2π)
Δ f the increment frequency ω natural frequency of the SDOFS
σ ice force standard deviation ξ damping ratio of offshore structure
σc ice compression strength Lb the breaking length of ice sheet
σ f ice flexural strength η0 a parameter that related to structural

damping
Vice sea ice velocity η a parameter that related to structural

damping
D loaded pile diameter of the structure γ a parameter that related to structural

damping
τ the ratio between breaking length and ice

thickness
p1 a parameter that related to structural

damping
S( f ) power spectral densities p2 a parameter that related to structural

damping
Saj the response spectrum of corresponding sea

ice force time history
IF the interaction strength of the

dynamic ice with a mean value of 0.4
α ice force of design response spectrum for

Bohai Sea
a b experimental parameters
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Abstract: Monopiles are widely used to support offshore wind turbines as a result of the extensive
development of offshore wind energy in coastal areas of China. An offshore wind turbine is a
typical high-rise structure sensitive to dynamic loads in ocean environment such as winds, water
waves, currents and seismic waves. Most of the existing researches focus on elastic vibration
analysis, bearing capacity or cyclic degradation problems. There’re very few studies on vibration of
monopiles, especially considering the influence of static loads with different amplitudes, directions,
and loading-unloading-reloading processes. In this paper, laboratory-scale 1 g model tests for a
monopile in dry sands were carried out to investigate the frequency responses of the monopile
under different loading conditions. The bearing capacities of the model monopile were obtained
as references, and dynamic loads and static loads with different amplitudes were then applied to
the monopile. It was found that (1) the first resonant frequency of the monopile decreases with
the increase of dynamic load amplitudes; (2) the first resonant frequency of the monopile steadily
increases under the lateral static load and loading-unloading-reloading processes; (3) the frequency
responses of the monopile with static loads in different directions are also quite different; (4) damping
of the monopile is influenced by the load amplitudes, load frequencies, load directions and soil
conditions. Besides, all the tests were conducted in both loose sand and dense sand, and the results
are almost consistent in general but more obvious in the dense sand case.

Keywords: monopile; horizontal vibration; combined static and dynamic loads; different loading
directions; frequency response functions

1. Introduction

Monopiles have been widely used in offshore wind engineering for their low costs, short
construction periods and small environmental constraints. So, they are recommended by DNV (DET
NORSKE VERITAS) code to be the well suited foundation type in the offshore wind power industry
for water depths below 25 m [1]. Richards and Byrne [2] pointed out that 87% of the built foundations
of offshore wind turbines are monopile foundations with large diameters. In recent years, monopiles
are also widely used in Jiangsu, Zhejiang and other coastal areas of China where the surface layer of
the seabed is mostly soft soil, while the bottom layer of the seabed is mainly fine sand.

Offshore wind turbines are typical high-rise and flexible structures with low natural frequencies,
which can be very close to the frequencies of offshore dynamic loads such as winds, waves, currents
and seismic waves (Figure 1a). As many studies have mentioned [3–7], the natural frequencies of
offshore wind turbines should be controlled in a very narrow interval (1p–3p) to avoid the harm of
resonances. Accordingly, vibration characteristics or dynamic impedances of pile foundations are of
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great concern to designers. Numerous methods are available in the literature to obtain these vibration
characteristics, including:

Figure 1. Loads on offshore wind turbines: (a) Front view; (b) Possible load direction from vertical
view in water.

Analytic methods: Winkler type model—The soils around the pile are simplified into a series of
independent 1D (one-dimensional) springs [8]; Plain strain model—The soils around the pile are treated
as infinitely thin and independent 2D (two-dimensional) layers [9]; Virtual pile-soil model—The soil-pile
system is decomposed into a fictitious pile and an extended 3D (three-dimensional) half-space [10];
Integral equation method, which is the most accurate analytical method to study 3D shell type
foundations in offshore engineering—The theories of Cauchy singular and Fredholm integral equations
are applied to solve the Green’s function of pile and soil [11,12]; He et al. [13,14] obtained a rigorous
analytical solution for coupled horizontal and rocking vibration of a monopile embedded in a porous
seabed, and found that the effect of vertical shear stress on the monopile caused by horizontal loads
and moments cannot be ignored.

Numerical methods: Zdravkovic et al. [15] presented a numerical study for laterally loaded
monopiles; Sen et al. [16] presented a boundary element formulation for dynamic analysis of axially and
laterally loaded single piles and pile groups; Latini and Zania [17] investigated the dynamic responses
and the dynamic impedance of suction caissons by analyzing 3D finite element models in the frequency
domain; Tao et al. [18] studied the influences of frequency, slenderness ratio, thickness–diameter ratio,
soil–pile elastic modulus ratio and the existence of a scour hole on the dynamic impedances of monopile
foundations; He et al. [19] analyzed the dynamic impedances and dynamic responses of large diameter
rock-socketed monopiles under harmonic load based on a combined finite element–infinite element
model; Ma et al. [20] presented a three-dimensional finite element model for analyzing the long-term
performance of offshore wind turbines on monopiles in sand; Beuckelaers [21] brought insights into
the behavior of monopile foundations and provided various modelling options to capture unloading,
ratcheting and gapping effects for laterally loaded piles based on the Pile Soil Analysis (PISA) project.

Model experiments: Goit et al. [22] conducted dynamic experiments model soil–pile tests on a
shaking table; Bhattacharya et al. [23] studied dynamic soil–pile interaction using a 1 g scale model test;
Manna and Baidya [24] calculated the dynamic stiffness and damping of a slender pile and observed
that the stiffness and damping decrease as the amplitude of load increases; Mohamed and Hesham [25]
investigated the lateral vibration performance of two full-scale large-capacity helical piles and one
driven pile installed in overconsolidated and structured clay, and observed a similar phenomenon
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to Manna and Baidya [24]; Lombardi et al. [5] investigated changes in pile natural frequency and
damping after 32,000–172,000 cycles of horizontal loading; He et al. [26] studied the decreases of
the pile’s natural frequencies with the existence of a scour hole; Futai et al. [4] measured the natural
frequency of piles in centrifuge tests by FFT (Fast Fourier Transform), and investigated the influences
of the density of sand and the ratio of free length to embedded depth; Leblanc et al. [27] carried out a
series of laboratory tests where a stiff pile in dry sand was subjected to 8000–60,000 cycles of combined
moment and horizontal loading, and presented the accumulated rotation and changes in stiffness after
long-term cyclic loading; Richards et al. [2] presented results from laboratory tests in dry sand, which
explored pile rotation with multidirectional cyclic loadings.

Full scale tests: Shirzadeh et al. [28] identified the damping values of an offshore wind turbine on
a monopile foundation using both field measurements and simulations; Damgaard et al. [29] presented
field vibration tests and numerical studies of the cross-wind dynamic properties of offshore wind
turbines. Full scale tests are very significant but too expensive, and there are very few full scale tests
that can be referred to.

The analytic methods [8–16] and numerical methods [17–19] mostly depend on the assumption
that the soil is linear elastic so only the dynamic responses under small stress/strain conditions
can be obtained, and the nonlinearity of soil is ignored. When considering the nonlinearity of soil,
bearing capacity analysis [30–35] and accumulated deformation [36–39] under static/cyclic loads are
mostly studied. However, the influence of the static loads on the dynamic behavior of the soil-pile
system is very scarce. Actually, the offshore wind turbines are exposed to lateral loads caused by
winds, water waves, currents and seismic waves with different load directions, as shown in Figure 1.
These types of loads can be decomposed to combinations of static loads and dynamic loads, while
the directions of the static loads and dynamic loads can also be different, and the effect of static
load amplitudes and directions on the dynamic responses of monopiles is very important but rarely
understood. Besides, extreme conditions, such as typhoons on the southeast coast of China, have a
very significant impact on offshore structures as they can force monopiles to reach ultimate bearing
conditions, but whether the dynamic characteristics of monopiles under such conditions change during
this loading-unloading-reloading process is still unclear. As the stress-strain state of the soil around
the monopile is very complicated under coupled loads, a model test is conducted to study these topics
preliminarily, which aims to investigate how the frequency responses of the monopile change under
different lateral static load cases, including loading-unloading-reloading processes. Compared with the
existing researches, the novelty of this paper is that it studies the evolution of vibration characteristics
of monopiles under complex loading conditions, which is rarely investigated at present.

2. Similitude Relationships

Appropriate scaling laws constitute the first step to deduce the results of a prototype from an
experimental study. Based on a perfect scaling law, the prediction of the prototype may be carried out
from results obtained in model tests. However, a coupled wind-wave-structure-soil system is involved
in the study of offshore wind turbines, which means that almost no physical model test technology can
concurrently satisfy all the physical interactions. Specific analysis is needed for concerned research
targets. In this model test, the following physical parameters are considered, as shown in Table 1:

(1) Geometric parameters: He et al. [13] pointed out that the dynamic impedances of a monopile are
related to the embedded aspect ratio L/D, the elastic modulus ratio between pile and soil (Ep/Es)
and the thickness–diameter ratio (h/D). The length–diameter ratio (L/D) of modern monopiles
used in offshore wind turbines is very small, from 3 to 8. The thickness–diameter ratio (h/D) is
about 0.01. As a result, the L/D of the model pile in the test is chosen as 5, and h/D is 0.01.
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(2) Ep/Es: For cohesionless soil, when the shear strain amplitude is less than 10−4, the shear modulus
G0 is mainly related to the void ratio e and the average effective principal stress σm’ [40]. For round
sand (e < 0.8), G0 can be estimated as

G0 = 6934× (2.17− e)2

1 + e
(σ′m)

2 kPa (1)

where e is the void ratio related to the relative density Dr. For fixed relative density, σm’ is
proportional to the depth hs. The average elastic modulus of soil Es is simplified to the elastic
modulus of sand at the depth of around 0.5–1.0 D, for simplicity. The pile is made of steel
Ep = 200 GPa, so (Ep/Es)model ≈ 10,000–20,000, while Es in the prototype is about 10–250 MPa, with
(Ep/Es)prototype ≈ 840–21,000, which means monopiles in both the model and prototype act like
rigid piles. However, tests in loose sand (Dr = 10%, Ep/Es ≈ 21,000) and dense sand (Dr = 88%,
Ep/Es ≈ 13,000) are conducted to investigate the influence of the elastic modulus ratio.

(3) Dimensionless frequency (a0): According to soil dynamics, the responses are frequency-dependent,
and the nondimensional frequency a0 = rω/

√
μs/ρs is especially useful when analyzing the

obtained results, where r is the radius of the pile, ω is the circular frequency of the load, μs is the
shear modulus of the soil, and ρs is the density of the soil. a0 has been chosen including 0–0.5 in
accordance with most pile dynamic analysis works.

Table 1. Dimensionless characters in the test.

Physical Parameters
Dimensionless

Characters
Value (Dr = 10%) Value (Dr = 88%)

Embedded depth L L/D 5 5
Wall thickness of the pile h h/D 0.01 0.01

Elastic modulus E Ep/Es 21,000 13,000
Static load H H/Hu 0–1.08 0–1.86

Harmonic load Amplitude Hamp Hamp/Hu 1.35–27.03% 0.65–3.25%
Frequency f rω/

√
μs/ρs 0–0.72 0–0.56

3. Experimental Formulation

3.1. Test Platform

The experimental investigation was carried out in the Offshore Geotechnical Engineering
Laboratory in Hohai University. Tests were conducted in an iron tank with the size of 600 ×
600× 1500 mm, which was filled with dry Nanjing quartz sand. The box was elevated above the ground
to install a valve to release the sand in the box conveniently when the test was finished. A coherence
analysis between the tank and the pile was carried out at first to ensure that the vibration of pile
foundations is not affected by tank vibration (Figure 2).

The monopile foundation was scaled at around 1:50–1:100 to an open-ended steel model pile with
diameter D = 60 mm, length L0 = 600 mm, and wall thickness h = 0.6 mm; both the free length and
the embedded depth were L = 300 mm (L/D = 5). To simulate the mass of the nacelle, an iron block
was welded on the top of the pile. In addition, the pile was placed in the center of the box by the
hammer-driven method. The lateral dynamic load was applied by a vibration exciter, which can exert
harmonic loads, sweeping loads and random loads (Figure 3).
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Figure 2. The influence of tank vibration: (a) Frequency response functions of the soil tank and the pile;
(b) Coherence function between the soil tank and the pile.

Figure 3. Experimental setup and sensor placement: (a) Sketch of the model; (b) Photo of the model.

3.2. Test Series

The following series of tests were included in the test process, as shown in Table 2:

(1) LBC: the lateral bearing capacity test in loose sand (Dr = 10%, L.LBC) and dense sand (Dr = 88%,
D.LBC).

(2) HL: vibration characteristic test of monopile foundation under harmonic loads with different
amplitudes. Harmonic loads with different frequencies and fixed amplitudes are applied to the
pile top, and the displacements and the loads are measured. Then, change the amplitude of the
loads from 1 N to 5 N in the dense sand case, and from 0.5 N to 10 N in the loose sand case.

(3) SL: the influence of the lateral static load on the vibration characteristics by hammer excitation
with FRF method.

(4) L-U: three repeated loading-unloading processes to comprehend how extreme static loads
influence the vibration characteristics of the pile.

(5) S-D: the influence of the static load on the vibration characteristics in different directions.
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Table 2. Test series.

Test Name Dr
f

(Hz)
Dimensionless
Frequency a0

Amplitude
Hamp (N)

Hamp/Hu
Static Load

H (N)
H/Hu

L.LBC 10% 0 0 - - 0–40 0–1.08
D.LBC 88% 0 0 - - 0–165 0–1.06

L.HL 10% 40–200 0.14–0.72 1/2/3/4/5 0.65–3.25% 0 0

D.HL
88% 40–200 0.11–0.56 0.5/1/1.5/2/2.5 1.35–6.75% 0 0

88% 40–50
100–200

0.11–0.14
0.28–0.56 4/6/8/10 10.81–27.03% 0 0

L.SL 10%
Random Hammering - 0–40 0–1.08

D.SL 88% 0–290 0–1.86

L.L-U 10%
Random Hammering - 0–20 0–0.54

D.L-U 88% 0–100 0–0.64

L.S-D1 10%

Random Hammering -

0 0
L.S-D2 10% 8 0.22
L.S-D3 10% 16 0.43
D.S-D1 88% 0 0
D.S-D2 88% 40 0.26
D.S-D3 88% 80 0.51

3.3. Preparation of the Sand

For the quartz sand used in the tests, the particle size is 0.2–0.6 mm, with the medium diameter
0.42 mm, minimum density 1.35 g/cm3, and maximum density 1.57 g/cm3. The gradation curve is
shown in Figure 4. The friction angle of the sand is about 30◦.

Figure 4. Gradation curve.

For sand, relative density Dr is of great importance in geotechnical tests [41]. The test will be
more credible and repeatable if the relative density of the sand is well controlled. Various methods
are used in the laboratory to reconstitute the sand, including pluviation, vibration and tamping.
Pluviation through air is the most preferred method for its similarity to natural sand in the deposition
mode [42]. According to the research now available, when other conditions remain unchanged, the
relative density of sand is positively correlated with the falling distance [43].

In this paper, an experimental equipment of stationary pluviation was made referring to
Chennarapu’s method [43]. As shown in Figure 5, this device consists of three layers of sieves.
The diameter of the sieve hole of the first layer (made of Acrylic plate) is 10 mm, and it has two layers
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(sheet1, sheet2) close together. When the sieve holes in each layer are staggered, the sieve can be filled
with sand. When the sieve holes are aligned, the sand will flow out. The second layer (sheet3) and the
third layer (sheet4) are made of stainless steel and the diameters of the sieve holes are 6 mm and 3 mm,
respectively. To adjust the falling distance, the sieve is hung on a fixed pulley.

Figure 5. Pluviation equipment: (a) Sketch of the equipment; (b) Photo of the equipment.

The relationship between the falling distance hf and the relative density Dr of the sand was
observed before the experiment. As shown in Figure 6, nine sampling boxes are arrayed in the tank.
After the boxes are overflowed by the soil, the relative density of the soil in the box is measured.
To ensure that this device is reliable, 18 times’ test results with the falling distance 30 cm were obtained,
as shown in Figure 6.

Figure 6. Relative density with the falling distance 30cm: (a) Sampling boxes; (b) Test reliability.

Finally, the relationship between hf and Dr was mapped, and the falling distance can be found in
Figure 7, where soil with relative density 0.75–0.9 is in need.

Figure 7. Relationship between the falling distance and the relative density.

On the other hand, loose sand was prepared by manual pouring from a very low height to achieve
a density of ρL = 1.39g/cm3, and the corresponding relative density is 10%.
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4. Test Results

4.1. Horizontal Bearing Capacity

In this paper, the horizontal bearing capacity of the monopile foundation (Hu) was obtained as a
reference of the dynamic load amplitudes. According to Cuéllar et al. [44], the ultimate bearing capacity
of a pile foundation under horizontal static load can take the corresponding load when the displacement
of the pile top reaches 0.1 D. According to the Code for Pile Foundation in Port Engineering [45],
the loading process is divided into 10 stages, and 0.1 Hu is loaded each time. When the displacement
evolution rate at the loading point is less than 1 × 10−5 m/min in 30 minutes, start the next loading
stage. Stop loading when total displacement reaches 0.1 D. From Figure 8, it can be found that the
displacements are stable after each load. From Figure 9a, it can be found that the horizontal bearing
capacity Hu is about 156 N and 37 N for dense sand and loose sand, respectively. The corresponding
evolution of the rotation angle is also shown in Figure 9b.

Figure 8. Y-T curves: (a) Dense sand case; (b) Loose sand case.

Figure 9. Horizontal bearing capacity: (a) Force - horizontal displacement curve; (b) Force- rotation
angle curve.

4.2. Vibration Characteristics under Dynamic Loading with Different Amplitudes

Research on the influence of load amplitudes on the vibration characteristics of traditional slender
piles has been well studied, but there are very few results for rigid monopiles. In this section, harmonic
loads with different frequencies from 40 Hz to 200 Hz are applied on the top of the pile, and the
test group is repeated with different amplitudes from 1 N to 5 N (dense sand, 0.65%Hu–3.25%Hu),
from 0.5 N to 2.5 N (loose sand, 1.35%Hu–6.75%Hu). Harmonic loads with amplitudes of 4–10 N
(10.81%Hu–27.03%Hu) are applied on the pile in loose sand to study the influences of soil nonlinearity.
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Actually, it would be more realistic if the amplitude of the harmonic load in the test could reach
30% Hu or more because the cyclic load in the ocean can reach 30% of the ultimate bearing capacity.
However, when the load amplitude was large enough and the frequency of the load was near the
natural frequency, the sand around the pile vibrated violently and flowed toward the center so that
the properties of the sand were different and the results cannot be put together for comparison.
Time-domain sampling data under harmonic load with frequency 120 Hz and amplitude 5N are shown
in Figure 10a. The displacement is obtained when it is stable (Figure 10b), and the loading time should
be as short as possible to avoid the densification of the sand.

Figure 10. Time-domain sampling: (a) Harmonic load; (b) Displacement of the pile top.

Figures 11 and 12 show the frequency response curves of the monopile with different dynamic
load amplitudes. The natural frequency decreases with the increase in the dynamic load amplitude
Hamp in both dense sand and loose sand. In Figure 12b, Hamp/Hu is up to 27.03%, but the response is too
large to be captured when the loading frequency is around the first natural frequency. According to the
knowledge of structural dynamics, the natural frequency f1 and stiffness K are positively correlated,
and K is bound up with the shear modulus G of the soil. Hardin and Drnevich [46] obtained a negative
correlation between the shear modulus and strain of sand by tests. Therefore, natural frequency
decreases with the increase in the load amplitude, as Figure 13 shows. When Hamp/Hu is 0–4%, f1
decreases with Hamp/Hu linearly; when Hamp/Hu is larger, the curve enters the nonlinear segment for the
loose sand case. According to structural dynamics [47], the damping ratio of the pile can be obtained as
ξ =

fb− fa
2 f1

(Figure 14a), where f1 is the frequency corresponding to the peak of the frequency response

function curve (FRFmax), and fa and fb are the frequencies corresponding to FRFmax/
√

2. The obtained
damping ratio of the monopile in the model test is given in Figure 14b, and it can be found that
the damping ratio increases with the increase in load amplitudes during both dense sand and loose
sand cases.
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Figure 11. Horizontal displacement amplitudes with different load amplitudes and frequencies in
dense sand: (a) 40–200 Hz; (b) 60–120 Hz.

Figure 12. Horizontal displacement amplitudes with different load amplitudes and frequencies in loose
sand: (a) 0.5–2.5 N; (b) 0.5–10 N.

Figure 13. Influence of Hamp/Hu on natural frequency f1.
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Figure 14. Calculation of damping ratio: (a) Method; (b) Model test results.

4.3. Vibration Characteristics under Different Static Loads

Few studies are concerned with the vibration characteristics under different lateral static loads;
however, in the coastal areas of China where typhoons are frequent, it is important to study the
vibration characteristics of monopile foundations under extreme loads.

In this section, hammer excitation was exerted on the pile top and frequency response analysis
(FRA) was applied to obtain the vibration characteristics. In order to ensure the reliability of the
hammering method, a comparison with random excitation was carried out, and the two results coincide
well, as shown in Figure 15. Figure 16 shows the frequency response functions of the pile with different
lateral static loads. Figure 17 shows the relationship between frequency and lateral static load, and the
color of the pictures represents the ratio of FRF (frequency response function) to FRFmax (the maximum
value of each frequency response curve), which helps us observe the peaks of the curves clearly, and
the increasing of f1 with the increase of the static load can be obtained.

Similar results occur in both the loose sand case and dense sand case, where f1 increases under
the loading process by and large. It can be obtained from Figure 17a that f1 increases until static load
is 220 N (much larger than the static bearing capacity 154 N) in the dense sand case. In Figure 17b,
there are two distinct resonance frequencies, f1 and f2, in the loose sand case, which are caused by the
horizontal vibration and rocking rotation of the monopile when the constraint supplied by the soil is
insufficient. The first resonance frequency increases with the increase in static load, as in the dense sand
case. However, the second resonance frequency almost keeps the same during the loading process.

The reason for the increase in the first natural frequency under static load is thought partly due to
the increase in the shear modulus G of soils around the monopile. As Seed and Idriss [48] pointed out,
the shear modulus G0 of sand is positively correlated with confining pressure. As shown in Figure 18,
the average stress around the monopile along the loading direction will be larger under static load than
no static load case [49]. When the static load increases to a certain extent, the sand gradually reaches
the limit state, and the resonance frequency decreases. On the other hand, it should be noted that the
change of natural frequency may partly due to the constraint of the wire rope and the inertia of the
added balance weights (the static force is exerted by the wire rope and balance weights). For monopiles
in ocean environment, part of the forces are due to inertial effects (refer to Morison’s equation for wave
loading), which is similar to the case in this study, to some extent. However, further tests in a flume
or in the field are needed to verify the results obtained here, and the contributions of the two parts
should also be separated in future. This preliminary phenomenon states that the resonance frequency
of the wind turbine may still be changing under horizontal static loads or even extreme loads. So, it is
necessary to be concerned about the occurrence of resonance even during the ultimate bearing capacity
design state.
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Figure 15. Frequency response functions of hammering and random excitation.

Figure 16. Frequency response functions of the pile with different lateral static loads: (a) Dense sand;
(b) Loose sand.
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Figure 17. The relation between resonant frequencies and lateral static load: (a) Dense sand case;
(b) Loose sand case.

Figure 18. Stresses of soil around the pile: (a) No static load; (b) with static load.

Furthermore, the change in frequency responses during the loading-unloading-reloading process
is shown in Figures 19 and 20. It can be observed from Figure 19 that the natural frequencies of the
unloading process are larger than those of the loading process; the natural frequencies of the loading
starting points and finishing points all increase after each loading and unloading process in dense
sand case. However, this phenomenon is not obvious in loose sand case (Figure 20), but it proves the
repeatability of the phenomena in Figure 17b.

Figure 19. The influence of the loading and unloading process on natural frequency in dense sand.
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Figure 20. The influence of the loading and unloading process on natural frequency in loose sand:
(a) First order resonance frequency f1; (b) Second order resonance frequency f2.

4.4. Vibration Characteristics in Different Directions under Different Static Loads

The directions of loads such as wind, waves and current are not always the same, and the
foundation can vibrate in different directions. For simplicity, it is useful to study the vibration
characteristics of the monopile in different directions under the main static loads. In this section,
static load was applied to the top of the pile in DIR-1, and the hammer excitation was exerted in
DIR-1, DIR-2, DIR-3, and DIR-4, respectively. The displacements were acquired in four directions by
displacement sensors simultaneously, as shown in Figure 21. Based on the fundamental principle of
modal analysis, the FRF curves of four directions were obtained under the condition that the pile is
loaded in DIR-1 by static load (0 N, 40 N, and 80 N in dense sand case, and 0 N, 8 N, and 16 N in loose
sand case, respectively).

Figure 21. Layout of this experiment.

The results for dense sand case and loose sand case can be found in Figures 22 and 23, respectively.
In this section, the results in dense sand are mainly analyzed, while the results in the loose sand case
are similar, although not so obvious as in dense sand case.

As mentioned in the previous section, the first frequency f 1 of DIR-1 increases as expected with the
increase of the static load in DIR-1. This proves once again that the stiffness provided by the soil-pile
system increases with the increase in horizontal static load. However, it is different in DIR-3, which
is perpendicular to DIR-1, where f 1 almost remains unchanged with the increase in the static load,
but the amplitude of the FRF curve increases, which means a decrease in the damping ratio of the pile
in DIR-3, as shown in Figure 24a. Damping ratio here is composed of two parts: the radiative damping,
which increases with the increase in frequencies, and decreases with load amplitudes; and the material
damping, which increases with the soil nonlinearity. The results for DIR-2 and DIR-4 lie between the
results for DIR-1 and DIR-3. Theoretically, the results of DIR-2 and DIR-4 should be similar, and this is
true from a general point of view.
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Figure 22. Frequency response functions of different directions under different lateral static loads:
(a) Direction-1; (b) Direction-2; (c) Direction-3; (d) Direction-4.

Figure 23. Frequency response functions of different directions under different lateral static loads in
loose sand: (a) Direction-1; (b) Direction-2; (c) Direction-3; (d) Direction-4.
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Figure 24. Total damping ratio of the model monopile: (a) Dense sand case; (b) Loose sand case.

Based on the results above, the differences of dynamic stiffness and damping in different directions
should be focused on when the directions of the wind, waves or current are crossed.

5. Conclusions and Outlook

5.1. Conclusions

In this paper, the results of laboratory-scale 1 g model tests for monopiles in dry sands (Dr =

10% and 88%) are presented. The vibration characteristics of the model monopile under different
lateral loading amplitudes, directions and loading-unloading cycles are analyzed by the FRF method.
The main conclusions are:

(1) When there is no static load, the first natural frequency f1 decreases with the increase of the
amplitudes of the dynamic loads in both dense sand and loose sand cases;

(2) The first natural frequency f1 increases with the increase in the lateral static load generally in both
the dense and loose sand cases; Loading-unloading-reloading to the capacity process can increase
the first resonance frequency of the monopile in dense sand, but this phenomenon is not observed
in loose sand case;

(3) The frequency responses of the monopile in the direction perpendicular to the static loading are
quite different from those in the static loading direction, as soils around the monopile are under
different stress conditions, and this is more obvious in the dense sand case.

5.2. Outlook

In this study, several simplifications were used: the blades and nacelle on the top of the monopile
are simplified as mass blocks; the stress level of soil is lower than the field case, and it is only taken as
guaranteed that both the monopiles behave like rigid ones; the full drainage condition of saturated sand
is modeled as dry sand. In order to further study the vibration characteristics of monopiles of offshore
wind turbines, different seabed geological conditions, soil stress levels, drainage conditions, and actual
wave, current and wind loads should be taken into account. Besides, theoretical or numerical models
that can explain the observed results should be developed.
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Nomenclature

L embedded length of the monopile H horizontal static load
D diameter Hamp harmonic load amplitude
Ep elastic modulus of the monopile Hu ultimate bearing capacity of the pile
Es elastic modulus of soil ρs soil density
h thickness of the monopile L0 length of the monopile
G0 initial shear modulus of soil f load frequency
e void ratio hf falling distance
σm’ average effective principal stress ρL density of loose sand
hs soil depth K stiffness of structure
Dr relative density ξ damping ratio
a0 dimensionless frequency FRFmax peak of the FRF curve
r radius of the monopile f1 first order resonance frequency
ω circular frequency fa, fb the frequencies corresponding to FRFmax/

√
2

μs shear modulus of soil f2 second order resonance frequency
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Abstract: The scour phenomenon is critical for monopile structures in offshore wind farms. There are
two possible strategies: allowing the development of scour holes around the monopile or avoiding it
by placing scour protection. The last one is the most used up to now. This paper is focused on the
determination of the weight of the stones forming the scour protection. There are some formulas for
the design of these parameters, having a lot of uncertainties around them. Some of them were created
for fluvial environment, with a different flow to the marine one. Other formulas were elaborated
specifically for coastal structures, closer to the coast than offshore wind farms, and with dimensions
completely different. This paper presents the analysis of three formulas: Isbash, corresponding to
fluvial environment, and Soulsby, and De Vos, corresponding to marine environment. The results of
the application of those formulas are compared with real data of scour protection systems showing
good results in five offshore wind facilities in operation (Arklow Bank phase 1, Egmond aan Zee,
Horns Rev phase 1, Princess Amalia, and Scroby Sands), giving conclusion about the uncertainties of
the use of these formulas and recommendations for using them in offshore wind.

Keywords: scour phenomenon; weight; size; nominal diameter; armour; monitoring

1. Introduction

In recent years there has been a growing concern about the effects of climate change and the
sustainable development of the economy, as well as the search for new and more sustainable energy
sources. All these aspects, apart from other considerations, have increased the importance of using
marine energies such as waves, currents, tides, etc. Offshore wind energy is one of the marine
energies; although it can be considered that the resource is not exclusive to the marine environment,
some documents consider it as a marine renewable energy because the facilities are installed in the sea.
Not all marine energies are in the same state of development; for instance, wave energy converters are
in general in initial stages of Technology Readiness Level (TRL), while the offshore wind sector can be
considered at a commercial stage [1].

Figure 1 [2] represents, in Europe, the installed annual offshore wind power, with blue bars, and the
cumulative power, with the red line, having reached 15,780 MW at the end of 2017. Including facilities
with partial connection to the network, at the end of 2017 there were in Europe 92 offshore wind farms
and 4,149 wind turbines connected to the network, located in 11 countries (Table 1) [2].
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(a) 

 
(b) 

Figure 1. Offshore wind power (MW) in Europe at the end of 2017: annual new power installed (a) and
cumulative power (b). Reproduced from WindEurope 2018 with permission.

Table 1. Number of offshore wind facilities with wind turbines connected to the network, number of
turbines connected, and power connected (MW), in Europe at the end of 2017. Reproduced from
WindEurope 2018 with permission.

Country
Number of

Farms
Number of Turbines

Connected
Capacity
Installed

Capacity Installed/Decommissioned
in 2017 (MW)

UK 31 1,753 6,835 1,679

Germany 23 1,169 5,355 1,247

Denmark 12 506 1,266 −5

Netherlands 7 365 1,118 0

Belgium 6 232 877 165

Sweden 5 86 202 0

Finland 3 28 92 60

Ireland 2 7 25 0

Spain 1 1 5 0

Norway 1 1 2 0

France 1 1 2 2

Total 92 4,149 15,780 3,148

Worldwide, the picture changes a little, with the appearance of China in the third position of
power installed, as well as with the prominent positions of Vietnam, Japan, South Korea, the United
States, and Taiwan, with a total installed capacity worldwide of 18,814 MW (Figure 2) [3].
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Figure 2. Total offshore wind power installed worldwide at the end of 2016 and 2017. Reproduced
from Global Wind Energy Council (GWEC) 2018 with permission.

Figure 3 represents the basis of many discussions and decisions made in the offshore wind industry
over the last decade. It can be seen that one or another type of foundation was recommended for wind
turbines depending on the depth of the site. It is appreciated that until 20–25 m, the most interesting
types were the gravity-based foundation or gravity-based structure (GBF or GBS) and the monopile;
between 20–25 m and 40–50 m the most viable options were the tripod and the jacket; and for larger
depths, floating supports appeared as an alternative, with important doubts about its future short-term
implantation at the beginning of this decade [4,5].

 

Figure 3. Main criteria for the selection of the foundation for offshore wind turbines depending on the
depth. Reproduced from Esteban, M.D. 2009 with permission.
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Although the main typologies have not changed very much, there have been certain modifications
in the sector in relation to foundations, such as the development of new typologies or the use
of previously known typologies in the offshore oil and gas engineering as bucket foundations.
When locations for offshore wind facilities around 40 m appeared, a competition began to position the
different typologies in the new depth range. At first it seemed that the competition was going to be
between the jacket and the tripod, with a prominent role of the first of them. Anyway, some proposals
have appeared at these depths of large monopiles (XXL monopiles) as well as new GBS designs [6,7].

According to WindEurope’s report [2] of the statistics of offshore wind in Europe at the end of 2017,
Figure 4 shows that the monopile is at the top of the classification, with 81.7%, followed by the jacket
(6.9%), and the gravity foundation (6.2%), taking the floating platforms only seven representatives,
being six of them SPARs and one of them semi-submersible.

Figure 4. Share of foundation types in offshore wind turbines connected to the network in Europe,
at the end of 2017. Reproduced from WindEurope 2018 with permission.

Although offshore wind sector is in a commercial stage, there are still a lot of uncertainties about
the design, construction, maintenance, etc. [8]. Some of these uncertainties are related to the design
of foundations; for instance, in the case of monopile foundations, it can be mentioned the scour,
the hydrodynamic domains with current diameters and depths to which offshore wind farms are
built, the difference in scale compared to conventional maritime piles, the liquefaction of the soil,
the nonlinearity in the wave velocity field, etc. [9,10]. Among all the uncertainties, the scour around
the pile can be emphasized [11]. It should be noted that scour has proved to be a key element in the
design and maintenance of these facilities, as it has been observed given the evolution of the scour hole
around the structure. In some cases, an important evolution of the hole has been detected only some
years after the construction of the facility. Consequently, it is one of the main concerns in the offshore
wind farms and they have to pay special attention to its evolution in the O&M phase of the facilities.

If this is not addressed in a suitable way and just in time, the scour phenomenon can cause
operational unavailability, changes in the natural frequencies of the soil-structure system [12], fatigue
life reduction [13], and even in extreme cases the collapse of the structure [14]. There is a significant
need to advance in this field and therefore, it is very important to carry out some researches about scour.

There are two possible strategies to face this issue during the design of monopile foundations: (1)
allowing the occurrence of the scour phenomenon, predicting the scour hole dimensions around the
pile, it is the depth and length, when the scour has reached its equilibrium at medium-long term; so the
design of the monopile is carried out considering the scour phenomenon is going to happen, and the
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existence of the hole is taken in to account in the design of the pile; (2) avoiding the occurrence of the
scour phenomenon, by designing and installing an scour protection system around the monopile.

Both strategies must be accompanied by periodical monitoring campaigns of the scour around the
structure, well only around the monopile in case of not having scour protection, or in the own scour
protection, to validate its good working, and also around it. The strategy of using scour protection is
the most common one up to now in the wind industry, having shown good results from the structural
point of view, but driving some changes in local ecosystem [15,16]. Many studies consider expected
scour [17,18] and some of them have demonstrated that it is more economical to increase the length
of the piles to take into account the possible scour considering the strategy of allowing the scour
phenomenon occurs. In addition, it is necessary to consider the scour in other structures of the
installation as it is the case of the electrical cables in both the interarray and export cables.

There are different types of protection systems, being the most common ones: riprap, concrete
mattress, geocontainers, or other more innovative as SSCC front mats [19–22] (Figure 5), being the
most usual and even sanctioned by experience the riprap one. Many researches are currently being
carried out in relation to the design of scour protection systems.

Figure 5. Different scour protection systems. Reproduced from Chen, H. et al. 2014 with permission.

Although the use of riprap as scour protection has proven to work well in maritime structures like
breakwaters, quays, etc. there is not a clear formulation to be used for designing it in case of offshore
wind farms. One of the key aspects in this design is the determination of the size and weight of the
stones to be used in the upper part of the protection, it is the armour layer [23]. Below the armour
layer, it is usual to place a filter to prevent seabed natural material from escaping through the gaps
between armour units.

Among the uncertainties detected that affect the design of foundations, it is important to highlight
the importance of the choice of the scale used in the physical models, because scour formulas are
obtained in laboratory tests [10].

Regarding scour, there is much more experience in fluvial environment than in the marine one.
However, with the development of the offshore wind industry, there has been a significant push in
research about scour in recent years. Formulas used in fluvial engineering for the design of riprap weight
and size are Isbash (1936) replace years with reference numbers, Shields (1936/77), MOP-54 (1936/75),
Peterka (1958/66), Maynord (1970/88), Blaisell (1973), Breusers-Raudkivi (1977/91), Blogett-McConaughy
(1981), HEC-11 (1989), Pilarczyk (1990/91), Escarameia/May (1992/98), etc., while formulas used for
coastal structures are Cox/Campbell (1958/66), Soulsby (1997), Hoffmans-Verheij (1997), De Vos (2012),
etc. [24–29].
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So, there are a lot of existing formulas, none of them developed specifically for the design of the
stones used as scour protection in offshore wind farms (flow type, depths, monopile dimensions, etc.)
except De Vos formula [24]. There are two possible approaches for the design of the protection: static
and dynamic, allowing the last one some movement of the armour layer stones, being the design more
economical [28,29] as it happens in other maritime structures as breakwaters. Furthermore, there are
more criteria to be considered such as the effect of the diameter value in the scour hole, etc., although it
is very important to consider that scour in alone current flow is generally higher than in the case of
wave plus current flow.

In some cases, it has been considered appropriate to use some of the fluvial engineering formulas,
first due to the existence of a very small number of coastal engineering formulas and second due to the
importance of currents in the scour phenomenon.

This paper presents a research with the main objective of analyzing the feasibility of different
existing formulas for the design of armour units used in scour protection systems in offshore wind
monopiles, emphasizing the uncertainties and giving some recommendations for their use. For that,
the formulas are applied to five case studies of offshore wind farms in operation, and the results have
been compared to the real data of the scour protection systems really constructed.

2. Methods

The main objective of the paper is to analyze, compare and verify the feasibility of the application
of different equations for calculating the weight and size of the stones used as riprap for scour protection
of monopiles in offshore wind facilities. It is important to emphasize that the scope of this paper
is limited, on the one hand to monopile foundations because it is the type of substructure clearly
majority, with 82% representation in European offshore wind farms. On the other hand, it is limited
to riprap-type protections, also because it is the most used one so far [30], having shown its good
performance so far.

The methodology followed is divided into four different steps. The first step is the review of the
state of knowledge regarding the design formulations of riprap protections, both related to fluvial and
marine environment. For this research, one fluvial environment formula has been used (Isbash) to be
compared with two marine environment formulas (Soulsby, and De Vos).

The second step consists of the characterization of real case studies. For that, five offshore
wind farms in operation have been selected, all of them with monopile foundations and riprap
scour protections. For that, it has been necessary a review of different facilities throughout Europe,
where more public information about these is available, selecting only those with all the information
necessary for this research.

The information includes a general section about the facility (total power, turbine model, depth,
distance to the coast, layout, etc.), another one about the foundation and the scour protection (monopile
dimensions, soil type and scour protection dimensions), and another one about metocean conditions
(wave design parameters associated to 50 years of return period and marine current design velocity).
All this is explained in the next section, called case studies. During data collection, it is essential to
analyze and verify all available information, discarding non consistent one, with the main objective of
having consistent and complete information as input data.

The third step refers to the application of different design equation to calculate the weight and the
size of the stones used as riprap scour protection to the five case studies identified and characterized
previously. Three equations have been checked, with the objectives to analyze their possible use and
the differences in the results. The input data for those equations are metocean climate identified in the
second step, and the depth of the location to obtain the horizontal velocity at the seabed level due to
waves, and the equations are selected during the state-of-the-art study.

Finally, in the fourth step a comparison is made between the results of riprap weight obtained in
the practical application (third step) and the real data of the facilities, obtained by characterizing them
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(second step). The differences between the weights calculated with different formulas and the actual
data documented in each case of study are valued, to end with a discussion and conclusions.

3. Description of the Formulas Used for Scour Protection

As mentioned in the introduction, there are numerous formulas to calculate the weight and size
of the stones used for scour protection. While some of them are designed for fluvial environment,
others are for the marine one. All equations have been formulated prior to the date of construction of
the offshore wind farms except the De Vos formula. Three of these equations have been selected for
this paper: Isbash (1936), corresponding to fluvial environment, and Soulsby (1997), and De Vos (2012),
corresponding to marine environment.

Although the only formula that fits perfectly the type of structure to be protected against scour
is the De Vos formula, two other formulas have been chosen because their wide use at the current
time. The first is the Isbash equation for river environments and the second is the Soulsby equation for
the marine environment. In the following paragraphs, each of the formulas used in the research is
briefly described, following the list shown in Table 2 in which first is the one formula used in river
engineering and later the two formulas used in maritime engineering.

The first formula was proposed by the Russian researcher Isbash in 1936, with the objective of
dimensioning the average size of the scour protection material. This equation has been widely used
in the margins of discharge channels and dam closures, where high turbulence flows act in a direct
current regime. Subsequently, it was adopted by the ASCE-American Society of Civil Engineers in
1950, and its use and application are now widespread [27].

The next equation is the one proposed by the British researcher Soulsby in 1997 for marine
environments. He proposed two equations, one as a function of the flow induced by the waves and
the other as a function of the steady current. The formulations defined by Soulsby were based on
several concepts, the most relevant ones the amplifying factor and the shear stress on the seabed.
These formulations were contrasted by many tests carried out mainly in the laboratory.

The last of the formulas used was proposed by De Vos et al. in 2012. It is a dynamic design
formula that determines the size of the stones used in scour protections for monopiles in combined
wave and steady current conditions. It is an equation obtained from laboratory tests and it improves
the results obtained by the static design formula that they proposed in a previous work.

Isbash formula has been considered for historical reasons. It was the first formula that appeared
for the dimensioning of the average size of the protection material and it was widely used in areas
with a very turbulent flow such as discharge channels. Soulsby equation was selected because it
corresponds to cases where the flow generated by the waves at the base of the monopile is important,
but without taking into account the current effect. That formula has been widely used in the marine
environment. The fact of choosing these three equations is interesting to compare the behaviour of the
three formulas applied to the five case studies.

Table 2. Equations of Isbash, Soulsby and De Vos.

Researcher (Year) Equation

Isbash (1936) D50 =
V2

a
g∗N∗(GS−1)

Soulsby (1997) Waves : Dn50 =
97.9 ∗U3.08

w

TP1.08∗[g∗(s−1)]2.08

De Vos (2012) S3D
Nb0 = a0

u3
m∗T2

m−1,0√
g∗d∗(s−1)3/2∗D2

n50

+ a1

(
a2 + a3

( Uc
ws )

2∗(Uc+a4∗Um)
2∗√d

g∗D3/2
n50

)

The meaning of the different symbols included in Isbash equation:

1. D50 is the median diameter of the stone, in feet.
2. Va is the average velocity, in feet/s.
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3. g is the gravity acceleration, in feet/s2.
4. Gs is the relative density between the stone and the water, dimensionless.
5. N is the stability number of Isbash, dimensionless.

The meaning of the different symbols included in Soulsby equation:

1. Dn50 is the nominal median diameter of the stone, in m.
2. Uw is the horizontal velocity due to waves at the seabed level, in m/s.
3. Tp is the wave peak period, in s.
4. g is the gravity acceleration, in m/s2.
5. s is the relative density between the stone and the water, dimensionless.

The meaning of the different symbols included in De Vos equation:

1. S3D is the three-dimensional damage of a scour protection, dimensionless.
2. N is the number of waves, dimensionless.
3. a0, a1, a2, a3, a4 and b0 are parameters obtained to determine the equation.
4. Um is the bottom orbital velocity, in m/s.
5. Uc is the average flow velocity.
6. Tm−1,0 is the spectral wave period order m−1,0, in s.
7. g is the gravity acceleration, in m/s2.
8. d is the water depth, in m.
9. s is the relative density between the stone and the water, dimensionless.
10. Dn50 is the nominal median diameter of the stone, in m.
11. ws is the fall velocity, in m/s.

In the De Vos formula, Dn50 is determined from the median stone diameter D50 which is the stone
size for which 50% of the stones is lighter by weight as Dn50/D50 = 0.84. If the same relationship is
applied to Wn50 and W50, the coefficient is 0.593.

4. Case Studies

More than fifty offshore wind farms were identified, analyzed, and characterized. All of them
satisfy the criteria of having monopile as foundation, and riprap as scour protection. Anyway,
due to confidential issues, there is not a lot of public information of the offshore wind facilities.
An essential part of the case study identification and characterization is to analyze and verify all
available information, discarding non consistent data, with the main objective of having only consistent
and complete information in the research.

Subsequently, and from this broad list, five case studies are selected, justifying their limited number
due to the great difficulty encountered when identifying case studies with sufficient information, so as
to be able to homogenize all the aspects and their main characteristics, reducing these to only the
aspects of its location, the construction process, the foundation structure or those of the wind turbine,
also incorporating maritime weather data, being necessary to perform in parallel an analysis of each of
the documented data, contrasting and validating each one of them by different sources.

The selected wind farms are Arklow Bank phase 1 (Ireland), Edmond aan Zee (Netherlands),
Horns Rev phase 1 (Denmark), Princess Amalia (Netherlands), and Scroby Sands (United Kingdom)
(Figure 6), all of them located in the North Sea.
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Figure 6. Case studies selected for the research: Arklow Bank phase 1 (Ireland), Egmond aan Zee
(Netherlands), Horns Rev phase 1 (Denmark), Princess Amalia (Netherlands), and Scroby Sands (United
Kingdom).

All information necessary for the different offshore wind farm case studies are summarized in
Tables 3–5. Table 3 includes the general characteristics, Table 4 the characteristics of foundations and
scour protections and Table 5 the metocean conditions. The information included in these three tables
are taken, mainly, from the [29–45].

Table 3. General characteristics of offshore wind farm case studies.

Offshore Wind Farms

General Characteristics Arklow Bank
Phase 1

Egmond Aan
Zee

Horns Rev
Phase 1

Princess
Amalia

Scroby Sands

Country Ireland Netherlands Denmark Netherlands United
Kingdom

Coordinate reference (datum) WGS84 WGS84 WGS84 WGS84 WGS84

Coordinates (latitude and
longitude)

52◦47′22.4′′
N–5◦56′56.4′′W

52◦36′21.6′′
N–4◦25′8.3′′ E

55◦31′47′′
N–7◦54′22′′ E

52◦35′24′′
N–4◦13′11.9′′ E

53◦38′56′′
N–1◦47′25′′ E

Distance to the coast (km) 10 15 17 23 2.5

Area (km2) 22 27 21 14 10

Mean sea level (MSL) (m) 8 20 14 24 12

Construction start (year) 2003 2005 2002 2006 2003

Comissioning (year) 2004 2007 2003 2008 2004

Turbine power (MW) 3.6 3 2 2 2

Turbine model GE 3.6 V90 V80 V80 V80

Number of wind turbines 7 36 80 60 30

Total power of the wind farm
(MW) 25.2 108 160 120 60

Turbine height (hub) (m) 149.8 105 100 100 100

Rotor diameter (m) 103 90 80 80 80

Layout rows 7 12 8 11 10

Layout columns 1 4 10 13 3

Average distance between
turbines (m) 500 500 560 500 450
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Table 4. Foundation and scour protection characteristics of offshore wind farm case studies.

Offshore Wind Farms
Foundation &Scour Protection

Characteristics
Arklow Bank

Phase 1
Egmond Aan

Zee
Horns Rev

Phase 1
Princess
Amalia

Scroby
Sands

Foundation type: Monopile Monopile Monopile Monopile Monopile

Foundation diameter (m): 5 4.6 4.2 4 4.2

Driving length of the pile (m): 35 30 34 30 30

Scour protection type: Riprap Riprap Riprap Riprap Riprap

Density of the material used as armour
and filter (kg/m3): 2,600.00 2,800.00 2,600.00 2,800.00 2,600.00

Soil type: Sand Sand Sand Sand Sand

Soil median diameter (D50) (mm): 0.20 0.20 0.15 0.45 0.40

Filter median diameter (D50) (m): 0.05 0.05 0.20 0.17 0.15

Filter thickness (m): 0.6 0.4 1,00 0.90 1

Filter extension length (m): 20 24 20 24 25

Armour median diameter (D50) (m): 0.42 0.40 0.55 0.50 0.45

Armour thickness (m): 1.20 1.80 1.80 1.50 1.30

Armour extension length (m): 15 18 15 18 15

Table 5. Metocean characteristics of offshore wind farm case studies.

Offshore Wind Farms

Metocean Characteristics Arklow Bank
Phase 1

Egmond Aan
Zee

Horns Rev
Phase 1

Princess
Amalia

Scroby
Sands

Significant wave height (Hs) (m) 5.6 3.6 5.2 7.7 3.17

Wave peak period (Tp) (s) 9 8 6.30 9.7 8.1

Marine current velocity (Uc) (m/s) 2.0 0.6 1.17 1.30 1.68

Bottom orbital velocity (Um) (m/s) 2.70 0.73 1.15 1.61 1.08

Return period (TR) (years) 50 50 50 50 50

Predominant wave direction E–W to ENE N–S N–S S–E N–S

Predominant marine current direction W–SW S–E N–S S–E N–S

Figures are prepared for the different five offshore wind farms, including the main dimensions
of the monopile and scour protection: Arklow Bank phase 1 (Ireland) (Figure 7), Egmond aan Zee
(Netherlands) (Figure 8), Horns Rev phase 1 (Denmark) (Figure 9), Princess Amalia (Netherlands)
(Figure 10), and Scroby Sands (United Kingdom) (Figure 11).

Figure 7. Main dimensions of monopile and scour protection of Arklow Bank phase 1.
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Figure 8. Main dimensions of monopile and scour protection of Egmond aan Zee.

 

Figure 9. Main dimensions of monopile and scour protection of Horns Rev phase 1.

 
Figure 10. Main dimensions of monopile and scour protection of Princess Amalia.
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Figure 11. Main dimensions of monopile and scour protection of Scroby Sands.

5. Results

In order to check and validate each of the results obtained in the practical application, auxiliary
calculations are performed to determine the orbital velocities at seabed level due to waves. Non-linear
wave theories (e.g., stream function) are recommended to be applied in function of the zoning resulting
from each of the study cases, for instance for the shallow water case study (Arklow Bank phase 1) high
order Stokes’ theory is inappropriate.

Only to note that wave velocity at seabed level has been calculated in all the cases according
Airy wave theory as simplification, corresponding to the maximum horizontal velocity associated to
the wave climate parameters related to 50 years return period. Table 6 includes the marine current,
bottom orbital and design velocities.

Table 6. Marine current, bottom orbital, and design velocities of offshore wind farm case studies.

Offshore Wind Farms

Metocean Characteristics Arklow Bank
Phase 1

Egmond Aan
Zee

Horns Rev
Phase 1

Princess
Amalia

Scroby
Sands

Marine current velocity (Uc) (m/s): 2.00 0.60 1.17 1.30 1.68

Bottom orbital velocity (Um) (m/s) 2.70 0.73 1.15 1.61 1.08

Design velocity 4.70 1.33 2.32 2.91 2.76

Based on the input data corresponding to the case studies, mainly metocean ones, the results of
the application Isbash (1936), Soulsby (1997), and De Vos (2012) are included in Table 7. For De Vos,
S3D has taken as 1, and the number of waves as 2000.

Table 7. Results of the application of the three equations to the five case studies.

Wn50 (kg)
Case Study

Isbash Soulsby De Vos
Real Weight (kg)

Arklow Bank 1 1,497.97 142,439.86 7,912.86 192.60

Egmond aan Zee 0.77 1.79 1.03 179.20

Horns Rev 1 21.44 662.54 11.27 432.60

Princess Amalia 84.34 1,330.58 78.95 350.00

Scroby Sands 61.43 1,464.54 50.44 236.90
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Table 7 shows the results obtained after applying the three design formulations selected in the five
case studies, with notable differences among them, which may be due to the fact that each researcher
has proposed a different methodology in their application. The real average weight of the stones used
for scour protection in each of the case studies has been included in the table in the right-hand column.

Likewise, it is highlighted as the most influential variable in each formulation the velocity of
the flow at seabed level, defined as orbital velocity as it can be observed in the different equations,
with which its results have an important sensitivity to any variation of the velocities of the flow,
obtaining very different results. In order to calculate the design velocity of the current, it has been
chosen to consider that waves follow the same direction as currents, this being the most unfavorable
situation for the stability of the foundation against scour. It should be mentioned that there are other
combinations of wave and currents actions such as waves opposite currents, alternate current such as
those induced by tides, etc. However, these have not been the object of the research carried out. In all
the cases, it has been considered mild slope and wave breaking coefficient in around of 0.7 referred to
the mean sea level.

6. Discussion

The practical application allows to compare and determine differences existing between the two
weights analyzed, on the one hand the result of applying the formulations and, on the other hand the
one identified in the characterization of the case studies, the real projects, quantifying their difference
by means of three different methodologies:

(a) Ranges relationship represented by the value of the difference between the real and the
calculated weights.

(b) Relative error ratio represented by the absolute value of the difference between real and calculated
weights divided by the real weight.

(c) Step factor relationship defined as the square root of the division between the real and the
calculated weights.

All this made possible to detect that the results are very different, specifically using Soulsby
equation, designed for the flow produced by the waves on the seabed without taking into account the
interaction with the current.

Furthermore, it was observed that the velocities in the case studies are between 1 and 5 m/s,
the value of the riprap protection is very related to the velocity. In case of higher velocities, bigger riprap
dimensions, being clearly the highest dimension for Arklow Bank, with 4.7 m/s of velocity at sea
bottom. Lowest values correspond to Egmond aan Zee, with 1.33 m/s of velocity at sea bottom.

Next table (Table 8) shows the results obtained after comparing these calculated weights using
the three methodologies mentioned for each of the case studies, Arklow Bank phase 1 (Ireland),
Edmond aan Zee (Netherlands), Horns Rev phase 1 (Denmark), Princess Amalia (Netherlands) and
Scroby Sands (United Kingdom).

In the case of Arklow Bank phase 1, the weights obtained are very conservative with values
between 10 and 1000 times higher than those placed in reality, with dispersion ratios between 0.001
and 0.13; the values obtained by means of Soulsby equation are very striking 10 times higher than
those obtained by means of the other two equations. This is because the value of the combined velocity
(waves and current) is also the highest of all case studies with a high value (4.70 m/s).
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Table 8. Comparison between calculated and real weights in offshore wind farm case studies.

Case Study Wn50 (kg)

Isbash Soulsby De Vos

Arklow Bank
Phase 1

Calculated weight 1,497.97 142,439.86 7,912.86

Ranges relationship 1,305.37 142,247.26 7,720.26

Relative error 6.78 738,56 40.08

Step factor relationship 0.36 0.03 0.14

Egmond aan Zee

Calculated weight 0.77 1.79 1.03

Ranges relationship 178.43 177.41 178.17

Relative error 1.00 0.99 0.99

Step factor relationship 15.25 10.005 13.19

Horns Rev Phase 1

Calculated weight 21.44 662.54 11.27

Ranges relationship 411.16 229.94 421.33

Relative error 0.95 0.53 0.97

Step factor relationship 4.49 0.81 6.19

Princess Amalia

Calculated weight 84.34 1,330.58 78.95

Ranges relationship 265.66 980.58 271.05

Relative error 0.76 2.80 0.77

Step factor relationship 2.04 0.51 2.10

Scroby Sands

Calculated weight 61.43 1,464.54 50.44

Ranges relationship 175.47 1,227.64 186.46

Relative error 0.74 5.18 0.79

Step factor relationship 1.96 0.40 2.18

In the case of Egmond aan Zee, the three equations give a result with the same order of magnitude,
and representing between 0.4% and 1% of the weight actually placed. In this case, the value of the
velocity considered in the calculation is the lowest of all (1.33 m/s).

In the rest of cases, the combined current-wave speed considered is between 2 and 3 m/s. Soulsby
equation gives very high values of the weight of the stones between 1.5 and 6.2 times the weight of the
stones placed, and with values of the ratios one order of magnitude lower than those obtained with
the other formulas. On the other hand, the values of the ratios for the Isbash and De Vos formulas
are similar. Differences can also be observed with respect to the weights placed. In the case of the
Princess Amalia and Scroby Sands parks, the value obtained represents around 25% of the weight
placed, while in Horns Rev, it is 3.5%.

It shows that in case of high velocity values at sea bottom, it can be interesting to carry out
laboratory tests to try to save money, because in that offshore wind farm, there is important differences
between calculated and real weight values using any of the three selected equations. Egmond aan Zee
has some important differences between calculated and real weight. In fact, the comparison of the
values in the case of the highest and lowest velocity value at sea bottom gives worst results than in
case with intermediate values.

For De Vos formula, the expected value of parameter S3D for the diameters of the existing stones
in the scour protections has been analyzed. The results obtained are the following: for Arklow Bank
phase 1 the value is 3.95, for Egmond aan Zee the value is 0, for Horns Rev phase 1 and for Scroby
Sands it is 0.20, for Princess Amalia it was 0.26 is obtained. In view of the values obtained, it follows
that all installations, except for Arklow Bank phase 1 and Egmond aan Zee, are in the range of values
posed for the equation (0.2–1.0). Therefore, it can be deduced that in Horns Rev phase 1, Princess
Amalia and Scroby Sands, the stone sizes placed would be a little smaller than those obtained with the
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static approximation. In Arklow Bank phase 1, the stone size placed is much smaller than the result of
the static approach and in Egmond aan Zee it will be close to the result of the static approach.

Considering the relative error ratio, it is observed that the Isbash and De Vos formulae give
very similar values, lower than 1.00, in all cases except for Arklow Bank phase 1. On the other hand,
Soulsby’s formula gives the best value of the relative error ratio for Horns Rev phase 1 (0.53), and a
value of this ratio very similar to those of the other two formulas in Egmond aan Zee.

According Table 9 [46], the D50 can be obtained knowing the velocity at seabed level. For instance,
in Princess Amalia, the design velocity is 2.91 m/s, and according the table the minimum D50

recommended is 0.40 m for the scour protection armour. D50 = 0.40 m corresponds to W50 = 173 kg,
considering 2800 kg/m3 of density, Dn50 is 0.84 multiplied by D50, and if the same relationship is applied
to Wn50 and W50, the coefficient is 0.593. So, W50 = 173 kg is converted to Wn50 = 103 kg. This value is
in the magnitude order established in the Table 9 in the case of Isbash, and De Vos equations, although
Table 9 is more conservative than the use of the equation. So, it can be used for estimate values.

Table 9. Stone size according the velocity of the flow. Adapted from [46].

Ub D50 (m)

1 0.05

2 0.20

3 0.40

4 0.70

5 1.10

6 1.60

7. Conclusions

It is concluded that there is a very small number of formulas applicable for the design of the
foundation protection systems of offshore wind turbines. Furthermore, it has been observed that the
formulas are not very clear, not allowing a rapid determination, because most of them have not been
applied or contrasted for offshore wind farms, having been only verified for coastal structures or in
hydraulic channels. An additional uncertainty has to be taken into account, regarding the dimensions
used in these structures; these dimensions are completely different to the usual ones included in coastal
and offshore engineering.

A high degree of confidentiality is imposed in the offshore wind sector, as a result of which
the utilities do not share the information, taking care of their know-how. Anyway, not sharing the
information, mainly the failures, make the industry advances slower than in the case of looking for
synergies to solve the problems and the uncertainties.

It is also verified that when applying the formulations of scour protections, both for continuous
and oscillatory regime, their results presented important inconsistencies, because in general these are
thought for depths of the order of 5 m, and not for usual depth of offshore wind facilities, more than
15–20 m depth.

With respect to the comparisons of the weights, in the case of Arklow Bank phase 1, the weights
obtained are very conservative with values between 10 and 1000 times higher than those placed in
reality, with step factor relationships between 0.03 and 0.36. It shows that in case of high velocity
values at sea bottom, it can be interesting to carry our laboratory test to try to save money, because
in that offshore wind farm, there is important differences between calculated and real weight values
using any of the three selected equations

From the comparison of the results obtained with the different formulas selected, it can be deduced
that the Soulsby formula is not applicable because it gives the highest values of the weights of the
stones to be placed. Only in the case of the Egmond aan Zee offshore wind farm, the value obtained is
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close to those of the other two formulas, which can be interpreted as meaning that it can be used in
locations with a low speed range, less than 2 m/s.

On the other hand, it can be observed that the values obtained by the Isbash, and De Vos equations
are similar in parks whose bottom velocities are between 2 and 3 m/s. Differences can also be observed
with respect to the weights placed. In the case of the Princess Amalia and Scroby Sands parks, the value
obtained represents around 25% of the weight placed, while in Horns Rev, it is 3.5%.

For the De Vos formula, the expected value of parameter S3D for the diameters of the existing
stones in the scour protections has been analyzed. In view of the values obtained, it follows that all
installations, except for Arklow Bank phase 1, and Egmond aan Zee, are in the range of values posed
for the equation (0.2–1.0). Therefore, it can be deduced that in Horns Rev phase 1, Princess Amalia,
and Scroby Sands, the stone sizes placed would be a little smaller than those obtained with the static
approximation. In Arklow Bank phase 1, the stone size placed is much smaller than the result of the
static approach and in Egmond aan Zee it will be close to the result of the static approach.

Considering the relative error ratio, it is observed that the Isbash and De Vos formulae give
very similar values, lower than 1.00, in all cases except for Arklow Bank phase 1. On the other hand,
Soulsby’s formula gives the best value of the relative error ratio for Horns Rev phase 1 (0.53), and a
value of this ratio very similar to those of the other two formulas in Egmond aan Zee.

Evidently, although with the Isbash formula similar results to the De Vos formula have been
obtained in all the facilities analyzed except for Arklow Bank phase 1, this last formula has better
possibilities of adjustment to the conditions of this type of foundations when considering more factors,
not only the velocity of the current at the bottom, so that it can offer a better result of the average
weight of the stones to be placed in the scour protection systems.

For a rapid estimation, Table 9 can be used because it gives conservative values ad it is very easy
to use. Anyway, it is first estimate, and more calculations and possible laboratory test should be done
to design the riprap protection.

This makes it essential to continue the research about the scour, for which it would be appropriate
to have real data on offshore wind farms in operation, mainly based on monitoring the scour around
the structures along the time with field campaign with multibeam echosounders.
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Abstract: Renewable energies are the future, and offshore wind is undoubtedly one of the renewable
energy sources for the future. Foundations of offshore wind turbines are essential for its right
development. There are several types: monopiles, gravity-based structures, jackets, tripods, floating
support, etc., being the first ones that are most used up to now. This manuscript begins with a
review of the offshore wind power installed around the world and the exposition of the different
types of foundations in the industry. For that, a database has been created, and all the data are being
processed to be exposed in clear graphic summarizing the current use of the different foundation
types, considering mainly distance to the coast and water depth. Later, the paper includes an analysis
of the evolution and parameters of the design of monopiles, including wind turbine and monopile
characteristics. Some monomials are considered in this specific analysis and also the soil type. So,
a general view of the current state of monopile foundations is achieved, based on a database with the
offshore wind farms in operation.

Keywords: offshore wind farm; support structure; monopile; jacket; GBS; tripod; floating

1. Introduction

Wind energy can be considered nowadays a main participant in the energy market and power
generation [1,2]. In 2016, it overtook coal as the second-largest form of generation capacity in Europe,
only being overpassed by gas, and showing the highest development rate of every source considered [3].
Although the offshore wind energy sector is still far from the stage of maturity of its older brother
(onshore wind) [4], the similarities between both have allowed offshore wind turbines [5] to become
efficient and commercial-ready in a relatively short time [6]. During 2018, a total of 4496 MW were
installed in six different countries [7]. China became the largest investor of this field (1800 MW),
overtaking the United Kingdom for the first time (1312 MW), who had led the market during the past
years. Germany (969 MW), Belgium (309 MW), Denmark (61 MW) and South Korea (35 MW) were the
other participants.

Referring to the total installed capacity, the United Kingdom is still far ahead of any other
country, covering 35.0% of the total power. Germany and China stay behind, accounting for 27.3% and
19.6%, respectively. Denmark, Sweden and the Netherlands, who started designing and testing these
installations in the 90s, are still playing an important role as industry manufacturers and technology
developers; however, the capacity installed in these countries has not gone up to that scale. Table 1
gives some details of the picture at the end of 2018.
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Table 1. Capacity installed by country at the end of 2018 (UK: United Kingdom; GER: Germany; CHI:
China; DEN: Denmark; BEL: Belgium; NET: Netherlands; SWE: Sweden; VIE: Vietnam; JAP: Japan;
KOR: Korea; FIN: Finland; USA: United States of America; IRE: Ireland; SPA: Spain; NOR: Norway;
FRA: France) (Own elaboration based on [3,7]).

Country Wind Farms
Power

Installed
(MW)

% Total
Power

Installed

Turbines
Installed

Average Wind
Farm Power

(MW)

Average
Turbine

Capacity (MW)

UK 37 8184 35.0% 1920 221.2 4.3
GER 23 6375 27.3% 1314 277.2 4.9
CHI 36 4581 19.6% 1224 127.3 3.7
DEN 14 1327 5.7% 514 94.8 2.6
BEL 8 1187 5.1% 274 148.4 4.3
NET 6 1118 4.8% 365 186.3 3.1
SWE 5 201 0.9% 86 40.2 2.3
VIE 2 99 0.4% 62 49.5 1.6
JAP 11 84 0.4% 35 7.6 2.4
KOR 3 71 0.3% 24 23.7 3.0
FIN 3 68 0.3% 24 22.7 2.8
USA 1 30 0.1% 5 30.0 6.0
IRE 1 25 0.1% 7 25.0 3.6
SPA 2 10 0.0% 2 5.0 5.0
NOR 1 2 0.0% 1 2.0 2.0
FRA 1 2 0.0% 1 2.0 2.0

According to [8–15], the main advantages of offshore wind farms over onshore ones can be briefly
described as follows:

• The existing wind resource in the sea is higher than in nearby coasts.
• Due to its location offshore, the visual and acoustic impact is lower than wind farms on land,

which allows better use of the existing wind resource, with larger turbines and the use of more
efficient blade geometries. Likewise, the lower surface roughness in the sea favors the use of
lower tower heights.

• It provides a bigger creation of employment in the phases of construction, assembly and
maintenance, due to the greater complexity during installation and exploitation.

• Possibility of integration in mixed marine complexes.
• Spaciousness of the environment.
• More constant and stable energy generated.

However, these marine facilities also have significant disadvantages with respect to terrestrial ones,
which are limiting their development: non-existence of electrical infrastructures close to the location;
more severe environmental conditions; evaluation of wind resource more complex and expensive;
and above all, its higher investment ratios and operating expenses, needing specific technologies for
construction and foundations, transport and assembly at sea, laying of electrical networks underwater
and operation and maintenance tasks [16,17]. Furthermore, there is some research emphasizing the
advantages of harnessing wind and waves at the same facility [18–20].

In order to face the investment costs and become more productive and, therefore, more attractive
to the market investors, offshore wind farms must generate as much power as possible with the lowest
construction and installation costs [21–23]. Developing more and more efficient turbines has become
the greatest challenge of the sector from the early years, while the costs of foundations and electric
installations remain stable [24,25]. During the last 25 years, the average power capacity of the turbines
has increased by 1500% (Figure 1), evolving from the first Vestas and Nordtrank used in 1995, with a
capacity of 500 kW (Figure 2), to the 7–8 MW turbines that are already being used on some of the largest
and newest projects these days [26]. The European Offshore Wind Deployment Centre in Scotland, and
Horns Rev 3 in Denmark, are currently using Vestas V164-8.4 MW turbines, the most powerful turbines
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nowadays for commercial power generation. Currently, the industry is talking about exceeding 10 MW
unit power [27,28].

Figure 1. Average offshore wind turbine power installed every year.

2. Typologies of Foundations

Located in such a dynamic and extremely powerful element as the sea is, foundations become one
of the main elements of these projects, receiving over one-third of the total cost [29–32]. As they must
support the wind turbines, absorbing all the forces and loads and providing a safe and stable base,
defining the right typology of foundation can have a huge impact both on the economic and technical
sides, becoming especially vital these last years as wind farms are being located further from the coast,
and every element must be designed and optimized in detail, to avoid performance problems and
reduce maintenance works.

As was previously discussed in the article, offshore wind farms, even nowadays, are placed
in a few selected locations. There are several conditions that limit the range of use of this type of
installations [33–36]:

• The depth is vital when defining installation costs. Greater depths associates higher costs and
the use of more complex and specialised technologies, something that is reflected in the final
investment of the wind farm, reducing its profitability. Closed seas, located within continental
platforms, have an average depth significantly lower than oceans and open seas, being more
convenient for this type of project [37].

• Meteocean climate, in particular, wave height values [38–40]. Sea zones with high wave heights
make installation and maintenance work more complicated, requiring more workload and
economic resources, in addition to damaging the foundations and causing phenomena such as
to scour the seabed [41–45], which weakens the structure and requires closer surveillance and
maintenance work.

• The distance to coast [46]. In order to have a higher intensity wind and less impact on the
landscape and the coast, in the location of this type of facilities, it is sought to distance them as far
as possible from the coastline, since this also allows the use of turbines of greater nominal size
and power. However, as it has been discussed before, this usually leads to an increase in depth,
with the inconveniences that this entails. Therefore, the optimal location for a wind farm is the
one that is placed as far from the coastline as possible while keeping a low depth.

• Spontaneous or unexpected phenomena such as earthquakes, tsunamis or extreme meteorological
offshore events. Additional information from location, ground composition and soil-foundation
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interactions become much more relevant at regions where these events appear more
frequently [47–49].

Other factors to consider are the typology of the stratum of the seabed on which engineers support
the foundations [50], possible impacts to shipping routes or other offshore installations, and sea climate.
Furthermore, it is important taking into account that there are still some uncertainties for the design of
the foundations of these facilities [51].

As wave height is a dynamic value that may vary in a significant way for every wind turbine inside
each farm, depending on several different factors, the paper is focused on the other main conditioners:
the depth of the seabed and the distance from the coast. The development of new technologies and
manufacturing and construction procedures [52], together with the increase in the size of wind farms
and turbines and the increase in society’s awareness of visual and environmental impacts [53,54], has
led to the displacement of these installations further from the coastline, as it can be seen in Figure 2
(the size of the bubbles represents the capacity installed).

 
Figure 2. Offshore wind farms in operation classified by depth and distance from the coast at the end
of 2018 (the size of the bubbles represents the capacity installed).

Table 2 shows the average depth and distance to coast in different locations and also the ratio
depth/distance. In the case of lower depth and distance to coast, the more convenient and cost-efficient
the construction project of the wind farm will be [55].

Regarding the wind farms operating these days, low-depth seas belonging to the continental
platforms are the optimal location for these installations, where the ratio between the seabed depth
and the distance is under or close to 1 m/km.

In Europe, the North Sea, Baltic Sea and Irish Sea stand as the best spots and mostly the first that
have lead the sector since the beginning of the century. In the case of Asia, seas such as Eastern China,
Southern China and the Yellow Sea provide an even better ratio, which can undoubtedly be a reason to
explain the fast development and huge interest that this sector has brought to this continent.
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Table 2. Average depth and distance conditions of installed farms by location at the end of 2018.

Location Wind Farms
Power Installed

(MW)
Power

Installed (%)
Depth (m)

Distance to
Coast (km)

Ratio
Depth/Distance

North Sea 61 12,933 55.4% 23.4 30.0 0.78
Irish Sea 15 2938 12.6% 13.1 10.1 1.29
Eastern

China Sea 16 2574 11.0% 5.3 16.7 0.32

Baltic Sea 20 2186 9.4% 12.4 10.9 1.14
Yellow Sea 13 1365 5.8% 7.5 11.3 0.66

South China
Sea 10 777 3.3% 6.5 8.3 0.78

English
Channel 1 400 1.7% 29.0 13.0 2.23

Japan Sea 6 66 0.3% 13.4 1.5 8.94
Philippines

Sea 7 53 0.2% 39.9 6.3 6.34

Atlantic
Ocean 4 42 0.2% 21.4 7.3 2.95

Lake Vanern 1 30 0.1% 9.5 4.0 2.38

Depending on the depth of the seabed, as well as the surrounding conditions and sea climate,
different solutions have been used since the first offshore wind turbines were designed. Some of the
most important typologies of foundations are defined as follows [55–59]:

• Gravity-based structure (GBS): concrete-based structure which can be constructed with or without
small steel or concrete skirts. The base width can be adjusted to suit the actual soil conditions.
The proposed design includes a central steel or concrete shaft for transition to the wind turbine
tower [60,61].

• Monopile: the monopile support structure is a simple design by which the tower is supported by
the monopile, either directly or through a transition piece, which is a transitional section between
the tower and the monopile. The monopile continues down into the soil. The structure is made of
cylindrical steel tubes [62,63].

• Tripod: three-leg structure made of cylindrical steel tubes. The central steel shaft of the tripod
makes the transition to the wind turbine tower. The tripod can have either vertical or inclined pile
sleeves. Inclined pile sleeves are used when the structure is to be installed with a jack-up drilling
rig. The base width and pile penetration depth can be adjusted to suit the actual environmental
and soil conditions [64].

• Jacket: similar to the tripods described above, with the difference of having four piles instead
of three. These metal piles are linked together thanks to a lattice that provides strength and
stability to the whole structure. They have dimensions similar to the tripods but given their
greater adaptability to diverse conditions and stability, they are more widespread than these, until
being the second most used typology only behind the monopiles [65,66].

• Floating: The floating support structure consists of a floating platform and a platform anchoring
system. The platform has a transition piece to install the tower on top of that. The platform can
have several typologies: spar, semisubmersible and tension leg platform (TLP) [67,68].

Besides the previously mentioned types of foundations, there are others in development to be
used in the offshore wind industry. One of the most known is the suction caisson being used in oil and
gas with very good results [69–71]. This typology provides a stable and light base, whose strength
comes directly, not from its weight or depth, but from the compaction of the supporting soil through
the suction of the water. Suction caissons work very well in soft soils such as clays [72,73].

The seabed depth has often been used as the main conditioner to choose the most convenient
typology for a project. Various articles and reports have attempted to settle the range of employment,
establishing approximate parameters based on the behavior that each one of them experiences when
facing sea climates. Table 3 includes some of the most accepted criteria [74,75].
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Table 3. Range of use of typology by seabed depth.

Foundation Ashuri and Zaaijer, 2007 DNV, 2013 Iberdrola, 2017

GBS 0–10 m 0–25 m 0–30 m
Monopile 0–30 m 0–25 m 0–15 m

Tripod/Jacket >20 m 20–50 m >30 m
Floating >50 m >50 m >50 m

However, the depth of the seabed is not the only condition to be considered. Other factors such as
the availability of resources [76] and technology and experience in a certain type over the others make
different markets bet on different solutions in similar environments.

Figures 3 and 4 show the comparison of the typologies in Europe and in Asia according to the
parameters of depth and distance to the coast.

 
Figure 3. Typologies of foundations in Europe at the end of 2018 according to the parameters of depth
and distance to the coast.

The maturity of the sector in Europe has allowed the installation of wind farms in remote areas
not yet considered in Asia, both in distance and depth. The best example is the Global Tech I Park, in
Germany (400 MW, 115 Km from the coast, 80 x 5 MW turbines, AREVA M5000 wind turbine, situated
in the German Exclusive Economic Zone (EEZ), 180km away from the Bremerhaven Emden in the
north-west, Germany). In Europe, monopile foundations after decades of experience and acquired
knowledge, present a high percentage of use compared to the other typologies in Europe (77%).
The specialisation in their design and manufacturing makes them, due to cost and range of aptitude,
the most appropriate alternative in most wind farms located in shallow and intermediate depths.

Meanwhile in Asia, the arrival of offshore wind energy in a continent without tradition in facilities
of this type has led to the use of various solutions. On the other hand, the optimal conditions of
some Asian seas with shallow depths at great distances, explains the use of simple and inexpensive
typologies such as pile cap concrete foundations. Wind farms with several different typologies are also
common, mainly pile cap foundations and monopile or jacket structures.
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Figure 4. Typologies of foundations in Asia at the end of 2018 according to the parameters of depth
and distance to the coast.

Although floating foundations have not been represented in the previous graphs, to facilitate
the visualisation of the data, they will be analysed separately. As it can be extracted from previous
text, all the conventional typologies present problems or a high degree of uncertainty when depths
are greater than 50 meters. However, it is in these regions where the wind resource is the strongest
and most stable, and the distance to the coastline minimises the impact on the environment and the
landscape. Due to these reasons, many market participants started to investigate and develop new
solutions that allow the installation and operation of wind farms at greater depths and distances,
without compromising the safety of wind turbines or requiring huge installation and maintenance
costs. Some of the advantages that floating platforms can offer compared to the other types are:

• Allowing the installation of wind farms in regions with great potential in the production of wind
energy but which cannot be supported with current typologies.

• They offer a competitive alternative in medium depths (30–50 m), since they do not require a
preparation of the seabed nor is it necessary to carry out works in the large-scale environment.
Therefore, the impact on the ecosystem is lower.

• They allow countries without a continental platform and great depths at a short distance from the
coast (America, Southern Europe, among others), to step forward in the market to which they
barely had access to a few years ago.

The biggest disadvantage of this type of project is the need for research and development until it
is viable and used in real installations, together with the enormous associated cost involved. Despite
all this, several demonstrations and pilot projects have already been carried out, and the behaviour
and profitability of this type of proposal are currently being analysed. Table 4 includes the floating
projects already operating.
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Table 4. Floating projects in operation at the end of 2018 (JAP: Japan; NOR: Norway; UK: United
Kingdom; FRA: France).

Wind Farm Country Power (MW) Turbines Depth (m) Distance (Km) Year

Fukushima Floating -2 JAP 12.0 2 122.5 20 2018
Fukushima Floating -1 JAP 2.0 1 122.5 20 2013

Sakiyama Wind Turbine JAP 2.0 1 40.0 5 2016
Hywind NOR 2.0 1 220.0 10 2009

Hywing Scotland UK 30.0 5 103.0 25 2018
Floatgen Project Demo FRA 2.0 1 30.0 22 2018

With a total of 154 offshore wind farms classified and analysed using all the data set created
for this research, it has been limited to the range of use of each one of the considered typologies,
establishing both the areas of frequent use and the singular projects that are outside these limits, and
which is interesting to mention since they establish the limits of these foundations in the future (Table 5,
Figure 5).

Table 5. Typologies of foundations by range of use (1995–2018).

Typology Depth (m) Distance (Km) Max. Depth (m) Max Distance (Km)

Pile Cap 0–15 0–15 15 15
Combined 0–15 0–30 30 35

GBS 0–20 0–15 30 30
Monopile 0–30 0–60 40 100

Jacket 5–50 5–60 50 70
Tripod 25–50 40–120 40 120

Floating >50 5–25 220 25

Figure 5. Typologies of foundations by depth and distance to coast (1995–2018).

In Figure 5, the areas inside the solid lines represent the regions where each typology has been
used various times, while the areas outside the solid lines but inside the dashed ones represent the
regions where these typologies have been used for single projects. Those dashed-line areas can be of
interest, as they set the possibilities of these different solutions in the short and medium-term.

204



J. Mar. Sci. Eng. 2019, 7, 441

As it can be seen from the Table 5 and Figure 5, there are three differentiated zones for which
different solutions are used, depending mainly on the depth of the seabed but also on the distance to
the coast and location of the wind farm:

• In shallow depths (0–20 m), the typologies used differ depending on the continent. In Europe,
GBS and monopile foundations have been the most frequent option, with the former being used
at distances less than 15–20 km from the coast, and the latter at greater distances. In Asia, on
the other hand, the pile cap foundations and the combined wind farms (mainly pile cap and
monopiles) have been chosen for practically all the foundations.

• At medium depths (20–40 m), the most commonly used foundations are monopile and jacket
typologies. The main difference between the two is the use of the second ones in depths from
35–40 m. It is in these depths when the monopiles begin to experience buckling and instability
phenomena, being necessary to resort to more stable structures with better behavior under severe
marine conditions. Bac Lieu wind farm, the first one in Vietnam, stands as one of the examples of
pile cap foundations [77].

• On the other hand, it is important to highlight the use of tripod foundations. Although there are
currently only three wind farms with this typology, their excellent behavior in areas far from the
coast makes them a competitive alternative at medium-high depths and large distances, these
regions being potentially the most demanded for installation of wind farms in Europe during the
coming years.

• At greater depths (>50 m) floating foundations are the only typology that has been used to date.
It can, therefore, be assumed that above this depth these typologies are those that a priori can be
considered as the only possible alternative, although in particular conditions other typologies
(usually tripod or jacket) may be used as well.

3. Monopiles: Evolution and Parameters of Design

As has been explained previously, if there is a typology that stands out above the others, both in
frequency and range of use, it is the monopile typology. Considered an alternative since the first years
of development of this sector, it has several characteristics that explain its popularity and widespread
use:

• Simplicity: a simple and easily standardised design allows it to be manufactured in series without
the need for cutting-edge technology, shortening construction and installation times and, therefore,
reducing costs without compromising the safety and operability of the installation.

• Adaptability: linked to the previous point. Its simple design makes it possible to adapt to different
dimensions and characteristics, without excessive complications to external conditions, avoiding
the need for a large amount of field data, providing competitive solutions in shallow depths as
well as in larger ones.

• Behavior: possibly the main strength of this typology. Able to stand favourably against external
forces without increasing installation and maintenance costs. Mainly in high distances and
average depths (25–35 m) where typologies such as GBS and HRPC (High Rise Pile Cap) are not
competitive, and the use of jacket and tripod foundations can greatly increase the cost of the
project, monopiles are considered the best alternative, even nowadays.

Monopiles began to be used mainly in 2002 when offshore wind was considered for the first time
a competitive alternative in some parts of Europe, and the first relevant projects came up (Horns Rev 1,
160 MW, Denmark, Vestas V80-2.0 MW, North Sea, Denmark). These large wind parks needed to
move away from the coast to minimise environmental and social impact, in addition to seeking a more
powerful and stable wind resource. GBS foundations could not compete at intermediate depths and
jacket structures were not economically viable.

During the next years, this typology experienced a great development (marked in green in
Figure 6), as more resources were invested to reduce manufacturing costs while improving the building
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processes. Some companies, collecting the knowledge obtained from each project, soon became solid
specialised brands who developed new solutions and techniques, spreading the use of monopiles out
of their initial range. At the top of its popularity in 2014, monopile foundations were used in 76.7% of
the total wind turbines operating in the world by that time (Figure 6).

Figure 6. Accumulated share of monopile foundations (2003–2018).

The decreasing period takes place as of 2014 (highlighted in red), and presents a decreasing trend
from the 77% existing in that year to the current 65%. To explain this fact, two facts must be considered.

On the one hand, the tendency to move wind farms away from the coast towards greater depths
favours the use of more solid and stable typologies (jacket, tripod), with a better performance in the
face of more severe marine climates.

On the other hand, the development of the sector in the Asian countries with different
environmental conditions and technical solutions, has favoured the decrease of this quota. However,
as it has been already seen, turbines have barely been installed at intermediate depths in Asia and
when they begin to do so, monopiles will be considered again.

In order to adapt to the needs of each wind farm, monopiles have evolved over the years. Its main
dimensions, diameter and length have increased to be able to support increasingly high and heavy
turbines and greater depths. If it is analysed, these changes during the last 10 years in which 90% of all
existing monopiles have been installed, the results are exposed in Table 6.

Table 6. Monopiles characteristics (2009–2018).

Year
Power

Installed
(MW)

Turbines
Installed

Average
Turbine Power,

Pn (MW)

Average
Diameter,

ø (m)

Average
Length, L

(m)

Average
Depth, d

(m)

Average
Distance to

Coast, DC (Km)

2009 457 127 3.6 4.85 37.8 7.6 5.7
2010 862 311 2.8 4.26 40.4 11.7 20.2
2011 232 72 3.2 5.00 43.0 19.3 15.0
2012 184 51 3.6 6.00 55.0 27.0 22.0
2013 2149 599 3.6 5.13 47.8 13.1 15.7
2014 1063 317 3.4 5.48 58.8 19.2 24.4
2015 2072 564 3.7 5.47 55.4 17.9 27.8
2016 698 191 3.7 5.68 62.2 9.5 16.5
2017 3144 609 5.2 6.83 69.0 23.6 46.1
2018 3598 608 5.9 7.26 69.1 22.4 27.4
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As can be seen, both the length and the diameter of the piles have evolved proportionally to the
power of the turbines, maintaining constant ratios. However, in order to analyse the relationship
of these dimensions with the average depth and distance to the coast, it is seen that the ratio is not
constant and there are relevant deviations.

In order to study these correlations more carefully, some monomials from the previous table are
shown in Table 7.

Table 7. Monopiles monomials (2009–2018).

Year
ø/L

(m/m)
ø/Pn

(m/KW)
L/Pn

(m/KW)
ø/d

(m/m)
L/d

(m/m)
ø/DC

(m/Km)
L/DC

(m/Km)
d/DC

(m/Km)

2009 0.13 1.35 10.5 0.64 5.0 0.85 6.6 1.33
2010 0.11 1.54 14.6 0.36 3.5 0.21 2.0 0.58
2011 0.12 1.55 13.3 0.26 2.2 0.33 2.9 1.29
2012 0.11 1.66 15.2 0.22 2.0 0.27 2.5 1.23
2013 0.11 1.43 13.3 0.39 3.6 0.33 3.0 0.83
2014 0.09 1.63 17.5 0.29 3.1 0.22 2.4 0.79
2015 0.10 1.49 15.1 0.31 3.1 0.20 2.0 0.64
2016 0.09 1.55 17.0 0.60 6.5 0.34 3.8 0.58
2017 0.10 1.32 13.4 0.29 2.9 0.15 1.5 0.51
2018 0.11 1.23 11.7 0.32 3.1 0.26 2.5 0.82

Average 0.11 1.48 14.2 0.37 3.5 0.32 2.92 0.86

The monomial with the lowest variation is the ratio Diameter/Length of the monopile, staying
close to 0.10–0.11 during the last years. This parameter can be helpful at the time of designing the right
length of the pile based on the diameter of the wind turbine.

Although the other coefficients show a higher variability, in order to obtain a valid correlation for
wind farms with the current characteristics and conditions, those obtained from the data corresponding
to the last years will be more useful for this study. With these parameters, engineers can make
estimations of the dimensions of the foundations, considering both the conditions of the environment
and the power of the chosen turbines.

Other parameters that may be of interest are the hub height and blade length of the turbines,
which directly affect the electrical production capacity. In Table 8 and Figure 7, it can be seen how
they have evolved their average values over the years, and their relationship with the length of the
monopile foundations.

Table 8. Hub and blade heights of monopile wind farms by year (1996–2018).

Year
PN

(MW)
Hub

Height (m)
Total

Height (m)
Blade

Length (m)
Monopile

Length (m)
Ratio

Blade/Hub
Monopile/Hub Monopile/Blade

1996 0.61 50.0 71.5 21.5 19.0 0.43 0.27 0.88
1998 0.60 41.5 60.0 18.5 21.0 0.45 0.35 1.14
2000 1.43 65.0 100.5 35.5 32.5 0.55 0.32 0.92
2002 2.00 70.0 110.0 40.0 30.0 0.57 0.27 0.75
2003 2.30 61.0 102.2 41.2 45.0 0.68 0.44 1.09
2004 2.16 67.0 110.3 43.3 40.0 0.65 0.36 0.92
2005 3.00 70.0 115.0 45.0 41.0 0.64 0.36 0.91
2006 3.00 75.0 120.0 45.0 49.0 0.60 0.41 1.09
2007 3.25 76.8 126.0 49.3 48.5 0.64 0.38 0.98
2008 2.00 59.0 99.0 40.0 54.0 0.68 0.55 1.35
2009 3.60 78.8 132.3 53.5 37.8 0.68 0.29 0.71
2010 2.77 70.0 114.3 44.3 40.4 0.63 0.35 0.91
2011 3.22 75.3 125.3 50.0 43.0 0.66 0.34 0.86
2012 3.61 90.2 150.2 60.1 55.0 0.67 0.37 0.92
2013 3.59 79.6 134.9 55.3 47.8 0.69 0.35 0.86
2014 3.35 83.2 139.7 56.5 58.8 0.68 0.42 1.04
2015 3.67 87.0 145.8 58.8 55.4 0.68 0.38 0.94
2016 3.65 91.3 152.3 61.0 62.3 0.67 0.41 1.02
2017 5.16 97.5 167.7 70.2 69.0 0.72 0.41 0.98
2018 5.92 99.8 174.2 74.4 69.1 0.75 0.40 0.93
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Figure 7. Evolution of Hub Height, Blade Length and Monopile Length (1996–2018).

Some interesting monomials can be extracted, like the ratios of Monopile Length/Blade Height,
and Monopile Length/Hub Height, which have remained constant through the years (0.3–0.4 for the
first one, and 0.9–1.0 for the second one). However, the monomial that shows a higher variation is
the ratio Blade Length/Hub Height, from 0.43 in 1996 to 0.75 in 2018. Bigger blades lead to more
efficient turbines and higher productions, and the location of offshore wind farms far from any affect
on humans, and the lower surface roughness of the sea allows this ratio to keep growing.

Finally, some data on the predominant soil composition in each of these wind farms have also
been included. In the same way as in previous sections, several monomials have been obtained. Table 9
includes some important figures related to the soil type, including the percentage considering the
power installed and some of the monomials previously used.

Table 9. Soil composition on monopile wind farms.

Soil Type
Power
(MW)

% Type of
Soil (Total

Power)

Pn
(MW)

Wind
Farms

Average
Depth

(m)
ø (m)

Lenght
(m)

Ratio
ø/L

Ratio
Length/Depth

Sand/Clay 1582 10.3% 3.5 8 11.8 5.0 52.0 0.10 4.40

Sand/Bedrock 135 0.9% 2.0 4 9.3 3.6 32.1 0.11 3.47

Sand 9199 60.1% 4.2 39 17.9 5.6 57.8 0.10 3.23

Clay 2191 14.3% 4.1 10 14.8 5.4 48.5 0.11 3.28

Sand/Gravel 775 5.1% 3.5 3 12.0 5.1 40.7 0.13 3.39

Sand/Chalk 97 0.6% 3.6 1 9.0 - 34.0 3.78

Clay/Gravel 165 1.1% 3.0 1 16.0 4.5 55.0 0.08 3.44

Clay/Bedrock 576 3.8% 3.6 1 20.0 5.0 55.0 0.09 2.75

Chalk 595 3.9% 6.3 2 20.8 7.3 70.5 0.10 3.40
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Placing our data on a graphic similar to Figure 5, it is shown in Figure 8 how monopile wind farms
are located depending on average depth and distance to the coast for every different soil composition.

Figure 8. Soil composition of monopile windfarms by depth and distance to the coast.

4. Discussion of Results

The offshore wind sector awaits great potential both in the short and long term. The development
of technology, the increase of competitiveness, reduction in costs and the interest by companies and
institutions have motivated the development of a growing number of new projects year after year.
In those areas where these wind facilities were already consolidated, that is, the regions surrounding
the North Sea in Europe (Germany, the United Kingdom, the Netherlands, Denmark and Belgium), and
China in Asia, this development has favoured the arrival of the first “megaprojects”, installations of
high power capacity carried out with the objective of not only supplying a significant quota of energy
demand but with the ambitious objective of leading the production of electricity of their respective
countries in not too long a space of time.

Regarding the countries that had not taken part in this sector yet, the consolidation of these projects
together with the increase in the profitability of these facilities and the good results demonstrated, has
led to the entry of new participants. A large number of European countries with access to the coast
have already begun to analyze the viability and consent to the drafting of projects of this type, or in
other cases, to carry out experimentation and analysis facilities that may favour the development of
new wind farms in the future. Similarly, both the United States and various Asian countries have
started to develop projects of this type over the past few years, some of which are already operating.

It must be highlighted the extensive use of monopiles, used in mostly all types of depths and
environments. About this typology, it will be spoken of in more detail in the next lines. In addition, it
can be observed the different trends and ranges of use for each of the foundations analysed. In shallow
depths (0–15 m), it can be mainly found with foundations by gravity or GBS and pile cap foundations
in Asia. These typologies have been progressively abandoned as wind turbines moved away from the
coast and other typologies that needed less competent strata appeared. In the case of pile caps, they are
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still used in Asia in wind farms that are close to the coast. GBS foundations have been included in recent
projects where the depth and sea conditions are a priori not convenient for them. At medium depths,
it can be found the most used typologies today, the monopiles, and the jacket and tripod structures.
Monopile foundations are currently used in more than 60% of wind turbines operating worldwide.

With regards to the analysis of the technical characteristics, the appearance of a constant value
throughout all the foundations carried out from the beginning of these projects to the present, is the
Diameter/Length ratio, which has remained unchanged for 20 years, always close to 0.10–0.11 and that
seems to be the limit from which the phenomena of instability, vibration and deflection may appear.

Regarding the blade and hub heights, once more of this typology has evolved to be able to support
bigger structures and turbines and maintain a constant ratio with both blade length and hub heights.
If we look at the soil composition, we observe than this typology can adapt to different environments
while keeping similar parameters and dimensions, proving it as a convenient and cost-effective solution
even on heterogeneous locations.

For the jacket structures, their adaptability and excellent behavior in adverse conditions make
them the best option in medium-high depths (20–40 m), especially in those areas where the monopiles
can be instable and show deflection and bulking. On the contrary, its design and manufacturing
complexity, unique for each wind turbine, and the cost associated with it has prevented its usual use
until just a few years ago (2014–2015). However, since then its use quota has been increasing year after
year, and as the technology on this typology becomes generalised and its own costs decrease, so will its
expansion. As for the tripod foundations, although theoretically their features and benefits are at an
intermediate point between monopiles and jacket structures, analysing the operational wind farms at
present, it can be seen that their use is concentrated in the same area and in very similar conditions:
high depths (30–40 m) and great distances to the coast (50–100 km).

5. Conclusions

The main conclusions of this research are:

• Offshore wind energy is experiencing constant growth in recent years, consolidating itself as one
of the fields with more potential. For this form of energy generation to be competitive, several
years of research and development have been necessary.

• Monopiles are the most used foundations in shallow (0–15 m) and intermediate depths (15–30 m).
The simplicity of designing and manufacturing, together with a vast knowledge inherited from
experience, especially in Europe, has led this typology to be the first option in more than 60% of
the world’s offshore wind foundations nowadays.

• Jacket and tripod structures remain as strong competitors to monopiles when the seabed depth is
higher than 30 m. Floating solutions, which are beginning to be used for real energy production,
are supposed to take the market by storm in the near future, bringing this sector to places that
remain unavailable nowadays.

• Monopiles evolution has been studied according the following monomials: diameter/length,
diameter/turbine power, length/turbine power, diameter/water depth, length/diameter,
dimeter/distance to the coast, length/distance to the coast, and water depth/ distance to the
coast, with the following average values: 0.11; 1.48; 14.2; 0.37; 3.5; 0.32; 2.92; 0.86.

• The Diameter/Length monomial has the lowest variation, staying close to 0.10–0.11 during the last
years, so it can be used for a first and fast figure of the length of the pile.

• The other coefficient with a higher variability can be used for the first estimate in case of using the
monomials value obtained in last years, the most current ones.
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Abstract: As a result of the large-scale trend of offshore wind turbines, wind shear and turbulent wind
conditions cause significant fluctuations of the wind turbine’s torque and thrust, which significantly
affect the service life of the wind turbine gearbox and the power output stability. The use of a
trailing-edge flap is proposed as a supplement to the pitch control to mitigate the load fluctuations of
large-scale offshore wind turbines. A wind turbine rotor model with a trailing-edge flap is established
by using the free vortex wake (FVW) model. The effects of the deflection angle of the trailing-edge
flap on the load distribution of the blades and wake flow field of the offshore wind turbine are
analyzed. The wind turbine load response under the control of the trailing-edge flap is obtained by
simulating shear wind and turbulent wind conditions. The results show that a better control effect
can be achieved in the high wind speed condition because the average angle of attack of the blade
profile is small. The trailing-edge flap significantly changes the load distribution of the blade and the
wake field and mitigates the low-frequency torque and thrust fluctuations of the turbine rotor under
the action of wind shear and turbulent wind.

Keywords: offshore wind turbine; trailing-edge flap; load mitigation; free vortex wake

1. Introduction

Wind energy systems, especially those offshore, face difficult competition from traditional
carbon-based energy sources with respect to cost competitiveness per kilowatt hour. To counter this
problem, many energy systems have increased in size and power in order to achieve utility-scale
production and to access higher winds aloft [1,2]. Recently, the large-scale offshore wind turbine has
had more than 5 MW of the power and more than 80 m of the blade length. However, unsteady factors
such as wind shear and turbulent wind have more negative effects on the stable operation of large wind
turbines. The stability of the load and the output power has become significant issues in large-scale
offshore wind turbines. There are many cases of fatigue failure of bearings and gearboxes prior to the
end of the design life, which indicates the necessity of load mitigation control [3]. As the blade inertia
of large-scale offshore machines is very large, traditional pitch control methods are unable to handle
the fast-changing aerodynamic load fluctuations [4]. A new load control system has to be developed.

Investigations into the load mitigation of large wind turbines has mainly focused on two aspects.
One aspect is research on advanced transmission systems [5]. The flexible coupled tower and blade [6]
was investigated for the absorption of the instantaneous change in the torque and the reduction
of the impact load of the gearbox and generator. An advanced hydraulic torque converter [7,8]
is also an efficient transmission control structure. It absorbs the impact load caused by turbulent
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wind, and accurately adjusts the speed of the output shaft; this results in efficient speed control of
the permanent magnet synchronous generator unit and even cancels the frequency converter. The
VESTAS Company has successfully applied hydraulic torque converters to its wind turbines. The
other aspect is research on smart rotors [4]. Smart rotors control the amount of wind energy absorption
by the wind turbine using flow control technology, including passive or active flow control devices,
to reduce the load fluctuation of the wind turbine at the source. Smart rotors not only reduce load
fluctuations but also the swing amplitude of the blade and the noise level. Active flow control
equipment is an efficient control mode and with quick response to airload can be achieved in complex
and unsteady conditions. Passive flow control devices are simple and stable, and can be implemented
by performing only minor modifications to the existing blade structure [9]. Hansen and Madsen [10]
reviewed both types of devices, including deformable trailing-edge, microtabs, morphing, active
twist, synthetic jets, active vortex generators, and plasma actuators. In these flow control devices,
deformable trailing-edge flaps have been investigated by many scholars due to their simple structure
and considerable adjustability [11,12]. Although, trailing-edge flaps are still in the research stage, this
technology is the most likely approach to be put into practical application of the large-scale blade first.

Bak et al. [13] conducted a wind tunnel test of the wind turbine airfoil Risø-B1-18 equipped with
an active trailing edge flap. Steady-state and dynamic tests were performed with certain deflections
of the active trailing edge flap. The steady-state tests showed that deflecting the flap towards the
pressure side resulted in higher lift values and deflecting the flap towards the suction side provided
lower lift values. Lee and Su [14] analyzed joint trailing-edge flaps and obtained the basic aerodynamic
characteristics of two-dimensional airfoils with flaps. Lu et al. [15] examined and optimized the flexible
variable camber trailing-edge flap. Lackner and Kuik [16] investigated the load reduction capabilities
of trailing edge flaps of a 5 MW wind turbine. The results showed that the use of trailing-edge flaps
and the proposed feedback control approach were effective in reducing the fatigue loads of the blades
relative to the baseline. Xu et al. [17] studied the trailing-edge flap control of large-scale floating wind
turbines and found that the trailing-edge flap exhibited excellent power fluctuation mitigation of large
floating wind turbines. Recent publications indicate that there are relatively few studies on the effect of
the flap motion on the load fluctuation of wind turbine blades under unsteady conditions.

In this study, the free vortex wake (FVW) method [18] is used to analyze the influence of the
deflection angle of the flaps on the wind turbine blade aerodynamic load and wake flow field and
is described and validated firstly. Subsequently, the aerodynamic performance of the airfoil, with
the trailing-edge flap, as well as the influence of the trailing-edge flap on the blade aerodynamic
load and the wake flow field, are analyzed in detail. Finally we elaborate on the trailing-edge flap
control strategy, which is proposed by Xu et al. [17], used for an offshore wind turbine and the control
performance under different wind conditions.

2. FVW Model and Validation

Figure 1 shows the structural model of the wind turbine. The red parts in the figure are the
trailing-edge flaps. The influence of the tower on the aerodynamic performance, which is much
smaller than that of unsteady wind conditions due to the upwind structure [19], is neglected in the
calculation. In this study, the FVW method is used to simulate the aerodynamic performance of the
wind turbine with trailing flaps. The FVW method simulates the aerodynamic characteristics of the
blades by attaching vortices on 1/4 chord lines. Because the gradient of the attachment of the vortices is
non-uniform, the blades are discretized into a finite number of micro-segments by using the arc-cosine
method. Finally, the whole blade is simulated as a Weissinger-L model [20]. The load distribution of
the blade is obtained by calculating the velocities induced by the vortices in the wake.

216



J. Mar. Sci. Eng. 2020, 8, 72

 
Figure 1. Wind turbine model with trailing-edge flap used in the free vortex wake (FVW) method.
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where NE is the number of blade elements (NE = 30 in this study) and i is the element boundary number
(I = 2, . . . , NE + 1). Consequently, there are NE element control points and (NE + 1) boundary points.
The details of the FVW method for wind turbine aerodynamic calculations can be found in Ref. [18]
and Ref. [21].

In order to verify the accuracy of the FVW method, we use it to model the NREL 5-MW wind
turbine [22] and calculate the power and thrust of the rotor under stable wind conditions of 6 m/s to 18
m/s. The results are shown in Figure 2 and indicate that the calculated values (RotPwr result, RotThust
result) are close to the calculated values obtained with the FAST software (RotPwr, RotThust) [22] at
almost all wind speeds. Furthermore, some more validations of the FVW model comparing with the
experimental results under the unsteady conditions including pitching case and yawed case can be
found in Ref. [18]. Therefore, it is evident that the FVW model can be used to calculate the power and
thrust of the wind turbine and that the calculation accuracy meets the research requirements.
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Figure 2. Power and thrust outputs of the NREL 5-MW wind turbine as a function of wind speed.
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3. Aerodynamic Performance of Trailing-Edge Flap

The radial location of the trailing-edge flap should be close to the blade tip because of longer arm
of force and smaller angle of attack at the outer part of the blade. Moreover, this layout can provide
good control efficiency. The flap width should be appropriate to avoid damaging the blade structure.
The size of the trailing-edge flaps of the NREL 5-MW wind turbine has been investigated in Ref. [17].
Here we also use the NREL 5-MW wind turbine as an example and the same size trailing-edge flaps as
were described in Ref. [17], as shown in Figure 3. The flap width is 20% of the chord length; the radial
flap length is 14 m in the radial direction of the blade, which is shown in red in the figure. The outboard
location of the flap is 1.2 m from the blade tip. The thickness baseline of the profile with the flap was
18% and the NACA64-218 airfoil was used. The lift and drag coefficients of the NACA64-218 airfoil are
calculated by the CFD (computational fluid dynamics) method [23]. The lift coefficient and lift-drag
ratio of the NACA64-218 airfoil are shown in Figure 4. It is evident that the lift coefficient of the airfoil
increases with the increase in the flap deflection angle at the same angle of attack. The larger the angle
of attack, the larger the lift coefficient at the same flap deflection angle, but the rate of increase in the
lift coefficient decreases with increasing angle of attack. It is noteworthy that when the angle of attack
is greater than 8◦, the lift coefficient of the airfoil does not increase or even decreases when the flap
deflection angle is greater than 15◦. According to the aerodynamic analysis of the trailing-edge flap by
Zhang et al. [24], a stall of the trailing-edge will occur when the flap deflection angle is too large. This
will result in a drop in the lift coefficient and an increase in drag. The lift-to-drag ratio of the airfoil
increases first and then decreases with the increase in the flap deflection angle. The larger the angle of
attack of the airfoil, the smaller the rate of increase is and the smaller the flap deflection angle of the
maximum lift-drag ratio is. When the flap deflection angle is greater than 10◦, the lift-to-drag ratios
cease to increase or even decrease.

 

Figure 3. Blade structure with trailing-edge flap.
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Figure 4. Aerodynamic performance of the airfoil NACA 64-218 with a trailing-edge flap. (a) Lift
coefficient; (b) Lift-to-drag ratio.

4. Aerodynamic Characteristics of Trailing Flaps at Different Deflection Angles and Wind Speeds

Generally, the angle of attack has a large influence on the lift coefficient and lift-to-drag ratio of
the airfoil with a flap. Therefore, it is necessary to know the angle of attack of the blade profile with
the trailing-edge flap and its influence. Table 1 shows the rotor speed, blade pitch angle, and average
angle of attack of the profile equipped with the trailing-edge flap of the NREL 5 MW wind turbine at
different wind speeds. When the wind speed is less than the rated wind speed, the pitch angle is 0 and
the rotor speed varies with the change in the wind speed. The average angle of attack of the selected
profile increases slowly from 7.27◦ to 8.39◦. When the wind speed is higher than the rated wind speed,
the pitch angle increases, whereas the speed of the rotor does not change and the average angle of
attack of the selected profile decreases gradually. As seen in Figure 4, the effect of the flap deflection
angle on the aerodynamic performance differs for different angles of attack. Therefore, the effect of the
flap deflection angle on the aerodynamic performance of the blade has to be determined.

Table 1. Rotor speed, blade pitch angle, and average angle of attack of the profile with the trailing-edge
flap at different wind speeds.

Wind Speed (m/s) Rotor Speed (rpm) Pitch Angle (◦) Average Angle of Attack (◦)
8 9.16 0.00 7.27
9 10.37 0.00 7.60
10 11.48 0.00 7.69

11.4 12.1 0.00 8.39
12 12.1 3.83 5.07
14 12.1 8.70 1.91
16 12.1 12.06 0.28
18 12.1 14.92 −0.85

The wind turbine torque and thrust for different flap deflection angles at three stable wind speeds
of 8 m/s, 11.4 m/s, and 16 m/s are shown in Figure 5. The trends of the torque curves are similar at 8
m/s and 11.4 m/s. In the flap deflection angle range of −20◦–0◦, the torque increases with the increase
in the flap deflection angle but it only increases slightly in the range of 0◦–5◦ and even decreases in the
range of 5◦–10◦. The torque values at 16 m/s increase in the range of −20◦–10◦ and the slope of the
curve decreases only when approaching 10◦. The thrust curves are also similar at 8 m/s and 11.4 m/s.
When the flap deflection angle is greater than 0◦, the rate of increase in the thrust values is relatively
small at these wind speeds, whereas the rate of increase in the thrust values at 16 m/s is greater. The
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control performance of the flap is related to the angle of attack of the profile. At high wind speeds, the
smaller the angle of attack of the profile, the better the control performance is; this result is consistent
with the results shown in Figure 4.
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Figure 5. Effect of the trailing-edge flap deflection angle on the torque and thrust of the NREL 5-MW
wind turbine rotor. (a) Low speed shaft torque, (b) Rotor thrust.

The FVW model simplifies the blade surface load to a series of centralized loads at the blade
element control points. By analyzing the changes in the centralized loads, the influence of the flap
deflection on the blade aerodynamic load distribution can be determined. Figures 6–8 show the
aerodynamic load distributions of the blade control points at three wind speeds of 8 m/s, 11.4 m/s, and
16 m/s, respectively. It is evident that the curves exhibit a similar trend at 8 m/s and 11.4 m/s although
the values in the two figures are different. At wind speeds of 8 m/s and 11.4 m/s, the tangential and
normal forces of the tip flaps increase with the increase in the flap deflection angle. The deflection of
flap only has a significant effect especially on the loads that are generated in the radial distribution
of the flaps, but has little effect on the other position of the blade. It is worth noting that when the
deflection angle of the flaps is equal to 5◦, the tangential force of the flaps increases slightly and
the normal force of the flaps increases considerably. However, the tangential force and the normal
force of the other parts decrease slightly. When the wind speed is 16 m/s, the flap deflection also
causes significant changes in the tangential force and normal force of the blade tip flaps and also has
a considerable impact on the forces at the position near the flaps. The influence range is more than
20% of the blade length. A comparison of Figures 6–8 indicates that the smaller the angle of attack
of the profile, the greater the change in the blade’s aerodynamic force is when the flap deflection
angle changes.

These results indicate that the adjustability of the trailing-edge flap is directly related to the angle
of attack of the profile and when the wind speed is less than the rated wind speed of 11.4 m/s, the
angle of attack of the profile is larger and there is little change. Therefore, in order to analyze the effect
of the flap deflection on the operation of the wind turbine, only the wind speeds of 11.4 m/s and 16 m/s
wind speeds (high angle of attack and small angle of attack) need to be considered.

Figures 9 and 10 show the distribution of the axial wind speed in the front and the back of the
rotor of the wind turbine with a trailing-edge flap at 11.4 m/s, and 16 m/s, respectively, as determined
by the FVW method. The deflection of the flaps has had little effect on the structure of the wake flow
field, but still changes the axial velocity distribution near the blade. At a wind speed of 11.4 m/s, the
axial velocity of the front and rear blades increases significantly with the decrease in the flap deflection
angle, especially at the tip flaps. In contrast, the wind speed in the low wind speed region of the tip
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vortex is increasing. At a wind speed of 16 m/s, the distance between the tip vortices is larger and the
decrease in the axial wind speed at the tip vortices does not change significantly with a change in the
deflection angle of the flaps. As the flap deflection angle decreases, the change in the distribution of
the axial wind speed at the tip flaps becomes more apparent but the change in the other parts of the
blades is not significant.
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Figure 6. Aerodynamic force distribution of the blade control points for U = 8 m/s. (a) Tangential force
to the rotor disc, (b) Normal force to the rotor disc.
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Figure 7. Aerodynamic force distribution of the blade control points for U = 11.4 m/s. (a) Tangential
force to the rotor disc, (b) Normal force to the rotor disc.
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Figure 8. Aerodynamic force distribution of the blade control points for U = 16 m/s. (a) Tangential
force to the rotor disc, (b) Normal force to the rotor disc.

  
(a) f = 5° (b) f = 0° 
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Figure 9. Axial velocity distribution on the plane with a 0◦ wake angle for U = 11.4 m/s. (Position:
Axial direction from −0.2 R to 3 R, radial direction from 0 to 1.25 R). (a) αf = 5◦, (b)αf = 0◦, (c) αf = −5◦,
(d) αf = −10◦.
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Figure 10. Axial velocity distribution on the plane with a 0◦ wake angle for U = 16 m/s. (Position:
Axial direction from −0.2 R to 3 R, radial direction from 0 to 1.25 R). (a) αf = 5◦, (b) αf = 0◦, (c) αf = −5◦,
(d) αf = −10◦.

5. Unsteady Wind Conditions

The trailing-edge flap is used to control the load fluctuation caused by unsteady wind conditions.
The unsteady wind field of the wind turbines near the ground mainly includes wind shear and
turbulent wind.

5.1. Wind Shear

Wind shear exists in the atmosphere near the ground and is affected by the thickness of the surface
boundary layer. Common wind shear models are the exponential model and logarithmic model [25].
Here we choose the exponential model because the prediction of the exponential model agrees better
with the measured value than that of the logarithmic model. The boundary layer wind speed is
defined as,

U(h) = U(h0)

(
h

hhub

)α
(2)

where U(h) is the wind speed at a height of h and U(h0) is the wind speed at the reference height
hhub. The power law exponent α is usually in the range of 0.1–0.25. Figure 11 shows the wind shear
distribution near the ground where the wind turbine is located. Generally, 0.2 is used on land and 0.1
is used over the ocean [26]. In this study, 0.1 is used.
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Figure 11. Atmospheric boundary layer profiles.

5.2. Turbulent Wind

Turbulent wind has a complex spatial distribution and in actual wind data, the turbulent intensity
is rarely uniform. Therefore, we use the Blade 4.3 software [27] to generate turbulent wind data. The
wavelet inverse transformation method [28] is used to create the turbulent wind field according to the
advanced von Karman power density spectrum [27]. The surface roughness is 0.01 and the turbulent
intensity is 9.58%. Figure 12a,b shows the data of the axial turbulent wind speed at the hub of the wind
turbine at wind speeds of 11.4 m/s, and 16 m/s, respectively. Turbulent wind is unevenly distributed in
the plane of the wind turbine but it is difficult to quickly measure the wind speed at different coordinate
points and analyze the data using existing wind turbine measuring equipment. Therefore, the wind
speed data at the hub should be simplified to determine the wind speed change in the entire plane of
the wind turbine.
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Figure 12. Axial velocities in turbulent conditions with a turbulence intensity of 9.58%. (a) The average
wind velocity equals 11.4 m/s; (b) the average wind velocity equals 16 m/s.

6. The Trailing-Edge Flap Control Strategy

In Sections 3 and 4, the influence of the flaps on the aerodynamic load and wake flow field of the
wind turbine was analyzed. The control performance of the flaps is related not only to the aerodynamic
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characteristics of the flaps but also to the control of the flaps. Here we adopt the flap control strategy
proposed by Xu et al. [17]. This method is simple and efficient.

Under wind shear, the minimum wind speed occurs at the lowest point of the wind turbine
(ψ = 90◦) and the maximum wind speed occurs at the highest point of the wind turbine (ψ = 270◦).
The control of wind shear is based on the azimuth angle of the blades. The three blades of the wind
turbine are controlled by three separate control units to deal with the load deviation at their respective
locations. The control strategy of a single blade is defined as,

αs(t) = a · ( Uhub −Utip

|Uhub −Umin| ) ·
∣∣∣∣∣∣ Uhub −Utip

|Uhub −Umin|
∣∣∣∣∣∣ (3)

where a is the flap control factor of the wind shear, Uhub is the wind speed at the hub, Umin is the
minimum value of Utip, and Utip is the wind speed at the blade tip, which is defined as,

Utip = Uhub

(
hhub −R sinψ

hhub

)α
(4)

where hhub is the height of the hub, R is the blade length, ψ is the blade azimuth angle, and the power
law exponent α is the same as in Equation (2).

The control of turbulent wind is based on the average wind speed within one second. Since
the sampling period of the turbulent wind speed data in this study is 0.25 s, the control strategy of
turbulent wind can be described as follows,

αt(t) = b · (U −Ut) (5)

where b is the control factor of the turbulence, U is the instantaneous wind speed, Ut is the average
wind speed within one second prior to the time, which is expressed as.

Ut =
ut + ut−0.25 + ut−0.5 + ut−0.75 + ut−1

5
(6)

where ut is the wind speed at current time, ut−0.25, ut−0.5, ut−0.75 and ut−0.1 are the wind speed at times
of 0.25 s, 0.5 s, 0.75 s, and 1 s before ut.

The control factors a and b are essential to the effect of load mitigation and are dependent on the
design of the wind turbine [17]. The control strategy engineers need to go through lots of debugging to
obtain the appropriate values. In the following, the influence of value changes of factors a and b will be
analyzed and the specific values for the NREL 5-MW wind turbine will be proposed.

7. Result and Discussion

7.1. Calculation Results of Wind Shear

Figure 11 shows that there are considerable differences in the wind speed in the vertical direction
when the wind turbine tower is high and the blades are long. Figure 13 shows the tangential and
normal forces at the control points for different blade azimuths on the NREL 5-MW wind turbine
blades under wind shear with a hub wind speed of 11.4 m/s. It is evident that the aerodynamic load
is considerably different for different blade azimuths due to the presence of wind shear. For every
rotation cycle of the blade, this load change causes fluctuations in the blade’s torque and thrust. The
force change with the azimuth angle at the outer part of the blade, except the blade tip, which is mainly
focused on noise abatement, appears more obvious than at the inner part.
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Figure 13. Tangential force and normal force at the control points in wind shear conditions. (a) Tangential
force; (b) Normal force.

Figure 14 shows the results of different control factors under wind shear for Uhub = 11.4 m/s. The
results of a = 0 are these which were conducted without using control strategies but at a constant flap
angle of 0◦. Although, the analysis of the blade’s aerodynamic load distribution shows that wind
shear has a large influence on the load distribution of the blades, it is observed in Figure 14 that the
fluctuations of the torque and thrust (a = 0) of the rotor are not very large and are mainly attributed to
the superposition of the three blades of the rotor. The torque and thrust (a = 0) fluctuations of a single
blade are relatively large as shown in Figure 15.
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Figure 14. Torque and thrust response of the wind turbine rotor under wind shear conditions for Uhub

= 11.4 m/s. (a) Torque response; (b) thrust response.
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Figure 15. Torque and thrust response of a single blade under wind shear conditions for Uhub = 11.4
m/s. (a) Torque response; (b) thrust response.

Different values of the control factors also have different effects. As shown in Figure 14, a change
in the value of the flap control factor a significantly changes the amplitude of the torque and power
fluctuations. It is noteworthy that the torque curve of the wind turbine has the smallest fluctuation
range at a = 0.8 but the adjustment of the thrust has overshoot under this condition; the thrust curve
has the smallest fluctuation range at a = 0.4. Whereas, the torque fluctuation is large at this value.
Figure 15 shows that under this wind condition, the effect of the flaps on the torque fluctuation of a
single blade is considerably less than that on the thrust fluctuation and the effect on the curve’s crest is
less than that on the trough. This is also the reason why the optimal control factors (a) of the torque
and thrust of the wind turbine are different under this condition.

When the wind speed is higher than the rated wind speed, the control system limits an additional
increase in the power of the wind turbine by increasing the pitch angle. Increasing the pitch angle
will reduce the blade’s aerodynamic angle of attack and the aerodynamic characteristics of the flaps
(Section 4) show that the flaps with a smaller angle of attack have a larger and more stable adjustment
range, which improves the ability of the trailing-edge flaps to control the load.

Because the origin of the flap’s deflection angle is −5◦, the torque and thrust of the wind turbine
will be significantly less than the original thrust and torque of the NREL 5-MW wind turbine at high
wind speeds. When the wind speed is greater than 11.4 m/s, the original pitch angle should be reduced
by one unit in order to maintain the wind turbine power stable at around 5 MW, which is a necessary
operation in the pitch control system after the trailing-edge flaps are installed. The results at Uhub

= 16 m/s are calculated to observe the effect of the controller at a small angle of attack of the flap. A
number of tests and data analyses indicate that modifying the original pitch angle of 12.06◦ to 10.5◦
ensures that the power of the wind turbine can be maintained at around 5 MW. The result is shown
in Figure 16. It is observed that the torque and thrust responses are synchronous. When a = 0.6, the
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fluctuations of the thrust curve and torque curve are very small. Compared with Figure 15, high wind
speed and small angle of attack are suitable when using trailing-edge flaps.
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Figure 16. Torque and thrust response of the wind turbine rotor under wind shear conditions for Uhub

= 16 m/s and θp = 10.5. (a) Torque response; (b) Thrust response.

7.2. Calculation Results of Turbulent Wind

The performance of the flaps under turbulent wind conditions is an important index to test their
load mitigation ability. Figure 17 shows the thrust and torque responses for Umean = 11.4 m/s and
Figure 18 shows the thrust and torque responses for Umean = 16 m/s. The simulation time is 200 s. For
the convenience of observation, the figures show the first 100 s. The value range of b is 0–15. The
results of b = 0 are these which were conducted without using control strategies but at a constant
flap angle of 0◦. It is evident that an appropriate control factor can mitigate the load fluctuations of
the wind turbine, especially for low-frequency fluctuations. For high-frequency fluctuations near the
average value, the effect is very small. As shown in Figure 17, when b equals the maximum value of 15,
the thrust curve fluctuates in a small range above and below the constant wind curve, while there is a
small deviation between the torque curve and the constant curve. At the same turbulence intensity,
the turbulence fluctuation amplitude at the average wind speed of 16 m/s is larger than that at the
average wind speed of 11.4 m/s. Therefore, the amplitudes of the torque and thrust are larger at 16 m/s
than at 11.4 m/s and the performance of the flap is better for the same control factor (see Figure 18).
When b equals the maximum value of 15, the torque curves and thrust curves remain near the average
value and their amplitudes remain low. This is in agreement with our finding that the trailing-edge
flap performs better at high wind speeds and a small angle of attack.
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Figure 17. Torque and thrust response of the wind turbine rotor under turbulent wind conditions for
Umean = 11.4 m/s. (a) Torque response; (b) thrust response.
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Figure 18. Torque and thrust response of the wind turbine rotor under turbulent wind conditions for
Umean = 16 m/s and θp = 10.5◦. (a) Torque response; (b) thrust response.
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8. Conclusions

In this study, the effect of a trailing-edge flap on load mitigation in a large-scale offshore NREL
5-MW wind turbine was analyzed by using the FVW model.

Firstly, the variation of airfoil aerodynamic performance due to the trailing edge flap deflection is
obvious. The deflection of flap has a significant effect especially on the loads that are generated in the
radial distribution of the flaps. The smaller the angle of attack of the profile, the greater the change in
the blade’s aerodynamic force is when the flap deflection angle changes. Besides, the deflection of flap
has a significant effect on the axial velocity of wake especially in the near wake of the outer part of
the blade.

Secondly, control strategies of the trailing-edge flap for the shear wind and turbulent wind
conditions were developed. The application of the trailing-edge flap control strategy can mitigate the
fluctuation of load (torque and thrust) well in above unsteady conditions. The proposed control factor
values of a = 0.6 and b = 15 were obtained for the NREL 5-MW wind turbine.

In a word, the control factors a and b are essential to the effect of load mitigation and are dependent
on the design of the wind turbine. Some practical applications will be conducted in the future.
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Abstract: This paper describes model testing of a Tension Leg Platform Wind Turbine (TLPWT)
with non-rotating blades to better understand its motion and tendon responses when subjected to
combined wind and unidirectional regular wave conditions. The TLPWT structure is closely based
on the National Renewable Energy Laboratory (NREL) 5 MW concept. Multiple free decay tests
were performed to evaluate the natural periods of the model in the key degrees of freedom, whilst
Response Amplitude Operators (RAOs) were derived to show the motion and tendon characteristics.
The natural periods in surge and pitch motions evaluated from the decay tests had a relatively close
agreement to the theoretical values. Overall, the tested TLPWT model exhibited typical motion
responses to that of a generalised TLP with significant surge offsets along with stiff heave and pitch
motions. The maximum magnitudes for the RAOs of surge motion and all tendons occurred at the
longest wave period of 1.23 s (~13.0 s at full-scale) tested in this study. From the attained results,
there was evidence that static wind loading on the turbine structure had some impact on the motions
and tendon response, particularly in the heave direction, with an average increase of 13.1% in motion
amplitude for the tested wind conditions. The wind had a negligible effect on the surge motion
and slightly decreased the tendon tensions in all tendons. The results also showed the set-down
magnitudes amounting to approximately 2–5% of the offset. Furthermore, the waves are the dominant
factor contributing to the set-down of the TLPWT, with a minimal contribution from the static wind
loading. The results of this study could be used for calibrating numerical tools such as CFD codes.

Keywords: offshore wind; tension leg platforms; loads and response; model testing

1. Introduction

There is an increasing demand worldwide for renewable energy generation, largely due to the
increasing awareness of climate change and limited fossil fuel resources [1]. The total capacity of
offshore wind has increased considerably in the last decade, with global capacity reaching a recorded
19.27 gigawatts (GW) in 2017, up from only 1.44 GW in 2008 [2]. Many major countries are continuing
to develop offshore wind technology. The current rate of development is only set to increase, with
predictions of up to 120 GW to be installed by 2030 [3].

Wind energy is considered a potential solution to cope with increasing energy demand, but
development has largely been limited to onshore applications. This is particularly evident with 88% of
the global offshore wind energy generation capacity located in European shallow waters as of the end
of 2016 [4]. A major reason for this is the increased complexity of offshore turbine support structures,
combined with additional factors from the maritime environment [5]. Typically, support structures
include gravity bases, monopole and jacket structures, with monopoles being the most common, based
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on competitive fabrication and installation costs [6–8]. However, with space fast becoming a limiting
factor for land-based wind power generation, significant research and development has been directed
towards alternatives better suited for deeper waters [9]. In some cases, nearshore developments are
undesirable due to their visual impact, further supporting these developments. For deeper water,
floating structures appear to be a viable alternative to the restrictions of piled and jacket-based designs.
However, floating structures are more challenging to design, based upon considerations of coupling
between the turbine and support structure. Other factors such as mooring configurations and sea state
conditions are likely to have a greater effect on the performance of the structure [10].

Currently, there has only been one full-scale Floating Offshore Wind Turbine (FOWT) commercial
project commissioned. The Hywind project off the coast of Peterhead, Scotland began commercial
generation in October 2017 and consists of five 6 MW turbines supported by spar-buoy floating
structures. With the implementation of the first FOWTs, there is potential for FOWTs to play a more
prominent role in the offshore wind industry [11]. This is most likely to be evident for larger countries
such as the United States, China, Japan and Norway, which are limited in the amount of shallow water
areas to place turbines [9].

One proposal for FOWT developments is the concept of Tension Leg Platforms (TLPs). TLPs have
long been utilised in the offshore oil and gas industry, with the potential for this expertise to be applied
to offshore renewable energy technology [1,12,13]. TLPs are a promising option for intermediate water
depths due to the limited motions of the platform, allowing for the reduction of turbine motions and
loads [14]. TLPs may also prove more effective for the relatively light topside conditions.

TLPs consist of a floating structure that uses a vertical tether system connected to the seafloor
to achieve its required stability [15]. There are a wide range of TLP structure arrangements that
have been developed for the different purposes they serve. These different types can be categorised
into mono-column and conventional multi-column TLPs [16]. Up until the late 1990s, most oil and
gas production platforms consisted of square four-column configurations. However, as time has
progressed, more unique designs have been developed such as the single-column SeaStar TLP and the
extended pontoon TLP [17].

The intact tendon system provides sufficient righting moments in response to small deformations
due to the high vertical tension. This is unique compared to ships or other offshore structures that use
conventional mooring systems [16]. This limits the structural loadings on the topside without the need
of a deep draft or spread mooring system [14]. The design of the tendons has significant influence over
the motion response of TLP structures. The stiff mooring system significantly limits the motions in
the heave, pitch, and roll directions when subjected to environmental forces [18]. The tendons also
assist in ensuring the natural periods of the structure are outside the typical range of appreciable ocean
waves of 6–20 s [19]. However, because of the high axial tension, higher order resonant responses
from second order waves can occur in low and high frequency regimes due to the random nature
of the sea state [20]. An investigation by Srinivasan et al. [21] has analysed non-linear phenomena
such as ringing and springing responses [12,22] that have been observed in TLPs under impact and
non-impact wave conditions. These phenomena can pose a threat to platform stability and can result
in the eventual fatigue failure of the tendons [21,23].

According to Nihei et al. [24], typical turbine structures of around 450 tonnes total weight could
allow for a reduction of a total water plane area and overall hull displacement. These alterations could
lead to a reduction in cost and spatial requirements whilst also potentially leading to less tendon
tension requirements. There can be major differences in the requirements of the support structure based
on the size and rated output of the turbine. Over recent decades, the rated output of wind turbines has
substantially increased from 75 kW to the largest current concepts ranging from 5–10 MW [4]. As a way
of supporting research and development into TLPWTs, the NREL concept is based on a 5 MW turbine
to represent the current technology for typical three-blade designs [25]. This turbine has been used in
model experiments and numerical simulations such as Kimball et al. [26] and Koo et al. [10]. This has
been applied in a conceptual NREL-MIT TLPWT design developed by Tracy [27].
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There are variants of mono-column TLPWTs that have been examined in a parametric study by
Bachynski and Moan [14], with five different structures having been investigated that include different
hull arrangements and different sizes of submerged pontoons. Up until now, numerical simulations
and codes such as FAST, Bladed or FLEX have been used to perform dynamic analysis [9,11,23,28–30].
Nevertheless, any numerical simulation techniques can only be trusted by the industry if their results
have been thoroughly validated against experimental data first. To date there have been limited scaled
model tests performed for FOWTs, particularly with TLPWTs [24,28,31–33]. The main purpose of this
study is to fill this gap by conducting an experimental study into the hydrodynamic performance
of a generic TLPWT model. The outcome of this study can serve as preliminary work to better
understanding the motion and tendon responses under the influence of waves and wind forcing.
Furthermore, the study aims at providing valuable data to verify/validate the results of numerical
simulations to be conducted in future. In order to easily identify the effect of the wind loading on the
global loads and responses of the TLPWT model, the wind turbine structure was modelled without
considering the turbine thrust generated by spinning blades.

The main scope of this study is to investigate a conceptual TLPWT with a static rotor (i.e.,
non-rotating blades) using experimental tests at a scale of 1:112 with emphasis on the global
hydrodynamic performance under combined wave and wind conditions. The scaled TLP model
was based on a generic TLPWT derived from concept designs developed by Matha [9] and Bachynski
and Moan [14]. Whilst the wind turbine structure was closely based on the NREL 5 MW turbine to
represent the current technology used in the offshore wind industry [4]. To better understand the
motion and tendon responses, the model was subjected to several wind and unidirectional regular
wave conditions derived from Bachynski and Moan [14]. The study presents the differences in the
platform wave-induced motions and tendon response with and without wind acting on the structure.
An analysis of how offset and set-down correlate under changing wind and wave conditions was
also performed. The materials of this paper are set out as follows: Section 2 describes the TLPWT
model, instrumentations and the experimental setup. Furthermore, the wave and wind conditions
selected for this study are included in Section 2. Section 3 introduces the results of free decay tests
in different degrees of freedom and introduces the results of the uncertainty analyses. Section 4
discusses the obtained results of the model’s dynamic response and tendon tensions and response
amplitude operators.

2. Materials and Methods

2.1. TLP Model Description

The TLPWT model used for the testing has been closely based in the NREL concept developed by
Matha [9], from an initial investigation from Tracy [27]. This TLPWT concept has been used as a basis
for experimental testing, including investigations by Nihei et al. [24] and Zamora-Rodriguez et al. [34].
The primary motivation behind using a similar hull and turbine arrangement allows for the close
comparison of similarities and differences in results from this set of testing to previous experiments.
This arrangement also represents a potential concept that could be used for full scale commercial
development in the future.

Froude scaling law was applied to the TLP structure and turbine model to achieve the best possible
scaled geometrical and mass properties for the TLPWT model. This methodology is commonly used
for offshore structures for experimental testing in wave tanks [19,35,36]. To capture and measure the
hydrodynamic behaviour of the model, an appropriate and practical scale of 1:112 was chosen. Based
on the platform column diameter and the tested wave conditions discussed thereafter, the Reynolds
number was estimated to be in the range of 1.69 × 104–2.90 × 104 (2.00 × 107–3.43 × 107 at full-scale).
This scale was chosen due to laboratory and wind/wave generation constraints. However, such
a selection does have implications for the scaling of the water depth, as the maximum achievable depth
in the testing facility was limited to 900 mm which corresponded to a full-scale water depth of 100.8 m.
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This approach is considered acceptable since this study aims at investigating the hydrodynamic and
wind loads of a generic TLPWT platform rather than the response of a specific TLPWT to be installed
at a specific water depth. It is worth mentioning that the 1:112 model scale of the experiment is outside
the typically chosen scale range (1:30–1:100) for hydrodynamic model testing [36] which might affect
the quality of obtained data. Not only are smaller scales rarely used due to increased uncertainties
and less repeatability in the modelling, but also due to scaling effects [36]. However, Hansen et al. [35]
constructed and tested a floating TLP wind turbine at 1:200 scale to analyse its dynamic response
experimentally in co-directional wind and waves. The authors concluded that their experiments have
demonstrated the potential of the model scale floating wind turbine and the measurement set-up to
provide data and insight into the dynamic response of a floating wind turbine in different mooring
and weather conditions.

The scaled and ‘as-constructed’ parameters for the TLPWT hull are shown in Table 1, with
reference to the literature and concept designs to which it is based. A combination of interpretations of
this concept design from Matha [9] and Bachynski and Moan [14] were used as a basis for the full-scale
parameters. The TLP model was constructed by Chia [37], with the structural geometry remaining the
same for this experiment. Some changes were made based on construction and facility limitations,
most notably the column height, freeboard and draft. The mass of the structure is greater which
resulted in a higher pre-tension, however this proved beneficial for obtaining more reliable tendon
tension data during the model testing. Although these changes increase the full-scale footprint and
mass of the structure, the general hydrodynamic behaviour will still provide meaningful relationships
and trends for the hydrodynamic performance of the model.

Table 1. ‘As constructed’ parameters of TLP hull.

Parameter
Planned Tested

Model-Scale
Reference for Planned

Full-Scale ValuesFull-Scale Model-Scale

Hull column diameter 18.00 m 160.71 mm 160.00 mm Bachynski and Moan [14]
Hull column height 52.60 m 469.64 mm 600.00 mm Bachynski and Moan [14]

Draft 47.89 m 427.59 mm 500.00 mm Matha [9]
Freeboard 5.00 m 44.64 mm 100.00 mm Matha [9]

Pontoon length 18.00 m 160.71 mm 160.00 mm Bachynski and Moan [14]
Pontoon width 2.40 m 21.42 mm 21.70 mm Bachynski and Moan [14]
Pontoon height 2.40 m 21.42 mm 21.70 mm Bachynski and Moan [14]

Hull structural mass - - 2.63 kg -
Ballast mass - - 1.82 kg -

Total pre-tension - - 5.11 kg -
Volumetric displacement 11.80 × 107 m3 8.44 × 106 mm3 1.04 × 107 mm3 Bachynski and Moan [14]

Water depth 150.00 m 1.34 m 0.90m Bachynski and Moan [14]

2.2. Turbine Model Description

The turbine model was scaled using the same factor as that used for the TLP hull, to ensure
similarity for both components. The turbine was constructed as a fixed structure so that only static
wind loading would be experienced on the structure. PLA plastic was used for the turbine assembly,
which was created using a 3D printer. As can be seen in Table 2, all the geometrical parameters were
able to be represented with a high accuracy. However, due to limitations with 3D printing and the
scaling of the turbine blades, the weight of the blades was slightly higher compared to the intended
scaled value. The turbine blade twist was also neglected, whilst the nacelle dimensions were chosen
such that the nacelle mass was scaled appropriately.
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Table 2. ‘As constructed’ parameters of the scaled NREL 5 MW turbine.

Parameter
Planned Tested

Model-Scale
Reference for Planned

Full-Scale ValuesFull-Scale Model-Scale

Tower height 90.00 m 803.00 mm 800.00 mm

Matha [9]

Tower bottom diameter 6.00 m 53.50 mm 53.30 mm
Tower top diameter 3.87 m 34.50 mm 34.50 mm

Hub height 90.00 m 803.00 mm 800.00 mm
Rotor hub diameter 3.00 m 26.70 mm 35.00 mm

Rotor diameter 126.00 m 1.12 m 1.13 m
Overhang 5.00 m 44.60 mm 45.00 mm

Blade length 61.50 m 549.00 mm 550.00 mm
Tower mass 3.47 × 105 kg 247.00 g 246.00 g

Nacelle mass 2.40 × 105 kg 171.00 g 170.00 g
Rotor mass 1.10 × 103 kg 78.20 g 160.00 g

2.3. TLPWT Model Construction

The constructed TLPWT model is shown in Figure 1A. The materials that were used for each
component of the model are also shown in Table 3, with their respective weights. To ensure the model
was water-tight for the testing, silicon sealant and waterproof tape were applied to the model. These
have not been explicitly stated but have been accounted for in the total weight of the model.

Figure 2 shows the arrangement of the tendons and equipment within them. Each of the tendon
lines consisted of 7-strand, coated steel wire, each with a spring (spring constant of 16.8 N/mm) and
load cell attached to record the tendon tension data. Two different types of load cells (LCs) were
used during the experiment, with the forward and aft pontoons using Futek LCs, whilst the port and
starboard pontoons consisted of X-Trans LCs. The induced tension on the forward and aft pontoons
was increased to account for the variance in weight between the two LC models. To achieve the
required draft, a tension load of 1.28 kg was induced into each line, then threaded through eyelets on
the base-plate sitting on the floor of the basin.

(A) 

 

(B) 

 

Figure 1. Constructed TLPWT model (A), experimental setup (B).
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Table 3. Summary of component materials and masses.

Model Component Material Mass (g)

Hull cylinder Polyvinyl Chloride (PVC) 1890
External pontoons Timber 72.00 (each)

Bottom and top caps Polyvinyl Chloride (PVC) 173.00 (each)
Ballast Lead 1866.00
Turbine PLA plastic 576.00

Qualisys probes - 50.00
Tendon lines 7-Strand, coated steel wire -

(A) 

 

(B) 

 

Figure 2. Plan view of external pontoon configuration (A) and profile view of tendon arrangement (B).

Before the experiment was conducted, the vertical centre of gravity was verified experimentally.
The TLP model and turbine topside were placed on a metal bar to measure the point of equilibrium,
with the distance from the keel of the model to the point of equilibrium forming the KG. A computerised
model of the physical TLPWT model was developed to determine the mass moments of inertia for the
model, and the obtained results are presented in Table 4.

Table 4. Summary of mass and inertia parameters of the TLPWT model.

Parameter Value Unit

Vertical Centre of Gravity (KG) 0.29 m
Vertical Centre of Buoyancy (KB) 0.24 m

Mass Moment of Inertia about x-axis, Ixx 9.71 × 105 kg·mm2

Mass Moment of Inertia about y-axis, Iyy 9.79 × 105 kg·mm2

Mass Moment of Inertia about z-axis, Izz 3.26 × 104 kg·mm2

2.4. Experimental Setup and Test Matrix

The model testing was carried out in the Model Test Basin (MTB) at the Australian Maritime
College (AMC). The MTB is 35 m long × 12 m wide (Figure 3), with a water depth of 0.9 m being
consistent across all tests. This allowed for the best possible scaling of the model parameters and
tendons considering the facility limitations. The model was placed at a distance of 5.8 m from the
wave-maker such that the fan and motion capture system could be appropriately placed. Wave tank
model tests may exhibit large experimental scatter due to wall interaction [19]. As such the centreline of
the model’s column was positioned at approximately 3 m from the side of the basin which yields 18.75
times the column diameter. The fans were placed 2 m in front of the model to obtain the best possible
air-flow, however this was not optimised for this experiment. While the TLPWT was in the basin, two
wave probes (WP) placed along the side of the tank approximately 0.6 m from the wall, 2.8 m (WP1)
and 5.8 m (WP2) away from the wavemaker, and 0.6 m off the basin wall were used to measure the
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wave elevations along the basin. As the wave height depends on the location of the wave probes, WP1
was employed for the wavemaker calibration whereas WP2 (in-line with the model) was employed
to derive response amplitude operators. It is worth mentioning that the aspect of wave evolution
along the physical wave tank is beyond the scope of this study. Several studies have recently been
conducted on experimental waves generated in the model test basin of AMC and the quality of such
waves along the basin has been documented in [13,38,39]. A digital Qualisys motion tracking system
was used to measure all model motion response in six degrees of freedom [40]. The system consists
of 8 cameras located around the test basin which provide the reference coordinates of the Qualisys
markers placed on the model’s tower by picking up reflections of the markers from an infra-red signal.
The coordinates are plotted in relation to the model’s VCG and accurately capture all motions during
wave testing. A sampling frequency of 200 Hz was used in the data acquisition system.

Figure 3. Plan view of TLPWT experimental setup (not to scale).

The basis for the testing program was derived from the Bachynski and Moan [14] environmental
condition 3 (EC3); representative of operational wind and wave conditions, with a significant wave
height of 4.4 m, peak period of 10.6 s, and mean wind speed of 18.0 m/s at the turbine hub (Table 5).
According to Bachynski and Moan [14], the EC3 represents an above-rated condition where the
generator is operational. At model scale, this translated to a wave height of 0.039 m, peak period of 1 s
and wind speed of 1.70 m/s. The test matrix for the model testing involved a series of regular wave
runs, both with varying wave height and frequency conditions, to be repeated for conditions with
and without wind present. The use of regular waves in model testing has been common in practice,
as it provides a practical starting point towards more complex conditions such as testing in irregular
waves. As seen in Table 6, test conditions 1–10 of the experiment involved changing the wave period
(for T/Tp from 0.777 to 1.23) for ‘wind’ and ‘no-wind’ conditions, whilst conditions 11–20 analysed
increasing wave height at the peak period of the EC3 wave spectrum (for H/Hs form 0.0.641 to 1.795).
The corresponding values of wave length (L) estimated based on the dispersion relationship [36] yields
a d/L range of 0.39 to 0.95 (i.e., intermediate to deep water conditions) and a D/L range of 0.07 to 0.17.
As the D/L ratio (column diameter to wave length ratio) is below 0.2 (i.e., the limit of small structures),
wave diffraction and reflection effects due to the model presence can be neglected [36,41]. As such the
model was placed at a closer distance (5.8 m) from the wave-maker which was controlled by the wind
quality that could be produced at the MTB.

Table 5. Environmental condition to be tested.

Parameter Full-Scale Model-Scale

Significant wave height, Hs (m) 4.40 0.039
Peak wave period, Tp (s) 10.60 1.00

Mean wind speed at hub, U (m/s) 18.00 1.70
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Table 6. Experimental test matrix for regular waves.

Condition H (m) T (s) Condition H (m) H/Hs (-) T (s)

1

0.039

1.230 11 0.025 0.641

1.000

2 1.147 12 0.030 0.769
3 1.115 13 0.035 0.897
4 1.078 14 0.040 1.026
5 1.043 15 0.045 1.154
6 1.000 16 0.050 1.282
7 0.963 17 0.055 1.410
8 0.935 18 0.060 1.539
9 0.905 19 0.065 1.667

10 0.777 20 0.070 1.795

3. Model Calibrations

3.1. Wave Calibration

The wave probes used in the experiment were calibrated on daily basis by positioning them
at identified heights in a still water condition and fitting a linear relationship to the corresponding
measured voltage. Without the TLPWT being in the basin, the change in wave height across the basin
was investigated using two wave probes, WP2 (0.6 m from the basin side wall) and the other one at
the model’s virtual location (3.0 m from the basin side wall). As seen in Figure 4, the wave height
measured across the tank at these two points was quite consistent; the deviation in data started at
H > 60 mm. This reveals that the effects of the tank walls have negligible implications on the estimation
of RAOs which were obtained using H ~ 40 mm (refer to Table 6). In comparison with wave theory,
Figure 5 shows an example of a time-history of the waves for condition 5 as recorded by WP2 (0.6 m
from the basin side wall). The Power Spectral Density (PSD) graph was generated from this time-series
which shows a peak wave frequency of 0.959 Hz (T = 1.043 s). Upon comparing the obtained wave
elevation to the Airy and Stokes 2nd order wave theories, as expected the measured waves exhibited
more and less as Stokes 2nd order, with slight differences in the magnitudes of the peaks and troughs
as shown in Figure 5C.

 
Figure 4. Wave height data measured at 5.8 m away from the wavemaker and at different distances
from the basin side wall.
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A  
B   

C  

Figure 5. Measured wave elevation time history at WP2 (A), PSD for wave elevation time history (B)
and comparisons with wave theory (C).

3.2. Wind Calibration

The wind generation was performed by using an array of fans placed 2 m in front of the model.
For this experiment, a single wind speed was tested to understand the differences in model motion
compared to a ‘no-wind’ condition. As already mentioned, the tested wind speed was based on the
environmental condition 3 (EC3) from Bachynski and Moan [14] as a representative operational wind
condition. The wind speed was scaled in line with the model scaling, resulting in an input wind
speed of 1.70 m/s. To measure the mean wind speed, a hand-held anemometer was used to assist in
calibrating the fans to achieve the best possible representation of the scaled wind speed. Figure 6 shows
the different recording locations for wind speed, whilst Figure 7 shows the recorded wind speeds at
each location, after a three-minute period of monitoring. It should be noted that the anemometer used
for the testing did not have time-series data collection capabilities, thus the recorded range is based on
visual observations of the wind speed reading. From Figure 7 the calibrated wind speed was closest to
the target wind speed (U) of 1.70 m/s at the recording points located near the turbine hub (locations
#4–9). Further away from the hub, the wind speed was not as accurate, however this had less bearing
on the results due to less impact on the structure.

3.3. Free Decay Tests

Decay tests were performed on the TLPWT model in the heave, pitch, surge, and yaw directions
to estimate the natural periods of the structure. The surge and yaw directions (Figure 8A,B) were
obtained from the motion capture, whilst the heave and pitch natural periods (Figure 8C,D) were
found using the dynamic tension in the tendon load cells. A single impact load on the model allowed
for the most accurate measurement in each direction. The logarithmic decrement method was used
for the most consistent signal for each test, checked against the spectral method using a Fast Fourier
Transform (FFT). From these tests, it was found that the heave and pitch natural periods of 0.256 s and
0.260 s were very similar. The full-scale surge and pitch natural periods were consistent with the results
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of Oguz et al. [28] despite the difference in the tested water depths. The full-scale values obtained for
surge, heave and pitch were all outside the typically experienced wave periods of 6–20 s [19], whilst
yaw fell inside this range. The evaluation for yaw is significant in the selection process for TLPWTs.
For full-scale turbines, yaw control of the nacelle is typically used to orient the turbine towards the
predominant wind direction, which could lead to an increase in yaw motion if excited by wave motion.

Figure 6. Anemometer recording locations for wind speed calibration.

Figure 7. Recorded wind speeds for each test location.
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C D

Figure 8. Free decay test results for surge motion (A), yaw motion (B), heave motion (C) and pitch
motion (D).

The natural periods evaluated from the decay tests have a relatively close agreement to the
theoretical values using equations from DNV-RP-C205 [36] and Naess and Moan [42]. It was found
that the heave and yaw errors were the most significant at 20.2% and 15.2% exactly, whilst surge and
pitch were more accurate with 1.68% and 6.99% error, respectively (Table 7).

Table 7. Comparison between theoretical and obtained natural periods, with full-scale equivalent values.

Degree of Freedom Predicted Tn (s) Measured Tn (s) Full-Scale Equivalent Tn (s)

Surge 2.113 2.078 21.99
Heave 0.213 0.256 2.71
Pitch 0.243 0.260 2.75
Yaw 0.675 0.586 6.20

3.4. Data Analysis

The time series of the data was collected with a sample frequency of 200 Hz for a collection period
of 40 s. Due to the disturbance caused by the start-up condition of the wavemaker (the initial transient
periods in Figure 9) and reflected waves travelling back up the tank, a steady state period of fully
developed waves was selected for analysis in each run. The steady state period to be analysed was
first determined by examining and trimming the phase wave probe data (WP2), and subsequently
trimming the motion data relative to the trimmed WP2 data. An example of this process in presented
in Figure 9 where the vertical lines represent the range of data to be trimmed.

According to DNV-RP-C205 [36], the repeatability analysis of tank measurements should be
documented. A repeatability analysis was performed across all data recording platforms to understand
the variability of results from run to run. The generated wave data, load cell data, and motion response
data for condition 5 were compared for five repeated runs with identical input wave parameters with
and without wind. For the motion response data, the surge motion (denoted by X) was analysed, as it
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experienced the most significant motions of any direction. Figure 10A,C,E show the time-series data
for wave elevation, dynamic tendon tension (i.e., the pretension was subtracted from the total tension),
and surge motion for the wave only condition, whilst Figure 10B,D,F show the runs inclusive of wind.

Figure 9. Time history of wave elevation at WP2 and the selected time window for data analysis.

By referring to the details of data variances shown in Tables 8 and 9, it can be appreciated that
the wave elevation and surge motion variation between each run was within expected limits, with
a maximum coefficient of variance (CV) and a maximum Normalised Root Mean Square Error (NRMSE)
of 0.99 and 0.91%, respectively. Furthermore, a cross-correlation R2 was obtained for the collected time
series data in which the minimum R2 was 0.9745 for the tendon tensions of LC3. The load cell data
encountered slightly more noise, particularly for the wind assisted conditions with a maximum CV of
5.23% (4.97% NRMSE) for the minimum tension values. The minimum tension demonstrated a large
variability, which could be caused by the dynamic response in the tendons [43]. Overall, the maximum
and minimum tensions were consistent between wave peaks and runs, resulting in usable data for
analysis. These findings were also supported by a previous work [12,38,43,44] conducted at a smaller
scale (1:125) which has indicated that good qualitative repeatability can be achieved among multiple
repeated runs for all wave probes, Qualisys system and load cells used in their model tests such that
lower values of CV were obtained during model calibrations.

A B  

Figure 10. Cont.
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Figure 10. Time history of wave elevations, dynamic tensions and surge motions for five repeated runs.

Table 8. Results of repeatability analysis for wave only runs.

Run
WP2 (mm) LC3 (N) Qualisys, X (mm)

Max Min Max Min Max Min

Run 1 22.24 −20.73 1.41 −1.33 16.14 −18.19
Run 2 22.26 −20.77 1.44 −1.36 16.46 −18.23
Run 3 22.47 −20.75 1.42 −1.33 16.34 −18.23
Run 4 22.50 −20.75 1.42 −1.37 16.39 −18.14
Run 5 22.36 −20.86 1.44 −1.38 16.18 −18.48

Mean, m 22.37 −20.77 1.43 −1.35 16.30 −18.25
Standard deviation, σ 0.12 0.05 0.01 0.02 0.14 0.13

CV (%) 0.54 0.24 0.70 1.48 0.86 0.71
NRMSE (%) 0.47 0.22 0.88 1.55 0.75 0.65

R2 (-) 0.9926 0.9745 0.9978

Table 9. Results of repeatability analysis for wave with wind runs.

Run
WP2 (mm) LC3 (N) Qualisys, X (mm)

Max Min Max Min Max Min

Run 1 22.61 −20.64 1.36 −1.46 15.38 −18.92
Run 2 22.52 −20.55 1.39 −1.56 15.29 −19.29
Run 3 22.33 −20.75 1.38 −1.48 15.33 −19.29
Run 4 22.63 −20.57 1.43 −1.66 15.11 −18.90
Run 5 22.48 −20.50 1.36 −1.49 15.33 −19.18

Mean, m 22.55 −20.60 1.38 −1.53 15.28 −19.12
Standard deviation, σ 0.12 0.10 0.03 0.08 0.10 0.19

CV (%) 0.53 0.49 2.17 5.23 0.65 0.99
NRMSE (%) 0.50 0.42 1.89 4.79 0.61 0.91

R2 (-) 0.9997 0.9993 0.9994
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4. Results and Discussion

4.1. Time Series of Motion and Tendon Responses

Figure 11 shows the steady state motions of the model observed in condition 3 (no wind action).
Overall, the tested TLPWT model exhibited typical motion responses to that of a generalised TLP
with significant surge offsets along with stiff heave and pitch motions [41,43]. Moreover, there was
an evidence of a potential coupling between multiple DOFs, particularly for heave and surge motions.
This could be attributed to the relationship of offset and set-down for TLPs, based on their tethered
nature [45]. Such a relationship will be discussed in detail thereafter in Section 4.3. There are larger surge
motions in the positive direction as the model was constantly subjected to waves, which did not allow
for even amplitude in both directions. This observation was also noticeable for the heave motion, with
the magnitude of the downward motion proving to be more significant compared to the upward motion
of the model. The pitch angles experienced were consistent, with the amplitude in the positive direction
only slightly greater than that in the negative direction. Such observations in motion nonlinearities were
anticipated as the nature of the physical wave was nonlinear as well. As expected, the magnitude of
sway, roll and yaw motions was negligible in this case, as tests were only performed in head seas [35].

Figure 12 shows the time-series data of the dynamic tendon tension from each of the load cells
using an example from condition 3 (no wind action). These graphs clearly show the excitation in the
tendons from the model motions, with the forward (up-wave) tendon (LC3) experiencing the highest
magnitudes for dynamic tension. The port and starboard tendons (LC1 and LC4) experienced almost
similar magnitudes of tension; the variation among them can be attributed to the yaw motion of the
model (Figure 11D). The aft (down-wave) tendon (LC2) experienced higher tension when compared to
the port and starboard tendons, which showed relatively consistent tension fluctuations.

A B

C D  

Figure 11. Cont.
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Figure 11. Time history of model motions recorded for condition 3: surge motion (A), sway motion (B),
heave motion (C), yaw motion (D), pitch motion (E) and roll motion (F).

A

B  

Figure 12. Time history of dynamic tendon tension measured by load cells for condition 3: LC1 and
LC4 (A) and LC2 and LC3 (B).

4.2. Response Amplitude Operators (RAOs)

Wave frequency Response Amplitude Operators (RAOs) of motion and tendon responses are
discussed in this section. Figure 13 A–C show the translational RAOs for surge, sway and heave,
respectively, whilst Figure 13 D–F show the rotational RAOs for roll, pitch, and yaw. FFT analysis
was used for each run to find the RAOs at each wave frequency. As already mentioned, the wave and
wind conditions tested for the analysis of the RAOs are based on EC3 [14] to represent an operational
case. For the key motions of surge, heave, and pitch, there were some clear trends apparent from
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the ‘wave only’ and wind assisted runs. By studying the effect of wind, the magnitude of heave
motion was found to increase due to wind forcing with an average increase of 13.1% for the tested
conditions. The effects of natural periods on the motion amplitudes cannot be identified as the results
obtained in Table 7 fall out of the tested range of 0.777–1.230. Furthermore, it should be stressed that it
is unlikely that the maximum motions of the model were captured during these tests conducted in
this study. A clearer picture would likely be obtained with further testing in a survivability sea state
(Hmax ~ 1.86 Hs corresponding to the design return period) [36]. Analysing similar tests performed by
Zamora–Rodriguez et al. [34], trends in surge results were basically comparable, with only minimal
variation between each wind condition. An increase in heave motions with wind was also found to be
similar, albeit to a different magnitude. The variations experienced in pitch were minimal, however
were in a similar range when compared to Zamora–Rodriguez et al. [34].

A  B  

C  D  

E  F  

Figure 13. Motion response amplitude operators for each degree of freedom: Surge RAO (A), sway
RAO (B), heave RAO (C), roll RAO (D), pitch RAO (E) and yaw RAO (F).
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The tendon RAOs were also evaluated for the same wind and wave conditions as the motion
RAOs (Figure 14). Each LC was analysed for the maximum dynamic tension for each of the different
wave periods, with clear trends being observed. Overall, it is noted that the dynamic tension in
all tendons was lower for most of the wind assisted runs, whilst the largest dynamic tensions were
experienced with the lower frequency waves. As expected, the RAOs of the port and starboard tendons
(LC1 and LC4) were quite similar due to symmetry. Likewise, the maximum dynamic tensions of
the model’s tendons were captured during these tests for a mild to moderate sea state. A testing in
a survivability sea state test would likely provide such information. It should be noted that the RAOs
of the surge motion and all tendon tensions follow a similar trend with a larger magnitude response
to larger wave periods. However, these responses are also a function of tendon length and stiffness
which should be considered when optimising and designing a mooring arrangement. The maximum
magnitudes for these RAOs occurred at the longest wave period of 1.23 s tested (~ 13.0 s at full-scale)
with Table 10 outlining the values. As can be seen the wind had a negligible effect on the surge motion
and slightly decreased the tendon tensions in all tendons except the forward/up-wave tendon (LC3).
These findings were consistent with the results of Nihei and Fujioka [31] who stated that the wind
effect decreases the dynamic response of the tendons in waves and wind coexisting field.

A  B  

C  D  

Figure 14. Dynamic tendon tension response amplitude operators for each tendon: LC1 RAO (A), LC2
RAO (B), LC3 RAO (C), LC4 RAO (D).
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Table 10. Maximum RAO values of the TLPWT model at T = 1.23 s.

RAO Parameter Max RAO (Wave Only) Max RAO (Wave and Wind) Wind Effect

Surge motion 1.091 mm/mm 1.102 mm/mm 1.0%
LC1 0.167 N/mm 0.158 N/mm −6.0%
LC2 0.298 N/mm 0.292 N/mm −2.0%
LC3 0.320 N/mm 0.340 N/mm 6.0%
LC4 0.169 N/mm 0.168 N/mm −1.0%

4.3. Model’s Offset Versus Set-Down

An analysis of how offset and set-down correlate under changing wind and wave conditions
was performed. For a TLP, the kinematic coupling between the horizontal surge/sway motions and
the vertical heave motions results in the so-called platform set-down [46]. The set-down refers to the
vertical downward movement of the hull when the platform moves in its compliant modes (surge,
sway and yaw). The relationship between offset and set-down changes depending on the input wave
frequency, whilst wind loading can also have an effect. In this case, a mathematical formula developed
by Demirbilek [45] can be used to evaluate the set-down based on the offset experienced by the model
and the length of the tendons. By referring to the definition sketch shown in Figure 15, this relationship
is given in equation (1) where Lo is the initial tendon length and X(t) is the surge motion time-series:

Z(t) = Lo −
√
(L2

o − X(t)2) (1)

This was done with the assumption of zero pitch rotational motion while the platform is moving
in the x-direction and neglecting the elongation in the tendon [43]. The magnitude of the set-down
fluctuated during this set of tests as the model was moving back and forth. Overall, the magnitude of
the set-down was minimal, likely due to the high stiffness of the tendons as discussed in Section 3.3.
Figure 16A shows the set-down motion in the following wave direction i.e., wave travelling direction
being greater than that in the opposite direction. This is due to the impact of the waves not allowing
the structure to move equally in the opposite direction. Furthermore, the effect of wind was more
pronounced in in the following wave direction than in the in the opposite direction. Figure 16B
illustrates the differences experienced with and without wind acting on the structure as a function of
wave period. The set-down followed the same trend as the surge motion with low frequency waves
(long waves) inducing the most offset and contributing to the most set-down experienced by the model.
By comparing the magnitudes of the offset and set-down (Figures 13A and 16B), the ratio of Z/X was
found to be 2–5%. Such findings can be useful in the calculation of tendon forces and in the calculation
of responses in power take-off cables as well as the evaluation of the air gap of an FOWT system in
accordance with the DNVGL-ST-0119 standard [46].

Figure 15. Definition sketch for offset and set-down relationship.
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A  B  

Figure 16. Comparison of set-down time history for condition 3 (A) and maximum set-down
experienced for all conditions (B).

5. Conclusions and Recommendations

This paper describes model testing of a TLPWT model with non-rotating blades to better
understand its motion and tendon responses when subjected to combined wind and unidirectional
regular wave conditions. The turbine structure of the TLPWT model was closely based on the NREL
5 MW concept. The analysis of the measurements and observations of the model response enabled
several general conclusions to be drawn as follows:

1. Several free decay tests were performed to evaluate the natural periods of the model in the
key degrees of freedom including surge, heave, pitch, and yaw. The natural periods in the
surge and pitch motions evaluated from the decay tests had a relatively close agreement to the
theoretical values. Furthermore, the natural periods in the surge, heave, and pitch degrees of
freedom were all outside the range of 6–20 s, whilst the yaw natural period fell inside this range.
As the yaw control of the nacelle is typically used to orient the turbine towards the predominant
wind direction, such a situation could lead to an increase in the yaw motion if excited by waves.
Therefore, it is recommended to investigate the effect of yaw motion on the performance of
a TLPWT.

2. The tested TLPWT model showed typical motion responses to that of generalised TLP systems
with significant surge offsets along with stiff heave and pitch motions. The maximum magnitudes
for the RAOs of surge motion and all tendons occurred at the longest wave period of 1.23 s (~13.0 s
at full-scale) tested in this study.

3. There was evidence that static wind loading on the turbine structure had some impact on the
motions and tendon response, particularly in the heave direction, with an average increase of
13.1% in motion magnitude for the tested wind conditions. The wind had a negligible effect on
the surge motion and slightly decreased the tendon tensions in all tendons.

4. The results also showed the set-down magnitudes amounting to approximately 2–5% of the offset.
Furthermore, the waves are the dominant factor contributing to the set-down of the TLPWT, with
a minimal contribution from the static wind forcing.

5. As the environmental condition tested in this study is considered a mild to moderate sea state,
it should be stressed that it is unlikely that the maximum motions and loads of the model were
captured during these tests. A testing in a survivability sea state condition would likely provide
such information. It is therefore recommended that further testing into the survivability of the
TLPWT should be performed. Furthermore, the use of a drag plate instead of the static rotor
tested in this study can be investigated in future studies, as the thrust distribution would be more
uniform. The results of this study could be used for calibrating numerical tools such as CFD
codes which can then be used for further investigations.
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Abbreviations and Notations

AMC Australian Maritime College
CFD Computational Fluid Dynamics
CV Coefficient of Variation (%)
D Column diameter (m)
d Water depth (m)
EC Environmental Condition
FAST Fatigue, Aerodynamics, Structures, and Turbulence
FFT Fast Fourier Transform
FOWT Floating Offshore Wind Turbine
H Wave height (m)
Hmax Maximum wave height (m)
Hs Significant wave height (m)
Ixx Mass Moment of Inertia about x-axis (kg·mm2)
Iyy Mass Moment of Inertia about y-axis (kg·mm2)
KB Vertical distance measured from the model’s keel to the centre of buoyancy (m)
KG Vertical distance measured from the model’s keel to the VCG (m)
L Wave length (m)
LC Load Cell
Lo Original tendon length (m)
m Mean value (vary)
MIT Massachusetts Institute of Technology
MTB Model Test Basin
MW Mega Watt
NREL National Renewable Energy Laboratory
NRMSE Normalised Root Mean Square Error
PSD Power Spectral Density (m2/Hz)
R2 Correlation coefficient (-)
RAO Response Amplitude Operator
t Time (s)
T Wave period (s)
TLP Tension Leg Platform
Tn Natural period (s)
Tp Peak period (s)
U Mean wind speed (m/s)
VCG Vertical Centre of Gravity
WP Wave Probe
X Horizontal offset (m)
Z Set-down (m)
σ Standard deviation (vary)
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