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Abstract. In this chapter, we formally define multiparty computation tasks and the
security of protocols realizing them. We give a broad presentation of the existing
constructions of secure multiparty computation (SMC) protocols and explain why
they are correct and secure. We discuss the different environmental aspects of SMC
protocols and explain the requirements that are necessary and sufficient for their
existence.

Introduction

There are several cryptography textbooks that rigorously cover the basic definitions and
constructions of secure multiparty computation, e.g. [1,2,3]. In this introductory chapter,
we do not attempt to repeat this rigorous treatment. Instead, we will give the basic secu-
rity definitions of SMC and present the major ideas behind different SMC protocols, suf-
ficient for understanding the algorithms and protocols in the rest of this book. We refer
to other sources for thorough proofs and discussions on these constructions.

1. Definitions

An SMC protocol for a functionality f allows a number of parties to evaluate f on
the inputs they have provided, and learn its outputs without learning anything beyond
their own inputs and outputs. Almost all SMC techniques expect f to be expressed as a
Boolean or an arithmetic circuit, and process it gate by gate. We can specify a multiparty
computation task using the following definitions.

Definition 1 An arithmetic circuit over a ring R is a tuple C = (G, Vi, Vour, A ), where
e G = (V,E) is a directed acyclic graph, where the incoming edges of each vertex
have been linea_rl}y ordered;
o Vi, C{veV|deg(v) =0} and Vour C V denote the input and output vertices of
the circuit (here deg(v) denotes the number of incoming edges of the vertex V );

e A assigns to each v € V an operation A.(v) : R&") — R.
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A Boolean circuit can be seen as a special case of Def. 1, where R = Z;. The seman-
tics of a circuit C = (G, Viy, Vour, 4 ) extend mapping Vi, — R to mapping V — R, thereby
assigning values to all vertices in V.

Definition 2 A multiparty computation task for a set of parties P = {Py,...,P,} is a
tuple f = (C, Ty, Tout), where C = (G,Vin,Vour, A) is an arithmetic circuit, Ty, : Vin — P
determines which party provides each input, and Ty C Voue X P states which outputs are
learned by which parties.

To solve the multiparty computation task, the parties execute some protocol IT, with
the party P, having an interactive (Turing) machine M; that implements the steps of P, in
this protocol. At first, the machine M; receives the inputs x; from P,, and in the end, returns
the outputs to P;.. Here, x; is a mapping from the set Tigl(Pi) toR. Weletx: Vi, & R
denote the concatenation of all parties’ inputs. Let x[P;] denote x;. For a subset of parties
P’ C P, we let x[P’] denote the tuple of all x[P] with P € P’.

In the threat model of SMC, some parties may be corrupted, but the honest par-
ties do not know which ones. The secrecy of honest parties’ inputs has to be protected
against the coalition of corrupt parties. Also, the honest parties should still obtain correct
outputs despite the actions of corrupt parties. We can formalize both of these require-
ments through the real/ideal-model paradigm. In this paradigm, we specify our desired
properties through a protocol that contains an ideal component that makes these prop-
erties “obviously hold”. In case of SMC, this ideal component ngc collects the inputs
of all parties, computes the functionality f, and hands the outputs back to the parties.
Correctness and secrecy are obvious, because ngC indeed computes f, and each party
only gets back its own outputs. The execution of this ideal protocol produces certain out-
puts for the honest parties, as well as for the adversary (modeled as a Turing machine)
controlling all the corrupted parties. The output by the adversary may reflect its guesses
about the inputs and outputs of honest parties. In the real protocol, the ideal component
is not available and the messages exchanged are different, but all honest parties and the
adversary again produce some outputs. The protocol is secure if any outputs produced
by the real protocol could also have been produced by the ideal protocol — for any real
adversary, there is an ideal adversary, so that their outputs look the same in some sense,
even when taking into account the outputs by honest parties. We formalize these notions
below.

Definition 3 The ideal component for securely computing the multiparty functionality f
by n parties is an interactive Turing machine ]—'gMC that works as follows:

® On input x; from the i-th party, where x; has the correct type (i.e. it maps T, ! (P)
to the ring R), it stores x; and ignores further inputs from the i-th party.

o After receiving X\, ..., Xy, it computes z = f(x), where z is a mapping from Vyy to
R. Let z; be the restriction of z to Ty (P;).

e For all i, the machine ‘FgMC sends z; to the i-th party.

Definition 4 Let P. C P be the set of corrupted parties, S the adversarial Turing machine
controlling them, f = (C, Tin, Tout) a multiparty computation task for the set of parties P,
and x a possible input for this task. The ideal-model outcome of computing f on X with
corrupted parties P. and adversary S is a probability distribution IDEAL;“S(X) sampled
as follows:
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1. Send x[P.| to S. The adversary S returns' y — a mapping from T,;' (P.) to R,
specifying the actual inputs of corrupted parties to FSfMC computing f.

2. Each honest party P, sends x; to .FgMC. Each corrupted party P; sends y; to ]:gM c
Each party P, receives z; from .FgMC. Let 7. be the concatenation of the values z;
for P; € P..

3. Send 1z, to the adversary S. It returns (Pyy,ra), where Py CP\P. and ry is a tuple
of elements of R.

4. For each honest party P; € Py, let r; be the tuple of values z(v), where (v, P;) €
Tout. For each honest party P, & Py, let r; = 1.

5. Output r4 and r; for all honest parties P,.

We see that in sampling IDEAL;CS(X), the adversary indeed learns only the inputs
of corrupted parties. But as the adversary controls these parties, it can somewhat affect
the outcome of computing f by choosing corrupted parties’ inputs itself. This is a power
that we obviously have to tolerate because the real-model adversary can do the same
(as specified in Def. 5). The adversary receives the outcome of f for corrupted parties
and is able to influence which of the honest parties actually receive their outputs. Again,
this corresponds to the capability of the real-model adversary to prematurely stop the
execution of the protocol, as defined next.

Definition 5 Let P, CP = {Py,...,P,} be the set of corrupted parties, A the adversarial
Turing machine controlling them, I1 = (M, ...,M,) a multiparty computation protocol
for task f (with M; being the machine executed by P;), and X a possible input to the
protocol. The real-model outcome of executing I1 on x with corrupted parties P, and
adversary A is a probability distribution REALPHi 4 (X) sampled as follows:

1. Execute in parallel the machines M;(x|P)]), computing the messages for parties
P, € P\P,, and A(x[F;]), computing the messages for all parties in P.. During the
execution, all messages sent to parties in P are routed to A, and A is allowed to
send messages on behalf of any P € P,. Let ry be the output of A and r; the output
of M;. Messages sent between honest parties are not learned by A.

2. Output ra and r; for all honest parties P,.

Having defined the outcomes of ideal and real executions, the security of an SMC
protocol is straightforward to define. Typically, security is not provided against any set
P, of corrupted parties, but only against certain coalitions. It is possible to precisely keep
track of tolerated coalitions [4], but in this book, we simplify the presentation and only
consider threshold adversaries that are allowed to corrupt up to ¢ parties for some ¢ < n.

Definition 6 An n-party protocol 11 for a functionality f is a secure multiparty compu-
tation protocol tolerating at most ¢ malicious parties if for all P, C P with |P;| <t and
all adversaries A, there is an adversary S, so that for all possible inputs X to f,

REALTY , (x) £ IDEALYS(X) . (1)

The sign ZLin Eq. (1) denotes that the two distributions have to be very close to each
other. This closeness can be interpreted in different ways.
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e One may require the two distributions to be equal.

e In practice, an equally acceptable requirement is the statistical €-closeness of the
two distributions, where € is an acceptable failure probability (typically around
2780 or less).

e Alternatively, one may require the two distributions to be merely computation-
ally indistinguishable [5], meaning that no efficient (i.e. probabilistic polynomial-
time) algorithm can tell them apart with success probability that is non-negligibly
better than 1/2. In this case, we actually have two families of distributions, in-
dexed by the security parameter 1] determining the length of cryptographic keys
etc. in I1. The running time of I, A and S (as functions of 17) must also be poly-
nomial in 7. The success probability of the distinguishing algorithm must be at
most 1/2+ a(n), where o is a negligible function (i.e. limy . N¢- &t(n) = 0 for
all ¢). If cryptographic constructions are part of I1, then this is the natural level of
closeness in Eq. (1).

In Def. 6, the adversary is given full control over the parties it controls. In practice,
the adversary may be unable to change the execution of these parties, but still be able to
observe their internal state and the messages they exchange with other parties. We thus
also define security against semi-honest parties. We obtain this definition by making the
following changes to Def. 4, Def. 5 and Def. 6:

e In step. 1 of Def. 4, the output y from the adversary S must equal x[P,].

e In step. 3 of Def. 4, the set P,y must be equal to P\P,.

e While participating in the protocol in the first step of Def. 5, the adversary A must
use the actual machines M; (for the parties P; € P.) to compute the messages sent
by P,.

e In Def. 6, modified definitions of ideal- and real-model outcomes must be used.

In literature, malicious parties are also called “active” and semi-honest parties are
called “passive”. Correspondingly, one speaks about active vs. passive security, and about
actively vs. passively secure protocols. These synonyms will also be used interchangably
throughout this book.

2. Oblivious Transfer

Oblivious transfer (OT) is a two-party computational task. The inputs from the first party,
called the sender, are two bit-strings mg, m; of the same length. The input of the second
party, called the receiver is a bit b. The output of the receiver is m;,, while the sender gets
no outputs. Oblivious transfer is used as a sub-protocol in several SMC protocols.

2.1. Basic Construction

The following construction first appeared in [6]. It requires a cyclic group G where the
Diffie-Hellman problem is hard, e.g. the group Z;,. Let g be a fixed generator of G. The
computational Diffie-Hellman problem (CDH) is to construct g2 from g, g* and g” for
random integers x,y € {0,...,|G| — 1}. The possibly easier decisional Diffie-Hellman
problem (DDH) is to distinguish tuples (g, ¢"*,g”,¢") from tuples (g, ¢",¢”, &%), again for
random integers x,y,z. A problem is hard if no efficient algorithm can solve it with a non-
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negligible success probability (in case of decisional problems, with a success probability
that is non-negligibly better than 1/2). Hence, in the definitions of CDH and DDH, group
G actually depends on the security parameter 1).

Let H be a cryptographic hash function mapping elements of G to bit-strings of the
length |mg| = |my|. For b € {0,1} let b = 1 — b. The following protocol securely realizes
oblivious transfer.

1. The sender generates a random C <— G and sends it to the receiver.

2. The receiver picks a < {0,...,|G| — 1}, sets h, = g* and h; = C-h, '. It sends
ho, h; to the sender.

3. The sender checks that hph; = C. If not, it aborts the protocol. Otherwise, it
generates ro, 7| & G and sends g, g, co =H(hy)®mg and c; = H(h}') &my
to the receiver.

4. The receiver computes m;, = ¢, ® H((g")?).

We see that in this protocol, the sender basically treats Ao and h; as public keys for
ElGamal encryption [7]. It encrypts mg with hg and m; with h;. The receiver is able to
decrypt under one of the keys, but not under the other one. The protocol is information-
theoretically secure against the sender (even if it is malicious), because (ho, 5 ) is uni-
formly distributed among the pairs of elements of G whose product is C. Security against
a semi-honest receiver follows from the hardness of the DDH problem. In general, secu-
rity against a malicious receiver is difficult to prove. However, it will follow from CDH if
the hash function H is assumed to be a random oracle [8], i.e. H(x) is a random bit-string
independent of any other H(x') (or several of them).

We see that that the computational complexity of this OT construction is similar to
public-key operations. Indeed, as key exchange can be built on OT [9], it is unlikely that
it could be implemented with cheaper symmetric-key primitives only [10].

2.2. Random Oblivious Transfer

Random oblivious transfer (ROT) is a variation of OT that we present here for the benefit
of Sec. 2.3 on increasing the practicality of OT. It is a randomized two-party task, where
neither the sender nor the receiver input anything, the sender obtains two uniformly,
independently sampled random messages ry, r; of predetermined length, and the receiver
obtains a random bit b and the message ;.

Clearly, with the help of OT we can build ROT — the sender and the receiver will
just run OT with random inputs. We can also use ROT to build OT as follows. Let the
sender have two messages mg and m1, and the receiver have the bit b.

1. The sender and the receiver run ROT, with the sender receiving rop,7; and the
receiver receiving b’ and ry.

2. The receiver sends ¢ = b @ b’ to the sender.

3. The sender sends m(, = mo & r. and m| = m; & re to the receiver.

4. The receiver computes my, = nj, S ry.

Indeed, mj, & ryy = my, & rpqe @ ry = my. The protocol is secure for the receiver, because
c is independent of b. It is also secure for the sender, because my is masked by s which
the receiver does not have. If the ROT protocol is secure against malicious adversaries,
then the resulting OT protocol also has the same security level.
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2.3. Extending Oblivious Transfers

Even though public-key encryption is expensive, it is widely used through the hybrid
mechanism — to encrypt a long message m, generate a symmetric key k, encrypt m
under k, and k (which is much shorter) under the public-key encryption primitive. As
we show next, similar constructions exist for OT — a small number of OT instances can
be converted into a large number of OT instances with only the help of symmetric-key
cryptography.

First, an OT instance for transferring a short message from the sender to the re-
ceiver can be converted into an OT instance for large messages by considering these short
messages as keys that encrypt real messages. If the sender has two long messages myg
and m, and the receiver has a bit b, then the sender may generate two keys ko, k1, send
Enc(ko,mp) and Enc(ky,m;) to the receiver, and use OT to transfer k; to the receiver.
Second, m OT instances for messages of the length n, with m < n, can be converted into
n ROT instances for messages of the length m, as we show next [11]. Such an OT ex-
tension construction is the main tool to make OT-s practicable in various protocols. The
construction where s[i] denotes the i-th bit of the bit-string s, is the following:

1. The receiver randomly generates messages r(]), ..., 15, ¢ of the length n. It defines
ri=ri@cforallie {1,...,m}.

2. The sender generates a bit-string b of the length m.

3. The receiver and the sender use m instances of OT (with roles reversed) to transfer
q = r;;m from the receiver to the sender, where i € {1,...,m}.

4. Foreach j € {1,...,n}, the sender defines the m-bit string s as consisting of the
bits of ¢'[j]....,¢"[j]. It also defines s| = s}, ® b. 4

5. For each j € {1,...,n}, the receiver defines the m-bit string s/ as consisting of
bits (1], .., 2 j].

6. In the j-th instance of ROT, the output to the sender is H(j,s}), H(j,s]), and the
output to the receiver is c[j], H(j,s/).

Here, H is a cryptographic hash function from pairs of integers and m-bit strings to m-
bit strings. Indeed, one may not simply return s), s to the sender and s/ to the receiver,

because they satisfy sé @ s{ = s{; D s{/ for all j, j’. The hash function H is used to break

this correlation between different pairs (s}, s7).

The functionality of the construction is easy to verify and its security can be proved
if H is modeled as a random oracle. However, the full power of the random oracle is not
needed to break the correlations. The authors of the construction introduce the notion of
correlation-robust hash functions [11] and show that this is sufficient for security.

If the underlying OT protocol is secure against malicious adversaries, then the pre-
sented ROT construction is also secure against a malicious sender. But it is only se-
cure against a semi-honest receiver, because of the need to maintain the relationship
r6 &) r’i =cforalli If rf) &) r’i can take different values for different i-s, then the receiver
may be able to learn both of the sender’s messages. Security against a malicious receiver
can be obtained through the following cut-and-choose technique [12]. Here, o is a statis-
tical security parameter, which affects the complexity of the construction and the sucess
probability of a cheating receiver.

1. Run o copies of the previous construction.
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2. Let the sender randomly choose ¢ /2 of these copies. In these, the receiver reveals
to the sender all the messages it has generated. If they are not consistent, the
sender aborts. Otherwise, the messages in these /2 copies are discarded and the
runs of the other /2 copies are combined as described in the steps below.

3. The receiver randomly picks a bit-string ¢’ of the length n. The bits of ¢’ are the
choice bits of the receiver in n instances of ROT.

4. Foreach j € {1,...,n} and for each of the 6 /2 runs still in use, the receiver tells
the sender whether the bits ¢’[j] and c[j] (in this copy) were the same. If they
were not, then the sender swaps s{) and s*{ in this copy.

5. In each instance of ROT, the two messages output to the sender and the message
output to the receiver are exclusive ORs of the same messages in each of the ¢ /2
copies still in use.

We can again verify that the construction is functional. Its security is based on the use of
exclusive OR in combining the non-discarded runs: if in at least one of them, the receiver
cannot know both messages to the sender, then it cannot know them in the combined exe-
cution either. The probability that the check in step 2 is passed, but no honestly generated
runs remain afterwards, is at most 2-6/2,

3. The GMW Protocol

Goldreich et al. [13] proposed one of the first SMC protocols. Let the multiparty compu-
tation task f for n parties be given as a Boolean circuit, where the possible operations are
exclusive OR, conjunction, and passing constants. The protocol evaluates the circuit gate
by gate, representing the value computed at each gate in a privacy-preserving manner
and invoking subprotocols to construct the representation of the result of a gate from the
representations of its inputs. In this protocol, the representation [b] of a Boolean value
b € Z, consists of n Boolean values [b]1,..., [b], satisfying [b]; & - & [b], = b. The
component [b]; is known to party P,. The protocol works as follows:

Inputs If party P; provides an input x for the input vertex v, it will randomly generate
bi,...,b,_q & Z; and define b, = by @--- Db, Dx. It sends b; to party P;, which
will use that value as [x] ;.

Constants A constant ¢ computed by a nullary gate is represented as [c] = (c,0,0,...,0).

Addition If the result x of gate v is computed as x = y; @y, for some y; and y, com-
puted in gates v; and v,, and the representations [y;] and [y2] have already been
computed, then each party P, defines [x]; = [y1]: ® [y2]:-

Multiplication If the result x of some gate is computed as x = y; Ayz, and [y;] and
[y2] are already available, then the representation [x] is computed as follows. We
have x = @i @_; [y1]i A [y2] ;- For each i, j,k € {1,...,n}, party P will learn
a value ¢;jx € Za, such that @}_, ¢;jx = [y1]i A [y2] ;- These values are computed
as follows:

e Ifi=j, thencj; = [[yl]],' N Hyzﬂi and ¢ = 0 for k # i.

e Ifi# jthenc;j; € Z; is chosen randomly by P,. Party P; defines the bits dp = c;j;
andd; = [n1];®ci ji. Parties P; and P; use oblivious transfer to send d[[yzﬂ,- to P;;
this value is taken to be ¢;;;. If k & {i, j}, then ¢;x = 0.
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Afterwards, each party Py defines [x[x = @}, D' ciji-

Outputs If party P, is expected to learn the value x computed in some gate v, and [x] has
already been computed, then each party P; sends [x]; to P;. Party P, will output
x=[i®--- o

It is not difficult to verify that the protocol correctly computes f. The protocol is secure
against a passive adversary that controls an arbitrary number (i.e. up to n — 1) of parties,
if the protocol used for oblivious transfer is secure against passive adversaries. Indeed,
as long as the adversary does not know all the components of the representation [x], and
if each component of this representation is distributed uniformly, then the adversary has
no idea about the actual value of x. Apart from the sharing of inputs, the only place in
the protocol where an adversarially controlled P; may receive a message from an honest
P; is during oblivious transfer, where P; learns c;;;. This value is masked by a freshly
generated c;;;. Hence the view of the adversary can be simulated by generating random
bits for all messages that adversarially controlled parties receive.

The protocol is actually more general than presented above. In addition to exclusive
OR and conjunction, all other binary Boolean operations can be handled in a manner
similar to the multiplication protocol. Indeed, in this protocol, party P; defines the bits
dp = ¢;ji® [y1]i A for b € {0, 1}. Party P; receives the bit that corresponds to b = [[y»] ;.
Instead of conjunction, any other operation can be used to compute dj.

The protocol is not secure against malicious adversaries, because there are no checks
to ensure that the parties are behaving according to the protocol. A generic way to
achieve security is to use zero-knowledge proofs [5] to show that the protocol is being
followed [1, Chapter 7.4]. Due to the high cost of these proofs, they are not used in
practice.

4. Secure Multiparty Computation Based on Garbled Circuits

Garbled circuits [14] present a different approach to two-party SMC. Let f = (C, Tiy, Tout)
be a two-party computation task where C = (G, Vi, Vour,A) is a Boolean circuit and
G = (V,E) . Without a loss of generality, assume that the vertices in Voue have no suc-
cessors. Also assume that only party P, gets outputs (i.e. Tour = Vour X {P2}). We discuss
later, how a (private) output to P; can be provided. In its most basic form, a garbling of
C is the result of the following steps:

1. Foreachv €V, generate two keys k and k! (for a chosen symmetric-key encryp-
tion scheme).

2. Let w € V\V;,. Let u,v € V be the two predecessors of w (in this order).
Let ® be the operation A(w) of w. Let g, denote the following garbling
of w: a random permutation of the four ciphertexts Enc(k, Enc(k9,k0%0)),
Enc(k9,Enc (k) k91Y), Enc(k), Enc(k0,k120)), and Enc(k}, Enc (k! k12M)).

3. Let v € Vyu. The output garbling g% of v is a random permutation of the two
ciphertexts Enc(k?,0) and Enc(k!,1).

4. Output keys k% and k! for v € Vi, and all garblings and output garblings con-

structed in the previous steps.

To compute f in a privacy-preserving manner, party P; garbles circuit C and sends
all garblings and output garblings of vertices to P». For each v € V;,,, where T, (v) = Py,
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party Py also sends the key k% to Py, corresponding to the input b of P; to vertex v. For
each v € Vi, where Tj, = P, parties P; and P, use oblivious transfer to transmit klv’ to
P>, corresponding to the input b of P, to vertex v. Party P> will then evaluate the garbled
circuit — going through the vertices of C in topological order, it attempts to decrypt the
ciphertexts in the garbling g, of each vertex v, using the keys it learned while processing
the ancestors of v. Assuming that P, recognizes when decryption fails, it finds that it
cannot decrypt two out of four ciphertexts, can remove one layer of encryption for one
ciphertext, and can remove both layers of encryption for one ciphertext. Hence P> learns
one key while processing g,. This key is equal to k2 for the bit b that would have been
computed in vertex v if f had been executed in the clear, but P, does not know whether
this key is k0 or k.. Similarly, for output garblings go*, party P, attempts to decrypt the
two ciphertexts using the key it learned at v. One of the decryptions is successful and
results in a bit that P, takes as the result from gate v.

This protocol provides security against semi-honest adversaries (that have corrupted
one party). It is quite clearly secure for P if the used OT protocol is secure, as P> only
interacts with Py through that protocol. Security for P; follows from the security proper-
ties of the encryption scheme, from the inability of P> to obtain both keys of any gate,
and from its inability to find out whether the key it has corresponds to bit 0 or 1 [15].

The functionality f can be modified and the protocol slightly extended to provide
output to P; as well. If f* is the functionality we want to compute, giving ff (x1,x2) to
P, and ff (x1,x2) to P, (where x; is the input from P;), then we let f provide the output
(fF(x1,x2) @ r, f¥(x1,x2)) to P, on inputs (x1,7) from Py and x; from P,. When invoking
the secure two-party protocol for f, party P lets r be a random bit-string. After executing
the protocol, P> sends ff (x1,%2) ® r back to P, who unmasks it.

There are a number of optimizations that reduce the cryptographic load of the gar-
bled circuit construction. Instead of using an encryption scheme secure against chosen-
plaintext attacks (as our security arguments in previous paragraphs tacitly assumed), the
construction of garbling can be modified so that a block cipher, or even just a pseudoran-
dom generator is used [16]. In case of a block cipher, it is possible to do all encryptions
with a single key [17], meaning that if any standard cipher (e.g. AES) is used, the key
expansion must be done only once. In addition, it is possible to construct the garblings so
that the evaluator knows which ciphertext out of the four possible ones it has to decrypt.

More substantial optimizations can significantly reduce the effort of garbling and
evaluating the circuit. When using the free-XOR technique [18], the garbler first selects
a random and private bit-string R of the same length as the keys. It will then select the
keys k¥ and k! for each non-XOR gate v so that k) & k! = R. For each XOR-gate w with
inputs u and v, it defines k0 = k% @ k0 and k! = k¥ @ R. In this way, k2 @ k¢ = kb€ for
all b,c € {0,1}. The non-XOR gates are garbled as usual. No effort has to be made to
garble the XOR-gates. Similarly, the evaluator only has to compute a single exclusive
OR of bit-strings in order to evaluate a garbled XOR-gate. When using the free-XOR
technique, one attempts to minimize not the size of the entire circuit, but the number of
the non-XOR gates in it.

If we use block ciphers in garbling the circuit, then we can choose the keys k?v,
k! for some gate w so that one of the ciphertexts in the garbling of w is a constant
ciphertext, e.g. 0. If u and v are the input gates of w and ® is the operation of w, then
we can randomly choose by, b, € {0,1} and define k2«®bv = Dec (kb Dec(kbx,0)). The
ciphertext 0 does not have to be sent from the garbler to the evaluator, reducing the
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communication complexity by 25% [19]. This technique is compatible with the free-
XOR technique described above. A different technique allows eliminating two out of
four elements of the garbling of an AND-gate, still keeping the compatibility with free
XORs [20].

It is possible to make garbled circuits secure against malicious adversaries. Again,
cut-and-choose techniques can be used. To make sure that P; actually garbles the circuit
that both parties have agreed to evaluate, it is going to garble the same circuit not just
once, but ¢ times for a statistical security parameter . Party P, selects ¢ /2 out of them,
and P| hands over all randomness that was used to produce these garblings of the circuit
for f. After checking the validity of the opened garbled circuits, party P> executes the
other 6/2 of the garbled circuits and takes the majority of their results as the final result.
It is important to combine the results from different circuits using majority, instead of
failing if P, receives several different results from the 6/2 circuits it is executing, as the
fact whether or not P, has failed can give one bit of information about the inputs of P; to
a malicious P;.

Using the cut-and-choose technique introduces further complications relating to the
preparation of inputs. Namely, P has to make sure that the keys it receives are valid (and
that complaints about invalidity do not leak information to Py), correspond to its inputs,
and to the same inputs of P; in all garbled circuits. We refer to [21] for details.

If P, is malicious, then the output of P; obviously cannot be simply masked with
a random r as P, could modify it afterwards. Instead, the original functionality f* is
modified to compute an authenticated encryption [22] of the output of Pj, using a key
that is part of the input of P; to the circuit. This encryption is learned by P> and sent back
to P who verifies its integrity and decrypts it.

5. Secure Multiparty Computation Based on Shamir’s Secret Sharing

A secret sharing scheme allows a value to be shared among n parties so that certain coali-
tions of them can recover it from their shares, and certain other, smaller coalitions obtain
no information about that value from their shares. Most frequently, there is a threshold
t, so that all the coalitions with a size of at least ¢ can find the value, and no coalition
smaller than ¢ gets any information. We will explore this case. Secret sharing is rele-
vant for SMC because a number of operations can be performed on secret-shared values
without leaking any further information about the values themselves to small coalitions.

Shamir’s secret sharing scheme [23] is based on polynomial interpolation. Let F
be a field with at least n+ 1 elements. Let cy,...,c, be mutually different, non-zero
elements of F. If a dealer wishes to share a value v among the parties P, ..., P,, it will
randomly generate a polynomial f of a degree of + — 1 at most, satisfying f(0) = v,
and send s; = f(c;) to party P.. The polynomial is generated by randomly generating

ai,...,a;_1 & Fand defining f(x) = v+ax+ax® +---+a,_ ¥

Polynomials over fields can be interpolated: for any ¢ points (i.e. argument-value
pairs), there is exactly one polynomial of a degree of + — 1 at most that passes through
these points. For a fixed set of arguments, the coefficients of this polynomial can be
computed as linear combinations of the values of the polynomial. In particular, using the
notation of the previous paragraph, for each I = {ij,...,i;} of the size ¢, there are coef-
ficients A} ,..., A}, so that v =Y ;e A]s;. Using this equality, any 7 parties can recover
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the secret. On the other hand, fewer than ¢ parties obtain no information at all about the
secret. If I' C {1,...,n} and |I'| <, then for any V' there is a polynomial of a degree of
t — 1 at most that passes through the points {(i,s;) };cr and (0,V"). Moreover, for each
V' € T, the number of such polynomials is the same.

It is possible to perform computations with shared values. If s{,...,s,l, are shares
for v{ (using polynomial f), and s% . ,sﬁ are shares for v, (using polynomial f;), then

s{ + s%, e ,s,ll + sﬁ are shares for value v 4+ v, (using polynomial fi 4 f>). Indeed, adding
points corresponds to adding polynomials. If the degrees of f and f> are at most ¢t — 1,
then the degree of f] + f; is also at most # — 1. Similarly, the value cv for a public c € F
is represented by the shares cs1, ..., cs,. Hence, linear combinations of shared values can
be computed by computing the same linear combinations of shares.

The multiplication of shared values is also possible through a protocol between
Py,...,P,. The following protocol [24] requires 2¢ — 1 < n. Using the same notation as
in the previous paragraph, let f = f - f>. The degree of f is at most 27 — 2. Party P, com-
putes f(c;) = s} -si2 and shares it among all n parties using a polynomial of a degree of
t — 1 at most. If all parties do it, they have available the shared values of f(c}),..., f(cu).
As n > 2t — 1, the value v = f(0) is a linear combination of these shared values. Each
party computes this linear combination on its shares, resulting in a sharing of vv'.

The described protocols are constituents of an SMC protocol among n parties, se-
cure against a passive adversary corrupting at most r — 1 parties, where 2t — 1 < n. In
other words, the number of corrupted parties must be smaller than n/2. We can securely
evaluate arithmetic circuits (in which the operations are constants, additions, multipli-
cations with a constant, and multiplications) over a finite field F. Similarly to Sec. 3,
the circuit is evaluated gate-by-gate and the result v € F of a gate is represented as
] = ([V]1,---,[v]n), so that [v]i,...,[v], are a Shamir’s secret sharing of v secure
against t — 1 parties. The protocol works as follows:

Inputs A party P; providing an input v to some vertex will secret-share v among all n
parties (including itself).

Constants The constant ¢ € F is represented by shares (c,c,...,c). Indeed, these are the
values of the constant polynomial f(x) = ¢ (of degree 0, i.e. at most 7 — 1) at the
points cg,...,Cp.

Arithmetic operations The representation [v] of a value v computed in a gate for ad-
dition, multiplication with a constant, or multiplication is computed from the rep-
resentations of the values in the predecessors of that gate, using the protocols de-
scribed in this section.

Outputs If the party P; is expected to learn a value v computed in some gate, then each
party P; sends [v]; to P;. The party P; uses interpolation to compute v.

The protocol is secure against passive adversaries. A simulator is easy to construct
after noting that a coalition of parties of the size of # — 1 or less only ever sees random
values of [ as incoming messages. But a malicious party P; can cheat in the following
places:

o When sharing a value, it can pick a polynomial of degree ¢ or more.
e In the multiplication protocol, it can incorrectly compute sil -sl-z, where sl-l and sl2
are its shares of the values that are multiplied together.
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e When sending its share to another party (which is supposed to learn the value in
some gate), it can send a wrong share.

The first and last issue are solved by using verifiable secret sharing (VSS) [25,26,27]. If
the VSS scheme has the necessary homomorphic properties, then it can be used to solve
the second issue as well. Next, we will describe Pedersen’s VSS scheme [25], which is
conceptually simple, although not the most efficient. It can be used to make the described
SMC protocol secure against malicious adversaries.

Let a broadcast channel be available. All parties receive the same values over this
channel, even if they were broadcast by a malicious party. A broadcast channel can be
built with the help of digital signatures. Let I = Z,, for some prime number p and let G
be a group where the discrete logarithm problem is hard, and |G| = p. Let g,h € G, so
that C = log, 1 would be unknown to all parties. Such g and h are easy to generate: each
party P; broadcasts a random g; € G and h; € G; and g and h are defined as the products
of those.

When using Pedersen’s VSS, a dealer computes the sharing [v] of a value v € Z),
among the parties P, ..., P, in the following manner:

e Randomly generate aj,...,a1,4j,...,d,_, & Zp. Let ap = v. Define f(x) =
vtax+--+a X and f'(x) = af+ajx+-- +aj_ x0T

e Broadcasty; = g“-/’hag' forall j€{0,...,r—1}.

e Send (f(ci), f'(ci)) to party P;.

The party P, having received (s;,s;) can verify its share with respect to the published
values. The following equation must hold:

J

-1

sipsh _ Ci

g'h —I' Olyj . 2
j:

Indeed, if the share (s;,s}) corresponds to the broadcast values, then taking the logarithm
(to the base of g) of the sides of this equation gives us s; + Cs; = f(c;) + Cf'(c;). If
the dealer were able to produce a different set of broadcast values that would still pass
verification, it could use them to recover C. On the other hand, the broadcast values do
not reveal anything further about the value v. In fact, each y; is a random element of G

as it has been masked with %
‘We now show how the issues defined above can be solved with Pedersen’s VSS.

® Ensure that the polynomial degree is at most t — 1. By construction, the logarithm

of ]_[’j;z) y;’{ is equal to some polynomial g of degree t — 1 evaluated on c¢;. How-
ever, as we have shown above, the same logarithm equals f(c;) +Cf’(c;). We need
to show that the degree of f is at most 7 — 1 in this case. If deg (f(c;) + Cf'(c;)) =
dy <t—1, but deg(f(c;)) =dp >t —1, then the last d» — d; coefficients of the
polynomials f and Cf” should be negations of each other. The coefficients of f
and f’ are known to the sender and, hence, it may compute C = —q;/d; for some
ie{d,....,dr}.

® Multiplication protocol. In the particular multiplication protocol presented above,
each party computes s = s! - s> and then shares it amongst all the n parties. The

party that shares the product s = s' - s> can commit the shares s; of s exactly in
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the same way as the input is committed, publishing (gsf,hsg). Assuming that the
shares of s' and s> have already been committed in the same way, the party has to
prove that s = s' - 5%,

A linear combination can be computed locally by any party. The commit-
ment for 0s) + ...+ WusSm is (g05151+-~-+05m5m’ha151+---+05m5m) _ (<g51)(x1 .
(g%, (1) . ... (hm)%), where (g%,h*) have already been committed.
Since s is a linear combination of s;, the parties are able to compute (gs,hs/).
Similarly, they compute (g‘Yl ,h“'/l) and (gs2 , h“'lz). Now there are different ways of
verifying s = s' - 5% .

* Verifying a multiplication is easy if the homomorphic scheme allows verifying
products (there is an operation ® so that E(x) ® E(y) = E(x-y) for a commit-
ment function E). Such schemes exist, but they are not very efficent in practice
(see Sec. 6 for details).

+ If the group G supports a bilinear pairing (a function e : G X G — G so that
e(g gb) = e(g,g)™ for all g € G, a,b € Z), then the product s = s' - s> can be
verified as e(g"1 ,g“z) = e(g,g)sl"'Q.

* Multiplication triples can be used to reduce all the multiplications to linear
combinations. This is described in more detail in Sec. 7.

* The most general method for verifying multiplications is to use any zero-

knowledge proofs of knowing §%, so that g“?2 = g“'2 and (g“‘l)“?2 = g“'l“'z. Here,
$ 2

2 . . . . .
g = g* proves that i = s? as a discrete logarithm is unique in the group G.

e Verifying a share sent by another party. Each secret input s is committed as
(g, hsl), where s’ is the leading coefficient of the polynomial f’. Each intermedi-
ate value is either a linear combination or a product of the previous values. These
operations can be verified as shown in the previous clause.

6. Secure Multiparty Computation Based on Threshold Homomorphic Encryption

Threshold homomorphic encryption is another method that allows revealing a secret
value to any coalition of at least ¢ parties, while giving no information about that value
to any coalition smaller than ¢.

In a (¢,n)-threshold homomorphic cryptosystem, anybody can perform the following
operations using the public key:

e Encrypt a plaintext.

e Add (denoted @) two ciphertexts to obtain a (uniquely determined) encryption of
the sum of the corresponding plaintexts.

e Multiply (denoted ®) a ciphertext by a constant to obtain a (uniquely determined)
encryption of the product of the plaintext with the constant.

Decryption is only possible if at least ¢ out of the n decryption keys are known. An
example of such a cryptosystem is the threshold variant of the Paillier cryptosystem
from [28]; see [29] for details.

Computation on homomorphic encryptions can be performed by the n parties hold-
ing the decryption keys for the cryptosystem. Additions and multiplications by a constant
can be performed locally using the homomorphic operators ¢ and ®. Multiplications of
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encryptions X of x and Y of y can be performed using an interactive protocol between
the n parties due to [30]. In this protocol, each party i chooses a random value d;, and
broadcasts encryptions D; of d; and E; =Y ® (—d;) of y- (—d;). The parties then compute
X®D|®---&D,, and threshold decrypt it to learn s = x+d; + ...+ d,. This allows
them to compute the encryption Z=Y ® (x+d; ++--+d,) of y- (x+d; +---+d,) and,
hence, also an encryption of x-y as Z® @', E;.

While computations on homomorphic encryptions are much slower than computa-
tions on secret shares, the advantage is that it is easy to make them secure against an
active adversary. Namely, in the above multiplication protocol, the parties can use zero-
knowledge proofs to prove that each E; indeed contains the product y- (—d;) and that
their share of the threshold decryption of X @ Dy - -- & D,, was correct. To perform these
proofs, [29] uses a multiparty variant of X-protocols. Recall that a X-protocol for a binary
relation R is a three-move protocol in which a potentially malicious prover convinces an
honest verifier that he knows a witness for a certain statement. First, the prover sends
an announcement to the verifier. The verifier responds with a uniformly random chal-
lenge. Finally, the prover sends its response, which the verifier verifies. In order to let
all n parties prove statements to each other simultaneously, they jointly generate a single
challenge to which they all respond. Namely, each party broadcasts a commitment to its
announcement, the parties jointly generate a challenge, and, finally, the parties broadcast
their response to this challenge, along with an opening of their commitment.

Combining these techniques, we get an SMC protocol among n parties, which is
secure against an active adversary corrupting at most t — 1 parties. The protocol securely
evaluates arithmetic circuits over the plaintext ring Zy of the threshold homomorphic
cryptosystem, e.g. N is an RSA modulus in the case of Paillier encryption. The proto-
col also achieves robustness in the sense that, if at least ¢ parties are honest, then all
parties are guaranteed to learn the computation result. In particular, if # = 1, then the
protocol guarantees privacy and correctness for all honest parties (but no robustness).
If r = [(n+1)/2], then the protocol guarantees privacy, correctness, and robustness if
fewer than ¢ parties are corrupted. The full protocol works in the manner described below.

Inputs Party P; providing an input v broadcasts a homomorphic encryption of v. Each
party proves knowledge of the corresponding plaintext. This prevents parties from
adaptively choosing their inputs based on the inputs of others.

Constants The constant ¢ € Zy is represented by encryption C = Enc(c) of ¢ with fixed
randomness.

Addition If the result x of a gate is computed as x = y; + y» and encryptions Y and Y»
have already been computed, then each party defines X =Y; &Y.

Multiplication Multiplication is performed using the interactive n-party protocol de-
scribed above, i.e. the parties exchange encryptions D;, E;, perform an interactive
multiplication proof, exchange threshold decryptions, and perform an interactive
decryption proof. Finally, they compute the product encryption from the decrypted
value and the encryptions E;.

Outputs If party P; is expected to learn a value v computed in some gate as encryption
V, then it broadcasts an encryption D of a random value d and proves knowledge
of the plaintext of D. Then, all parties provide threshold decryptions of Z =V @& D
and prove correctness of the decryption z. Finally, party P; computes v = z —d.



P. Laud et al. / Basic Constructions of Secure Multiparty Computation 15

The homomorphic encryption scheme defined above can be applied locally (i.e.
without any interaction) to various tasks for which computing the sum and the scalar
product of plaintexts is sufficient. In general, it is not applicable to an arbitrary computa-
tion. Fully homomorphic encryption [31] includes an operation denoted © on ciphertexts
(in addition to & and ® mentioned before) that allows anybody to multiply two cipher-
texts to obtain a (uniquely determined) encryption of the product of the corresponding
plaintexts. Supporting addition and multiplication is sufficient to perform an arbitrary
computation on plaintexts. However, fully homomorphic encryption schemes are much
less efficient, and hence, a simpler homomorphic scheme is preferable for a more con-
strained task that does not require the support of arbitrary computation (such as com-
puting linear combinations). Alternatively, some special multiplication protocols like the
one presented in this section can be used.

7. Secure Multiparty Computation Based on Somewhat Homomorphic
Encryption

In this section we describe the protocol SPDZ that was initially proposed in [32]. The
main idea of this protocol is to introduce an expensive preprocessing phase that allows
making the online phase cheap.

The SPDZ protocol makes use of the following techniques:

® Message authentication codes (MAC) prevent the shares from being affected by a
malicious adversary.

® Beaver triples reduce multiplication to linear combinations.

e Somewhat homomorphic encryption is used in the preprocessing phase to com-
pute MACs and Beaver triple shares.

Somewhat homomorphic encryption [33] satisfies the properties of homomorphic
encryption (defined in Sec. 6). The difference is that it supports only a finite number of
sequential multiplications. A group that supports a bilinear pairing (see Sec. 6) is an ex-
ample of somewhat homomorphic encryption with at most one sequential multiplication.
SPDZ uses somewhat homomorphic encryption in the preprocessing phase which can
be seen as many smaller arithmetic circuits that are evaluated in parallel, and where the
number of sequential multiplications is not large.

Message authentication codes make it difficult for the adversary to modify the mes-
sages by introducing special correctness checks that are generated for the inputs and
propagated by the operations. SPDZ uses two kinds of additive sharings that allow mes-
sage checking. The generation of these shares is described in more detail in [32].

1. The first sharing is

<a> = (87(a]v'"7an)7(7/(a)1""7y(a)n)) )

where a = aj +---+a, and y(a); +--- + y(a), = a(a+ 0). The party P; holds
the pair (a;,¥(a);), and & is public. The interpretation is that y(a) = y(a); +- -+
Y(a), is the MAC authenticating the message a under the global key o.

We have (a) + (b) = (a+b) for secret values a and b where + is pointwise
addition: (a+b) = (84 + O, (a1 + b1,...,an + by), (y(a)1 + ¥(b)1,...,y(a@)n +



16 P. Laud et al. / Basic Constructions of Secure Multiparty Computation

¥(b)n)). If cisaconstant, c+ {a) = (8 —c, (a1 +c,az,...,an), (yY(a)1,...,¥(a)n)).
Hence, any linear combination can be computed locally, directly on the shares.
2. The second sharing is

[[a]] = ((alv""an)7(ﬁla"~7ﬁn)7(Y(a)av"~7Y(a)£z)i6[n]) )

where o = ot + -+ + o, and y(@) +--- + (o)}, = aB;. The party P; holds the
values oy, B, y(@)!,...,y(@)!. The idea is that y(c)| + -+ y(a)!, is the MAC
authenticating o under the private key B; of P,. To open [o], each P; sends to
each P, its share o of ¢ and its share y(oc)i- of the MAC on a made with the
private key of P;. P; checks that Y. jc(y }/(a); = aff;. To open the value to only
one party P; (so-called partial opening), the other parties simply send their shares
only to P;, who does the checking. Only shares of o and a.f3; are needed for that.

Beaver triples [34] are triples of values (a,b,c) over the corresponding finite field

F where the computation takes place, generated by randomly picking a,b 41 F and
computing ¢ = a - b. Precomputing such triples can be used to linearize multiplica-
tions. This may improve the efficiency of the online protocol phase significantly, as
computing a linear combination can be done locally. In order to compute (x) - (y), if
a triple ((a),(b),{(c)) has been precomputed and shared already, we may first compute
and publish X’ := (x) — (a) and ¥’ := (y) — (b), and then compute a linear combination
(e5y) = (4 (@) + (B)) = ¥y +¥ @)+ (b) + (@) (b) = X'y +/{a) + (B) + (c).
Here, the publication of x’ and y’ leaks no information about x and y. In this way, inter-
active multiplication is substituted with an opening of two values. In SPDZ, a sufficient
number of such triples is generated in the preprocessing phase. The triples are random
and depend neither on the inputs nor on the function that is being computed. The checks
performed during preprocessing ensure that all triples used during the online phase are
valid.

In the specification of the protocol, it is assumed for simplicity that a broadcast chan-
nel is available, that each party has only one input, and only one public output value has
to be computed. The number of input and output values can be generalized to an arbitrary
number without affecting the overall complexity (as shown in [32]). The protocol works
as follows:

Initialization The parties invoke the preprocessing to get:

The shared secret key [a].

A sufficient number of Beaver triples ({a), (b), (c)).

A sufficient number of pairs of random values (r), [r].
A sufficient number of single random values [], [e].

The generation of all these values is presented in more detail in [32]. It is based on
a somewhat homomorphic encryption scheme.

Inputs If the party P; provides an input x;, a pre-shared pair (r), [r] is taken and the
following happens:

1. [r] is opened to P,.
2. P, broadcasts x; = x; —r.
3. The parties compute (x;) = (r) +x}.
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Addition In order to add (x) and (y), locally compute (x+y) = (x) + (y).
Multiplication To multiply (x) and (y) the parties do the following:

1. Take the two triples ({a),(b),{(c)), ({f),{(g),(h)) from the set of the available
ones and check that indeed, a - b = c. This can be done as follows:

Open a random value [¢].

Partially open @’ = t{a) — (f) and b’ = (D) — (g).

Evaluate t{c) — (h) — b'(f) — d'(g) — @'’ and partially open the result.

If the result is not zero the protocol aborts, otherwise go on with ({(a), (b), (c}).

The idea is that as ¢ is random, it is difficult for the adversary to generate ma-
licious shares so that the result would be 0. This check can be done as part of
the preprocessing for all triples in parallel, and hence, only one random value ¢
is sufficient.

2. Partially open x' = (x) — (a) and y' = (y) — (b). Compute (z) = x'y' +x'(b) +
y(a)+(c).

Outputs The output stage starts when the parties already have (y) for the output value
y, but this value has not been opened yet. Before the opening, it should be checked
that all parties have behaved honestly.

e Letay,...,ar be all values publicly opened so far, where

(aj) = (8j,(aj1,-- - ajn), (V(@j,...,v(@jn)) -

A new random value [¢] is opened, and parties set e; = ¢’ for i € [T]. All parties
compute a = Y. ic[r| €;d;.

e Each P, commits to % =} je[r] ¢;¥(a;)i. For the output value (y), P; also com-
mits to the shares (y;, ¥(y);) in the corresponding MAC.

e [] is opened.

e Each P; opens the commitment ¥, and all parties check that ot(a+Y jc(r) €;0;) =
Yic[a) %- If the check is not passed, the protocol aborts. Otherwise, the parties
conclude that all the messages a; are correct.

e To get the output value y, the commitments to (y;,¥(y);) are opened. Now y is
defined as y := Yc[, yi, and each player checks that &t(y+8) = Yic[y Y(v)i- If
the check is passed, then y is the output.

This verifies that all the intermediate values a;, and also y, have indeed all been
computed correctly.

8. Universally Composable Secure Multiparty Computation

The security definitions in Sec. 1 consider the case where only a single instance of the
SMC protocol is running. This is rarely the case in reality where we want to run several
instances, possibly concurrently, and possibly together with other protocols. Universal
composability (UC) [35] has emerged as the way to define the security of protocols that is
preserved under concurrent compositions. In UC definitions of the security of protocols,
the ideal and real executions contain one more entity, which is called the environment
that models the other parts of the system in addition to the protocol.
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The ideal-model and real-model executions in Def. 4 and Def. 5 are modified to
incorporate the environment Z that depends on the functionality offered by the protocol.
The modifications are the following:

e The parties Py, ..., P, receive their inputs xi,...,x, from Z. They also hand back
their outputs to 2.

e During the execution, Z can freely communicate with the adversary (S or A). This
models the adversary’s influence on other parts of the system.

e At some moment, the environment Z stops and outputs a bit. This bit is the result
of the execution.

We thus obtain the probability distributions IDEAL?”S(Z) and REAL}’IC_ 4(Z), both over
the set {0, 1}. Intuitively, the bit output by Z represents its guess whether it participated
in an ideal-model or a real-model execution. We can now define the UC security of SMC
protocols, following the general pattern of UC definitions where a real system IT is at
least as secure as an ideal system JF if anything that can happen to the environment when
interacting with the real system can also happen when interacting with the ideal system.

Definition 7 An n-party protocol 11 for a functionality f is at least as secure as ]:sfMC
against attackers corrupting at most t parties, if for all P, C P with |P.| <t and all
adversaries A, there exists an adversary S, so that for all possible environments Z,

REALIIZI‘;A(Z) £ IDEAL?‘S(Z) . 3)

It is known that if several secure protocols (or several instances of the same secure
protocol) are run concurrently, the adversary may be able to attack the resulting system
as the parties may confuse messages from different sessions [36, Chapter 2]. In practice,
this confusion is eliminated by using suitable session identifiers on messages. This in
turn requires the parties to somehow agree on these identifiers.

9. Party Roles and Deployment Models of Secure Multiparty Computation

The descriptions of SMC protocols given in previous sections assume that all parties of
the SMC protocol provide some inputs to it (possibly trivial ones), participate actively in
the computation, and receive some outputs (possibly trivial ones). In practice, the number
of involved parties may be large. This happens in particular when there are many parties
that provide inputs to the computation. In this case, some of the protocols described
before become inefficient, and other cannot be used at all.

To implement large-scale SMC applications with many parties, we break the sym-
metry among them. We consider three different party roles that define which parties can
see what and who is in charge of certain operations. These three roles include input par-
ties, who secret-share or encrypt the data they provide to the computation. Each of the
protocols described in this chapter has, or can be amended with an input phase that can
be executed by anyone without knowledge of any secrets set up to execute the SMC pro-
tocol. The input parties send the secret-shared or encrypted values to the computing par-
ties, who carry out the SMC protocols on the hidden values. The number of computing
parties is kept small in order to efficiently execute the SMC protocol. The computing
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Table 1. SMC deployment models and examples of applications

Basic deployment model

Examples of applications

TCRVEE ()

The classic millionaires’ problem [14]

Parties: Two, Alice and Bob (both ZCR)

Overview: The millionaires Alice and Bob use SMC to deter-
mine who is richer

Joint genome studies [38]

Parties: Any number of biobanks (all ZCR)

Overview: The biobanks use SMC to create a joint genome
database and study a larger population

Studies on linked databases [37]

Parties: The Ministry of Education, the Tax Board, the Popu-
lation Register (all ZC) and the Statistical Office (R)
Overview: Databases from several government agencies are
linked to perform statistical analyses and tests

Outsourcing computation to the cloud [31]

Parties: Cloud customer (ZR) and cloud service providers (all
0)

Overview: The customer deploys SMC on one or more cloud
servers to process his/her data

Collaborative network anomaly detection [39]

Parties: Network administrators (all ZR), a subset of whom
are running computing servers (all ZCR)

Overview: A group of network administrators use SMC to find
anomalies in their traffic

The sugar beet auction [40]

Parties: Sugar beet growers (all Z), Danisco and DKS (both
CR) and the SIMAP project (C)

Overview: Sugar beet growers and their main customer use
SMC to agree on a price for purchase contracts

The Taulbee survey [41]

Parties: Universities in CRA (all Z), universities with comput-
ing servers (all ZC) and the CRA (R)

Overview: The CRA uses SMC to compute a report of faculty
salaries among CRA members

Financial reporting in a consortium [42]

Parties: Members of the ITL (all Z), Cybernetica, Microlink
and Zone Media (all ZC) and the ITL board (R)

Overview: The ITL consortium uses SMC to compute a finan-
cial health report on its members

parties send the encrypted or secret-shared results to the result parties, who combine the
received values in order to see the results. A party can have one or several of these roles.
Table 1 from [37] describes several practical prototype applications within the described
party role paradigm.
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10. Classes of Properties of Secure Multiparty Computation Protocols

In previous sections, we have given examples of different sharing schemes and SMC
protocols. We have seen that the protocols can be classified into those secure against
a passive adversary and those secure against an active adversary. There are even more
protocol classifications, some of which we present in this section. Even more protocol
properties can be found in [43].

Trusted setup. Some protocols require pre-sharing of certain information before the
start of an execution. This information is independent from the actual protocol inputs
on which the functionality is computed. Here we consider pre-sharing that is done in a
trusted setup.

A common reference string (CRS) [44] is a polynomial-length string that comes
from a certain pre-specified distribution. All the involved parties must have access to the
same string. Introducing a CRS makes it possible to remove some interaction from the
protocol. For example, the random values that must be generated by one party and sent
to another can be pre-shared before the execution starts.

A protocol may use a public key infrastructure (PKI), where a public and a secret
key are issued to each party. The PKI can be used for various purposes such as signatures,
commitments, and ensuring that only the intended receiver gets the message. Its advan-
tage compared to a CRS is that it can be reused (unless it is used for certain tasks such
as bit commitments, where the secret key is revealed), while in general, a CRS cannot be
reused and a new instance has to be generated for each protocol run.

If there is no trusted setup, it is still possible to achieve the same properties that the
trusted setup gives (for example, include a key exchange subprotocol), at the expense of
an online protocol execution phase.

Existence of a broadcast channel. A broadcast channel allows a party to send the same
message to all other parties in such a way that each receiver knows that each other (hon-
est) party has received exactly the same message.

If there is no explicit broadcast channel, it can still be modeled in some settings.
For example, if at least 2n/3 + 1 of the n parties are honest, then a broadcast can be
implemented as follows. If P; wants to broadcast m, it sends (init,i,m) to all other parties.
If a party P; receives (inti,i,m) from P, it sends (echo,i,m) to all parties (including
itself). If a party P; receives (echo,i,m) from at least n/3 + 1 different parties, then it
sends (echo, i,m) to all parties too. If a party P; receives (echo,i,m) from at least 2n/3 + 1
different parties, then it accepts that P; has broadcast m. It can be shown that if at least
one party accepts m, then all the other honest parties do as well.

Assumption level. The security of protocols can be based on the intractability of certain
computational tasks. Some protocols use quite specific assumptions such as factoring
or finding the minimal distance of vectors generated by a matrix over a finite field. In
some cases, the intractability has not even been formally reduced to well-known open
problems. Even if no efficient algorithm for solving these tasks is known right now, it
may still be solved in the future. Some complex tasks (e.g. factoring) can be solved in
polynomial time using quantum computation.

Instead of assuming the hardness of a particular computational task, the security
may be based on a more general assumption such as the existence of trapdoor functions.
For a trapdoor function f, given an input x, it is easy to compute f(x), but it is difficult to
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compute x from f(x) unless a special trapdoor is known, which may depend on f itself,
but not on x. A weaker assumption is the existence of one-way functions that do not
require the existence of a trapdoor. When implementing a protocol, a specific one-way
function f can be chosen. If it turns out that this particular f is not one-way, the protocol
will not be immediately broken, as some other f can be used instead. In this case, the
particular implementation becomes insecure, but not the whole protocol.

It is not known if one-way functions exist. There are no computational problems
whose hardness can be steadily proven, so in the best-case scenario no computational
assumptions are used. The next level is statistical security, where the data may leak only
with negligible probability. If the leakage probability is 0, then we have perfect security.

Maliciousness. In previous sections, we considered protocols secure against passive
and active adversaries. We describe two intermediate levels between passive and active
adversaries.

A fail-stop adversary [45] follows the protocol similarly to the passive adversary,
except for the possibility of aborting. This means that the adversary has the power to
interrupt the protocol execution, but nothing more compared to the passive one.

A covert adversary [46] estimates the probability of being caught. It deviates from
the protocol as long as this probability is sufficiently low.

Adversary mobility. A static adversary chooses a set of corrupted parties before the
protocol starts. After that, the set of corrupted parties stays immutable.

An adaptive adversary adds parties to the malicious set during the execution of the
protocol, until the threshold is reached. The choice of the next corrupted party depends
on the state of the other parties corrupted so far.

A mobile adversary can not only add new parties to the malicious set during the ex-
ecution of the protocol, but also remove them, so that some other party can be corrupted
instead.

Corrupted parties. In the simplest case, a single adversary that corrupts a set of parties.
In the case of mixed adversary security, different sets of parties can be corrupted by
different adversaries. For example, it may happen that one of them is passive, and the
other active.
In the case of hybrid security, the protocol may tolerate different sets of corrupted
parties with different capabilities. For example, one set of malicious parties is computa-
tionally bounded, while the other is not.

Fairness. 1If a protocol has the agreement property, then if at least one honest party
receives its output, then all the other honest parties do as well. If a protocol has the
fairness property, then if any party receives its output, then all the honest parties do as
well.

Composability. If a protocol is secure in the stand-alone model, then it is secure only if
it is executed once, and there are no other protocols running. For example, if one protocol
uses PKI for commitments, the secret key is published when the commitment is opened,
and the keys cannot be reused. Hence, the protocol can be run only once.

If the protocol is sequentially composable, then it is secure regardless of any other
instance of the same protocol running before and after it. However, there may still be
problems if some other protocol is running in parallel. For example, a party P; may
instantiate two protocol executions with P, and P;, pretending to be P; for . If P,
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requires proof that it indeed communicates with P, and sends a corresponding challenge
to which only P; can respond, then P; may deliver this challenge to P; in a parallel
protocol session in which it is the turn of P to send the challenge.

A protocol that supports parallel composition is secure even if several instances
are executed in parallel, regardless of the timings that the adversary inserts between the
rounds of all the protocol runs. However, it can still be insecure in the presence of some
other protocols. For example, a protocol that uses PKI for message transmission can be
secure in parallel composition, but executing another protocol that uses the same PKI for
commitments will break it.

A universally composable [35] protocol is secure, regardless of the environment.
More details can be found in Sec. 8.

The presented protocol properties can be seen as dimensional axes that define some
space in which the protocols can be compared to each other. These axes are not orthogo-
nal: if we want to improve one property then the worsening of some other property may
be unavoidable. Below are some possibility and impossibility results of combining these
properties that show how different axes depend on each other. More results can be found
in [43].

10.1. Impossibility Results

If there are no cryptographic assumptions (assuming the existence of private channels),
the following is required:

e If statistical or perfect security is obtained, then either broadcast or private chan-
nels must be assumed [47].

e For unconditional security (negligible failure probability) against ¢+ maliciously
corrupted parties, n/3 <t < n/2, a broadcast channel is required [47].

e There can be no unconditionally secure protocol against an adversary controlling
the majority of the parties. Two-party computation is impossible without crypto-
graphic assumptions [47].

e No protocol can have perfect security against more than n/3 maliciously cor-
rupted adversaries [47].

® Let#,, tp, and 77 be the number of actively corrupt, passively corrupt, and fail-
corrupt parties, respectively. Perfect security is possible if and only if 3z, +2¢, +
ty < n, regardless of the existence of a broadcast channel (a party that is passively
corrupt and fail-corrupt at the same time is counted twice) [48].

e Unconditional security without a broadcast channel is possible if and only if 2z, +
2ty +ty <mnand 3t, +1p < n[48].

e Unconditional security, with a broadcast channel, is possible if and only if 2z, +
2ty +ty <n[48].

For cryptographic security against n/3 or more maliciously corrupt players, either a
trusted key setup or a broadcast channel is required [13].

Fail-stop adversaries can be tolerated only if there are fewer than /2 corrupt parties,
no matter what other assumptions we use [49].

No protocol with security against malicious adversaries can tolerate more than n/2
corrupted parties without losing the complete fairness property [50].

There is no protocol with UC security against more than n/2 corrupt parties without
setup assumptions [51].
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10.2. Possibility Results

Passive adversaries can be handled if fewer than n/2 participants are corrupt [47]. Active
adversaries can be handled, if fewer than /2 participants are corrupt and we are willing
to tolerate an exponentially small chance of failure or leakage [50].

In the case of a mixed adversary, there are protocols that tolerate fewer than n/3
actively corrupt parties and further passively corrupt parties, so that the total number of
corrupt parties is fewer than n/2 [48].

Using cryptographic assumptions, we can tolerate any number of active adversaries
(although no protection against failures is guaranteed). As an example, we may take any
protocol that uses threshold homomorphic encryption (see Sec. 6), taking an n-out-of-n
threshold encryption.
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